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Preface

Sophisticated instrumentations and imaging devices have become powerful tools in themodern
world of technology. Advances in electronics, fast data processing, image reconstruction, and
pattern recognition, just to name a few, have enabled the development of very elaborate inves-
tigation techniques that are now used in many different fields of science and many domains of
applications. A large number of technological advances were originally developed in particle
physics, but then spread to astrophysics, medicine, biology, materials science, art, archaeology,
and many other application domains.

The field of imaging has known incredible advances in the recent decades.With atomic force
microscopes or scanning force microscopes, very-high-resolution images can now be obtained.
Resolutions on the order of fractions of a nanometer, more than  times better than the
optical diffraction limit have been reached.With the scanning tunnelingmicroscope, atoms can
even be dragged along and positioned to build atomic-scale artificial structures. Increasingly
higher resolutions require more and more storage space. A Triumph calculator from the fifties
in the last century using ferrite cores had a storage capacity of  bits!TheLargeHadronCollider
(LHC) at CERN will produce roughly  petabytes ( million gigabytes) of data annually. The
discovery of a giant magnetoresistance by the  Nobel laureates Peter Grünberg and Albert
Fert enabled a breakthrough in gigabyte hard disk drives, and so this technique allows massive
number crunching and can cope with huge data files.

Also the image quality and image reconstruction accuracy have substantially increased.
For a decent photo one needs more than  million photons in the optical range. In obser-
vational astronomy the sensitivity of instruments has improved over a period of  years –
from Galileo’s telescope to the Hubble Space Telescope – by a factor of  millions. For the
discovery of an X-ray source in our galaxy, approximately  photons are sufficient. Using
the imaging atmospheric Cherenkov technique, the discovery of a gamma-ray source can be
claimed if more than about  photons – with little background – come from the same point in
the sky. These advances also come about because high-resolution pixel detectors are available.
In the s the best charge-sensitive amplifiers used for the readout of semiconductor counters
had a noise level equivalent to that of  electrons. Nowadays one can unambiguously count
single electrons, because the noise level has decreased by a factor of .

Imaging also plays a major role in medical diagnosis. The old X-ray technique has been
improved and has been made more sensitive by using image intensifiers. Antiparticles, discov-
ered in cosmic rays in the thirties of the last century are now routinely used in positron emission
tomography (PET) for cancer diagnosis and therapymonitoring. Also γ rays are used in gamma
cameras, scintigraphy, single photon emission computed tomography (SPECT), and PET, with
all sorts of diagnostic indications, including suspicion of heart or brain disease.The operation
of Compton telescopes, known from astroparticle physics experiments, has now found its way
into medical diagnosis as Compton cameras, although image reconstruction from Compton
cameras remains a major challenge.

Beyond diagnostic imaging, nuclear techniques have also entered the domain of medical
therapy. The strong ionization of charged particles at the end of their range (Bragg peak) has
initiated new methods in cancer treatment (particle therapy) with substantial advantages over
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therapy with cobalt- γ rays. Apart from γ rays and charged particles, also neutrons have
important applications in therapy.

On the detector side, a lot of progress has also been achieved. Early detectors, like the
Wilson cloud chamber, provided lots of details about charged particles and their interactions.
One drawback was a poor time resolution or repetition time. If you can only record one event
per minute, such a detector is not suited for accelerator experiments. In the LHC, protons col-
lide every  nanoseconds, resulting in a possible event rate of  million per second. Modern
detectors cannot only measure the spatial coordinates, the energy and momentum of a parti-
cle, but they can also determine the identity of the particle. Particle identification is essential for
the unambiguous characterization of interactions or new particle production.These techniques
are also important in many other fields measuring electromagnetic radiation as γ rays, X rays,
terahertz radiation, ultraviolett (UV), or infrared (IR) photons up to microwave photons.

This handbook centers ondetection techniques in the field of particle physics,medical imag-
ing, and related subjects. It is structured into four parts.The first two parts deal with basic ideas
about particle detectors, like interactions of radiation and particles with matter and specific
types of detectors. In the third part applications of these devices in high energy physics and
related fields are presented. Finally, the last part concerns the ever-growing field of medical
imaging using similar detection techniques. The different chapters of the book are written by
well-known experts in their field. Clear instructions on the detection techniques and princi-
ples in terms of relevant operation parameters for scientists and graduate students are given.
Detailed tables, diagrams, and figures will make this a very useful handbook for the application
of these techniques inmany different fields like physics,medicine, biology, other areas of natural
science, and applications inmetrology and technology. Also, it is our hope that such a broad pre-
sentation of particle detectors and radiation-based imaging can be a source of cross-fertilization
between different fields of applications.

Irène Buvat and Claus Grupen
Orsay and Siegen
June 
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  Interactions of Particles and Radiation with Matter

Abstract: Main types of interactions of charged particles and photons are briefly
described. For charged particles, we present basic formulas for energy losses by ioniza-
tion and excitation, fluctuations of ionization losses, δ electrons, channeling, multiple
scattering, and bremsstrahlung. We consider photoelectric effect, Compton effect, and
electron–positron pair production for photons. Also discussed are nuclear interactions of
hadrons with matter as well as neutrino interactions.

 Introduction

A knowledge of phenomena, which occur when particles and radiation interact with matter, is
necessary for development and usage of particle detectors, radiation protection,material studies
with the help of ionizing radiation, etc. In this chapter main types of interactions of charged
particles, photons, and neutrinos are briefly described.

There is an extensive literature devoted to interactions of particles and radiation with mat-
ter. A brief review and further references are given in Amsler et al. (), while the detailed
consideration of the main relevant issues can be found in the classical book of Rossi ().

 Penetration of Charged Particles ThroughMatter

The common phenomenon for all charged particles, which causes a change of their energy and
direction in matter, is the electromagnetic interactions with electrons and nuclei. Electromag-
netic interactions are responsible for particle scattering, ionization and excitation of atoms,
bremsstrahlung, Cherenkov and transition radiations. It should be noted that Cherenkov and
transition radiations result in a negligible energy loss and do not change a direction of particle
motion. The main contribution to the energy loss comes from ionization and bremsstrahlung
while the change of the particle trajectory is mostly caused by collisions with nuclei.

. Energy and Angular Spectra of Delta Electrons

When an incident charged particle collides with an electron at rest, a maximum energy
transfer is

εmax = me
P

M
+m

e + Eme/c
, ()

whereM, P, and E are the mass, momentum, and total energy of the incident particle while me

is the electron mass. The following approximations are useful in particular cases:

γ ∼  εmax [MeV] ≈ (γ − )
≪ γ ≪ M/(me) εmax [MeV] ≈ γ ()

γ ≫ M/(me) εmax [MeV] ≈ E ,

where γ = E/Mc.
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Recoil electrons are usually referred to as δ electrons. The recoil angle, ϑδ , is related to the
δ-electron kinetic energy (i.e., equivalent to the energy loss of the incident particle):

cos ϑδ =
E +mec

P

√

ε
ε + mec

. ()

The collision of the heavy incident particle with a free electron can be approximately
described by the well-known Rutherford formula

dσ
dΩ

=

zre


(

mec
βcpc

)

 
sin(θc/)

, ()

where βc, pc, and θc are the electron velocity, momentum, and scattering angle in the center-
of-mass system, z is the charge of the incident particle in units of the electron charge, and re –
classical electron radius.The quantities pc and θc can be easily related to the δ-electron kinetic
energy ε:

ε =
pc( − cos θc)

me
; dε = −

pc
me

d cos θc; pc =
meεmax


. ()

Taking into account these relations, we obtain the differential cross section dσ/dε:

dσ =
πzremec

βε
dε . ()

When the incident particle is much heavier than the electron, we can take the electron velocity
βc equal to the velocity of the incident particle β in the laboratory frame. Then the energy
distribution of δ electrons is

dn
dε dx

= NA
Z
A
dσ
dε

= .
Z
A


βε

, ()

where Z and A are the atomic number and atomic mass, respectively.The thickness of material
is measured in units of g/cm.

To take into account the electron spin, we have to use the formula for the Mott cross
section (Mott ) instead of > Eq. :

dσ
dΩ

=

zre


(

mec
βcpc

)

 
sin(θc/)

( − βc sin

(θc/)) . ()

This modifies the energy distribution to

dn
dε dx

= .
Z
A


βε

( − β
ε

εmax
) . ()

The formulas for the δ-electron energy distributions in the case of the incident electron,
positron, and heavy spin-/ particle are given in Rossi ().

. Energy Loss by Ionization and Excitation

The total energy transferred by the initial particle to δ electrons with the kinetic energy ε,
exceeding a certain εmin, can be found by integrating > Eq. . However, εmin cannot approach
 since electrons are assumed to be free in this expression.The accurate calculations in the Born
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approximation result in the Bethe–Bloch equation (Bethe , ; Bloch ) for the specific
energy loss by a heavy spinless particle:

−(

dE
dx

)

ion
= Kz

Z
A


β

(



ln

mecβγεmax

I
− β −

δ

) , ()

where K = πNAremec = .MeV/(g/cm
), I is a mean excitation energy (average

ionization potential), and δ – the density-effect correction. The ionization energy-loss rate in
various materials is shown in > Fig.  (Amsler et al. ). Common features of the shown
dependences are fast growth, as /β, at low energy, a wide minimum in the range  ≤ βγ ≤ ,
and slow increase at high energy. A particle having dE/dx near the minimum is often referred
to as a minimum-ionizing particle or mip. The mip’s ionization losses for all materials except
hydrogen are in the range between  and  MeV/(g/cm) slightly increasing from low to
large Z.
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Mean excitation energies

The I values are obtained from experimental data. A compilation given in Amsler et al.
() is presented in > Fig. . The useful approximation for I is

I(eV) =
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

. for H

Z( + /Z) for Z ≤ 
Z(. + . ⋅ Z−.) for Z > 

. ()

The density effect limits the increase of ionization losses in liquids and solids. This is a
result of the medium polarization that effectively truncates distant collisions. The density effect
correction can be calculated according to Sternheimer () and Sternheimer and Peierls
().

. Fluctuations of Ionization Losses

When a charged particle passes the layer of material, the energy distribution of the δ electrons
(see > Eq. ) and fluctuations of their total number (nδ) cause fluctuations of the energy losses,
ΔE.

One of the typical cases is passage through the relatively thin layer ofmaterial by a relativistic
particle, when the average energy loss ⟨ΔE⟩ ≪ εmax while nδ ≫ . The probability density
function (p.d.f.) for ΔE is strongly asymmetric with the maximum at ΔEp and a long tail at
high losses. The most probable energy loss is (Bichsel )

ΔE = ξ (ln
mecβγξ

I
+ j − β − δ) , ()

where ξ = (K/)(Z/A)(x/β) and j = ..
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The energy dependence of ΔEp/x

The energy dependence of ΔEp/x is shown in > Fig.  in comparison with dE/dx. As can
be seen, the value of ΔEp/x reaches the Fermi plateau at high energy while dE/dx is slowly
growing due to increasing εmax.

The p.d.f. for ultrarelativistic particles, when the parameter G = ξ ⋅ (mec/εmax) ≲ .,
was given by Landau () and Vavilov (). This distribution is often referred to as the
Landau distribution.

The position of the peak of this distribution is determined by > Eq.  and the full width at
half maximum is FWHM ≈ ξ. The ionization-loss distributions at . < G <  are discussed
in detail in Rossi ().

It should be noted that ionization losses in very thin layers, when nδ ≲  ÷ , are not
described by the Landau distribution. The most probable loss is still given by > Eq. , but
the distribution is much wider than the Landau function. This case is typical for the gaseous
and thin silicon detectors (Onuchin and Telnov ; Bichsel , ). > Figure  shows
the energy-loss distributions for  MeV pions passing through a silicon layer (Amsler et al.
).

. Multiple Scattering of Charged Particles

A particle passing through material undergoes multiple small-angle scattering, mostly due to
large-impact-parameter interactions with nuclei. Then an initially parallel particle beam gets
the angular spread after traveling through the layer of material. The angular distribution due
to the multiple Coulomb scattering is described by the Molière theory (Bethe ). For small
scattering angles it is normally distributed around the average value θ = . Larger scattering
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Energy-loss distribution for MeV pions passing through a silicon layer (Amsler et al.

)

angles caused by rare collisions of charged particles with nuclei are, however, more probable
than expected from a Gaussian distribution.

The root mean square of the projected scattering-angle distribution is expressed as

θprojrms =
√

⟨θ⟩ =
.MeV

βcp
z
√

x
X

[ + . ln(x/X)] , ()

where p (in MeV/c) is the momentum, βc the velocity, and z – the charge of the scattered
particle. The quantity x/X is the thickness of the scattering medium measured in units of the
radiation length (X). The meaning of the latter as well as formulas for its calculation are given
in > Sect. ..

. Channeling

The energy loss of charged particles as described by the Bethe–Bloch formula should be modi-
fied for crystals where the collision partners are arranged on a regular lattice. When one looks
at a crystal, it becomes immediately clear that the energy loss along certain crystal directions
will be quite different from that along a nonaligned direction or in an amorphous substance.
Motion along such channeling directions is governed mainly by coherent scattering off strings
and planes of atoms rather than by the individual scattering off single atoms. This leads to
anomalous energy losses of charged particles in crystalline materials (Møller ).
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It is obvious from the crystal structure that charged particles can only be channeled along
a crystal direction if they are moving more or less parallel to crystal axes. The critical angle
necessary for that is small (approximately .○ for β ≈ .) and decreases with energy. For the
axial direction (⟨⟩, body diagonal) it can be estimated from

ψ [degrees] = . ⋅ [z ⋅ Z/(E ⋅ d)]., ()

where z and Z are the charges of the incident particle and the crystal atom, E is the particle
energy in MeV, and d is the interatomic spacing in Å. The quantity ψ is measured in degrees
(Gemmel ).

For protons (z = ) passing through a silicon crystal (Z = ; d = .Å) the critical angle
for channeling along the direction-of-body diagonals becomes

ψ =  μrad/
√

E [TeV]. ()

For planar channeling along the face diagonals (⟨⟩ axis) in silicon one gets (Møller )

ψ =  μrad/
√

E [TeV]. ()

Of course, the channeling process also depends on the charge of the incident particle.
For a field inside a crystal of silicon atoms along the ⟨⟩ crystal direction, one obtains

. ⋅  V/cm.This field extends over macroscopic distances and can be used for the deflection
of high-energy charged particles using bent crystals (Gemmel ).

Channeled positive particles are kept away from a string of atoms and consequently suf-
fer from a relatively small energy loss. > Figure  shows the energy-loss spectra for GeV/c
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protons passing through a  μm thick germanium crystal (Gemmel ). The energy loss of
channeled protons is lower by about a factor of  compared to random directions in the crystal.

. Radiation Losses – Radiation Length and Critical Energy

Fast charged particlesmay lose energy not only due to the ionization, but also by bremsstrahlung
when these particles are decelerated in the Coulomb field of the nucleus. For electrons, the
radiation losses become dominant from the energy of a few tens of MeV. Radiation losses are
characterized by the radiation length, X. After passing a layer of material with a thickness X

the average electron energy decreases to /e from the initial energy. Then the radiation energy
loss can be expressed as

−(

dE
dx

)

rad
=

E
X

. ()

The values of X for various materials were calculated and tabulated by Tsai ():


X

= αre
NA

A
{Z

[Lrad − f (Z)] + ZL′rad} ()

=


A ⋅ . g/cm {Z


[Lrad − f (Z)] + ZL′rad} .

The function f (Z) can be approximated (Davies et al. ):

f (Z) = a[( + a)− + . − .a + .a − .a] , ()

where a = αZ. For Z > , Lrad = ln(.Z−/) and L′rad = ln(Z−/). For the lightest
elements, the values of Lrad, L′rad deviate from those given by the quoted formulas by ∼ –%
and can be found in Tsai ().

The radiation length of a mixture of elements or a compound can be approximated by

X =


∑
ρi/Xi


, ()

where ρi are the mass fractions of the components with the radiation lengths Xi
.

Contributions of various processes of the energy loss for electrons and positrons
are presented in > Fig.  (Amsler et al. ). The energy at which specific radiation losses,
(dE/dx)rad, reach the ionization losses, (dE/dx)ion, is called the critical energy, Ec.The critical
energy for electrons can be approximated by the formulas

Ec =
MeV
Z + .

(for solids and liquids) , Ec =
MeV
Z + .

(for gases). ()

In a wide energy range from about  MeV up to  TeV the differential probability of the
emission of a photon with energy εph can be approximated by (Rossi ):

dn
dεph dx

=


X ⋅ εph

(



−



y + y) , ()

where y = εph/Ee is a portion of the initial electron energy, Ee, transferred to the photon. The
path in a material as well as X are measured in g/cm. This formula is valid in the so-called
complete-screening approximation, which is determined by the condition

MeV
Ee

y
 − y

Z−/ ≪ . ()
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Contributions of the different processes to the energy loss for electrons and positrons

(Amsler et al. )

Obviously, this is not fulfilled at y ≈ , however, > Eq.  is not accurate at y ≈ , especially
at very high energies (Ee > GeV) due to bulk-medium effects (see Amsler et al. () for
discussion and further references).

The angular distribution for emitted photons is quite narrow at high electron energy. The
root mean square of the emission angle is (Rossi )

√

⟨θ⟩ ∼
mec

Ee
ln

Ee

mec
. ()

At very high energies, the radiation processes become important for all charged particles.
> Figure  shows the specific energy loss by muons in copper including excitation, ionization,
and radiation processes (Amsler et al. ).

. Charged-Particle Range Due to Ionization Losses

The range of charged particles can be calculated from their energy losses:

R =

∫

E



dE
(dE/dx)

. ()

In practice, only a range for heavy particles is well defined when the main mechanism of
the energy loss is medium ionization. In this case dE/dx should be taken from > Eq. .
The range of heavy particles for several substances as a function of particle momentum is
presented in > Fig.  (Amsler et al. ). The range for electrons is not well defined because
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The total energy losses (−dE/dx) for muons in copper (solid line) (Amsler et al. ). Vertical

bands indicate different approximations

of large energy fluctuations in the bremsstrahlung losses and large path-length variations due
to multiple scattering.

 Penetration of High-Energy Photons in Matter

In contrast to the charged particles, photons in each interaction with electrons or nuclei dis-
appear or change dramatically their energy and direction. Thus, the photon beam subsides
according to an exponential law:

I = I exp(−μx) , ()

where I is a photon flux and μ – mass attenuation coefficient. The processes of photon
interactions in material are discussed in the next subsections.

. Photoelectric Effect

Photoelectric effect implies an absorption of a photon by the electron bound in atom and trans-
fer of the photon energy to this electron. The photoeffect cross section for the photon of energy
Eγ > EK, where EK is the K-shell energy, is particularly large for the K-shell electrons. The total
cross section is

σK
ph =

√


ζ

αZσTh [cm

/atom] , ()

where ζ = Eγ/mec and σTh = 
 πr


e =  mb is the cross section of Thompson scattering.
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Range of heavy charged particles in various substances (Amsler et al. )

The photoelectric cross section has sharp discontinuities when Eγ is equal to the binding
energy of the atomic shells. After a photoelectric effect in the K shell, the atomic electrons are
rearranged and characteristic X rays (like Kα) or Auger electrons are emitted.

. Compton Effect

The Compton effect is inelastic scattering of photons by quasi-free atomic electrons. After this
scattering the photon energy, E′γ , and the scattering angle, θγ , are related by the formula

E′γ
Eγ

=


 + ζ(− cos θγ)

, ()
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where ζ = Eγ/mec. The total cross section of Compton scattering derived by the integration of
the Klein–Nishina formula (Klein and Nishina ) is

σC =
πre
ζ

[( −

ζ
−


ζ
) ln( + ζ) +



+


ζ
−


( + ζ)

] . ()

This formula provides the cross section per one electron. In the ultrarelativistic case, when ζ≫ ,
the formula for the Compton cross section reduces to

σC =
πre
ζ

(ln ζ +


) . ()

. Production of Electron–Positron Pairs

The production of an electron–positron pair by the photon becomes possible when the photon
energy, Eγ , exceeds the threshold

Eγ ≥ mec +
m

ec

Mnucleus
≈ mec . ()

As for the bremsstrahlung, the screening parameter is defined,

γ = 
mec

Eγ


ν( − ν)

Z−/, ν =
Ee +mec

Eγ
, ()

where Ee is an electron (or positron) kinetic energy.
In the case of complete screening (γ ≪ ), the pair-production cross section is given by

σpair = αreZ

(



ln


Z / −



) [cm

/atom]. ()

Then the probability dw of photon conversion at the small path length dx is approximately equal
to

dw =



dx
X

. ()

The energy distribution of the produced electrons and positrons is given by the differential
probability

dw
dE
+

dx
=

αre
Eγ

NA

A
Z f (Z, Eγ, ν) ()

where E
+

is the energy of the positron and f (Z, Eγ, ν) is a dimensionless function shown in
> Fig. . As can be seen from the figure, the distributions are close to being flat except areas
near the edges of the spectra.

. Photon Flux Attenuation byMaterial

An overview of the processes contributing to the attenuation of the photon flux is presented in
> Fig.  (Amsler et al. ) for carbon and lead.The flux of the photons penetrating inmatter
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Energy-partition function f(Z, Eγ , x)with ε = Eγ/mec as a parameter

is described by > Eq. , where μ is called the total mass attenuation coefficient that is related
to the sum of cross sections of all contributing processes:

μ =
NA

A ∑

i
σi , ()

where σi is the atomic cross section for the process i. The value /μ, called the photon atten-
uation length, is shown in > Fig.  for several elements as a function of the photon energy
(Amsler et al. ). For a chemical compound, the effective value of μeff = /λeff can be
found as /λeff = ∑

wZ/λZ , where wZ and λZ are the weight content and attenuation length,
respectively, for the element with a nucleus charge Z.

 Electron–Photon Cascades

At high energies (higher than MeV), electrons lose their energy almost exclusively by
bremsstrahlung while the main interaction process for photons is electron–positron pair pro-
duction.Thus, these processes lead to the development of an electromagnetic cascade in matter
where the number of particles, i.e., electrons, positrons, and photons, increases until the energy
of the particles decreases to the critical energy, Ec (see > Sect. ., > Eq. ). Since both pro-
cesses, bremsstrahlung and pair production, are characterized by the radiation length, X, this
unit is a natural measure for the electron–photon shower development.

Shower development is characterized by the number of charged particles and photons as
well as the energy-deposition rate at the depth t = x/X in an absorber. The longitudinal
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Photon total and partial cross sections in carbon and lead (Amsler et al. ). Here σp.e. is for
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electrons, σg.d.r. photonuclear interactions, most notably the Giant Dipole Resonance
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The photonmass attenuation length (Amsler et al. )

distribution of the energy deposition in electromagnetic cascades can be approximated by the
following expression evaluated from the Monte Carlo simulation (Longo and Sestili ),

dE
dt

= Eb
(bt)a− e−bt

Γ(a)
, ()

where Γ(g) is the Euler’s Γ function, defined by

Γ(g) =
∫

∞


e−x x g− dx . ()

The gamma function has the property

Γ(g + ) = g Γ(g). ()

Here a and b are model parameters and E is the energy of the incident particle. In this
approximation, the maximum of shower development is reached at

tmax =
a − 
b

= ln(
E

Ec
) + Cγe , ()

where Cγe = . for a gamma-induced shower and Cγe = −. for an incident electron. The
parameter b as obtained from simulation results is b ≈ . for heavy absorbers from iron to
lead. Then the energy-dependent parameter a can be derived from > Eq. .

The experimentally measured distributions (Akchurin et al. ; Baumgart et al. ) are
well described byMonte Carlo simulation using the code EGS (Nelson et al. ; Amsler et al.
). > Equation  provides a reasonable approximation for electrons and photons with
energies larger than GeV and a shower depth of more than  X, while for other conditions
it gives a rough estimate only. The longitudinal development of the electromagnetic shower
initiated by an electron in matter is shown in > Fig. .

The angular distribution of the particles produced by bremsstrahlung and pair production
is very narrow, the characteristic angles are of the order of mec/Eγ . That is why the lateral



Interactions of Particles and Radiation with Matter  

0.000

0.025

0.050

0.075

0.100

0.125

0

20

40

60

80

100
(1

/E
0)

dE
/d

t

t = Depth in radiation lengths

N
um

be
r 

cr
os

si
ng

 p
la

ne

30 GeV electron
incident on iron

Energy

Photons
× 1/6.8

Electrons

0 5 10 15 20

⊡ Fig. 

Longitudinal shower development of a GeV electron-induced cascade obtained by the

EGS simulation in iron (Nelson et al. ; Amsler et al. ). The solid histogram shows

the energy deposition; black circles and open squares represent the number of electrons and

photons, respectively, with the energy larger than .MeV; the solid line is the

approximation given by > Eq.

width of an electromagnetic cascade is mainly determined by multiple scattering and can be
described in units of the Molière radius

RM =

MeV
Ec

X [g/cm
]. ()

The largest fraction of energy is deposited in a relatively narrow shower core. About % of the
shower energy is contained in a cylinder around the shower axis whose radius is R(%) = RM

almost independently of the energy of the incident particle.

 Nuclear Interactions of Hadrons withMatter

As an example of the hadronic cross section, the pion–deuteron and pion–proton total
and inelastic cross sections are presented in > Fig. . The total pion–nucleus cross section has
similar momentum dependence scaled as A/; however, the peaks in the range of the isobar
production are less pronounced. Similar cross-section dependence is typical for other hadrons
as well. As can be seen, themomentumdependence in the range higher than GeV is rather flat.
For momenta exceeding a few hundred MeV, the interaction is mostly inelastic, which implies
a production of secondaries and knock-out nucleons from the nuclei. These processes induce
a development of the hadron cascades when the energy of the incident hadron is high enough
(≳GeV).
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Pion–proton and pion–deuteron cross sections (Amsler et al. )

The longitudinal development of the hadron shower is determined by the average nuclear
interaction length, λI, which can be roughly estimated as (Amsler et al. )

λI ≈  g/cm
⋅ A/. ()

In most detector materials, this quantity is much larger than the radiation length X, which
describes the behavior of electron–photon cascades. In the inelastic hadronic processes mainly
charged and neutral pions, but with lowermultiplicities also kaons, nucleons, and other hadrons
are produced. The average particle multiplicity per interaction varies only weakly with energy
(∝ ln E). The average transverse momentum of secondary particles can be characterized by

⟨pT⟩ ≈ .GeV/c. ()

The average inelasticity, that is, the fraction of energy,which is transferred to secondary particles
in the interaction, is around %.

A large component of the secondary particles in hadron cascades is neutral pions, which
represent approximately one third of the pions produced in each inelastic collision. Therefore,
a considerable fraction of the energy of the hadron shower, fem, is deposited in the form of an
electromagnetic shower which can be approximated by (Gabriel et al. )

fem =  − (
E

Esc
)

k−
, ()

where E is the energy of the incident hadron, Esc is a parameter varying from .GeV (for
iron) to .GeV (for lead), and k is between . and .. Details can be found in Wigmans
().

In contrast to electrons and photons, whose electromagnetic energy is almost completely
recorded in the detector, a substantial fraction of the energy in hadron cascades remains “invis-
ible” ( finv). This is related to the fact that some part of the hadron energy is used to break up
nuclear bonds.This nuclear binding energy is provided by the primary and secondary hadrons
and does not contribute to the energy deposition within a hadronic shower. In addition, long-
lived or stable neutral particles like neutrons, K

L, or neutrinos can escape from the calorimeter,
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The longitudinal energy distribution in a hadronic shower in iron induced by GeV pions.

The depth X is measured in units of the interaction length λI .Open circles and triangles are

experimental data; diamonds are predictions of simulation. The dash-dotted line is a simple

fit by > Eq. with optimal a and b, the other lines are more sophisticated approximations.

Crosses and squares are contributions of electromagnetic showers and the

non-electromagnetic part, respectively (Amaral et al. )

thereby reducing the visible energy.The total invisible energy fraction of a hadronic cascade can
be estimated as finv ≈ –% (Wigmans ). > Figure  shows the measured longitudinal
shower development of GeV pions in iron (Amaral et al. ) in comparison to Monte
Carlo calculations and empirical approximations.

Apart from the longer longitudinal development of hadron cascades, their lateral width is
also sizably increased compared to electron cascades. While the lateral structure of electron
showers is mainly determined by multiple scattering, in hadron cascades it is caused by large
transverse momentum transfers in nuclear interactions.

 Neutrino Interactions withMatter

A neutrino interacts with matter due to the charged-current and neutral-current weak interac-
tions. The typical charged-current interactions are

νl + n → X + l− , ()
νl + p → X + l+ , ()
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Total cross sections for muon-neutrino interactions with nucleons at high energies (Amsler

et al. ). The straight lines are the isoscalar-corrected values averaged over –GeV

where l stands for an electron, muon, or τ lepton. X means just p (> reaction ) or n
(> reaction ) for the low-energy neutrino and a multiparticle final state for the high-energy
neutrino. The total neutrino–nucleon cross sections measured in fixed-target experiments are
shown in > Fig. . These cross sections at high neutrino energies can be approximated as

σνN [cm
] = (. ± .) ⋅ −E [GeV] , ()

σνN [cm

] = (. ± .) ⋅ −E [GeV] .

The charged-current interaction also contributes to the elastic νe scattering.
The neutral-current interactions induce the processes of the elastic and quasielastic

scattering:

νl + N → νl + X ,
νl + N → νl + X , ()
νl + e → νl + e ,
νl + e → νl + e .

Cross sections of these processes are much smaller than those induced by the charged currents.
In general, all neutrino cross sections are too small to provide a noticeable attenuation of

the neutrino flux for any material thickness available on the Earth.



Interactions of Particles and Radiation with Matter  

 Conclusion

It is obviously impossible to give a detailed review of a variety of phenomena related to inter-
actions of particles and radiation with matter in a brief chapter. Moreover, since many different
physical processes contribute to these interactions, the subject itself becomes so multidisci-
plinary that its complete description is hardly possible in one, even large review. Formore details
and further references we can recommend the books mentioned in “Further Reading.”
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Abstract: Detectors come in many different forms and apply a wide range of tech-
nologies, but their principles can be understood by applying basic physics. In analyzing
the signal acquisition, relatively simple models provide sufficient information to assess
the effect of different readout schemes. This chapter discusses signal formation in vari-
ous types of detectors and fluctuations in signal magnitude. It then moves on to base-
line fluctuations, i.e. electronic noise, and the properties of amplifiers used for signal
acquisition.

 Why Understand Electronics?

Detector electronics is a highly developed field, andmost users simply take it for granted.Many
standard items are readily available or if custom systems are required, they can often be devel-
oped by applying standard recipes. However, real scientists understand their tools and if they
are capable of applying basic physics to practical uses, understanding the electronic functions
is quite practical without detailed knowledge of electronics engineering. It does require a real
understanding of basic classical physics and the ability to recognize which aspects of physics
apply in practical situations. For scientists and engineers to work together efficiently, it is nec-
essary that scientists understand basic principles, so they do not request things that cannot
work. Conversely, engineers should also understand the relevant aspects of the applications,
so scientists have to be capable of explaining the important rerquirements. In detector sys-
tems that push the envelope, practical solutions are a balance between functions allowed by
physics and the constraints of technology. However, revolutionary detector techniques often are
not based on new inventions, but on combining existing technologies in novel ways. Under-
standing electronics can also help in recognizing subtle malfunctions that can fake physics
results.

Radiation detectors are used for three basic functions: detecting the presence of radiation,
measuring the energy spectrum, and recording the relative timing between events.These func-
tions also provide position sensing. Energy resolution is one of the most useful properties, as
shown in > Fig. .

Energy resolution is determined by processes within the detector, where fluctuations in
signalmagnitude are inherent, and the readout system,where baseline fluctuations are superim-
posed on the signal. > Figure  shows the effect of noise added to a signal taken at four different
times.The resulting peak amplitude can be both higher and lower.The effect of noise on timing
measurements can also be seen. If the timing signal is derived from a threshold discriminator,
where the output fires when the signal crosses a fixed threshold, amplitude fluctuations in the
leading edge translate into time shifts. If one derives the time of arrival from a centroid analysis,
the timing signal also shifts (compare the top and bottom right figures). Random fluctuations
in the detector and in the baseline add in quadrature. > Figure  shows how either detector
or readout baseline fluctuations can dominate to yield the same overall resolution.The baseline
fluctuations can have many origins, external interference, artifacts due to imperfect electron-
ics, etc., but the fundamental limit is electronic noise. Whether one or the other fluctuation
dominates depends on the type of detector.
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The comparison of gamma-ray spectra taken with a scintillator and a semiconductor

detector (left) clearly shows how improved resolution reveals detailed structure (adapted

from Philippot ). Higher resolution also improves the signal-to-noise ratio (right).

(Adapted from Armantrout et al. . Figures ©IEEE, reprintedwith permission)

Time Time

Time Time

⊡ Fig. 

Signal plus noise at four different times, shown for a signal-to-noise ratio of about . The

noiseless signal is superimposed for comparison
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Signal and baseline fluctuations add in quadrature. For large signal variance (top), as in

scintillation detectors or proportional chambers, the baseline noise is usually negligible,

whereas for small signal variance as in semiconductor detectors or liquid-Ar ionization

chambers, baseline noise is critical

AmplifierDetector
is

is

Incident 
radiation

⊡ Fig. 

In an ionization chamber, the absorbed energy is converted directly into signal charges

 Detector Types

Detectors can transform absorbed energy directly or indirectly into signals. > Figure  shows
the principle of an ionization chamber where absorbed radiation is converted directly into a
charge signal.Here the statistical fluctuations in the number of signal charges place a fundamen-
tal limit on the energy resolution. A scintillation detector as shown in > Fig.  is an example
of an indirect detector. In this case, another function comes into play that affects the energy
resolution.
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In a scintillation detector, charged-particle or photon energy absorbed in the scintillator is

converted into visible or near-visible light. When the scintillation photons impinge on the

photocathode, they produce photoelectrons, which can be detected directly, or sent

through a gain mechanism as in a photomultiplier

 Signal Fluctuations

In a photomultiplier, the photocathode converts only a fraction of the impinging scintillation
photons into photoelectrons. This quantum efficiency is commonly in the –% range. Fur-
thermore not all of the scintillation light ends up at the photocathode. Assume a  keV gamma
ray absorbed in a NaI(Tl) scintillator:

• , photons are created in the scintillator
• , photons impinge on the photocathode
• , photoelectrons arrive at the first dynode
•  ⋅  electrons appear at the anode

Defects and incomplete translation of absorbed energy into signal quanta can degrade detec-
tor resolution, but the inherent resolution of the detector cannot be better than the statistical
variance in the number of signal quanta N produced by the absorbed energy E,

ΔE
E
=

ΔN
N
=

√

N
N
=


√

N
. ()

The smallest quantity in the above sequence is the number of photoelectrons impinging on the
first dynode, so in this example (see also > Eq. )

ΔE
E
=


√

,
= % rms ≈ % FWHM. ()

The gain in a photomultiplier does not add much additional variance, so the relative res-
olution is the same at the anode, although the number of electrons is  times larger. Other
nonstatistical mechanisms can also contribute to fluctuations. In many scintillators the ratio
of scintillation photons to absorbed energy changes slightly with energy. In events where the
absorbed energy is distributed over several separate interactions that deposit different energies,
e.g. Compton scattering, these differences in the individual interactions lead to variations in the
total scintillation light.
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> Equation  illustrates a basic mechanism. In general, however, additional considerations
come into play when assessing statistical fluctuations.

σN =
√

FN =
√

F
E

ESQ
, ()

where ESQ is the energy required to form a signal quantum, e.g. electron–ion pair, and F is the
Fano factor (Fano ), which in some detectors is < . Variance is limited relative to > Eq. 
because the absorbed energy sets an upper limit, but the largest reduction occurs in materials
where energy is transferred bymultiple paths with different excitation energies. For example, in
silicon the bandgap is . eV, which is the energy required to excite an electron from the valence
into the conduction band, i.e. the ionization energy. However, absorbed energy can also excite
phonons, i.e. lattice vibrations linked to a temperature increase. In silicon the average phonon
energy is meV, i.e. orders of magnitudes smaller than the ionization energy. Since the total
energy must be conserved, any fluctuation in the number of signal charges must be balanced
by the fluctuation in the number of phonons. As the number of phonons is much greater, its
relative variance is small and this reduces the overall fluctuations. In silicon and germanium
F = .. In liquid Xe F ≈ , whereas in gaseous Xe F ≈ .. Since energy deposition also
requires momentum conservation, the number of excited phonons is significant at energies
well beyond the bandgap. Above several keV, the energy required to form a signal charge pair
in silicon is . eV, i.e. about . times the bandgap.This ratio is the same for practically all other
semiconductors and also holds for photons and different particle types. The Fano factor can be
derived by formal mathematical procedures (e.g. Grupen and Shwartz ) or in a simplified
form by physical processes (Spieler , pp –).

Expressed in terms of energy the signal fluctuation

σE = ESQ

√

F
E
ESQ

()

and the relative energy resolution expressed as full width at half maximum (FWHM)

ΔE
E
= . ⋅

ESQ

E

√

F
E

ESQ
= . ⋅

√

F
ESQ

E
, ()

so the relative energy resolution improves with increasing energy.
Other detector mechanisms are the excitation of optical states in scintillators, lattice vibra-

tions (phonons), the breakup of Cooper pairs in superconductors, and the formation of super-
heated droplets in superfluid He, for example. Typical energies required to form a single signal
quantum are

• Ionization in gases: order  eV
• Ionization in semiconductors: – eV
• Scintillation: order  eV
• Phonons: meV
• Breakup of Cooper pairs: meV

> Figure  shows the intrinsic energy resolution of Si and Ge detectors. When measuring
the energy of a single deposition as in calorimeters, expressing the relative resolution ΔE/E
is appropriate. However, when multiple additional energy peaks are near the desired energy
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Intrinsic energy resolution of silicon and germaniumdetectors versus energy. The silicon

resolution is shown in eV and the Ge resolution in keV

measurement, expressing the energy resolution as an absolute number (e.g. eV or keV) is more
useful, as it indicates how closely spaced other peaks may be to separate them.

 Signal Formation

In a scintillationdetector, the pulse shape is determined by the decay times of optical states.Mul-
tiple decay paths with non-radiative energy transfer are often involved before the final optical
states are populated and decay. As a result, the overall pulse shape has a rise and a decay time
as shown in > Fig. , with the approximate form

I(t) ≈ I (e−t/τd − e−t/τr) , ()

where τr and τd are the rise and decay time constants. Rise times are commonly in the ns
range, whereas the decay times range from nanoseconds to microseconds. The rise time is
often increased substantially by subsequent components in the system and variations in the
path length in large scintillators, since the signal from a given event is often the combination of
multiple interactions (e.g. Compton scattering). Depending on the decay sequences, some scin-
tillators also spread the signal over numerous distinct pulses, so appropriate signal integration
is essential.

The signal formation in ionization chambers, whether gaseous or solid state, is determined
by the motion of the charges in the active region. Particles deposit energy in the detection vol-
ume, forming positive and negative charge carriers. Under an applied electric field, the charge
carriers move and cause a change in induced charge on the electrodes. The duration of the
induced signal dependson the carriers’ velocity, which dependson the electric field.A high field
in the detection volume is desirable for fast response, but also for improved charge collection
efficiency.

As illustrated in > Fig. , charge moving in the sensitive volume of the sensor gives rise to
a signal current, as indicated in the accompanying equivalent circuit. At this point we need to
determine is(t). When does the signal current begin? When the charge reaches the electrode
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Since the scintillation energy states are fed through non-emitting states, the scintillation

pulse is characterized by a rise and fall time. Inmany scintillators the fall time is much longer

than the rise time
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⊡ Fig. 

Chargemoving in the detector volume induces a signal current in the external circuit (left).

The detector’s equivalent circuit is shown at the right

or when the charge begins to move? Although the first answer is quite popular (encouraged by
the phrase “charge collection”), the second is correct; current flow begins instantaneously.

Tounderstand the physics of induced charge, first consider a charge q near a single, infinitely
large electrode. All electric field lines from the charge terminate on the electrode. Integrating
the field on a Gaussian surface S surrounding the charge yields

∮

S

E ⋅ da = q .

Correspondingly, integrating over a Gaussian surface enclosing only the electrode yields the
charge −q. Since the direction of the field lines is opposite relative to the first integral, this
charge – the “induced charge” – has the opposite sign. Next, add a second electrode, as shown
in > Fig. . If the charge is positioned midway between the two electrodes, half of the field
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lines will terminate on the upper and the other half on the lower electrode. Integrating over
a Gaussian surface S enclosing the upper electrode yields −q/, as does integration around
the lower electrode. If the charge is moved very close to the lower electrode, as in the right
panel of > Fig. , most of the field strength will terminate there, and the induced charge will
be correspondingly higher. Thus, a charge moving from the upper to the lower electrode will
initially inducemost of its charge on the upper electrode,with an increasing proportion shifting
to the lower electrode as the charge moves toward it.

We cannot observe the induced charge directly, but we can measure its change. If the two
electrodes are connected to form a closed circuit, the change in induced charge manifests itself
as a current. Integrating the induced current as the charge traverses the distance from the top
to the bottom electrode yields the difference in induced charge q.

If the lower electrode is segmented, as illustrated in > Fig. , charge is initially induced
on all subelectrodes, but as the charge moves closer to the electrode on which it terminates, the
charge distribution becomes more localized, and when the charge ends on the electrode, the
total charge will be there.

Themagnitude of the signal as a function of the charge’s position relative to the readout elec-
trode is determined by a “weighting function” that can be calculated easily by applying Ramo’s
theorem (Ramo ). The instantaneous current at a given electrode

ik = −qv ⋅ FQ . ()

S1

S2

S1

S2

⊡ Fig. 

A charge q positionedmidway between two parallel plates induces equal charge on each

plate (left). Integrating over the Gaussian surface S or S yields the induced charge −q/.

When positioned close to the bottom plate (right panel), more field lines terminate on the

lower than on the upper plate, so the charge enclosed by S is larger than the charge

enclosed by S, i.e. the induced charge on the lower plate has increased

⊡ Fig. 

In a segmented electrode, initially charge is induced onmany strips (left). As the charge

approaches the strips, it becomesmore localized (middle), and when it is close to the strips

the signal is concentrated on a few strips. The same principle applies to pixels
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The weighting field FQ is calculated by applying unit potential to the signal electrode and zero
to all others. Note that for charge movement this field is irrelevant. It is not an electric field with
the unit V/cm, but a field that is not derived from a physical quantity, so its unit is simply /cm.
For a more detailed discussion, see Spieler ( pp –).

In a simple parallel-electrode detector the weighting field is uniform, so for a constant
charge velocity the signal current is constant. In a semiconductor detector, the field in the region
depleted of mobile charge depends on the space charge of the atomic cores of the dopants, so it
has a linear slope, which for overbias is superimposed on a constant field, as shown in > Fig. .

Operating in partial depletion results in a zero field at the side opposite from the p–n junc-
tion, so to reduce the collection time operation with overbias is desirable. > Figure  shows
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⊡ Fig. 

Electric field in a reverse-biased semiconductor diode in partial depletion (left) and with

overbias (right)

Time (ns)

0

0.1

0.2

0.3

0.4

S
ig

na
l c

ur
re

nt
 (

μA
)

S
ig

na
l c

ur
re

nt
 (

μA
)

0 10 20 30 40 50
Time (ns)

0 10 20 30 40 50
0

0.2

0.4

0.6
Vd = 60 V, Vb = 60 V Vd = 60 V, Vb = 90 V

e

h

e

h

⊡ Fig. 

Current signals for tracks traversing a semiconductor detector with parallel-plate electrodes

and applied bias voltages of  and  V. The left-hand plot is at the depletion voltage,

where the field at the ohmic contact is zero and the right-hand plot shows the effect of

overbias



Electronics Part I  

the resulting signal currents at bias levels of  and V in a diode with a depletion voltage of
V. > Figure  shows the signal currents on both sides of a double-sided strip detector oper-
ating at the same voltages. Because of the different weighting field in the segmented detector,
the pulse shapes are very different, although the overall collection time is the same. In all four
signal examples, the integrated current yields the same charge.

Although induced signal currents are usually associated with detectors, the same physics
applies to charge motion in any electrode configuration. Ramo derived the equations to analyze
the signals in multigrid vacuum tubes. Another example is the photomultiplier tube (PMT).

> Figure  shows the PMT configuration together with a typical resistive voltage divider
that applies the dynode voltages. Electrons moving from the last dynode to the anode form
the anode signal, as illustrated in > Fig. . Note that the current path is closed through the
bypass capacitor of the last dynode, so the practical implementation should be configured to
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Strip detector signals for an n-bulk device with  V depletion voltage operated at a bias

voltage of V. The electron (e) and hole (h) components are shown together with the total

signal (bold). Despitemarked differences in shape, the total charge is the same on both sides
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Voltage divider circuit for a photomultiplier tube. The voltage ratios between the various

electrodes are set by the resistance value R. D throughD are the dynode connections. The

resistor connected to the anode is included to avoid the anode charging up to a high

voltage when the output is disconnected. Whenmademuch larger than the output load

resistance, the signal fed to the readout will not be significantly reduced
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The anode signal in a photomultiplier tube is formed by electronsmoving from the last

dynode to the anode. The equivalent circuit is shown at the right

keep it short, especially if fast pulse response is required. The circuit in > Fig.  is drawn
accordingly.

The gain of a photomultiplier tube is very sensitive to the operating voltage. Given an indi-
vidual dynode gain of G in the regime where the gain is proportional to the voltage difference
between dynodes, the gain of a tubewith N dynodes isGN .Then the overall gainwill be propor-
tional toVN , so fluctuations in the supply voltageV can degrade the energy resolution. Another
contribution to changes in gain is the event rate. The charge required for the additional elec-
trons emitted from each dynode is supplied by the voltage divider. At the final dynodes, this
charge can be sufficient to cause a significant voltage drop. Just to estimate the current drawn
by the dynode, assume a triangular output pulse with  V peak amplitude and a base width of
 ns. Into a Ω load the peak current Ipk = mA. Also assume that the PMT is operat-
ing with a supply voltage of  kV and a divider current of mA. Then the peak signal current
of mA is much larger than the current that can be provided by the voltage divider, so the
gain will drop. This effect is reduced by the capacitors connected between the final dynodes.
For a dynode voltage Vd = Vn − Vn− (e.g. the voltage difference between dynodes  and ),
the stored charge Q = C ⋅ Vd . If this charge is much larger than the signal charge, then the
voltage drop will be small. In this example, the signal charge at the last dynode is about  fC.
If Vd = V and C =  nF, the stored charge Q =  nC, so the relative voltage drop will be
−, small with respect to a typical scintillator resolution. However, the capacitor has to charge
up before the next pulse if the gain is to be maintained. The voltage will recover in time as
V(t) = Vd(− et/τ), where τ = RC, i.e. about µs (−s), so the time between pulses should
be at least − to −s. Amore accurate calculation takes into account that since the total supply
voltage remains constant, a reduced voltage at one dynode will change the voltage distribution
and increase the voltages at the preceding dynodes, but the simple estimate performed above
indicates where attention is required to maintain energy resolution. In principle the rate capa-
bility can be increased by raising the divider current, but power dissipation is amajor constraint
(W in the above example).
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The voltages at the last dynodes are most susceptible.They can be stabilized by incorporat-
ing transistor drivers at the critical stages. Another scheme splits the voltage divider and feeds
the final dynodes from a separate supply with a higher divider current. However, the simplest
solution is to reduce the gain of the PMT and make up for it by feeding a low-noise amplifier.
This has been a practical solution for decades, but not widely applied, since the combination
of amplifier speed and electronic noise must be considered, and many PMT users believe that
they don’t have to understand low-noise electronics.

 Electronic Noise

Although the mechanisms are different from signal formation in detectors, electronic noise is
also caused by statistical fluctuations. Consider a current flowing through a sample bounded
by two electrodes, i.e. n electrons with a total charge charge ne, moving with velocity v.
The induced current depends on the spacing s between the electrodes (see “Ramo’s theorem”
discussed above), so

i =
nev
s

. ()

The fluctuation of this current is given by the total differential

⟨di⟩ = (
ne
s
⟨dv⟩)


+ (

ev
s
⟨dn⟩)


, ()

where the two terms add in quadrature, as they are statistically uncorrelated. From this, one
sees that two mechanisms contribute to the total noise: velocity, and number fluctuations.

Velocity fluctuations originate from thermal motion. Superimposed on the average drift
velocity are random velocity fluctuations due to thermal excitation. The induced charge fluc-
tuations can be translated from the Maxwellian velocity distributions and by applying the
Wiener–Khinchine theorem in the Fourier transform to the frequency domain. However, a
simpler procedure is to derive the maximum power that can be extracted from a thermal
component in equilibrium by applying Planck’s theory of blackbody radiation. The energy per
mode at an absolute temperature T as a function of frequency f is

E =
h f

eh f /kT − 
, ()

where k is the Boltzmann constant. Thus, since E =
∫

P dt, the spectral density of the emitted
power

dP
d f
=

h f
eh f /kT − 

. ()

This is the power that can be extracted in equilibrium. At low frequencies h f ≪ kT , the spectral
power density

dP
d f
≈

h f

( + h f
kT ) − 

= kT , ()

so the spectral density is independent of frequency (“white noise”), and for a total bandwidth
Δ f , the noise power that can be transferred to an external device is Pn = kT ⋅Δ f .The important
result in this context is that the noise increases with bandwidth, so fast electronics where short
rise times contain high-frequency Fourier components will have higher noise.
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Number fluctuations occur in many circumstances. One source is carrier flow that is lim-
ited by emission over a potential barrier. Examples are thermionic emission or current flow in
a semiconductor diode. The probability of a carrier crossing the barrier is independent of any
other carrier being emitted, so the individual emissions are random and not correlated. Another
mechanism applies in a reverse-biased diode, where the current is created by statistically inde-
pendent generation and recombination processes. These number fluctuations are called “shot
noise,” which also has a “white” spectrum.

Another source of number fluctuations is carrier trapping. Impurities or imperfections in a
crystal lattice can trap charge carriers and release them after a characteristic lifetime. Typically,
multiple defects with a range of lifetimes are present.This leads to a frequency-dependent power
spectrumdPn/d f = / f α , where α is typically in the range of .–.Given a randomdistribution
of trapping levelswith a wide range of lifetimes, the noise power spectrumhas a / f distribution
(see Spieler , pp –).

. Electronic Noise Levels

Asnoted above, both thermal and shot noise have “white” power spectra, i.e. if the noise power is
measured with a fixed bandwidth, the magnitude is independent of frequency. A typical source
of thermal noise is a resistor. For a resistance R the spectral noise power density

dPn
d f
= kT , ()

where k is the Boltzmann constant and T the absolute temperature. Since the power in a
resistance R is

P =
v

R
= iR , ()

the spectral voltage noise density
dvn
d f
≡ en = kTR ()

and the spectral current noise density

din
d f
≡ in =

kT
R

. ()

The spectral noise density of shot noise

in = eI, ()

where I is the average current and e the electronic charge. Note that the criterion for shot noise
is that carriers are injected independently of one another, as in thermionic or semiconductor
diodes. Current flow determined by an ohmic conductor (I = V/R) does not carry shot noise.
Any local fluctuation in electron density relative to the stationary positive charge of the host
atoms will set up an electric field that can easily draw in additional carriers to equalize the
disturbance.

The above expressions for voltage and current noise can be derived in various ways (see
Spieler , pp –). Other aspects that have to be considered when assessing the effect of
current noise on the noise charge will be explained in >Chap. , “Electronics Part II” on signal
processing.

http://dx.doi.org/10.007/978-3-642-13271-1_3


Electronics Part I  

The spectral distribution of noise is a power density dPn/d f , or in other words, the power in
a narrow slice of frequency space. However, in analyzing electronic noise, we need to describe
the noise in terms of voltage and current spectral densities dvn/

√

d f and din/
√

d f . In cir-
cuit design literature and data sheets, these are commonly abbreviated as dvn/

√

d f ≡ en and
din/
√

d f ≡ in , so we’ll follow that convention. This does lead to inconsistencies; is might rep-
resent a signal current with the unit A, whereas in represents a spectral density A/

√

Hz. In the
following, just bear in mind that en and in have this special connotation.

The total noise is obtained by integrating the noise power over the relevant frequency range
of the system, the bandwidth. Since power is proportional to either the voltage or current
squared, the output noise of an amplifier with a frequency-dependent gain A( f ) is

vno =
∞

∫



enA

( f )d f or ino =

∞

∫



inA

( f )d f . ()

The total noise vno or ino increases with the square root of bandwidth. Since large bandwidths
correspond to fast rise times, increasing the speed of a pulse measurement system will increase
the noise.

In practice, amplifier stages limit the bandwith with both low- and high-frequency cutoff
frequencies, beyond which the gain drops off.The distribution of bandwidths must also be con-
sidered. If a low-noise amplifier with a small bandwidth is feeding awide-bandwidth stage prior
to measurement, e.g. a wide-bandwidth digitizer, the noise of the second stage can dominate.

The frequency and time response of an amplifier are related as shown in > Fig. . Begin-
ning at low frequencies, basic amplifiers have a constant gain, which begins to drop off at a
cutoff frequency fu , beyond which the gain drops linearly with frequency. In the time domain,
a fast-rise-time input pulse is slowed down to a rise time constant τ = /(π fu). At higher fre-
quencies, additional cutoff frequencies may come into play, but well-designed amplifiers have a
frequency response that is characterized by a single cutoff frequency (“pole”) until the gain has
dropped off significantly.

The basic electronic noise sources are expressed in terms of voltage and current, but the
overall detector signal is a charge. The noise level can be expressed accordingly by measuring

log AV

log ω1/τ

Upper cutoff frequency 2π fu

V0

Frequency domain Time domain

Input Output

AV ∝ 1 / ω

V = V0 (1−e−t /t)

⊡ Fig. 

The time constants of an amplifier affect both the frequency and the time response. Both

are fully equivalent representations
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the noise level at the output of the amplifier and the amplitude of the signal for a known input
charge. From this measured signal-to-noise ratio the signal charge yielding a signal-to-noise
ratio of one can be determined.This is the equivalent noise charge (ENC).

. Noise in Amplifiers

Thenoise of an amplifier can be fully characterized in terms of a voltage and current noise source
at the input as shown in > Fig. . Typical magnitudes are nV/

√

Hz and fA to pA/
√

Hz. Rather
than specifying the total noise over the full bandwidth, the magnitude of each noise source
is characterized by its spectral density. This is convenient because the effects of frequency-
dependent impedances in the input circuit and of the amplifier bandwidth can be assessed
separately.

The noise sources do not have to be physically present at the input. Noise also originates
within the amplifier. Assume that at the output the combined contribution of all internal noise
sources has the spectral density eno . If the amplifier has a voltage gain Av , this is equivalent to
a voltage noise source at the input en = eno/Av .

First, let’s assess the effect of external noise sources. Assume a signal fed to the amplifier
input through a series resistance RS , e.g. the resistance of a detector strip electrode or the series
resistor used as part of an overvoltage protection circuit. Furthermore, a source of noise current
is shunting the amplifier input. The equivalent circuit is shown in > Fig. .

The signal at the input of the amplifier

vSi = vS
Ri

RS + Ri
. ()

en

in

⊡ Fig. 

An amplifier’s noise can be fully characterized by assessing the effects of equivalent voltage

and current sources at the input

RS 4kTRS

uS Riin eni

eno

⊡ Fig. 

The amplifier’s noise equivalent circuit including a resistance in the signal path
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The noise current flows through both the series resistance RS and the amplifier input resistance
Ri . Since the two are effectively in parallel, the resulting voltage at the input is the noise current
flowing through the resistance of RS and Ri in parallel. Since the contributions from indepen-
dent, i.e. uncorrelated, noise sources add in quadrature, the noise voltage at the input of the
amplifier

eni = (kTRS) (
Ri

Ri + RS
)


+ in (

RiRS

Ri + RS
)


, ()

where the bracket in the in term is the parallel combination of Ri and RS . The signal-to-noise
ratio at the output of the amplifier,

(

S
N
)


=

A
vvS i

A
v eni

=

vS (
Ri

Ri + RS
)



(kTRS) (
Ri

Ri + RS
)


+ in (

RiRS

Ri + RS
)

 ,

(

S
N
)


=

vS
(kTRS) + inR

S
, ()

is the same as for an infinite input resistance, since the effect of the amplifier input resistance
on the external noise arriving at the amplifier input is the same as for the signal.This result also
holds for a complex input impedance, i.e. a combination of resistive and capacitive or inductive
components. Since S/N is independent of amplifier input impedance, we can perform valid
noise analyses using “idealized” voltage amplifiers with infinite input impedance.

When taking the amplifier noise into account, the origins of the noise shown in > Fig. 
must be considered. In amplifiers the major contributions to the noise at the output originate
inside the amplifier. The equivalent input noise is then the output noise divided by the ampli-
fier gain. The contribution of this noise is independent of the input or source resistances. If an
amplifier noise source is directly present at the input, e.g. the base current of a bipolar tran-
sistor, the noise current will flow through the source resistance and generate an input voltage,
but not through the amplifier input resistance, as this is an integral part of the noise source. In
general, the amplifier noise sources shown in > Fig.  only feed the impedances external to
the amplifier. When analyzing a voltage-sensitive amplifier with a very high input impedance,
the amplifier equivalent input noise voltage appears in series with the input signal and adds in
quadrature with any other noise voltages in the input loop. The noise current originating at the
input will flow through the source impedances resulting in a voltage that adds in quadrature.

With a current-sensitive amplifier, the output noise divided by the amplifier gain results in
an equivalent input noise current, whose contribution in this case is independent of the source
impedances. Anynoise voltage sources in serieswith the input, e.g. resistors, will result in a noise
current flowing through the input loop.This current will depend on the total source impedance.

Consider a chain of two amplifiers (or amplifying devices), with gains A and A, and input
noise levels N and N, as shown in > Fig. . When a signal S is applied to the first amplifier,
the input signal-to-noise ratio is S/N. At the output of the first amplifier, the signal is AS and
the noise AN .

Both the signal and the noise are amplified by the second amplifier, but in addition the
second amplifier contributes its noise, which adds in quadrature to the noise from the first
stage.Then the signal-to-noise ratio at the output of the second amplifier
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N2N1 A2A1 OUTIN

⊡ Fig. 

In cascaded amplifiers the equivalent input noise of the first amplifier amplified by the first

stage’s gain can override the noise of the second stage

(

S
N
)


=

(SAA)


(NAA)

+ (NA)

 =
S

N 
 + (

N

A
)

 ,

(

S
N
)


= (

S
N
)

 

 + (
N

AN
)

 . ()

The second stage adds to the overall noise, but if the gain of the first stage is sufficiently high, it
can be negligible. In a well-designed system the noise is dominated by the first gain stage.

. Noise Versus Dynamic Range

Photomultiplier tubes often provide sufficient gain that they can directly feed an analog-to-
digital converter (ADC) without an additional amplifier. However, ADCs also have internal
noise sources, i.e. their input stage is an amplifier. Often the equivalent input noise is quite high,
e.g. an order of magnitude higher than a good amplifier, and the ADC’s resolution is worse than
implied by the number of bits. The dynamic range is determined by the maximum signal level
of the digitizer divided by the equivalent input noise. As noted above, the rate capability of a
PMT can be increased by operating the PMT at a reduced gain and using a low-noise amplifier
to bring the signal to the level required by the ADC. Adding an amplifier can reduce the overall
noise, but the required gain can reduce the overall dynamic range.

Given the preamplifier’s input noise of vn and gainG together with ADC’s equivalent input
noise vn, the resulting noise referred to the preamplifier input

vn =

√

(vnG) + vn
G

=

√

vn + (
vn
G
)


, ()

so the ratio of the combined noise to the ADC noise

vn
vn
=

√

(

vn
vn
)


+ (


G
)


. ()

For example, for a gain of  and vn = vn/, the resulting noise is reduced by a factor
√

/,
so the minimum signal level is about seven times lower.



Electronics Part I  

0
Gain Gain

0

0.2

0.4

0.6

0.8

1

D
yn

am
ic

 r
an

ge
 r

ed
uc

tio
n 

fa
ct

or

un1/un2 = 0.05
un1/un20.1

0.2

020 40 60 80 100 5 10 15 20 25
0

0.5

1

N
oi

se
 c

ha
ng

e 
fa

ct
or

0.05
0.1
0.2
0.3
0.4
0.5

0.3
0.4

0.5

⊡ Fig. 

Changes in dynamic range (left) and noise (right) versus gain for various noise ratios of the

preamplifier to the ADC’s equivalent input noise vn/vn

However the maximum signal level is reduced by the preamplifier gain G, so the dynamic
range

Vmax
i

vn
=

Vmax
i /G

√

vn + (
vn
G )


=

Vmax
i

√

(vnG) + vn
=

Vmax
i

vn
⋅


√

(

vn
vn

G)

+ 

, ()

where the second factor is the reduction in dynamic range. For the above example with a gain of
 and vn = vn/, the overall dynamic range is /

√

 smaller. > Figure  shows the dynamic
range and noise versus gain for various noise ratios vn/vn. For vn/vn = . and a gain of ,
the dynamic range is reduced by only % and the noise is reduced to .% of the ADC noise.
Doubling the preamp noise to vn/vn = . reduces the dynamic range by % and the noise is
reduced to .%.

 Signal ChargeMeasurements

As shown in > Fig. , the change in induced charge produces the signal in an ionization cham-
ber.The form of themeasured signal dependson the input time constant formed by the detector
capacitance and the input resistance of the amplifier: τ = RiCd . If the time constant is much
smaller than the detector charge collection time, the detector capacitance will discharge quickly
and the current flowing into the amplifier’s input resistance willmatch the induced detector cur-
rent. On the other hand, if the input time constant is much larger than the collection time, the
signal charge QS will be stored on the capacitance Cd and produce a peak voltage VS = QS/Cd .
This illustrates that a given amplifier can be either current or voltage sensitive, depending on
the detector capacitance, not its label.

If the amplifier is operating in the voltage mode with an equivalent input noise voltage vn ,
then the signal-to-noise ratio

S
N
=

VS

vn
=

QS

Cd
⋅


vn

, ()
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which is inversely proportional to the capacitance.This is a general result for many systems, but
not for the same reason, as illustrated in > Sect. .. In an ideal current-sensitive amplifier the
noise can be independent of capacitance, but in reality the effect of parasitic noise sources can
depend on detector capacitance, so it should always be considered.

A drawback of using a voltage amplifier to measure the signal charge is that the calibration
depends on the capacitance. With a partially depleted detector the capacitance depends on the
applied bias voltage, so the same energy deposition can yield different signal levels depending
on the detector bias. Tracking detectors using semiconductor detectors often use varying strip
lengths, so within a given system the calibration will vary. A solution to this problem is to use an
amplifier whose ouput depends only on the signal charge, but not on the detector capacitance.

. Charge-Sensitive Amplifiers

> Figure  shows the principle of a charge-sensitive amplifier. The basic building block is an
inverting voltage amplifier with a high input resistance. For simplicity assume an infinite input
resistance, so that no signal current can flow into the amplifier. Since the amplifier inverts, the
voltage gain dvo/dvi = −A, so vo = −Avi . A feedback capacitor C f is connected from the output
to the input. If an input signal produces a voltage vi at the amplifier input, the voltage at the
amplifier output is−Avi .Thus, the voltage difference across the feedback capacitor v f = (A+)vi
and the charge deposited on C f is Qf = C f v f = Cf (A + )vi . Since no current can flow into
the amplifier’s infinite input resistance, all of the signal current must charge up the feedback
capacitance, so Qf = Qi . The amplifier input appears as a “dynamic” input capacitance

Ci =
Qi

vi
= C f (A+ ) . ()

The enhanced input capacitance corresponds to a reduction in input impedance /(ωCi), as
expected for a shunt feedback amplifier.

The voltage output per unit input charge

AQ =
vo
Qi
=

Avi
Civi

=

A
Ci
=

A
A+ 

⋅


C f
≈


C f
(A≫ ) , ()

so the charge gain is determined by a well-controlled component, the feedback capacitor.

ui

Qi

Cf

Cd uo

–ADetector

⊡ Fig. 

Principle of a charge-sensitive amplifier
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The signal chargeQS will be distributed between the sensor capacitanceCd and the dynamic
input capacitance Ci . The ratio of measured charge to signal charge

Qi

Qs
=

Qi

Qd + Qs ,amp
=

Ci

Cd + Ci
=



 +
Cd

Ci

, ()

so the dynamic input capacitance must be large compared to the sensor capacitance.
Another very useful feature of the integrating amplifier is the ease of charge calibration. By

adding a test capacitor as shown in > Fig. , a voltage step injects a well-defined charge into
the input node. If the dynamic input capacitance Ci is much larger than the test capacitance CT ,
the voltage step ΔV at the test input will be applied nearly completely across the test capacitance
CT , thus injecting a charge CTΔV into the input. More precisely, the injected charge

QT =
CT

 +
CT

Ci + Cd

⋅ ΔV ≈ CT ( −
CT

Ci + Cd
)ΔV , ()

so for the best accuracy the system should be calibrated with the detector connected.

. Noise in a Charge-Sensitive Amplifier System

Unlike an ideal voltage-sensitive amplifier, where the noise is independent of the detector
capacitance, but the signal voltage is inversely proportional, VS = QS/C, in a charge-sensitive
amplifier the dependence of the signal output voltage on the detector capacitance is small. How-
ever, in this case the noise increases with detector capacitance since the detector is part of the
feedback loop as shown in > Fig. .When no detector is connected to the input, all of the out-
put noise is fed back to the input, resulting in an additional correlated noise of opposite sign at
the output, which reduces the output noise. With a detector connected, the feedback capacitor

Ci

CT

Cd

Q-AMP

ΔV
Test
input

Dynamic input
capacitance

⊡ Fig. 

Adding a test input to a charge-sensitive amplifier provides a simple means of absolute

charge calibration
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and the detector capacitance form a voltage divider, so only a fraction of the output noise is fed
to the input and less negative feedback results in a noise increase. In circuits of this type, where
the signal source is part of the feedback loop, the noise gain differs from the signal gain.

For a more detailed description of the calculation, see Spieler (, pp –). Given a
sufficiently high open-loop amplifier gain A to make the charge gain AQ = /Cf , the signal-to-
noise ratio

Qs

Qni
=


FS

Qs

en f (Cd + C f )
≈


FS


Cd

Qs

en
(Cd ≫ C f ) , ()

where the factor FS = AVS
√

Δ fn combines the noise bandwidth and gain that characterize the
system.This is the same result as for a voltage-sensitive amplifier, but here the signal is constant
and the noise grows with increasing Cd . However, note that the additional feedback capacitor
adds to the detector capacitance in determining the noise.

. Realistic Charge-Sensitive Amplifiers

The preceding discussion assumed that the amplifiers are infinitely fast, so they respond instan-
taneously to the applied signal. In reality this is not the case; charge-sensitive amplifiers often
respond much more slowly than the time duration of the current pulse from the sensor. How-
ever, as shown in > Fig. , this does not obviate the basic principle. Initially, signal charge is
integrated on the sensor capacitance, as indicated by the left-hand current loop. Subsequently, as
the amplifier responds the signal charge is transferred to the amplifier. Thus, the signal charge

enf eni eno eno

Cf

Av–A

Cd

Detector
en

en

⊡ Fig. 

Circuit for the noise analysis of a charge-sensitive amplifier. The convention for setting the

phase of en is shown at the right

Detector

Cd Ri

Amplifier

is vi

ii

⊡ Fig. 

Charge integration in a realistic charge-sensitive amplifier. First, charge is integrated on the

sensor capacitance and subsequently transferred to the charge-sensitive loop, as it becomes

active
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is preserved and the full signal appears at the amplifier output, even if the amplifier is much
slower than the collection time.

At low frequencies, where the amplifier’s open-loop phase shift is ○, the input impedance
of a charge-sensitive amplifier utilizing capacitive shunt feedback is capacitive. However, the
open-loop corner frequency where the gain begins to roll off and introduces a ○ phase shift is
typically well below the passband set by the shaper, approximately centered at the inverse peak-
ing time. There the input impedance is resistive. The relevant frequency range is determined
by the pulse shaper. Some common examples are shown in > Chap. , “Electronics Part II.”
> Figure  shows the input impedance versus frequency for an amplifier with an open-loop
corner frequency of  kHz. At low frequencies, where the amplifier phase shift is ○, the
input impedance is capacitive and decreases with frequency. Beyond the amplifier cutoff fre-
quencywhere its phase shift is ○, the input impedance levels off and is resistive (phase shift ○).
Its value

Zi =


ωC f
()

depends on the amplifier’s unity gain frequency, extrapolated from the frequency regime where
the gain falls off linearly with frequency, as shown in in the left panel of > Fig. . Note that the
amplifier also has a second pole (cutoff frequency) at MHz, which reduces the gain more
rapidly at higher frequencies. The low-frequency gain of the amplifier is ,, which improves
the baseline stability, but at a peaking time of  ns, corresponding to a mid-band frequency of
about MHz, the resistive input impedance is about . kΩ. This is also the impedance pre-
sented by a capacitance of  pF, so in a  cm-long silicon strip detector, about half of the signal
current will go to the neighbors. The mid-band frequency scales inversely with the peaking
time. It depends on the type of shaper and, as noted above, examples are shown in > Chap. ,
“Electronics Part II.”

The frequency response shown in > Fig.  was chosen in a circuit simulation to demon-
strate the effect of the open-loop phase shift. Today low-power amplifiers with a much higher
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At low frequencieswhere the amplifier’s open loop phase shift is ○, the input impedance

is capacitive (phase shift ○). Beyond the amplifier cutoff frequencywhere an additional

phase shift of −○ is introduced, the input impedance levels off and is resistive (phase

shift ○)
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⊡ Fig. 

The amplifier input impedance determines cross-coupling between channels. It must be

small compared to the impedance presented by the inter-electrode capacitance Css

unity gain frequency ω are quite feasible, so sufficiently low input impedances can be achieved.
However, this should not be taken for granted.

Besides optimizing charge transfer to the front-end amplifier, the input impedance is
also important in strip and pixel detectors because it determines cross-talk between adjacent
electrodes. As shown in > Fig. , if the amplifier had an infinite input impedance, the signal
current from a given electrode would simply flow to the neighbors and the charge deposited on
the neighbor electrodes would depend on the inter-electrode capacitance Css and the backplane
capacitance Cb . To capture the bulk of the signal charge on the target electrode, the amplifier’s
input impedance must be small compared to the impedance presented by the inter-electrode
capacitance Css . This impedance /(ωCss) depends on the range of frequencies at which the
signal amplitude is measured, i.e. the shaping time.

The above example illustrates the relevant parameters. The effect of the input impedance is
illustrated for a  ns peaking time, but in this example the resistive impedance will be effective
at shaping times up to µs. Whether the effective input impedance meets the specific applica-
tion’s requirements depends on the preamplifier and the signal shaper, so the complete system
must be analyzed both in the time and frequency domain.

 Detector Equivalent Circuits

In calculating the signal-to-noise ratio, the magnitude of the signal applied to the amplifier
input must also be assessed. As indicated in > Fig.  and discussed in the preceding section,
the equivalent circuit of the detector affects both the signal and the noise. > Figure  illustrates
how the signal from a PMT can be described by an equivalent circuit, where the anode is a
current source with a shunt capacitance formed by the capacitance of the last dynode to the
anode plus any additional stray capacitance. The same equivalent circuit can be applied to a
microchannel plate. Simple circuits can often represent rather complex detectors.
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. Thermistor Detecting IR Radiation

A thermistor is a resistor whose value depends on temperature. When biased with a constant
current, the voltage across the thermistor is proportional to the thermistor resistance. Con-
stant current bias can be simply implemented by feeding the thermistor from a voltage source
through a resistor whose value is much larger than the thermistor resistance RT , so a change in
RT will not significantly affect the bias current. > Figure  shows the actual circuit and the
model.

. Piezoelectric Transducer

In a piezoelectric transducer, the molecular dipole moments of the sensitive material create a
change in voltage across the sensitive volume when the material is stressed. > Figure  shows
the equivalent circuit.

. Ionization Chamber

Gas-filled ionization or proportional chambers directly convert absorber radiation into charge,
whosemotion through the detector volume induces a signal current.The same principle applies
to semiconductor detectors, ranging from simple two-electrode configurations to strips or
pixels. > Figure  shows the basic detector configuartion and the equivalent circuit.

. Position-Sensitive Detector with Resistive Charge
Division

The input impedance is also important in other applications, for example using charge divi-
sion to measure the z coordinate in long-strip detectors. This technique is less susceptible to
“ghosting” than crossed-strip configurations, as in crossed strips the probability of “ghosting”

Vbias Vbias

R >> RT

RT

RT

ΔV ΔVΔT ΔV

R

Δx ΔV ΔV ΔVC

C

Thermistor Piezoelectric transducer

Actual circuit Actual circuitModel Model

⊡ Fig. 

Left panel: Equivalent circuit of a thermistor biased at a constant current. Right panel:

Equivalent circuit of a piezoelectric transducer. The bias voltage is applied through a

high-value resistor
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In an ionization chamber the charge formed by the absorbed radiation moves under the

influence of the applied electric field and the induced current appears at the detector

electrodes. The equivalent current source is shunted by the capacitance formed by the

detector electrodes

L
x
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RinRin
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⊡ Fig. 

The track coordinate can be determined by measuring the ratio of currents at both ends of

the strip. Maximum position sensitivity requires a low amplifier input impedance

is proportional to the area subtended by the crossed strips, whereas heremultiple-hit probability
depends only on the area covered by the strip and its neighbors. It also reduces the material and
mechanical complexity of crossed-strip configurations. However, several interlinked contribu-
tions must be considered in optimizing the design, and it is easy to obtain inferior results and
discredit the technique. This technique is not necessarily an adequate replacement for crossed
strips and can easily require a higher signal-to-noise ratio, so it must be evaluated in detail.

The principle is illustrated in > Fig. . The position sensitivity is given by

dx
d(i/i)

= −L
(

x
L +

Rin
Rstrip
)



 +  Rin
Rstrip

, ()
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so the input impedance must be small with respect to the strip resistance. > Figure  shows
the simplest equivalent circuit together with a more complex version that takes the distributed
resistance and capacitance into account in applications where a fast preamplifier is used.

For a given input impedance one could choose a higher strip resistance. However, noise
is also an issue. With increasing strip resistance the thermal noise of the strip resistance
increases. The noise from the strip is anticorrelated in the two readout channels, so for a given
signal-to-noise ratio this puts an upper limit on the strip resistance. On the other hand, in a
shunt-feedback amplifier, the load, whether capacitive or resistive, that is presented to the input
determines the noise gain, so the strip resistance in series with the input impedance of the
amplifier at the other end forms a load to the preamplifier, in addition to the strip capacitance.
This increases the amplifier noise and constrains the minimum strip resistance. This effect can
be reduced by lowering the noise of the preamplifier. If this is done by increasing the current
in the input transistor, i.e. its transconductance, the gain–bandwidth product will also increase,
which will lower the input impedance.

Reducing the amplifier noise is also useful for another reason, as the strip resistance cross-
couples noise from the two amplifiers, as shown in > Fig. . This will typically increase noise
by about

√

, somewhat reduced by the strip-to-backplane capacitance. Cross-coupling of noise
from neighboring strips through the strip-to-strip capacitance is another contribution. For a
more detailed discussion of noise cross-coupling, see Spieler ( pp –).

is(t )

is(t )

⊡ Fig. 

A simple equivalent circuit is shown at the left. When using a fast readout, it may be

necessary to include the distributed resistance and capacitance as shown to the right

uno2uno1

Cfin1 Cfin1

in1

Zi1 Zi 2Rstrip

Detector
strip

Amplifier 1 Amplifier 2

⊡ Fig. 

Noise from one amplifier is cross-coupled to the other. A noise voltage at the output of one

amplifier will inject a current through the feedback capacitor and strip resistance into the

other amplifier. Note that for a signal originating from its output, the left-hand amplifier

presents a high impedance at its input, so the current in flows to the right-hand amplifier,

which presents a low impedance to an external signal (see Spieler )
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As noted above, charge division can offer advantages in certain applications. However,
details depend on the application requirements, and a more sophisticated analysis than in
standard strip detectors is needed to achieve optimum results.

 Summary

Optimizing a detector system requires an understanding of both the detector physics and the
characteristics of the readout electronics. In the preceding discussions the basic sources of fluc-
tuations were discussed. However, when electronic noise is a significant contribution, signal
processing is a key element.This is discussed in > Chap. , “Electronics Part II.”
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Abstract: Signal processing is needed to optimize energy and time resolution. This chap-
ter discusses the basic principles of signal processing and the resulting electronic noise,
beginning with analog systems and then moving on to digital electronics and digital signal
processing.

 Basic Principles of Signal Processing

Radiation impinges on a sensor and creates an electrical signal, either directly or indirectly, as
discussed in > Chap. , “Electronics Part I.” Especially in high-resolution systems, the signal
level is often low and must be amplified to allow digitization and storage. Both the sensor and
the electronics introduce signal fluctuations, i.e. fluctuations in the signalmagnitude introduced
by the sensor and noise from the electronics that is superimposed on the signal. The detection
limit and measurement precision are determined by the signal-to-noise ratio.

Electronic noise affects all types of measurements.Tomerely detect the presence of a hit, the
noise level determines the minimum threshold. If the threshold is set too low, the output will
be dominated by noise hits. In energy measurements the noise “smears” the signal amplitude,
and in time measurements noise alters the time dependence of the signal pulse, as shown in
> Chap. , “Electronics Part I.”

To increase the signal-to-noise ratio one can increase the signal, reduce the noise, or both.
Problems are often best solved by viewing components from different perspectives. Since pulses
are viewed in the time domain, whereas noise is characterized in the frequency domain, opti-
mizing the signal-to-noise ratio is best addressed in both the time and frequency domain.
> Figure  shows a unipolar and bipolar pulse in the time and frequency domains. The upper
extent of the frequency distribution depends on the maximum slope of the signal pulse, as a
fast change in time requires Fourier components at high frequencies. The unipolar pulse has a
net charge, so the frequency spectrum extends all the way down to zero. The bipolar pulse has
zero net area, so in the frequency domain the distribution goes down to zero at zero frequency.
The increased slope at the zero crossing extends the spectrum to higher frequencies.

> Figure  shows a typical noise spectrum in the frequency domain. A constant noise level
extends over the mid-range, but noise increases at low frequencies due to “/ f ” noise and also
increases at high frequencies because the amplifier gain is decreasing.

As noted in >Chap. , “Electronics Part I,” operatingwith excessive bandwidthwill increase
the noise level without improving the signal level. Since the signal and noise spectra differ, min-
imizing noise will also reduce the signal amplitude, so the choice of the optimum frequency
response requires balancing between reduction in noise and loss of signal. This optimum
depends on the measurement goal. For example, a short detector pulse would imply a fast, i.e.
high bandwidth, electronics response.This would be appropriate when signal timing is impor-
tant. However, if only the magnitude of the signal charge is to bemeasured, the fast pulse can be
integrated to form a long-duration pulse whose amplitude is proportional to the signal charge,
as obtained from a charge-sensitive amplifier. This allows a subsequent amplifier chain with a
smaller bandwidth, which will yield a lower noise level.

However, most radiation measurements are not restricted to single pulses, but to a random
sequence in time.This imposes an additional constraint on signal processing as the duration of
a signal pulse determines the probability of pulse pileup, as illustrated in > Fig. .
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Signal distribution in both the time and frequency domains, a unipolar pulse in the upper
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A typical noise spectrum in the frequency domain. Distinguishing the individual

components in the time domain is more difficult
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Longer pulses will increase the probability of pileup, which will affect the peak amplitude of

the second pulse. A smaller pulse width reduces pileup

 Signal Processing

The upper half of > Fig.  shows the basic components of a detector readout. A preamplifier
integrates the detector current to derive the signal charge and also transforms a short detector
pulse into a long step output, which allows the following stages to have a small bandwidth to
reduce the noise. The pulse shaper forms the signal into a pseudo-Gaussian shape whose peak
amplitude is proportional to the signal charge.This peak amplitude is recorded by an analog-to-
digital converter, and the digitized signal is stored and used for further data analysis.The bottom
section of > Fig.  digitizes the detector signal and then sends the digitized signal to a digital
signal processor, which performs pulse shaping, but can also perform other functions, such as
correcting the signal amplitude when pileup occurs. Digital signal processing is discussed in
> Sect. .

Other components of signal processing systems handle the data readout. In single-channel
detector systems the digitized output is sent directly to the memory. This becomes more
complicated in large-scale detector systemswhere the data from thousands or millions of detec-
tor channels must be recorded. Monolithic integrated circuits (ICs) commonly include 
readout channels and a detector module includes multiple ICs. > Figure  shows the barrel
strip-detector module in the ATLAS SemiConductor Tracker (SCT) (ATLAS Collaboration
). The ICs are read out sequentially as shown in > Fig. . For more details on large-scale
semiconductor detector systems, see Spieler ().

To explain the basic functions of a signal processor, the simplest form is shown in > Fig. .
The first shaper function sets the pulse duration by sending the step input through a C–R “dif-
ferentiator,” which in the frequency domain acts as a high-pass filter. This reduces the pulse
width, which increases the signal rate capability, but has just little effect on the noise band-
width. To reduce the noise bandwidth, the signal is sent through an R–C “integrator,” which
is also a low-pass filter. This results in a pulse with a rounded peak, whose amplitude can be
accurately measured by the subsequent digitizer. Pulse shapers can also produce outputs with a
sharp peak, but since digitizers also have a limited bandwidth and need sufficient time to reach
the peak amplitude, the accuracy of recording the peak amplitude can be uncertain.

The simple CR–RC shaper shows the basic functions of a pulse shaper, limiting the noise
bandwidth and constraining the pulse duration. Although this simple shaper is %worse than
the optimum shaper, it is quite useful, especially in circuits where size and power dissipation
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A typical signal processing system consists of a preamplifier, here shown as a

charge-sensitive amplifier, a pulse shaper, and a digitizer that converts the signal for

subsequent signal storage. Pulse processing can be performed both with analog and digital

circuitry. In the bottom system, the sensor signal is prefiltered in the preamplifier and then

digitized. Pulse processing to optimize the signal-to-noise ratio and perform other functions

is then performed in a digital signal processor
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⊡ Fig. 

ATLAS SCT barrel detector module. Two single-sided sensors are glued back-to-backwith an

intermediate thermal pyrolytic graphite (TPG) heat spreader. The “ear”extending from the

module attaches to the support/cooling stave of the SCT barrel structure (Unno )

(figure courtesy of T. Kondo.)
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Multiple ICs are ganged to read out a strip detector. The right-most chip IC is the master.

A command on the control bus initiates the readout. When IC has written all of its data it

passes the token to IC. When IC has finished it passes the token to IC, which in turn

returns the token to the master IC
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⊡ Fig. 

A simple pulse shaper using a CR “differentiator” as a high-pass and an RC “integrator” as a

low-pass filter. For a given decay time constant τd , optimum noise results when τi = τd

are important. However, by adding additional integrator stages, the output pulses can be made
more symmetrical, as shown in > Fig. , so for a given peaking time the pulse will return to the
baseline more quickly and allow higher pulse rates. Typically several gain stages are needed to
bring the signal level up to the requirements of the digitizer, so by tailoring the bandwidths of the
amplifiers the equivalent of a two- to four-stage integrator can be achieved without additional
circuit complexity. For higher integration levels more complex circuits are commonly used.

> Figure  shows the frequency response of a CR–RC and CR–RC shaper, both with a
peaking time of  ns. The frequency spectrum simply scales inversely with peaking time. For
the  ns peaking time shown in the figure, the peaking frequency of the CR–RC shaper is
.MHz, and for a  ns peaking time it is MHz. The bandwidth scales accordingly. For the
CR–RC shaper, the peaking frequency is easily derived from the peaking time, which is equal
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Pulse shape vs. number of integrators in a CR–nRC shaper. The integration and
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The frequency response of CR–RC and CR–RC pulse shapers, both with a peaking time of

ns. The peaking frequencies are .MHz for the CR–RC shaper and .MHz for the

CR–RC

to the integration and differentiation time constants τ. Then the peaking frequency is ωP =

/τ or fP = (πτ)−. However for the CR–RC shaper with  ns peaking time, the peaking
frequency is .MHz, i.e. about twice as high as for the CR–RC shaper. The bandwidth, i.e.
the difference between the upper and lower half-power frequencies is .MHz for the CR–RC
shaper and .MHz for the CR–RC shaper.

For a given input signal, the signal level at the shaper output depends on the shaper type,
assuming that the total gain of the amplifiers in the signal chain is the same. The shaper type
also affects the noise bandwidth, so both the signal attenuation and the noise bandwidth must
be assessed to optimize the signal-to-noise ratio.
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 Noise Analysis of a Detector–Preamplifier–Shaper
System

To determine how the pulse shaper affects the signal-to-noise ratio, consider the detector front
end in > Fig. . The detector is represented by the capacitance Cd , a relevant model for many
radiation sensors. Sensor bias voltage is applied through the resistor Rb . The bypass capaci-
tor Cb shunts any external interference coming through the bias supply line to ground. For
high-frequency signals, this capacitor appears as a low impedance, so for sensor signals the “far
end” of the bias resistor is connected to ground. The coupling capacitor Cc blocks the sensor
bias voltage from the amplifier input, which is why a capacitor serving this role is also called a
“blocking capacitor.” The series resistor Rs represents any resistance present in the connection
from the sensor to the amplifier input. This includes the resistance of the sensor electrodes, the
resistance of the connecting wires or traces, any resistance used to protect the amplifier against
large voltage transients (“input protection”), and parasitic resistances in the input transistor.

The following implicitly includes a constraint on the bias resistance, whose role is often
misunderstood. It is often thought that the signal current generated in the sensor flows through
Rb and the resulting voltage drop is measured. If the time constant RbCd is small compared to
the peaking time of the shaper TP , the sensor will have discharged through Rb and much of the
signal will be lost. Thus, we have the condition RbCd ≫ TP , or Rb ≫ TP/Cd . The bias resistor
must be sufficiently large to block the flow of signal charge, so that all of the signal is available
for the amplifier.

To analyze this circuit, a voltage amplifier will be assumed, so all noise contributions will be
calculated as a noise voltage appearing at the amplifier input. Steps in the analysis are: () Deter-
mine the frequency distributions of all noise voltages presented to the amplifier input from all
individual noise sources. () Integrate over the frequency response of the shaper (for simplicity
a CR–RC shaper) and determine the total noise voltage at the shaper output. () Determine
the peak amplitude of the output pulse for a known input signal charge. The equivalent noise
charge (ENC) is the signal charge for which S/N = .

The equivalent circuit for the noise analysis (second panel of >Fig. ) includes both current
and voltage noise sources. The “shot noise” ind of the sensor leakage current is represented
by a current noise generator in parallel with the sensor capacitance. As noted in > Chap. ,
“Electronics Part I,” resistors can be modeled either as a voltage or current generator. Generally,
resistors shunting the input act as noise current sources, and resistors in series with the input
act as noise voltage sources (which is why some in the detector community refer to current
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⊡ Fig. 

A detector front-end circuit and its equivalent circuit for noise calculations
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and voltage noise as “parallel” and “series” noise). Since the bias resistor effectively shunts the
input, as the capacitor Cb passes current fluctuations to ground, it acts as a current generator
inb , and its noise current has the same effect as the shot-noise current from the detector. The
shunt resistor can also be modeled as a noise voltage source, yielding the result that it acts as
a current source. Choosing the appropriate model merely simplifies the calculation. Any other
shunt resistances can be incorporated in the same way. Conversely, the series resistor Rs acts as
a voltage generator.The electronic noise of the amplifier is described fully by a combination of
voltage and current sources at its input, shown as ena and ina .

Thus, the noise sources are

Sensor bias current: ind = eId ,

Shunt resistance: inb =
kT
Rb

,

Series resistance: ens = kTRs,
Amplifier: ena , ina ,

where e is the electronic charge, Id the sensor bias current, k the Boltzmann constant, and T the
temperature.Typical amplifier noise parameters ena and ina are of order nV/

√

Hz and fA/
√

Hz
(FETs) to pA/

√

Hz (bipolar transistors). Amplifiers tend to exhibit a “white” noise spectrum at
high frequencies (greater than order kHz), but at low frequencies show excess noise components
with the spectral density

en f =
Af

f
, ()

where the noise coefficient Af is device specific and of order −–− V.
The noise voltage generators are in series and simply add in quadrature. White noise dis-

tributions remain white. However, a portion of the noise currents flows through the detector
capacitance, resulting in a frequency-dependent noise voltage in/(ωCd), so the originally white
spectrumof the sensor shot noise and the bias resistor now acquires a / f dependence and their
contribution increases as the shaper is shifted to lower frequencies, i.e. longer shaping times.
The frequency distribution of all noise sources is further altered by the combined frequency
response of the amplifier–shaper chain A( f ). Integrating over the cumulative noise spectrum
at the amplifier–shaper output and comparing to the output voltage for a known input signal
yields the signal-to-noise ratio. In this example, the shaper is a simple CR–RC shaper, where for
a given differentiation time constant the signal-to-noise ratio is maximized when the integra-
tion time constant equals the differentiation time constant, τi = τd ≡ τ. Then the output pulse
assumes its maximum amplitude at the time TP = τ.

Although the basic noise sources are currents or voltages, since radiation detectors are typi-
cally used to measure charge, the system’s noise level is conveniently expressed as an equivalent
noise charge Qn . As noted previously, this is equal to the detector signal that yields a signal-
to-noise ratio of one. The equivalent noise charge is commonly expressed in coulombs, the
corresponding number of electrons, or the equivalent deposited energy (eV). For the above
circuit the equivalent noise charge is

Q
n = (

e


)[(eId +

kT
Rb
+ ina) ⋅ τ + (kTRs + ena) ⋅

C
d

τ
+ Af C


d] . ()

The prefactor e/ = exp()/ = . normalizes the noise to the signal gain. The first term
combines all noise current sources and increases with shaping time.The second term combines
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all noise voltage sources and decreaseswith shaping time, but increaseswith sensor capacitance.
The third term is the contribution of amplifier / f noise and, as a voltage source, also increases
with sensor capacitance. The / f term is independent of shaping time, since for a / f spectrum
the total noise depends on the ratio of upper to lower cutoff frequency, which depends only on
shaper topology, but not on the shaping time.

The equivalent noise charge can be expressed in amore general form that applies to all types
of pulse shapers:

Q
n = i


nFi TS + enFv

C

TS
+ Fv f A f C

, ()

where Fi , Fv , and Fv f depend on the shape of the pulse determined by the shaper and TS is
a characteristic time, e.g. the peaking time of a CR–nRC-shaped pulse or the prefilter time
constant in a correlated double sampler. C is the total parallel capacitance at the input, including
the amplifier input capacitance. The shape factors Fi , Fv are easily calculated,

Fi =


TS
∫

∞

−∞

[W(t)] dt and Fv =
TS

 ∫
∞

−∞

[

dW(t)
dt

]



dt. ()

For time-invariant pulse shaping, W(t) is simply the system’s impulse response (the output
signal seen on an oscilloscope) with the peak output signal normalized to unity. For a time-
variant shaper, the same equations apply, but W(t) is determined differently. See references
Goulding (, ) and Radeka (, ) for more details.

A CR–RC shaper with equal time constants τi = τd has Fi = Fv = . and Fv f = ,
independent of the shaping time constant, so for the circuit in > Fig.  > Eq.  becomes

Q
n = (qe Id +

kT
Rb
+ ina) FiTS + (kTRs + ena) Fv

C

TS
+ Fv f A f C

. ()

Pulse shapers can be designed to reduce the effect of current noise, to mitigate radiation
damage, for example. Increasing pulse symmetry tends to decrease Fi and increase Fv , e.g. to
Fi = . and Fv = . for a shaperwith one CR differentiator and four cascaded RC integrators.

> Figure  shows how equivalent noise charge is affected by shaping time. At short shaping
times the voltage noise dominates, whereas at long shaping times the current noise takes over.
Minimum noise is obtained where the current and voltage contributions are equal. The noise
minimum is flattened by the presence of / f noise. Also shown is that increasing the detector
capacitance will increase the voltage noise contribution and shift the noise minimum to longer
shaping times, albeit with an increase in minimum noise.

For quick estimates one can use the following equation, which assumes a field effect tran-
sistor (FET) amplifier (negligible ina) and a simple CR–RC shaper with peaking time τ. The
noise is expressed in units of the electronic charge e, and C is the total parallel capacitance at
the input, including Cd , all stray capacitances, and the amplifier’s input capacitance,

Q
n =  [

e

nAns
] Id τ +  ⋅ 


[

e kΩ
ns
]

τ
Rb
+ . ⋅  [

e ns
(pF)(nV)/Hz

] en
C

τ
. ()

The noise charge is improved by reducing the detector capacitance and leakage current,
judiciously selecting all resistances in the input circuit, and choosing the optimum shaping
time constant.The noise parameters of a well-designed amplifier depend primarily on the input
device. Fast, high-gain transistors are generally best.

In field effect transistors, both junction field effect transistors (JFETs) or metal oxide semi-
conductor field effect transistors (MOSFETs), the noise current contribution is very small,
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Equivalent noise charge vs. shaping time. At small shaping times (large bandwidth), the

equivalent noise charge is dominated by voltage noise, whereas at long shaping times

(large integration times), the current noise contributions dominate. The total noise assumes

aminimumwhere the current and voltage contributions are equal. The “/f”noise

contribution is independent of shaping time and flattens the noise minimum. Increasing the

voltage or current noise contribution shifts the noise minimum. Increased voltage noise is

shown as an example

so reducing the detector leakage current and increasing the bias resistance will allow long shap-
ing times with correspondingly lower noise.The equivalent input noise voltage is en ≈ kT/gm,
where gm is the transconductance, which increases with operating current. For a given current,
the transconductance increases when the channel length is reduced, so reductions in feature
size with new process technologies are beneficial. At a given channel length, minimum noise is
obtained when a device is operated at maximum transconductance. If lower noise is required,
the width of the device can be increased (equivalent to connecting multiple devices in parallel).
This increases the transconductance (and required current) with a corresponding decrease in
noise voltage, but also increases the input capacitance. At some point the reduction in noise
voltage is outweighed by the increase in total input capacitance.The optimum is obtained when
the FET’s input capacitance equals the external capacitance (sensor + stray capacitance). Note
that this capacitive matching criterion only applies when the input-current noise contribution
of the amplifying device is negligible.

Capacitive matching comes at the expense of power dissipation. Since the minimum is shal-
low, one can operate at significantly lower currents and reduced input capacitance with just a
minor increase in noise. In large detector arrays power dissipation is critical, so FETs are hardly
ever operated at their minimum noise. Instead, one seeks an acceptable compromise between
noise and power dissipation (see Spieler  for a detailed discussion). Similarly, the choice
of input devices is frequently driven by available fabrication processes. High-density integrated
circuits tend to include onlyMOSFETs, so this determines the input device, evenwhere a bipolar
transistor would provide better performance.
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In bipolar transistors the shot noise associated with the base current IB is significant,
inB = eIB . Since IB = IC/βDC, where IC is the collector current and βDC the direct current
gain, this contribution increases with device current. On the other hand, the equivalent input
noise voltage

en =
(kT)

eIC
()

decreaseswith collector current, so the noise assumes aminimumat a specific collector current,

Q
n,min = kT

C
√

βDC

√

Fi Fv at IC =
kT
e
C
√

βDC

√

Fv
Fi


TS

. ()

For a CR–RC shaper and βDC = ,

Qn,min ≈  [
e
√

pF
] ⋅

√

C at IC =  [
μAns
pF
] ⋅

C
TS

. ()

The minimum obtainable noise is independent of shaping time (unlike FETs), but only at the
optimum collector current IC , which does depend on shaping time.

In bipolar transistors, the input capacitance is usually much smaller than the sensor capaci-
tance (of order  pF for en ≈  nV/

√

Hz) and substantially smaller than in FETswith comparable
noise. Since the transistor input capacitance enters into the total input capacitance, this is an
advantage. Note that capacitive matching does not apply to bipolar transistors because their
noise current contribution is significant. Due to the base current noise, bipolar transistors are
best at short shaping times, where they also require lower power than FETs for a given noise
level.

When the input noise current is negligible, the noise increases linearly with the total
capacitance at the input. If the detector capacitance dominates, the noise slope

dQn

dCd
≈ en ⋅

√

Fv
TS

()

depends both on the preamplifier (en) and the shaper (Fv , TS). The zero intercept can be used
to determine the amplifier input capacitance plus any additional capacitance at the input node.
Note that the noise slope also depends on the pulse shaping, so this should be included in the
specification (and often isn’t).

Practical noise levels range from < e for charge-coupled devices (CCDs) at long shap-
ing times to ∼ e in high-capacitance liquid-Ar calorimeters. Silicon strip detectors typically
operate at ∼ electrons, whereas pixel detectors with fast readout provide noise of –
electrons. Transistor noise is discussed in more detail in Spieler ().

 TimingMeasurements

Pulse-height measurements discussed up to now emphasize measurement of signal charge.
Timingmeasurements seek to optimize the determination of the time of occurrence. Although,
as in amplitude measurements, signal-to-noise ratio is important, the determining parameter
is not signal-to-noise, but slope-to-noise ratio. This is illustrated in > Fig. , which shows the
leading edge of a pulse fed into a threshold discriminator (comparator), a “leading-edge trigger.”
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Fluctuations in signal amplitude crossing a threshold translate into timing fluctuations (left).

With realistic pulses the slope changes with amplitude, so minimum timing jitter occurs

with the trigger level at the maximum slope

The instantaneous signal level is modulated by noise, where the variations are indicated by the
shaded band. Because of these fluctuations, the time of threshold crossing fluctuates. By simple
geometrical projection, the timing variance or “jitter” is

σt =
σn

(dV/dt)VT

≈

tr
S/N

, ()

where σn is the rms noise and the derivative of the signal dV/dt is evaluated at the trigger level
VT . Although this example shows a voltage pulse, it applies to any other signal. To increase
dV/dt without incurring excessive noise, the amplifier bandwidth should match the rise time
of the detector signal. The –% rise time of an amplifier with the upper cutoff frequency
fu is

tr = . τ =
.
π fu

=

.
fu

. ()

For example, an oscilloscope with MHz bandwidth has a  ns rise time.When amplifiers are
cascaded, which is invariably necessary, the individual rise times add in quadrature:

tr ≈
√

tr + tr + . . . + trn . ()

Increasing signal-to-noise ratio improves time resolution, so minimising the total capacitance
at the input is also important. At high signal-to-noise ratios, the time jitter can bemuch smaller
than the rise time.

The second contribution to time resolution is time walk, where the timing signal shifts with
amplitude as shown in > Fig. . This can be corrected by various means, either in hardware or
software. For more detailed tutorials on timing measurements, see Spieler (, ).
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The time at which a signal crosses a fixed threshold depends on the signal amplitude,

leading to “time walk”

 Digital Electronics

Analog signals utilize continuously variable properties of the pulse to impart information, such
as the pulse amplitude or pulse shape. Digital signals have constant amplitude, but the presence
of the signal at specific times is evaluated, i.e. whether the signal is in one of two states, “low” or
“high.” However, this still involves an analog process, as the presence of a signal is determined
by the signal level exceeding a threshold at the proper time.

. Logic Elements

> Figure  illustrates several functions utilized in digital circuits (“logic” functions). An AND
gate provides an output only when all inputs are high. An OR gives an output when any input
is high. An eXclusive OR (XOR) responds when only one input is high. The same elements are
commonly implementedwith inverted outputs, then calledNANDandNORgates, for example.
TheD flip-flop is a bistable memory circuit that records the presence of a signal at the data input
Dwhen a signal transition occurs at the clock input CLK.This device is commonly called a latch.
Inverted inputs and outputs are denoted by small circles or by superimposed bars, e.g. Q is the
inverted output of a flip-flop, as shown in > Fig. .

Logic circuits are fundamentally amplifiers, so they also suffer from bandwidth limitations.
The pulse train of the AND gate in > Fig.  illustrates a common problem. The third pulse of
input B is going low at the same time that input A is going high. Depending on the time overlap,
this can yield a narrow output that may or may not be recognised by the following circuit. In
an XOR this can occur when two pulses arrive nearly at the same time.The D flip-flop requires
a minimum setup time for a level change at the D input to be recognised, so changes in the
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Basic logic functions include gates (AND, OR, Exclusive OR) and flip-flops. The outputs of the

AND and D flip-flop show how small shifts in relative timing between inputs can determine

the output state
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Some common logic symbols. Inverted outputs are denoted by small circles or by a

superimposed bar, as for the latch output Q. Additional inputs can be added to gates as

needed. An R–S flip-flop sets the Q output high in response to an S input. An R input resets

the Q output to low

data level may not be recognised at the correct time. These marginal events may be extremely
rare and perhaps go unnoticed. However, in complex systems the combination of “glitches” can
make the system “hang up,” necessitating a system reset. Data transmission protocols have been
developed to detect such errors (parity checks, Hamming codes, etc.), so corrupted data can be
rejected.

Some key aspects of logic systems can be understood by inspecting the circuit elements
that are used to form logic functions. > Figure  shows simple inverter circuits using MOS
transistors. In this context it is sufficient to know that in an NMOS transistor a conductive
channel is formed when the input electrode is biased positive with respect to the channel. The
input, called the “Gate” (G), is capacitively coupled to the output channel connected between
the “Drain” (D) and “Source” (S) electrodes. In the NMOS inverter applying a positive voltage
to the gate makes the output channel conduct, so the output level is low. A PMOS transistor
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In an NMOS inverter the transistor conducts when the input is high (left), whereas in a PMOS

inverter the transistor conducts when the input is low (right). In both circuits the input pulse

is inverted, whether the input swings high or low
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A CMOS inverter (left) and NAND gate (right)

is the complementary device, where a conductive channel is formed when the gate is biased
negative with respect to the source. Since the source is at positive potential, a low level at the
inverter input yields a high level at the output. Regardless of the device and pulse polarity, the
output pulse is always the inverse of the input.

NMOS and PMOS inverters draw current when in their “active” state. Combining NMOS
and PMOS transistors in a complementary MOS (CMOS) circuit allows zero current draw in
both the high and low states with a substantial reduction in power consumption. A CMOS
inverter is shown in > Fig. , which also shows how devices are combined to form a CMOS
NANDgate. In the inverter, the lower (NMOS) transistor is turned offwhen the input is low, but
the upper (PMOS) transistor is turned on, so the output is connected toVDD , taking the output
high. Since the current path from VDD to ground is blocked by either the NMOS or PMOS
device being off, the power dissipation is zero in both the high and low states. Current only
flows during the level transition when both devices are on as the input level is at approximately
VDD/. As a result, the power dissipation of CMOS logic is significantly less than in NMOS or
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PMOS circuitry. However, the reduction in power only obtains in logic circuitry. CMOS analog
amplifiers are not fundamentally more power efficient than NMOS or PMOS circuits, although
CMOS allows more efficient circuit topologies.

. Propagation Delays and Power Dissipation

Logic elements always operate in conjunction with other circuits, as illustrated in > Fig. .
The wiring resistance together with the total load capacitance increases the rise time of the
logic pulse and as a result delays the time when the transition crosses the logic threshold. The
energy dissipated in the wiring resistance R is

E =
∫

i(t)R dt. ()

The current flow during one transition is

i(t) =
V
R
exp(−

t
RC
) , ()

so the dissipated energy per transition (either positive or negative)

E =
V 

R

∞

∫



exp(−
t
RC
)dt =



CV . ()

When pulses occur at a frequency f , the total power dissipated in both the positive and negative
transitions is

P = f CV . ()

Thus, the power dissipation increases with clock frequency and the square of the logic swing.
The above expression is often derived from the energy stored in a capacitor. However, this

energy will be returned when the capacitor is discharged, so after the leading and trailing edges
of a pulse the net energy is zero. This is one of many examples where the wrong physics yields
a correct result – until one digs deeper.
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The wiring resistance together with the distributed load capacitance delays the signal
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Fast logic is time-critical. It relies on logic operations from multiple paths coming together
at the right time. Valid results depend on maintaining minimum allowable overlaps and set-
up times as illustrated in > Fig. . Each logic circuit has a finite propagation delay, which
depends on circuit loading, i.e. how many loads the circuit has to drive. In addition, as illus-
trated in > Fig. , the wiring resistance and capacitive loads introduce delay.This depends on
the number of circuits connected to a wire or trace, the length of the trace, and the dielectric
constant of the substrate material. Relying on control of circuit and wiring delays to maintain
timing requires great care, as it depends on circuit variations and temperature. In principle all
of this can be simulated, but in complex systems there are too many combinations to test every
one. A more robust solution is to use synchronous systems, where the timing of all transitions
is determined by a master clock. Generally, this does not provide the utmost speed and requires
some additional circuitry, but increases reliability. Nevertheless, clever designers frequently
utilize asynchronous logic. Sometimes it succeeds … and sometimes it does not.

. Logic Arrays

Commodity integrated circuitswith basic logic blocks are readily available, e.g. with fourNAND
gates or two flip-flops in one package. These can be combined to form simple digital systems.
However, complex logic systems are no longer designed using individual gates. Instead, logic
functions are described in a high-level language (e.g. VHDL – VHSIC Hardware Description
Language, VHSIC – Very High Speed Integrated Circuit), synthesized using design libraries,
and implemented as custom ICs – application-specific ICs (ASICs) – or programmable logic
arrays. In these implementations the digital circuitry no longer appears as an ensemble of
inverters, gates, and flip-flops, but as an integrated logic block that provides specific outputs
in response to various input combinations. This is illustrated in > Fig. . Field Programmable
Gate or logic Arrays (FPGAs) are a common example. A representative FPGA has  pads
usable for inputs and outputs, ∼ gates, and ∼K of memory. Modern design tools also
account for propagation delays, wiring lengths, loads, and temperature dependence.The design
software also generates “test vectors” that can be used to test finished parts. Properly imple-
mented, complex digital designs can succeed on the first pass, whether as ASICs or as logic or
gate arrays.

Logic arrayInputs Outputs

⊡ Fig. 

Complex logic circuits are commonly implemented using logic arrays that as an integrated

block provide the desired outputs in response to specific input combinations
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 Analog-to-Digital Conversion

For data storage and subsequent analysis, the analog signal at the shaper output must be digi-
tized. Important parameters for analog-to-digital converters (ADCs or A/Ds) used in detector
systems are:

. Resolution: The “granularity” of the digitized output.
. Differential nonlinearity: How uniform are the digitization increments?
. Integral nonlinearity: Is the digital output proportional to the analog input?
. Conversion time:Howmuch time is required to convert an analog signal to a digital output?
. Count-rate performance: How quickly can a new conversion commence after completion

of a prior one without introducing deleterious artifacts?
. Stability: Do the conversion parameters change with time?

Instrumentation ADCs used in industrial data acquisition and control systems share
most of these requirements. However, detector systems place greater emphasis on differential
nonlinearity and count-rate performance.The latter is important, as detector signals often occur
randomly, in contrast to systemswhere signals are sampled at regular intervals. As in amplifiers,
if the DC gain is not precisely equal to the high-frequency gain, the baseline will shift. Further-
more, following each pulse, it takes some time for the baseline to return to its quiescent level.
For periodic signals of roughly equal amplitude, these baseline deviations will be the same for
each pulse, but for a random sequence of pulses with varying amplitudes, the instantaneous
baseline level will be different for each pulse and broaden the measured signal.

Another common characteristic is that the actual resolution of a digitizer is worse than
expected based on the digital resolution.This can have severalmain causes, e.g. electronic noise,
differential nonlinearity, and digital cross-talk. It can be checked easily by viewing the spectrum
of a precision pulser whose amplitude is centered in one digitization channel, so only a single
bit combination should result. > Figure  shows results of a -bit ADC where the pulser

Channel number Channel number

0x100

106

C
ou

nt
s

0x100

106

C
ou

nt
s

6760 6800 6840 6880 1680 1690 1700 1710

⊡ Fig. 

Spectrumof a precision pulser centeredwithin an ADC channel. The maximum number of

counts per channel is about . In the -bit range (left), the signal is distributed over many

channels. In the -bit range the spectrum is matches the digital resolution. Although this

ADC can provide  bits of digital resolution, its analog resolution is only – bits
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Block diagram of a flash ADC

signal is distributed over > channels, whereas in the -bit range the digital resolutionmatches
the analog resolution. Although this ADC can provide  bits of digital resolution, its analog
resolution is only – bits, so the th and th bits are superfluous.

Conceptually, the simplest technique is flash conversion, illustrated in > Fig. .The signal
is fed in parallel to a bank of threshold comparators.The individual threshold levels are set by a
resistive divider. The comparator outputs are encoded such that the output of the highest-level
comparator that fires yields the correct bit pattern. The threshold levels can be set to provide
a linear conversion characteristic where each bit corresponds to the same analog increment,
or a nonlinear characteristic to provide increments proportional to the absolute level, which
provides constant relative resolution over the range, for example.

The big advantage of this scheme is speed; conversion proceeds in one step, and conversion
times < ns are readily achievable.The drawbacks are component count and power consump-
tion, as one comparator is required per conversion bin. For example, an -bit converter requires
 comparators. The conversion is always monotonic and differential nonlinearity is deter-
mined by the matching of the resistors in the threshold divider. Only relative matching is
required, so this topology is a good match for monolithic integrated circuits. Flash ADCs are
available with conversion rates >MS/s (megasamples per second) at -bit resolution and a
power dissipation of about W.

The most commonly used technique is the successive-approximation ADC, shown in
> Fig. . The input pulse is sent to a pulse stretcher, which follows the signal until it reaches
its cusp and then holds the peak value. The stretcher output feeds a comparator, whose refer-
ence is provided by a digital-to-analog converter (DAC). The DAC is cycled beginning with the
most significant bits. The corresponding bit is set when the comparator fires, i.e. the DAC out-
put becomes less than the pulse height. Then the DAC cycles through the less significant bits,
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Principle of a successive-approximation ADC. The DAC is controlled to sequentially add

levels proportional to n, n−, …, . The corresponding bit is set if the comparator output is

high (DAC output < pulse height)

always setting the corresponding bit when the comparator fires. Thus, n-bit resolution requires
n steps and yields n bins.This technique makes efficient use of circuitry and is fairly fast. High-
resolution devices (– bits) with conversion times of order μs are readily available. Currently
a -bit ADC with a conversion time of  μs (MS/s) requires about mW.

A common limitation is differential nonlinearity (DNL) since the resistors that set the DAC
levels must be extremely accurate. For DNL <%, the resistor determining the -level in a
-bit ADC must be accurate to <. ⋅ −. As a consequence, differential nonlinearity in
high-resolution successive-approximation converters is typically –% and often exceeds the
. LSB (least significant bit) required to ensure monotonic response. DNL can be reduced by
havingmultiple pulses of a given amplitude converted to a range of output bit combinations, so
the deviations between channels average out. This is done by offsetting the DAC event by event
and then correcting the digitized output accordingly.

TheWilkinsonADC(Wilkinson ) has traditionally been themainstay of precision pulse
digitization. The principle is shown in > Fig. . The peak signal amplitude is acquired by a
combined peak detector/pulse stretcher and transferred to a memory capacitor. The output of
the peak detector initiates the conversion process:

. The memory capacitor is disconnected from the stretcher.
. A current source is switched on to linearly discharge the capacitor with current IR .
. And simultaneously, a counter is enabled to determine the number of clock pulses until the

voltage on the capacitor reaches the baseline level VBL .

The time required to discharge the capacitor is a linear function of pulse height, so the counter
content provides the digitized pulse height.The clock pulses are provided by a crystal oscillator,
so the time between pulses is extremely uniform and this circuit inherently provides excellent
differential linearity. The drawback is the relatively long conversion time TC , which is propor-
tional to the pulse height, TC = n ⋅ Tcl k , where the channel number n corresponds to the pulse
height. For example, a clock frequency of MHz provides a clock period Tcl k =  ns and a
maximum conversion time TC =  μs for  bits (n = ). Clock frequencies of MHz are
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Principle of a Wilkinson ADC. After the peak amplitude has been acquired, the output of the

peak detector initiates the conversion process. The memory capacitor is discharged by a

constant currentwhile counting the clock pulses. When the capacitor is discharged to the

baseline level VBL, the comparator output goes low and the conversion is complete

typical, but >MHz have been implemented with excellent performance (DNL < −). This
schememakes efficient use of circuitry and allows low power dissipation.Wilkinson ADCs have
been implemented in -channel readout ICs for silicon strip detectors (Garcia-Sciveres ).
Each ADC added only  μm to the length of a channel and a power of .mW per readout
channel.

Systems that utilize digital signal processing (> Fig.  and > Sect. ) require ADCs that are
much faster than imposed by the event rate. Flash ADCs are one possibility, but another that
requires less power is the pipelined ADC (see Spieler , pp –).

 Time-to-Digital Converters (TDCs)

Thecombination of a clock generatorwith a counter is the simplest technique for time-to-digital
conversion, as shown in > Fig. . The clock pulses are counted between the start and stop sig-
nals, which yields a direct readout in real time.The limitation is the speed of the counter, which
in current technology is limited to about GHz, yielding a time resolution of  ns. Using the stop
pulse to strobe the instantaneous counter status into a register provides multi-hit capability.

Analog techniques are commonly used in high-resolution digitizers to provide resolution in
the range of ps to ns.Theprinciple is to convert a time interval into a voltage by charging a capac-
itor through a switchable current source.The start pulse turns on the current source and the stop
pulse turns it off. The resulting voltage on the capacitor C is V = Q/C = IT(Tstop − Tstart)/C,
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The simplest form of time digitizer counts the number of clock pulses between the start and
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Combining a time-to-amplitude converter with an ADC forms a time digitizer capable of ps

resolution. The memory capacitor C is charged by the current IT for the duration Tstop − Tstart
and subsequently discharged by aWilkinson ADC

which is digitized by an ADC. A convenient implementation switches the current source to
a smaller discharge current IR and uses a Wilkinson ADC for digitization, as illustrated in
> Fig. .This technique provides high resolution, but at the expense of dead time andmulti-hit
capability.
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 Digital Signal Processing

This section was adapted from Spieler ( pp –). Up to now we have utilized analog
techniques for pulse shaping. However, filtering can also be applied in the digital domain. This
is a topic worthy of a book in itself, so this will only be a brief introduction designed to provide
some perspective relevant to large-scale detector systems. For a more detailed discussion of
digital signal processing techniques, see texts by Ifeachor and Jervis (), Oppenheimer and
Schafer (), and others. For examples applied to detector pulse processing see Pullia et al.
() and Cardoso et al. (), which also give additional references.

First, the detector signal is sampled with a fast digitizer with sufficient resolution to recon-
struct the pulse, as shown in > Fig. . Subsequently, a digital signal processor (DSP) applies
the appropriate algorithms to filter the pulse and extract the pulse height (> Fig. ). Digital sig-
nal processing allows great flexibility in implementing filtering functions, even adapting event
by event. The software can be changed readily to adapt to a wide variety of operating condi-
tions, and it is possible to implement filters that are impractical or even impossible using analog
circuitry. However, this comes at the expense of increased circuit complexity and increased
demands on the ADC compared to analog shaping.
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Sampling a pulse to allow digital signal processing. The pulse shown is the current pulse

from a silicon strip detector
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Block diagram of a detector readout using digital signal processing
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In a simple digital filter the input signal is multiplied at each discrete time step by a filter

weighting function

> Figure  illustrates how a filter function can be implemented using digital techniques.
The amplitude of the input signal is multiplied at each discrete time step by a filter weighting
function. The filter function can be calculated in real time by the DSP or it can be stored as
values in a look-up table.This process could be applied to either a continuous or a digitized input
signal. Subsequently the samples are integrated. Since the amplitudes add coherently, whereas
the noise components add in quadrature, this yields a net improvement in signal-to-noise ratio.
It is also rather straightforward to show that the optimum signal-to-noise ratio obtains when
the weighting function has the same shape as the input signal.This is an example of a “matched
filter.” However, this is only the optimumfilter for retrieving the signal while retaining its shape.
As we have seen, integrating the signal to extend its duration and then filtering decouples the
choice of filter parameters from the original signal duration.

The simple scheme shown in >Fig.  requires that the time of the desired signals is known,
so the weighting factors can be synchronized with the signal. This constraint is removed when
the filtering is performed by convolution, so the DSP block in > Fig.  performs a sequence
of multiplications and sums

So(n) =
N−

∑

k=
W(k) ⋅ Si(n − k), ()

where So and Si are the output and input signals and W is the weighting function that yields
the desired pulse shape. This is analogous to pulse shaping in analog systems. In digital sig-
nal processing this is referred to as a finite impulse response (FIR) filter, similar to an infinite
impulse response (IIR) filter, which takes the sum to infinity. Specialized digital signal proces-
sors optimized to perform these functions are available, but FPGAs also allow very efficient
implementations (e.g. Dobbs ). Without special hardware, algorithms can be tested on
a desktop computer using realistic detector pulses and noise spectra to assess artifacts in the
output spectrum, e.g. using C++ functions (Embree and Danieli ).

The sample interval must be sufficiently small to capture the pulse structure. > Figure 
shows the same pulse as in > Fig. , but sampled at intervals of  ns instead of  ns. The
sampling interval of  ns misses the initial peak.
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Sampling at too low a rate does not preserve the full pulse structure (left) and also leads to

“aliasing,” i.e. reconstruction at lower frequencies

Detector Preamp ADC DSPPrefilter

⊡ Fig. 

A low-pass filter (prefilter) inserted in the ADC input prevents aliasing of high-frequency

components into the desired frequency range

This illustrates the Nyquist criterion. The ADC must digitize at greater than twice the rate
of the highest frequency component in the signal. Apart from missing information on the fast
components of the pulse, undersampling introduces spurious artifacts.With too low a sampling
rate, high-frequency components will be “aliased” to lower frequencies, as shown in > Fig. .

To prevent aliasing, a low-pass filter must be introduced before the ADC. As a result, an
additional analog blockmust be added to the signal processing chain (>Fig. ).When an input
frequency fi is sampled at a rate fs , the output frequencies can be reconstructed as fi±k fs, where
k is any integer value. Thus, the input is aliased to both lower and higher frequencies and the
prefilter (“anti-aliasing filter”) is needed to exclude both possibilities. Every sampling process is
subject to aliasing – e.g. also D or D image processing.

Note that aliasing can be avoided at sampling rates lower then than the Nyquist criterion if
the sampling is synchronized with the events, as can be achieved at collider accelerators, where
events occur only at the collision time. Then the sampling time can be synchronized with the
collision clock. In other applications where the pulse shape does not have to be reconstructed,
lower sampling rates are sometimes also acceptable.When only the energy is to bemeasured by
measuring the energy in successive time bins and then integrating them over the appropriate
duration to obtain the total energy, the best technique is to integrate the signal within each time
bin rather than merely sampling the amplitude. This can be done with a clocked integrator, i.e.
a switched integrator that is synchronous with the digitizer clock frequency. Energy integration
can be approximated by amplitude sampling if the pulse shape is known. With an exponential
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decay with a known time constant, the amplitude measured at a time T also determines the
amplitude at the time T − ΔT . The uncertainty comes about in the time where the pulse rises
and then assumes an exponential decay. If this occurs within one time bin, the difference in
time between the beginning of the pulse and the sampling time is not known. This leads to an
uncertainty that can be calculated and if necessary reduced by increasing the sampling rate.

The preamplifier is necessary to raise the level of the input noise sources such that the dig-
itization noise of the ADC is negligible. The signal quantization inherent to the digitization
process introduces quasi-random noise

σn =
ΔV
√


, ()

where ΔV is the signal increment corresponding to one bit.This quantization noise is increased
by differential nonlinearity. When the Nyquist condition is fulfilled, the noise is spread nearly
uniformly and extends to / the sampling frequency fS , so the spectral noise density

en =
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√
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=
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⋅
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Sampling at a higher frequency spreads the total noise over a larger frequency range, so
oversampling can be used to increase the effective resolution.

From this we see that the front-end electronics and ADC must exhibit the same precision
as in an analog system, i.e. the baseline and other pulse-to-pulse amplitude fluctuations must
be less than order Qn/, i.e. typically − in high-resolution systems. For V full scale at
the ADC input in a high-resolution gamma-ray detector system, this corresponds to <mV.
In practice the effective resolution of ADCs suitable for these applications is commonly  bits
worse than nominal, so this must be taken into account. At very high resolution the electronic
noise of the ADC’s input circuitry becomes the limit. For example, in a -bit ADC with a full-
scale range of V, one bit corresponds to a voltage difference of . nV. The thermal noise of
a  Ω resistor in Hz bandwidth is more than twice as large. Furthermore, the dynamic range
requirements for the ADC may be more severe than in an analog filtered system, as can be seen
from the rather high peak-to-average ratio of the pulse in > Fig. . In any case, the ADCmust
provide high performance at short conversion times.

Today digital signal processing is technically feasible for some applications, e.g. detec-
tors with moderate to long collection times (gamma and X-ray detectors), and systems are
commercially available. Nevertheless, these systems tend to be complex and power-hungry.

However, in large-scale systems, e.g. LHC pixel detectors with ≈  channels or strip detec-
tors with ≈  channels, the benefits are not so clear. Where intimate integration of sensors
and electronics in a small volume is required, both circuit area and power dissipation are crucial
considerations. Furthermore, these are special-purpose systems.The electronics are specifically
tailored to the sensor and application and do not need to be modified during the course of the
experiments (the inevitable upgrades notwithstanding). Furthermore, simple analog filters usu-
ally provide results that are only slightly inferior to the optimized filters that aDSP systemwould
allow.

The benefits of digital signal processing are:

. Flexibility in implementing filter functions.
. Filters are possible that are impractical in hardware.
. Filter parameters can be changed simply.
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. Tail cancellation and pileup rejection are easily incorporated.
. Adaptive filtering can be used to compensate for pulse-shape variations.

Where is digital signal processing appropriate? It provides clear benefits in systems that are
highly optimized for resolution, high counting rates, variable sensor pulse shapes, or pulse-
shape discrimination.

Where is analog signal processing best (most efficient)? In systems that require fast time
response, the high power requirements of high-speed ADCs are prohibitive. Systems that are
not sensitive to pulse shape can use fixed shaper constants and rather simple filters, which can
be either continuous or sampled. Finally, in high-density systems that require small circuit area
and low power, analog filtering can efficiently transpose the relevant information to a frequency
domain where digitization requirements are less demanding.

Given the dearth of good analog-circuit designers and no prospects for improvement, it
is often claimed that digital signal processing is a better match to available skills and avoids
the need to understand the wide range of details that a sophisticated analog system requires.
This argument is specious; both types of systems require careful analog design. Nevertheless,
progress in fast ADCs (precision, reduced power) will expand the range of DSP applications.

 Summary

Signal processing is an important component for many radiation detectors. It can determine
the accuracy of amplitude measurements (e.g. energy resolution and position sensing), the
maximum event rate, the timing accuracy, and its implementation can also have a great effect
on the required power, which is often important in large-scale systems. The requirements
depend on the application, so these result from the interplay of detector parameters, elec-
tronic noise, and pulse shaping. Choosing the technique can sometimes simply rely on standard
recipes, which is the common approach. However, novel measurements often require novel
techniques whose implementation requires assessing the balance between the physics limits of
the instrumentation and practical technology.

Detector systems depend on the interplay of numerous contributions. Implementing a
demanding system does require the knowledge of electronic design details. However, before
getting to those steps, developing the overall concept requires an understanding of the exper-
imental requirements and how they translate into detector functions and these in turn must
be translated into electronic parameters. What it takes to recognize the key functions in detec-
tors and electronics and assess their effects is an understanding of basic physics and how it
applies to practical applications. Computer simulations can predict overall performance, but
they must include all critical aspects, which is not always the case. Simply because simulation
results agree approximately with expectations does not guarantee that assumptions are correct.
Simulation results should always be checked against separate calculations to assess individual
contributions and theymust also be comparedwithmeasurement results. Simulations andmea-
surements should usually agree to a few percent. If they don’t, the simulation may be wrong,
the measurement may be faulty, or perhaps both. Identifying inconsistencies and finding their
causes is often more educational than building something that simply works.

On a personal note, analyzing discrepancies between experimental results and my expec-
tations over the past decades was extremely useful, and as a physicist this also led me to
recognize the many engineering aspects that are critical. I also found that the key criteria and



Electronics Part II  

the understanding of practical functions can be derived from basic physics, not just for the
detectors, but also for the electronics. Deriving critical aspects from basics has also led to novel
designs. Claims that existing experience shows that something cannot be done should not be
accepted without going back to the basics. Many detector systems that not so long ago were
“impossible” are now taken for granted.
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Abstract: The basic goal of data analysis is to establish a link between a set of measure-
ments, in the form of electronically stored data using some format, and a theoretical model,
which is intended to describe the phenomena at the origin of these measurements and usu-
ally is summarized by a set of equations with some parameters. The key elements of data
analysis are data abstraction and data reduction. Abstraction means that the original set
of raw measurements, e.g., a collection of electronic pulses induced by a particle passing
through a detector, is converted (“reconstructed”) into physical quantities and properties
which can be assigned to the particle, such as its momentum or its energy. Typically, this
process is accompanied by data reduction, i.e., the overall data volume is reduced when
going from the original set of measurements to a compilation of reconstructed physical
quantities.

In this chapter, I will describe the steps involved in order to achieve the above-
mentioned data abstraction and reduction in the case of Particle Physics experiments.
Examples will be given for measurements carried out at e+e− as well as hadron colliders.
The basic concepts behind reconstruction algorithms, such as track finding in track-
ing detectors and energy measurements in calorimeters, will be discussed, along with
higher-level algorithms such as particle-jet reconstruction. Finally, the typical software and
computing environment of large collider experiments will be described, which is necessary
in order to achieve the outlined goals of data analysis.

 Introduction

The basic goal of scientific activity in the natural sciences is to inquire about the laws of nature.
More concretely, we use experiments in order to investigate (measure) what reality (nature)
does, and we developmodels which are intended to reproduce and explain suchmeasurements,
as well as to predict the outcome of future experiments. The role of data analysis is to bridge
this gap between reality and a theoretical model.

Such models are formulated using the language of mathematics, i.e., typically by a set of
equations which depend on a priori unknown parameters. An example is the Standard Model
of Particle Physics. Here we have a Lagrangian density as starting point, which is a function
of (particle) fields and their derivatives, and further depends on parameters such as coupling
constants for the various interactions and masses of the particles involved. This Lagrangian
density is the starting point for deriving predictions for measurable observables, such as scat-
tering cross sections, branching ratios of particle decays, etc., which consequently also depend
on those parameters. Once these parameters are determined by comparing the experimental
outcome to the prediction, the Lagrangian can be used to predict similar observables for other
experiments. If these predictions turn out to be in agreementwith observations, we start to talk
about a consistent theory of nature, at least as long as no experiment is carried out which proves
the model to be wrong.

On the experimental side, the outcome of an experiment is quantified in a set of numbers,
basically the readings of a set of detection systems (the detector). These raw data, which for
modern experiments can attain enormous sizes of order tera- or petabytes, are the necessarily
imperfect measurements of a number of interactions in the detector. In Particle Physics experi-
ments, these data are organized in unique subsets, called events.These characterize the outcome
of a specific happening, such as the scattering of two particles, when counter-rotating beams in
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a collider cross each other inside an experiment. This results in a group of particles and decay
products, which induce the signals in the detector.

The aim of the following sections is to describe how data analysis is employed in order to
confront theory with experiment by comparing the measured quantity, an observable, with its
prediction from theory. Evidently, we have to bridge the gap between the raw data, a set of
detector readings, and the theoretical formula for the observable. Before entering the heart of
the matter, it is worth mentioning that a prior knowledge in basic Particle Physics, both theory
and experiment, will be assumed. Good examples of textbooks at the introductory level are
Perkins () and Griffiths ().

 From RawData to Physics Objects

In the following, wewill learn about the basic steps of an analysis, from the triggering and detec-
tor readout, via the reconstruction of basic quantities and higher-level algorithms, to the detec-
tor simulation and the final comparison of data and theory. The basic themes accompanying us
will be data reduction and data abstraction.

The data-analysis chain starts with the collection of data from many channels (up to
millions) in the various sub-detectors. However, for modern experiments, it is not feasible to
write all those data to permanent storage because of the sheer amount of storage space needed.
Furthermore, a very large data volume induces considerable inefficiencies and long turnaround
times for later analyses stages. Therefore, a trigger system takes a fast decision, based on a sub-
set of readings from fast detector components, if an event will be fully read out or completely
discarded (see also > Chap. , “Electronics Part I” and > Chap. , “Electronics Part II”). At
this trigger stage, the data flow is reduced from rates in the kHz toMHz range, at which the raw
detector data arrive from the detector front-end electronics to the trigger system, down to –
 Hz, at which the accepted events are written out to a first level of permanent storage. Such
huge rate reductions can only be achieved by splitting the trigger decision sequence into various
steps and using parallel processing and pipelining. This allows spanning the range from very
short decision times, as achievable by logics implemented in dedicated and custom-designed
electronics, to longer decision times needed in order to run sophisticated algorithms on large
computer clusters. An important consequence of the sub-detector concept and the parallelized
readout approach is the need to combine the data fragments from the various sub-detectors
into a coherent set. The combination takes place before the final write-out to storage, such that
the fragments are collected into the same unique event (now in terms of data storage) which
they originally belong to. This is achieved by powerful network switches and so-called event
builders.

The outcome of this Data Acquisition (DAQ) or Online chain is a set of raw data, basically
the collected detector readings, organized in an event structure. The goal of the subsequent
step, the Offline Analysis chain, is to further reduce the original data volume by reconstructing
from the raw detector readings higher-level quantities (Physics objects), which aremore directly
related to concepts inherent in the theoretical models.This data reduction and data-abstraction
step reduces the data volume from the tera- and petabyte level to more manageable gigabytes,
and finally to kilobytes, which is the size of some computer graphics representing the distri-
bution of a certain observable quantity. Ultimately, such a distribution is then compared to
similar distributions, but now obtained with theoretical models. It is worth emphasizing that
this reduction in data volume leads to a considerable reduction in turn-around time for data
analyses, which are carried out on the higher-level quantities, thus to an increased working
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efficiency for everybody involved. The reconstruction of Physics objects and the consequent
data reduction and abstraction is best described by a few examples.

. Basics of Track Finding

Thebasic steps in the reconstruction of charged particle tracks and themeasurementof the par-
ticle’s momentum are illustrated in > Fig. . We assume that the passage of a charged particle
is registered by a set of detector layers, where an analog signal is produced by the interaction of
the particle with the detector medium. A widely used example is a tracking system composed
of silicon microstrip detectors. The information stored in the analog pulses is digitized, i.e., if
the pulse height is above a certain threshold the location of a hit and its exact time are stored.
The three spatial coordinates of a hit can be retrieved from the known location of a sensor as
well as from the location of the particular channel on a sensor which gave the signal (e.g., a
strip or pixel on a modern silicon sensor). In the case of a modern Particle Physics experi-
ment, typically there are many charged particles produced in a process, leading to many hits
stored in the case of a single event (identified by the timing information). The next step con-
sists in reconstructing the correct flight path of a particle by assigning a subset of all the found
hits to a so-called track hypothesis. Details of such a track-finding step are described elsewhere
(see also >Chap. , “TrackingDetectors”) in this textbook. In the simplest case, wewould look
for hits which are consistent with lying along a straight line. However, if the whole tracking

Hits
(x1,y1,z1, t1)
(x2,y2,z2, t2)

...

Track finding +
Track fit  --->

 in magnetic field:
reconstruct track momentum

px
p = py

pz
Track 1

Track 2

Event 1
Event 2

Digitization/
Reconstruction --->

Analog 
signals

Particle

Detector
element

 Store the
info for every

event and 
every track

<-------

Helix
(R, d0, z0)

x

y
Detection

1.2

1

0.8

0.6

0.4

0.2

0
–1 0 1 2 3 4 5 6 7 8

0
–1 0 1 2 3 4 5 6 7 8

0
–1 0 1 2 3 4 5 6 7 8

Sample number

Sample number

Sample number

P
ul

se
 h

ei
gh

t

4.2 μm 2

1

3

4

5

⊡ Fig. 

Illustration of the steps necessary to reconstruct and store the momentum of a charged

particle
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detector is immersed in a homogeneous magnetic field, the underlying hypothesis for track
finding is a helix, i.e., a circular path perpendicular to the direction of the magnetic field and
a straight path parallel to it. After a set of hits are identified which are consistent with such a
flight path, the relevant information can be reduced to the radius of the circular path as well
as the distances of closest approach to the assumed origin, which in the case of collider exper-
iments would be the center of the detector where the accelerator beams collide. Knowing the
curvature of a track, the strength of the magnetic field and the track’s direction at its origin,
it is trivial to deduce the particle’s momentum (we also assume the particle to carry one unit
of electric charge) by basically using the expressions for a particle’s trajectory under the influ-
ence of a Lorentz force. At this stage, the original information, a very large set of analog or
digital signals, has been reduced to a set of three numbers, namely, the three components of
the particle’s momentum. By looking at the orientation of the helix curvature, also the charge
sign can be identified. This information is then stored for all identified particle tracks in an
event. Thus, the stored information is () reduced compared to the original set of measure-
ments and () brought to a more abstract level, i.e., the number of charged particles found in an
event, the sign of their charges, and their three momentumcomponents.This basic information
can then be retrieved in an efficient way afterwards, for usage in higher-level algorithms (such
as vertex finding, resonance-mass reconstruction, jet algorithms) or for simply displaying the
reconstructed event, as shown in > Fig. .

⊡ Fig. 

Event display of an e+e− annihilation into hadrons as recorded by the ALEPH experiment at

the LEP collider (see also > Chap. , “Accelerators for Particle Physics”). The reconstructed

charged-particle tracks, together with their assigned hits, are displayed, as well as the

energy depositions in the calorimeters shown as histograms
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. Energy Reconstruction in Calorimeters

In addition to a tracking system, modern Particle Physics detectors are also equipped with
calorimeter systems (Wigmans ). Here the basic aim is to measure the energy deposited
by neutral particles, such as photons and neutrons, which do not leave tracks. From the mea-
surement of the impact point and the extrapolation to the assumed particle’s origin, which
usually is the collision spot along the beam line, the four-momentum can be estimated. How-
ever, calorimeters are also used to measure the energy of charged particles, such as pions and
electrons, as well as of particle jets, which will be discussed below in > Sect. .. Since the
momentum resolution of a tracking system goes as σp/p ∝ p, whereas the relative energy res-
olution of a calorimeter is parametrized as σE/E ∝ /

√

E, we see that at very high energies it
becomes more favorable to use a calorimeter to reconstruct the four-momentum of a particle,
instead of a tracking detector.

In general, calorimeters are segmented in cells of certain sizes Δη × Δϕ, where
η = − ln tan(θ/) is called pseudo-rapidity, and ϕ (θ) are the azimuthal (polar) angle w.r.t.
the beam line. A fine segmentation has several advantages. Because of the shower induced by
an impinging particle, the resulting energy deposits are spread out over several cells.Therefore,
the exact position of the impact can be precisely reconstructed by an (energy-)weighted sum of
the hit cell positions. Furthermore, high granularity can help to distinguish the shower pattern
as induced by a single particle, e.g., a single isolated photon, or by two very nearby particles,
such as two photons originating from the decay of a highly boosted neutral pion (π). Finally,
the substructure of the energy deposits induced by a set of particles, which, e.g., stem from the
same jet, can be useful to deduce certain properties of such a jet.

In > Fig.  (upper-left), we see a schematic drawing of an electron, which is first bent by a
magnetic field before hitting the surface of a calorimeter.The resulting shower induces signals in
a few cells. Furthermore, possible photons from earlier bremsstrahlung will lead to additional
nearby clusters. The bending occurs in the orthogonal plane w.r.t. the magnetic field, which
typically is parallel to the beam line. Therefore, an algorithm intended to reconstruct the total
original energy of the electron should search for such additional photon clusters along a narrow
road in the ϕ direction. On the upper right of the figure, the structure of a calorimeter (see also
> Chap. , “Calorimeters”) cluster is represented in the η−ϕ plane, where a single cell corre-
sponds to a concrete readout unit of the detector. Normally, the cell sizes are chosen to be similar
to the expected lateral extension of a particle shower. Therefore, most of the signal will be con-
centrated in a few cells, with some tails around it. The basic goal of a reconstruction algorithm
is to assign the right cells to the presumed shower and then to add up their energy deposits in
order to determine the total energy. The difficulty lies in the fact that electronic noise, or other
close-by particles, can lead to signals which are wrongly assigned to the original particle’s clus-
ter. A very simple algorithmwould start by looking for the cell with themaximal energy deposit,
which in addition has to be greater than some predefined threshold, as, e.g., visible in the lower
part of > Fig. . Next, the algorithm looks for adjacent cells with energy deposits above a second
chosen threshold, which is intended to discriminate between real energy deposits and noise. If
such a cell is found, it has to be checked if it already belongs to another cluster and if the cell pre-
viously added to the cluster has higher energy because of the assumption of a lateral falloff of the
shower. The algorithm stops when no further adjacent cells are found which fulfill these crite-
ria. The exact search sequence in the plane around the seed cell might be optimized for specific
particle types, such as electrons which lose energy by bremsstrahlung mainly along the ϕ direc-
tion. Obviously, the exact values of the thresholds have to be optimized by the experimenter.

http://dx.doi.org/10.007/978-3-642-13271-1_20
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Illustration of the cell structure of a shower, which is induced by a particle hitting the

surface of a calorimeter

A too low noise threshold will cause the algorithm to pick up too much noise, leading to an
overestimation of the true energy, whereas a too high threshold will lead to an underestimation
since some of the real energy deposits may fall below the threshold and therefore will not be
accounted for. It goes without saying that concrete implementations of such clustering algo-
rithms go much beyond in sophistication than what is described here. However, again the basic
principles are data reduction and abstraction since ultimately a number of detector readouts is
reduced to a single value, namely, the estimated energy of a particle which has induced these
signals.

It should be noted that this estimated energy not necessarily corresponds to the true energy
of the particle. A calibration correction has to be applied in order to obtain such a correspon-
dence. The calibration factor corrects for the calorimeter’s response to a certain true energy
deposit, i.e., typically not all of the energy deposited leads to ameasurable signal. Also the effects
of the thresholds discussed above need to be taken into account. Such calibration corrections
can be obtained by exposing the calorimeter to particle beams of well-known type and energy.
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Also kinematic constraints in the reconstruction of particle decays can be used, such as known
masses of unstable particles, whose decay products induce the calorimeter signals.

. Jet Algorithms

Because of the nature of strong interactions, partons (quarks or gluons) which are produced
in a particle interaction will not be observed as such in an experiment. They are bound to
form hadrons, mesons, and baryons, which will lead to detectable signals. Additional radiation
of gluons by the original parton or gluons splitting into quark–antiquark pairs, which occur
before the hadronization phase, will lead to a set of final-state hadrons which are close in phase
space, e.g., observed in a limited angular region in the detector. Such sprays of particles, as eas-
ily seen in > Fig. , are called jets. The exact definition of a jet, i.e., the exact assignment of
detected particles to a single jet and the resulting determination of the jet’s four-momentum,
is to be implemented in a jet algorithm. A suitable algorithm will be able to reconstruct jets
and related four-momenta which match to high precision the original parton’s energy and
direction. Since the inputs to such a jet algorithm will be energy deposits in a calorimeter,
charged-particle tracks, or a combination thereof, we can view a reconstructed jet as a higher-
level Physics object. Here the abstraction in terms of data interpretation is brought to a next
level since the observable in question, the momentum of a parton, is only accessible via previ-
ous reconstruction of charged- and neutral-particle momenta and their correct assignment to a
unique jet.

The literature of modern jet algorithms, as applied at lepton and hadron colliders, is rather
rich. Here we cannot give full account of various implementations, but rather refer to Salam
(). Usually, the basic idea behind a jet algorithm is to identify reconstructed objects (tracks,
calorimeter clusters (see also > Chaps. , “Particle Identification,” > , “Tracking Detectors,”
and > , “Calorimeters”)) which are close-by in phase space, search for such “neighbors” in
an iterative way, and to combine them (in terms of summing up the momenta) with already
assigned objects. Being close in phase space can be defined by a narrow angular cone in η−ϕ
space or by a certain metric in momentum space, such as the relative transverse momentum of
two objects.

. Further Higher-Level Algorithms

Similarly to jet algorithms, the information obtained by reconstructed objects such as tracks and
calorimeter clusters serves as input to other higher-level algorithms. Here we only list some of
the most relevant ones, without going into any detail.

Particle identification spans quite a large spectrum. First there are basic signal patterns in
large detector systems. These help to distinguish charged from neutral particles (an energy
deposit in the calorimeter with or without a track pointing to it), electrons from pions by
the almost complete absorption of the former in the early calorimeter layers, or muons from
pions since the former are able to penetrate the complete calorimeter system and then leave
further tracks in outer tracking stations, whereas pions are absorbed. In addition, specific mea-
surements of the energy loss (dE/dx) or the time of flight, combined with other independent
measurements such as energy or momentum, are employed to distinguish particles of different
types, mostly of different masses.

http://dx.doi.org/10.007/978-3-642-13271-1_6
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By extrapolating a track to the surface of the calorimeter, a certain energy deposit around
the extrapolated impact point can be compared to the particle’s momentum as estimated from
the tracking system. If themeasured calorimeter energy is consistent with themomentummea-
surement from the tracker, the latter is used for assigning a momentum to this charged particle
and the linked cluster is removed from the list of all calorimeter clusters. Remaining excess
energy deposits or clusters, which are not assigned to any charged particle, are then identified
to stem from neutral particles. Overall, in such a procedure called energy or particle flow, the
maximum amount of information about an event can be reconstructed, with the aim to opti-
mize the resolution of jets, of the total energy, or of the missing transverse energy in an event.
The latter is simply the negative vector sum of the reconstructed transverse momenta of a list
of objects (e.g., all calorimeter clusters, all tracks, all particle flow objects, or all identified jets
and leptons). Since the total transverse momentum of the incoming beams in a collider exper-
iment is zero, a nonvanishing missing transverse energy indicates the production of one or
more (weakly interacting) particles which crossed the detector without leaving any signal. Such
particles can be neutrinos as produced in W-boson decays, or newly predicted particles such
as neutralinos in supersymmetric extensions of the Standard Model. Here it is important to
have a very hermetic and well-instrumented detector since any normal particle passing across
noninstrumented regions will induce an artificial missing energy.

Reconstructed tracks, in particular their extrapolations to the region close to the beam line,
are used to search for evidence of the production of particleswith lifetimes of order picoseconds,
such as hadrons with heavy-quark content.This is achieved by either a direct reconstruction of
secondary vertices, i.e., crossings of tracks which in terms of the track direction uncertain-
ties are significantly distant from the main interaction point, or by measurements of a track’s
impact parameter and its significance. The impact parameter represents the closest approach of
a track to the main interaction point. For tracks originating from decays of unstable particles,
the impact parameter, on average, is significantly larger than for those directly coming from
the main interaction. For example, hadronic jets originating from b quarks are tagged, with a
certain efficiency and purity (see below for definitions of these quantities), by a suitable com-
bination of the impact parameters of all tracks assigned to the jet or by the identification of
secondary vertices within the jet (cf. > Fig. ).

The production of short-lived resonances can be identified by calculating invariant masses
using the reconstructed momenta of the presumed decay products. Since usually these cannot
be identified directly as such, simply all possible combinations of particles in an event are taken
and an enhancement at the correct (resonance) mass value should appear above a so-called
combinatorial background. Of course, if secondary vertices are found, only those tracks will be
used in the invariant-mass calculation which are assigned to the specific vertex.

. Simulations

A systematic and detailed simulation of the experiment, usually adopting Monte Carlo inte-
gration techniques, is an important component of basically all data analyses. Here both the
fundamental processes and interactions, as they occur, e.g., in particle-beam collisions, are
simulated according to some theoretical model, as well as the interactions with the detector ele-
ments of those particles which are produced in these processes.Thus, the real detector andDAQ
chain is replaced by a simulation on large computer farms. However, the results of such simula-
tions are stored in exactly the same format as the real data, which then allows to apply the same
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⊡ Fig. 

Display of a multi-jet event as recorded with the CMS detector at the Large Hadron Collider

(LHC), where secondary vertices are found in two of the jets

reconstruction and further analysis algorithms and to finally produce simulated analysis results.
The difference is that here the truth is known, i.e., the underlying process and all its resulting
particles, interactions, and kinematics. The purpose of such simulations is to understand the
detector response, to determine resolution functions, efficiency, and acceptance corrections for
lost particles because of non-instrumented detector regions or limitations of the reconstruc-
tion algorithms. Also backgrounds from similar processes or spurious detector effects can be
analyzed. We will encounter some of these concepts below.

As such, Monte Carlo simulations are central tools for establishing the workflow of data
analyses and monitoring their progress. By comparing simulated and real data distributions,
we quantify the level of understanding of the underlying Physics model and of the detector
response. Finally, such simulations are of paramount importance already at the early design
stage of an experiment since they allow to optimize specific detector choices in terms of the
final reach and precision of Physics measurements.

It is worth noting that the Monte Carlo method is much more general in scope than
described here. Indeed, it is used in many fields of research, from basic mathematics and statis-
tics to computer science, biology, and financial engineering, to mention only a few. Reference
Fishman () might serve as a starting point for the interested reader, but it is only one
example from an obviously very rich literature on this topic.
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 Examples from e+e− and Hadron Colliders

In the following, we will describe further analysis steps, such as event selection, event count-
ing, estimation of resolution, and calibration and the determination of statistical and systematic
uncertainties. All these steps are carried out using the information available after reconstruc-
tion, as described above, and are necessary in order to finally compare a measurement to
theoretical predictions. Again, it is best to take some concrete examples in order to elucidate
the most important concepts.

. Ratio of the Hadronic and Leptonic Cross Sections in
e+e− Annihilations

Aclassic observable in e+e− annihilations is the ratio of the hadronic and leptonic cross sections
(for further details see, e.g., Dissertori et al. ()). From > Fig. , it is clear that the initial
phase of multi-hadron production is very similar to the creation of muon pairs. Taking the
ratio, everything cancels except the coupling strengths. In the energy range above the Upsilon
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⊡ Fig. 

Basic Feynman diagrams and corresponding event displays for e+e− annihilation into

hadrons (top) and a muon–antimuon pair (bottom). The event displays are from collisions

recorded by the ALEPH experiment at the LEP collider



  Data Analysis

resonances, where five quark flavors contribute, and below the Z resonance, where only virtual
photon exchange is relevant, we expect at lowest order in perturbation theory that

Rγ =
σ(e+e− → hadrons)
σ(e+e− → μ+μ−)

=

σhad
σlep
= Nc ∑

q
eq = Nc



. ()

Here Nc indicates the number of different color states of quarks and the sum runs over all fla-
vors, which are kinematically allowed. For five flavors (up, down, strange, charm, and bottom)
and their fractional charges eq , we arrive at the result above. By comparing this theoretical pre-
diction to the measurement, it should be possible to determine or at least constrain the number
of colors, Nc .

In the simplest terms, the experimental task consists in counting how many events with
hadronic or leptonic final state are registered over a certain data-taking period. Since we are
dealing with a ratio, the accelerator luminosityL (see also > Chap. , “Accelerators for Particle
Physics”) cancels out, i.e., Rγ = σhad/σlep = (Nhad/L)/(Nlep/L) = Nhad/Nlep. Now the basic
question is how to identify if a certain event contains a hadronic or leptonic (i.e., μ+μ−) final
state. Thus, we are left with the problem of event selection, its related efficiency, and back-
grounds.More generally, we are dealing herewith the concept of hypothesis testing, as indicated
in > Fig. . Using simulations we can identify observables, which characterize a specific event
and which help to separate various hypotheses about the event’s origin. In our specific case,
it turns out that the number of reconstructed charged tracks, Ntracks , is a suitable quantity.
Whereas for leptonic final states we expect only a few charged tracks, in most cases two as
induced by the muon and the anti-muon, in the hadronic case much more charged tracks will
be produced. Therefore, by applying a so-called cut on this observable, each measured event is
classified as leptonic (Ntracks < Ncut) or hadronic (Ntracks ≥ Ncut). In an ideal case, each real
event of a certain categorywould also be identified as such.However, again indicated in >Fig. ,
the expected distributions of the two hypotheses may have some overlap region. For example,

Ntracks

Nevt

Hypothesis 1 : muons

Hypothesis 2 : hadrons

Background
to be subtracted

“Cut”

⊡ Fig. 

Graphical representation of the event-selection principle, where distributions of observable

quantities are analyzed with respect to their separation power between different

hypotheses. In this case, the expected distributions of the number of charged tracks are

displayed in a qualitative manner, for the hypotheses of e+e− annihilations into

muon–antimuon pairs or into hadrons
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by applying a cut not all of the true leptonic or hadronic events will be counted as such. This
results in an efficiency, є ≤ , to count a certain type of events, e.g., Nmeas

had/lep = єhad/lep N
true
had/lep.

We are interested in N true
had/lep.Therefore, before taking the ratio of the event counts, these count-

ing results Nmeas
had/lep have to be corrected for the respective efficiencies. Since in a simulation

everything is known about an event, namely, both its true origin as well as its measured final
state, typically such efficiencies are determined from there. However, sometimes it is possible to
estimate selection efficiencies also from data alone, in particular if certain physical constraints
exist. An example is the Tag-and-Probe approach, as applied to the determination of an exper-
imental lepton reconstruction efficiency. Here the masses of well-known resonances, such as
the Z boson or quarkonia, are employed as constraints. First such resonances are identified via
their lepton–antilepton decays by applying a tight selection on one of the reconstructed lepton
candidates and a rather loose selection on the second candidate. If the invariant mass of the
two leptons falls within a chosen mass window around the true resonance mass, there is a very
large probability that indeed both candidates are true leptons. At this stage, we can determine
a relative reconstruction efficiency by counting how many of the loosely selected candidates
remain after applying some further selection criteria. Hence, we are independent of any simu-
lation or model prediction, at least modulo some overall efficiency for finding leptons after the
loose identification.

Before leaving the discussion about efficiencies, it is worth noting that often the overall
efficiency for selecting a class of events or particles is split into several components, e.g., є =
A ⋅ єtri ⋅ єrec ⋅ єcut . The acceptance A describes the fraction of particles which are detectable
in the first place. For example, if the detector covers only part of the whole solid angle, and
particles can reach a detector element only for a momentumabove a certain threshold, then the
acceptance is the fraction of all produced particles which fall within this detectable phase-space
region.The remaining factors describe the fractions of all detectable particles which () also give
a trigger signal (єtri), () are reconstructed from the detector signals (єrec), and () remain after
additional selection cuts (єcut).

Besides the efficiency aspect, for an event selection, we also have to worry about back-
grounds. In our simple example, a background can arise from a tail of one of the hypothesis
distributions, which extends beyond the region fixed by a cut value. More concretely, for a cer-
tain choice of Ncut , it can happen that hadronic events with a very small number of charged
tracks are falsely classified as of leptonic type. Thus, the true number of leptonic events is
given by N true

lep = (N
meas
lep − Nbckg)/єlep. In many cases, the expected background contribution

for a specific event selection is again determined from simulation. However, often quite some
effort is undertaken in order to develop purely data-driven approaches to background estima-
tions. This means that all necessary information is directly extracted from the data themselves,
instead of relying on simulations and models.The simplest example is the determination of the
background under a peak in an invariant-mass distribution, as induced by the presence of a
particle resonance. Here the expected number of background events is extrapolated from the
observed number in the so-called sidebands.These are regions in the distribution, which are dis-
tinct from the expected resonance mass and thus not affected by any peak-like enhancement.
Unfortunately, a more extensive description of such approaches goes beyond the scope of this
chapter.

Like every experimental measurement, the efficiency- and background-corrected numbers
of hadronic and leptonic events have a statistical and a systematic uncertainty. The statistical
part of the uncertainty will not be discussed any further here since it is covered quite extensively
in the literature, see e.g., Cowan (), see also > Chap. , “Statistics.” The determination

http://dx.doi.org/10.007/978-3-642-13271-1_5
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of a systematic uncertainty is much less straightforward. Indeed, no generally valid prescrip-
tions exist, and here only some general concepts and problems can be addressed. It is in the
evaluation of systematic uncertainties where the careful (and sometimes subjective) judgment
of the experimenter enters by trying to identify all possible sources of systematic effects which
could influence the measurement. Typically, most of the time and efforts spent on a specific
measurement go into the study of the systematic uncertainties. If we take our simple example
and assume that the selection efficiency is obtained from a simulation, we have to investigate on
the reliability of the estimated number. For example, it might be that the response of a detector
element to charged particles is wrongly modeled in the simulation, which then directly trans-
lates into a bias or at least an uncertainty on the efficiency. An estimate of the relateduncertainty
might be obtained by comparing all relevant distributions in data and simulation, which directly
or indirectly probe the response of the detector. From the overall agreement or disagreement
of such distributions it might be possible to give bounds on the estimated efficiency. A tradi-
tional approach consists in changing the value of the cut since for a perfect simulation of the
real experiment any value of chosen cut parameter should lead to the same final efficiency-
and background-corrected result. Observed deviations are attributed to non-perfect simula-
tions of the hypothesis distributions and quoted as uncertainty. It goes without saying that such
uncertainties can and should not be interpreted in the same way as statistical errors.

. Jet Production in Hadron Collisions

By discussing the measurement of jet production at hadron colliders, we can address further
data-analysis aspects, which are relevant whenever a steeply falling distribution is measured.
Therefore, the concepts discussed below apply to other research fields as well.

As a concrete example from Particle Physics, we study the determination of the inclusive
jet cross section in hadron–hadron collisions. This is a measurement of the cross section (prob-
ability) that a jet is produced with a given transverse energy ET = E sin θ jet within a certain
pseudo-rapidity range Δηjet (cf. > Sect. .). Here E and θ jet are the reconstructed jet energy
and polar angle of the jet axis, respectively, as determined by a given jet algorithm (> Sect. .).
Such ameasurement constitutes an important test of the theory of strong interactions,Quantum
Chromodynamics (QCD). Furthermore, deviations from the QCD predictions in the high-
energy tail of the measured spectrum could be signals for new physics, such as new contact
interactions or quark substructure. An example of a measurement by the D collaboration at
the Tevatronproton–antiproton collider (see also >Chap. , “Accelerators for Particle Physics”)
is shown in >Fig.  and further discussed inDissertori et al. ().We observe a steeply falling
spectrum over many orders of magnitude, which has several experimental implications.

Whereas previously we only talked about measurements of overall event rates, now we are
interested inmeasuring a spectrum, i.e., a cross section as function of somemeasurable quantity,
in this case ET . The first step consists in dividing up the accessible ET range into so-called bins,
which are simply contiguous intervals ΔET . At this stage, themeasurement again can be viewed
as a counting experiment, where for each eventwe count all reconstructed jets, which fall within
a specific bin of ET and a particular range of pseudo-rapidity Δηjet. Thus,

⟨

dσ
dET dηjet

⟩ =

N
ΔET Δηjet єL

, ()

where the left-hand side represents the differential cross section, either evaluated at the cen-
ter of a specific bin or averaged over it. This distinction becomes more and more relevant the
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Measurement of the inclusive jet cross section in proton–antiproton collisions, for

∣ηjet ∣ < .. Figure adapted from Blazey and Flaugher ()

steeper the slope of the spectrum is. On the right-hand side, we have the number of recon-
structed jets N within a particular bin, divided by the bin sizes, the overall jet reconstruction
efficiency є, which also includes acceptance and trigger components as discussed earlier, and
the integrated luminosity L. As can be seen from > Fig. , the bin size ΔET increases with
increasing ET , which ensures having a non-negligible number N of counted jets also in the tail
of the distribution, thus avoiding large statistical fluctuations in that region.

However, as alluded to earlier, the apparently simple counting experiment is complicated
further by the fact of having a steeply falling spectrum. A first issue is the precise knowledge
of the absolute jet energy scale or, more generally, the precision with which the quantity on
the x axis of a spectrum can be measured. Assume a differential cross section which follows a
simple power law, i.e., dσ/dET ∝ E−nT . Now it is obvious that any relative experimental uncer-
tainty δET/ET on the absolute energy scale of a reconstructed jet immediately translates into
an n-fold relative uncertainty on the counting result, δN/N = n δET/ET . For example, with a
power spectrum of n = , an energy reconstruction precision of % will translate into a cross-
section uncertainty of %! This is the reason why quite some effort has to be investigated in
understanding the overall energy calibration constants.

A second important aspect is the finite resolution on the reconstructed energy, which can
lead to a distortion of the measured spectrum. For example, the resolution function can have a
Gaussian shape,



  Data Analysis

R (Emeas
T , Etrue

T ) ∝ exp
⎡

⎢

⎢

⎢

⎢

⎣

−

(Emeas
T − Etrue

T )


 σ 
ET

⎤

⎥

⎥

⎥

⎥

⎦

, ()

where Emeas
T (Etrue

T ) represent the measured (true) transverse jet energies and the width of
the Gaussian is given by σET . Then it follows that the counted number of jets, for a particular
measured transverse energy Emeas

T , is given by the following convolution:

N (Emeas
T ) =

∫

∞


N (Etrue

T ) R (Emeas
T , Etrue

T ) dEtrue
T . ()

Since we are interested in N (Etrue
T ), which is needed for a comparison to theoretical predic-

tions, we have to solve this integral equation.More generally, this problem falls into the category
of distribution unfolding, which is further complicated by the presence of statistical fluctuations
and uncertainties on the measured quantities. An extensive discussion can be found in Cowan
(). The distortion of the spectrum arises from the fact that a symmetric resolution function
leads to a similar rate of entries fluctuating in and out of a given bin, but the number of bin
entries varies strongly, even for adjacent bins. The issue can be somewhat mitigated by adjust-
ing the bin size to the expected resolution in a given range of ET . Nevertheless, considerable
effort is needed for the understanding of the resolution function and the unfolding of the mea-
sured spectrum. Before closing this discussion, it is worth pointing out again that these analysis
issues (absolute scale, resolution, unfolding) have to be addressed in everymeasurement,which
attempts to determine a steeply falling spectrum of some physical quantity.

 Computing and Software Aspects

After having learned about various aspects, which need to be taken into account when per-
forming a data analysis, we finally discuss how such a process is implemented in practice, in
particular in the context of large-scale experiments as those in modern Particle Physics. Here
the sheer complexity of the experiment as such, of its hardware and software frameworks, as
well as the large size and geographical spread of the involved experimental community require
a well-coordinated and structured approach to the data-analysis problem. The basic compo-
nents of this approach are depicted in > Fig. . The reconstruction step, which translates the
detector signals into higher-level objects (cf. > Sect. ), is not repeated by every single anal-
ysis, but rather carried out in the context of a coordinated and unique workflow. This means
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Production
reconstruction

Physics
papers

Individual
analyses

⊡ Fig. 

Basic steps of a data-analysis chain, as implemented in the analysis frameworks of

large-scale experiments
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that a central software framework is put in place, which implements the raw data access, col-
lects common algorithms such as track, calorimeter cluster, and jet finding, and organizes the
storage and distribution of the reconstructed events. Since these issues are not specific to a
particular analysis and all experimenters will ultimately rely on the same reconstructed infor-
mation, it makes sense to organize this centrally. Also, having common algorithms makes it
much easier to understand and debug their performance. At this analysis stage, the data access
happens in a very coordinated manner, in the sense that only few individuals are responsible
for running data-reconstruction jobs, on dedicated computer resources, at specified times, and
using specified versions of the software.

Thenext step,which interprets the reconstructed data in terms of a specificPhysics question,
such as the measurement of an event rate or a spectrum, is carried out by individual analyzers.
In large modern experiments, there can be hundreds and thousands of them, often organized in
groups. Consequently, many different measurements are done in parallel and on different time
scales. Here the data access is much more “chaotic,” in the sense that periods of intense analysis
activity (e.g., prior to important conferences) can be followed bymore quiet times. Furthermore,
a given individual or group will not access the whole data set, but only those fractions which
are of relevance for their specific analysis. Typically, the required analysis code is developed
on purpose. Ultimately, all these efforts are aimed at obtaining some new and unique Physics
result, which can be published in a journal paper.

The challenge, which is faced by large experimental collaborations, is to build offline
computing systems able to address these vastly different use cases and data-access patterns.
The general approach to this challenge consists in partitioning the software frameworks and
data/simulation production systems into individual components, as shown in > Fig. . Such
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Partitioning of software frameworks, which handle the simulation (SIM), digitization (DIGI),

reconstruction (RECO), and analysis workflows of large experiments
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a structure gives flexibility since the development, versioning, and deployment of the various
components can occur asynchronously and on different time scales, by different experts. It con-
siderably enhances the overall efficiency since a change or improvement in a given component
not necessarily induces change requests for other components, which would require a repeat of
the whole analysis chain. This is particularly true if there are dedicated data stores between
the components. The overall management problem becomes tractable in such an approach,
with its natural sharing of work load. Given the enormous size of modern experimental soft-
ware frameworks, which contain millions of lines of code, and the related difficulty of building
the executables, debugging, and maintaining these codes, it is obvious that a more monolithic
approach would be a potential source of problems.

 Conclusion

In this chapter, an attempt was made to describe the basic aspects of data analysis, which have
to be addressed in modern Particle Physics experiments. Common recurring themes have been
data reduction and data abstraction, in particular in the description of the steps, which lead
from raw detector signals to higher-level physics objects. Some examples of reconstruction
algorithms have been given, such as track, calorimeter cluster, and jet finding. Measurements
from e+e− and hadron colliders have served as use cases for the discussion of further analysis
aspects. Those comprised event selection techniques and the measurement of steeply falling
spectra. Finally, the implementation of the analysis steps in modern software frameworks
has been briefly addressed. Obviously, in the context of such a short review, it is not possi-
ble to go beyond the mere scratching of the tip of the iceberg. Therefore, it can only serve
as a very first entry point into the large arena of Particle Physics data analysis. The author
believes that the excitement lived in this arena will pay off for all the efforts spent on the way
there.

Further Reading

This chapter is based on a set of lectures, which were given by the author and by B. Jacob-
sen in the context of the CERN Summer Student Lecture program, cf. http://cdsweb.cern.ch/
collection/Summer%Student%Lectures.

A list of general textbooks on data analysis, statistical analysis, and data mining, which are
mostly addressed at scientists and engineers, is given in Berthold and Hand (), Brandt
(), Frühwirth et al. (), Lyman and Longnecker (), Nisbet et al. (), and Sivia
and Skilling ().

As stated already in a few places in the text, many of the discussed concepts are central
to data analysis also in other fields of research. For example, data analysis in medical applica-
tions is extensively discussed in Zupan et al. (), Lazar (), and Zaidi (), aspects
relevant to biology can be found in Quinn and Keough () and Roff (), and two
examples from economic and social sciences are Koop () and Elliott and Marsh (),
respectively.

http://cdsweb.cern.ch/collection/Summer%20Student%20Lectures
http://cdsweb.cern.ch/collection/Summer%20Student%20Lectures
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Abstract: In experimental particle physics as well as in many other fields, it has become
increasingly important to analyze data in a manner that extracts the maximum informa-
tion and takes into account all of the known uncertainties. This article reviews the most
important statistical methods used to carry out this task. It begins with an overview of
probability, as this forms the basis for quantifying uncertainty. The statistical methods
considered include the general framework of statistical tests and parameter estimation,
including methods for constructing intervals such as upper limits. Both frequentist and
Bayesian approaches are described.

 Introduction

This article presents an overview of statistical methods used in high-energy physics (HEP). In
statistics, we are interested in using a sample of data to make inferences about a probabilistic
model, for example, to assess the model’s validity or to determine the values of its parame-
ters. There are two main approaches to statistical inference, which we may call frequentist and
Bayesian.These differ in their interpretation of probability. A review of probability and random
variables is given in > Sects.  and > .

Themost important statistical tools within the frequentist framework are parameter estima-
tion, covered in > Sect. , and statistical tests, discussed in > Sect. . Frequentist confidence
intervals, which are constructed so as to cover the true value of a parameter with a specified
probability, are treated in > Sect. .. Bayesian methods for interval estimation are discussed
in > Sect. .. These intervals quantify the degree of belief with which a parameter lies within
a stated range. Intervals are discussed for the important cases of Gaussian-, binomial-, and
Poisson-distributed data.

 Probability

An abstract definition of probability can be given by considering a set S, called the sample space,
and possible subsets A, B, . . . , the interpretation of which is left open for now. The probability
P is a real-valued function defined by the following axioms due to Kolmogorov (Kolmogorov
):

. For every subset A in S, P(A) ≥ .
. For disjoint subsets (i.e., A∩ B = /), P(A∪ B) = P(A) + P(B).
. P(S) = .

In addition, one defines the conditional probability P(A∣B) (read P of A given B) as

P(A∣B) =
P(A∩ B)
P(B)

. ()

From this definition and using the fact that A ∩ B and B ∩ A are the same, one obtains Bayes’
theorem,

P(A∣B) =
P(B∣A)P(A)

P(B)
. ()
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From the three axioms of probability and the definition of conditional probability, one obtains
the law of total probability,

P(B) =
∑

i
P(B∣Ai)P(Ai), ()

for any subset B and for disjoint Ai with⋃i Ai = S. This can be combined with Bayes’ theorem
(> Eq. ) to give

P(A∣B) =
P(B∣A)P(A)

∑i P(B∣Ai)P(Ai)
, ()

where the subset A could, for example, be one of the Ai .
In the most commonly used interpretation of probability used in particle physics, the ele-

ments of the sample space correspond to outcomes of a repeatable experiment.The probability
P(A) is assigned a value equal to the limiting frequency of occurrence of A. This interpretation
forms the basis of frequentist statistics.

The elements of the sample space can also be interpreted as hypotheses, i.e., statements that
are either true or false, such as “Themass of theW boson lies between . and . GeV.” In the
frequency interpretation, such statements are either always or never true, i.e., the correspond-
ing probabilities would be  or . Using subjective probability, however, P(A) is interpreted as
the degree of belief that the hypothesis A is true. Subjective probability is used in Bayesian (as
opposed to frequentist) statistics. Bayes’ theorem can be written

P(theory∣data) ∝ P(data∣theory)P(theory), ()

where “theory” represents some hypothesis and “data” is the outcome of the experiment. Here,
P(theory) is the prior probability for the theory, which reflects the experimenter’s degree
of belief before carrying out the measurement, and P(data∣theory) is the probability to have
gotten the data actually obtained, given the theory, which is also called the likelihood.

Bayesian statistics provides no fundamental rule for obtaining the prior probability; this is
necessarily subjective and may depend on previous measurements, theoretical prejudices, etc.
Once this has been specified, however, > Eq.  tells how the probability for the theory must be
modified in the light of the newdata to give the posterior probability, P(theory∣data). As > Eq. 
is stated as a proportionality, the probability must be normalized by summing (or integrating)
over all possible hypotheses.

 Random Variables

A random variable is a numerical characteristic assigned to an element of the sample space.
In the frequency interpretation of probability, it corresponds to an outcome of a repeatable
experiment. Let x be a possible outcome of an observation. If x can take on any value from a
continuous range, we write f (x; θ)dx as the probability that the measurement’s outcome lies
between x and x + dx. The function f (x; θ) is called the probability density function (p.d.f.),
which may depend on one or more parameters θ. If x can take on only discrete values (e.g., the
nonnegative integers), then f (x; θ) is itself a probability. The p.d.f. is always normalized to unit
area (unit sum, if discrete). Both x and θ may have multiple components and are then often
written as vectors.
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The cumulative distribution function F(x) is the probability for the random variable to be
observed less than or equal to x:

F(x) =
∫

x

−∞

f (x′)dx′. ()

Here and below, if x is discrete-valued, the integral is replaced by a sum. The endpoint x is
expressly included in the integral or sum.

Any function of random variables is itself a random variable, with (in general) a different
p.d.f. The expectation value ormean of any function u(x) is

E[u(x)] =
∫

∞

−∞

u(x) f (x)dx, ()

assuming the integral is finite. If u(x) and v(x) are any two functions of x, then E[u + v] =
E[u] + E[v]. For constant values c and k, one finds E[cu + k] = cE[u] + k.

The nth moment of a random variable is

αn ≡ E[xn] =
∫

∞

−∞

xn f (x)dx, ()

and the nth central moment of x (or moment about the mean, α) is

mn ≡ E[(x − α)
n
] =

∫

∞

−∞

(x − α)
n f (x)dx. ()

The most commonly used moments are the mean μ and variance σ :

μ ≡ α, ()
σ 
≡ V[x] ≡ m = α − μ. ()

The mean is the location of the “center of mass” of the p.d.f., and the variance is a measure of
the square of its width. Note that V[cx + k] = cV[x]. It is often convenient to use the standard
deviation of x, σ , defined as the square root of the variance.

Besides the mean, another useful indicator of the “middle” of the probability distribution
is the median, xmed, defined by F(xmed) = /, i.e., half the probability lies above and half lies
below xmed. (More rigorously, xmed is a median if P(x ≥ xmed) ≥ / and P(x ≤ xmed) ≥ /. If
only one value exists, it is called “the median.”)

Let x and y be two random variables with a joint p.d.f. f (x, y).Themarginal p.d.f. of x (the
distribution of x with y unobserved) is

f(x) =
∫

∞

−∞

f (x, y)dy, ()

and similarly for themarginal p.d.f. f(y).The conditional p.d.f. of y given fixed x (with f(x) ≠
) is defined by f(y∣x) = f (x, y)/ f(x), and similarly f(x∣y) = f (x, y)/ f(y). From these,
we immediately obtain Bayes’ theorem (see > Eqs.  and > ),

f(x∣y) =
f(y∣x) f(x)

f(y)
=

f(y∣x) f(x)
∫

f(y∣x′) f(x′)dx′
. ()

The mean of x is

μx =
∫

∞

−∞

∫

∞

−∞

x f (x, y)dx dy =
∫

∞

−∞

x f(x)dx, ()

and similarly for y. The covariance of x and y is

cov[x, y] = E[(x − μx)(y − μy)] = E[xy] − μx μy . ()
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A dimensionless measure of the covariance of x and y is given by the correlation coefficient,

ρx y = cov[x, y]/σxσy , ()

where σx and σy are the standard deviations of x and y. It can be shown that − ≤ ρx y ≤ .
Two random variables x and y are independent if and only if

f (x, y) = f(x) f(y). ()

If x and y are independent, then ρx y = ; the converse is not necessarily true. If x and y are
independent, then for any functions u(x) and v(y) one has E[u(x)v(y)] = E[u(x)]E[v(y)],
and also one finds V[x + y] = V[x] + V[y]. If x and y are not independent, V[x + y] =
V[x] + V[y] +  cov[x, y], and E[uv] does not necessarily factorize.

Consider a set of n continuous random variables x = (x, . . . , xn) with joint p.d.f. f (x),
and a set of n new variables y = (y, . . . , yn) related to x by means of a function y(x) that is
one-to-one, i.e., the inverse x(y) exists. The joint p.d.f. for y is given by

g(y) = f (x(y)) ∣J∣, ()

where ∣J∣ is the absolute value of the determinant of the square matrix Ji j = ∂xi/∂y j (the Jaco-
bian determinant). If the transformation from x to y is not one-to-one, the x space must be
broken into regions where the function y(x) can be inverted and the contributions to g(y)
from each region summed.

Several probability functions and p.d.f.s along with their properites are given in > Table .

⊡ Table 

Probability distributions, their mean values, and variances

Distribution Mean Variance

Binomial f(r;N, p) = N!
r!(N-r)!

pr( − p)N-r Np Np( − p)

Poisson f(n; ν) = νne−ν

n!
ν ν

Uniform f(x; a,b) =
⎧⎪⎪
⎨
⎪⎪⎩

/(b − a) a ≤ x ≤ b,

 otherwise.
a+b


(b−a)



Gaussian f(x;μ,σ ) = √
π σ

exp [− (x−μ)


σ  ] μ σ 

Multivariate Gaussian f(x; μ,V) = 
(π)n/

√
|V|

μ Vij

× exp [− 

(x − μ)TV−(x − μ)]

Exponential f(x; μ) = 
μ e
−x/μ μ μ

Chi-square f(z; n) = zn/−e−z/

n/Γ(n/)
n n

Student’s t f(t; n) = √
nπ

Γ[(n+)/]
Γ(n/)



(n > )

n/(n − )

(n > )

×( + t

n
)
−(n+)/

Gamma f(x;λ, k) = xk− λke−λx

Γ(k)
k/λ k/λ

Beta f(x; α, β) = Γ(α+β)
Γ(α)Γ(β) x

α−( − x)β− α
α+β

αβ
(α+β)(α+β+)
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 Parameter Estimation

Here, we review point estimation of parameters, first with an overview of the frequentist
approach and its two most important methods, maximum likelihood and least squares, treated
in > Sects. . and > .. The Bayesian approach is outlined in > Sect. ..

An estimator θ̂ (written with a hat) is a function of the data whose value, the estimate, is
intended as a meaningful guess for the value of the parameter θ. There is no fundamental rule
dictating how an estimator must be constructed. One tries, therefore, to choose that estimator
which has the best properties. The most important of these are (a) consistency, (b) bias, (c)
efficiency, and (d) robustness.
(a) An estimator is said to be consistent if the estimate θ̂ converges to the true value θ as the
amount of data increases. This property is so important that it is possessed by all commonly
used estimators.
(b)The bias, b = E[ θ̂ ]− θ, is the difference between the expectation value of the estimator and
the true value of the parameter.The expectation value is taken over a hypothetical set of similar
experiments in which θ̂ is constructed in the same way. When b = , the estimator is said to be
unbiased. The bias depends on the chosen metric, i.e., if θ̂ is an unbiased estimator of θ, then
θ̂  is not in general an unbiased estimator for θ.
(c) Efficiency is the inverse of the ratio of the variance V[ θ̂ ] to the minimum possible variance
for any estimator of θ. Under rather general conditions, the minimum variance for a single
parameter θ is given by the Rao–Cramér–Frechet bound,

σ 
min = −( +

∂b
∂θ
)


/E [

∂ ln L(θ)
∂θ

] , ()

where is L(θ) is the likelihood function (see below). Themean-squared error,

MSE = E[(θ̂ − θ)] = V[θ̂] + b, ()

is ameasure of an estimator’s quality which combines the uncertainties due to bias and variance.
(d) Robustness is the property of being insensitive to departures from assumptions in the p.d.f.,
for example, owing to uncertainties in the distribution’s tails.

Simultaneously optimizing for all the measures of estimator quality described above can
lead to conflicting requirements. For example, there is in general a trade-off between bias and
variance. For some commonestimators, the properties above are known exactly.More generally,
it is possible to evaluate them by Monte Carlo simulation. Note that they will often depend on
the unknown θ.

. Estimators for Mean, Variance, andMedian

Suppose we have a set of N independent measurements, xi , assumed to be unbiased mea-
surements of the same unknown quantity μ with a common, but unknown, variance σ .
Then

μ̂ =

N

N

∑

i=
xi , ()

̂σ 
=


N − 

N
∑

i=
(xi − μ̂) ()
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are unbiased estimators of μ and σ . The variance of μ̂ is σ 
/N and the variance of ̂σ  is

V [ ̂σ 
] =


N
(m −

N − 
N − 

σ 
) , ()

where m is the fourth central moment of x. For Gaussian-distributed xi , this becomes σ 
/

(N − ) for any N ≥ , and for large N , the standard deviation of σ̂ (the “error of the error”)
is σ/
√

N. Again, if the xi are Gaussian, μ̂ is an efficient estimator for μ, and the estimators μ̂
and ̂σ  are uncorrelated. Otherwise the arithmetic mean (> Eq. ) is not necessarily the most
efficient estimator; this is discussed further in Sect. . of James ().

. TheMethod of Maximum Likelihood

Suppose we have a set of N measured quantities x = (x, . . . , xN) described by a joint p.d.f.
f (x; θ), where θ = (θ, . . . , θn) is set of n parameters whose values are unknown. The likeli-
hood function is given by the p.d.f. evaluated with the data x, but viewed as a function of the
parameters, i.e., L(θ) = f (x; θ). If the measurements xi are statistically independent and each
follow the p.d.f. f (x; θ), then the joint p.d.f. for x factorizes and the likelihood function is

L(θ) =
N
∏

i=
f (xi ; θ). ()

The method of maximum likelihood takes the estimators θ̂ to be those values of θ that
maximize L(θ).

Note that the likelihood function is not a p.d.f. for the parameters θ; in frequentist statistics
this is not defined. In Bayesian statistics, one can obtain from the likelihood the posterior p.d.f.
for θ, but this requires multiplying by a prior p.d.f. (see > Sect. .).

It is usually easier to work with ln L, and since both are maximized for the same parame-
ter values θ, the maximum likelihood (ML) estimators can be found by solving the likelihood
equations

∂ ln L
∂θi

= , i = , . . . , n. ()

Often the solution must be found numerically. Maximum-likelihood estimators are important
because they are approximately unbiased and efficient for large data samples under quite general
conditions, and the method has a wide range of applicability.

In evaluating the likelihood function, it is important that any normalization factors in the
p.d.f. that involve θ be included. However, we will only be interested in the maximum of L and
in ratios of L at different values of the parameters; hence, any multiplicative factors that do not
involve the parameters that we want to estimatemay be dropped, including factors that depend
on the data but not on θ.

Under a one-to-one change of parameters from θ to η, the ML estimators θ̂ transform
to η(θ̂). That is, the ML solution is invariant under change of parameters. However, other
properties ofMLestimators, in particular the bias, are not invariant under change of parameters.

Under requirements usually satisfied in practical analyses and for a sufficiently large data
sample, the inverse V− of the covariance matrix Vi j = cov[θ̂ i , θ̂ j] for a set of ML estimators
can be estimated by using

(

̂V−)i j = −
∂ ln L
∂θi ∂θ j

∣

θ̂
. ()
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In the large-sample limit (or in a linear model with Gaussian errors), L has a Gaussian form
and ln L is (hyper)parabolic. In this case, it can be seen that a numerically equivalent way of
determining s-standard-deviation errors is from the contour given by the θ′ such that

ln L(θ′) = ln Lmax − s/, ()

where ln Lmax is the value of ln L at the solution point (compare with > Eq. ). The extreme
limits of this contour on the θi axis give an approximate s-standard-deviation confidence
interval for θi (see > Sect. .).

In the case where the size n of the data sample x, . . . , xn is small, the unbinned maximum-
likelihood method, i.e., use of > Eq. , is preferred since binning can only result in a loss of
information, and hence larger statistical errors for the parameter estimates. The sample size n
can be regarded as fixed, or the user can choose to treat it as a Poisson-distributed variable; this
latter option is sometimes called “extendedmaximum likelihood” (see, e.g., Lyons ; Barlow
; Cowan ).

If the sample is large, it can be convenient to bin the values in a histogram, so that one
obtains a vector of data n = (n, . . . , nN) with expectation values ν = E[n] and probabilities
f (n; ν). Then one may maximize the likelihood function based on the contents of the bins (so
i labels bins). This is equivalent to maximizing the likelihood ratio λ(θ) = f (n; ν(θ))/ f (n;n)
or to minimizing the equivalent quantity − ln λ(θ). For independent Poisson-distributed ni

this is (Cousins and Baker )

− ln λ(θ) = 
N
∑

i=
[νi(θ) − ni + ni ln

ni

νi(θ)
] , ()

where for bins with ni = , the last term in > Eq.  is zero. The expression > Eq.  without
the terms νi − ni also gives − ln λ(θ) for multinomially distributed ni , i.e., when the total
number of entries is regarded as fixed. In the limit of zero bin width, maximizing > Eq.  is
equivalent to maximizing the unbinned likelihood function (> Eq. ).

A benefit of binning is that it allows for a goodness-of-fit test (see > Sect. .). Accord-
ing to Wilks’ theorem, for sufficiently large νi and providing certain regularity conditions are
met, the minimum of − ln λ as defined by > Eq.  follows a chi-square distribution (see, e.g.,
Stuart et al. ). If there are N bins and m fitted parameters, then the number of degrees of
freedom for the chi-square distribution is N −m if the data are treated as Poisson-distributed,
and N −m −  if the ni are multinomially distributed.

Suppose the ni are Poisson-distributed and the overall normalization νtot = ∑i νi is taken
as an adjustable parameter, so that νi = νtotpi(θ), where the probability to be in the ith bin,
pi(θ), does not depend on νtot. Then by minimizing > Eq. , one obtains that the area under
the fitted function is equal to the sum of the histogram contents, i.e.,

∑i νi = ∑i ni . This is not
the case for parameter estimation methods based on a least-squares procedure with traditional
weights (see, e.g., Cowan ).

. TheMethod of Least Squares

The method of least squares (LS) coincides with the method of maximum likelihood in the
following special case. Consider a set of N independent measurements yi at known points xi .
The measurement yi is assumed to be Gaussian distributed with mean μ(xi ; θ) and known



Statistics  

variance σ 
i . The goal is to construct estimators for the unknown parameters θ. The likelihood

function contains the sum of squares

χ(θ) = − ln L(θ) + constant =
N

∑

i=

(yi − μ(xi ; θ))

σ 
i

. ()

The set of parameters θ which maximize L is the same as those which minimize χ.
The minimum of > Eq.  defines the least-squares estimators θ̂ for the more general case

where the yi are not Gaussian distributed as long as they are independent. If they are not
independent but rather have a covariance matrix Vi j = cov[yi , y j], then the LS estimators are
determined by the minimum of

χ(θ) = (y − μ(θ))TV−(y − μ(θ)), ()

where y = (y, . . . , yN) is the vector of measurements, μ(θ) is the corresponding vector
of predicted values (understood as a column vector in > Eq. ), and the superscript T denotes
transposed (i.e., row) vector.

In many practical cases, one further restricts the problem to the situation where μ(xi ; θ) is
a linear function of the parameters, i.e.,

μ(xi ; θ) =
m
∑

j=
θ jh j(xi). ()

Here, the h j(x) are m linearly independent functions, for example, , x, x, . . . , xm− , or
Legendre polynomials. We require m < N , and at leastm of the xi must be distinct.

Minimizing χ in this case withm parameters reduces to solving a system ofm linear equa-
tions. Defining Hi j = h j(xi) and minimizing χ by setting its derivatives with respect to the θi

equal to zero gives the LS estimators

θ̂ = (HTV−H)−HTV−y ≡ Dy. ()

The covariance matrix for the estimatorsUi j = cov[θ̂ i , θ̂ j] is given by

U = DVDT
= (HTV−H)−, ()

or equivalently, its inverse U− can be found from

(U−)i j =



∂ χ

∂θi∂θ j
∣

θ=θ̂
=

N
∑

k , l=
hi(xk)(V

−
)k l h j(xl). ()

The LS estimators can also be found from the expression

θ̂ = Ug, ()

where the vector g is defined by

gi =
N
∑

j,k=
y jhi(xk)(V

−
) jk . ()

For the case of uncorrelated yi , for example, one can use > Eq.  with

(U−)i j =
N

∑

k=

hi(xk)h j(xk)
σ 
k

, ()

gi =
N
∑

k=

ykhi(xk)
σ 
k

. ()
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Expanding χ(θ) about θ̂, one finds that the contour in parameter space defined by

χ(θ) = χ(θ̂) +  = χmin +  ()

has tangent planes located at approximately plus-or-minus-one standard deviation σθ̂ from the
LS estimates θ̂.

In constructing the quantity χ(θ), one requires the variances or, in the case of correlated
measurements, the covariance matrix. Often, these quantities are not known a priori and must
be estimated from the data; an important example is where the measured value yi represents
a counted number of events in the bin of a histogram. If, for example, yi represents a Poisson
variable, for which the variance is equal to the mean, then one can either estimate the variance
from the predicted value, μ(xi; θ), or from the observed number itself, yi. In the first option, the
variances become functions of the fitted parameters, whichmay lead to calculational difficulties.
The second option can be undefined if yi is zero, and in both cases for small yi , the variance will
be poorly estimated. In either case, one should constrain the normalization of the fitted curve
to the correct value, i.e., one should determine the area under the fitted curve directly from the
number of entries in the histogram (see Cowan , Sect. .). A further alternative is to use
the method of maximum likelihood; for binned data this can be done by minimizing > Eq. .

As the minimum value of the χ represents the level of agreement between the measure-
ments and the fitted function, it can be used for assessing the goodness-of-fit; this is discussed
further in > Sect. ..

. The Bayesian Approach

In the frequentist methods discussed above, probability is associated only with data, not with
the value of a parameter. This is no longer the case in Bayesian statistics, however, which
we introduce in this section. Bayesianmethods are considered further in > Sect. . for interval
estimation and in > Sect. . for model selection. For general introductions to Bayesian statis-
tics see, for example, O’Hagan and Forster ; Sivia and Skilling ; Gregory ;
Bernardo and Smith .

Suppose the outcome of an experiment is characterized by a vector of data x, whose prob-
ability distribution depends on an unknown parameter (or parameters) θ that we wish to
determine. In Bayesian statistics, all knowledge about θ is summarized by the posterior p.d.f.
p(θ∣x), which gives the degree of belief for θ to take on values in a certain region given the data
x. It is obtained by using Bayes’ theorem,

p(θ∣x) =
L(x∣θ)π(θ)

∫

L(x∣θ′)π(θ′)dθ′
, ()

where L(x∣θ) is the likelihood function, i.e., the joint p.d.f. for the data viewed as a function
of θ, evaluated with the data actually obtained in the experiment, and π(θ) is the prior p.d.f.
for θ. Note that the denominator in > Eq.  serves to normalize the posterior p.d.f. to unity.

As it can be difficult to report the full posterior p.d.f. p(θ∣x), one would usually summarize
it with statistics such as the mean (or median) and the covariance matrix. In addition, one may
construct intervals with a given probability content, as is discussed in > Sect. . on Bayesian
interval estimation.

Bayesian statistics supplies no unique rule for determining the prior π(θ); in a subjective
Bayesian analysis this reflects the experimenter’s degree of belief (or state of knowledge) about θ
before themeasurementwas carried out. For the result to be of value to the broader community,
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whose members may not share these beliefs, it is important to carry out a sensitivity analysis,
i.e., to show how the result changes under a reasonable variation of the prior probabilities.

One might like to construct π(θ) to represent complete ignorance about the parameters by
setting it equal to a constant. A problem here is that if the prior p.d.f. is flat in θ, then it is not
flat for a nonlinear function of θ, and so a different parametrization of the problem would lead
in general to a non-equivalent posterior p.d.f.

For the special case of a constant prior, one can see from Bayes’ theorem (> Eq. ) that
the posterior is proportional to the likelihood, and therefore the mode (peak position) of the
posterior is equal to the ML estimator. The posterior mode, however, will change in general
upon a transformation of parameter. A summary statistic other than the mode may be used as
the Bayesian estimator, such as themedian, which is invariant under parameter transformation.
But this will not in general coincide with the ML estimator.

The difficult and subjective nature of encoding personal knowledge into priors has led to
what is called objective Bayesian statistics, where prior probabilities are based not on an actual
degree of belief but rather derived from formal rules. These give, for example, priors which are
invariant under a transformation of parameters or which result in a maximum gain in infor-
mation for a given set of measurements. For an extensive review see, for example, Kass and
Wasserman .

An important procedure for deriving objective priors is due to Jeffreys. According to Jeffreys’
rule, one takes the prior as

π(θ) ∝
√

det(I(θ)), ()

where

Ii j(θ) = −E [
∂ ln L(x∣θ)
∂θi ∂θ j

] = −

∫

∂ ln L(x∣θ)
∂θi∂θ j

L(x∣θ)dx ()

is the Fisher information matrix. One can show that the Jeffreys prior leads to inference that is
invariant under a transformation of parameters.

Neither the constant nor /√μ priors can be normalized to unit area and are said to be
improper. This can be allowed because the prior always appears multiplied by the likelihood
function, and if the likelihood falls off sufficiently quickly, then one may have a normalizable
posterior density.

Bayesian statistics provides a framework for incorporating systematic uncertainties into a
result. Suppose, for example, that a model depends not only on parameters of interest θ, but
on nuisance parameters ν, whose values are known with some limited accuracy. For a single
nuisance parameter ν, for example, one might have a p.d.f. centered about its nominal value
with a certain standard deviation σν . Often a Gaussian p.d.f. provides a reasonable model for
one’s degree of belief about a nuisance parameter; in other cases, more complicated shapesmay
be appropriate. If, for example, the parameter represents a nonnegative quantity, then a log-
normal or gamma p.d.f. can be a more natural choice than a Gaussian truncated at zero. The
likelihood function, prior, and posterior p.d.f.s then all depend on both θ and ν, and are related
by Bayes’ theorem, as usual. One can obtain the posterior p.d.f. for θ alone by integrating over
the nuisance parameters, i.e.,

p(θ∣x) =
∫

p(θ, ν∣x)dν. ()

Such integrals can oftennot be carried out in closed form, and if the number of nuisance param-
eters is large, then they can be difficult to compute with standardMonteCarlomethods.Markov
Chain Monte Carlo (MCMC) is often used for computing integrals of this type.
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 Statistical Tests

In addition to estimating parameters, one often wants to assess the validity of certain state-
ments concerning the data’s underlying distribution. Frequentist Hypothesis tests, described in
> Sect. ., provide a rule for accepting or rejecting hypotheses depending on the outcome of
a measurement. In significance tests, covered in > Sect. ., one gives the probability to obtain
a level of incompatibility with a certain hypothesis that is greater than or equal to the level
observed with the actual data. In the Bayesian approach, the corresponding procedure is
referred to as model selection, which is based fundamentally on the probabilities of compet-
ing hypotheses. In > Sect. ., we describe a related construct called the Bayes factor, which
can be used to quantify the degree to which the data prefer one or another hypothesis.

. Hypothesis Tests

Consider an experiment whose outcome is characterized by a vector of data x. A hypothesis is a
statement about the distribution of x. It could, for example, define completely the p.d.f. for the
data (a simple hypothesis), or it could specify only the functional form of the p.d.f., with the
values of one or more parameters left open (a composite hypothesis).

A statistical test is a rule that states for which values of x a given hypothesis (often called the
null hypothesis, H) should be rejected in favour of its alternative H.This is done by defining a
region of x space called the critical region; if the outcome of the experiment lands in this region,
H is rejected, otherwise it is accepted.

RejectingH, if it is true, is called an error of the first kind.The probability for this to occur is
called the size or significance level of the test, α, which is chosen to be equal to some prespecified
value. It can also happen that H is false and the true hypothesis is the alternative, H. If H

is accepted in such a case, this is called an error of the second kind, which will have some
probability β. The quantity  − β is called the power of the test relative to H.

In high-energy physics, the components of x might represent the measured properties of
candidate events, and the acceptance region is defined by the cuts that one imposes in order to
select events of a certain desired type. Here,H could represent the background hypothesis and
the alternative H could represent the sought after signal.

Often, rather than using the full set of quantities x, it is convenient to define a test statistic,
t, which can be a single number, or in any case a vector with fewer components than x. Each
hypothesis for the distribution of x will determine a distribution for t, and the acceptance region
in x space will correspond to a specific range of values of t.

Often one tries to construct a test to maximize power for a given significance level, i.e., to
maximize the signal efficiency for a given significance level.TheNeyman–Pearson lemma states
that this is done by defining the critical region for the test of the background hypothesis H

(i.e., the acceptance region for signal, H) such that, for x in that region, the ratio of p.d.f.s for
the hypotheses H and H,

λ(x) =
f (x∣H)

f (x∣H)
, ()

is greater than a given constant, the value of which is chosen to give the desired signal efficiency.
Here,H andH must be simple hypotheses, i.e., they should not contain undeterminedparam-
eters. The lemma is equivalent to the statement that > Eq.  represents the test statistic with
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which one may obtain the highest signal efficiency for a given purity for the selected sample.
It can be difficult in practice, however, to determine λ(x), since this requires knowledge of the
joint p.d.f.s f (x∣H) and f (x∣H).

In the usual case where the likelihood ratio (> Eq. ) cannot be used explicitly, there
exist a variety of other multivariate classifiers that effectively separate different types of events.
Methods often used in HEP include neural networks or Fisher discriminants. Recently, further
classificationmethods frommachine-learning have been applied inHEP analyses; these include
probability density estimation (PDE) techniques, kernel-based PDE (KDE or Parzen window),
support vector machines, and decision trees. Techniques such as “boosting” and “bagging” can be
applied to combine a number of classifiers into a stronger one with greater stability with respect
to fluctuations in the training data. Descriptions of these methods can be found in Hastie et al.
(), Webb (), Kuncheva (), and Proceedings of the PHYSTAT conference series
(PHYSTAT Conference Series). Software for HEP includes the TMVA (Höcker et al. ) and
StatPatternRecognition (Narsky ) packages.

. Significance Tests

Often, one wants to quantify the level of agreement between the data and a hypothesis without
explicit reference to alternative hypotheses.This can be done by defining a statistic t, which is a
function of the data whose value reflects in some way the level of agreement between the data
and the hypothesis. The user must decide what values of the statistic correspond to better or
worse levels of agreement with the hypothesis in question; for many goodness-of-fit statistics,
there is an obvious choice.

The hypothesis in question, say, H, will determine the p.d.f. g(t∣H) for the statistic. The
significance of a discrepancy between the data and what one expects under the assumption of
H is quantified by giving the p-value, defined as the probability to find t in the region of equal
or lesser compatibility with H than the level of compatibility observedwith the actual data. For
example, if t is defined such that large values correspond to poor agreementwith the hypothesis,
then the p-value would be

p =
∫

∞

tobs
g(t∣H)dt, ()

where tobs is the value of the statistic obtained in the actual experiment.The p-value should not
be confused with the size (significance level) of a test or the confidence level of a confidence
interval (> Sect. ), both of which are prespecified constants.

The p-value is a function of the data, and is therefore itself a random variable. If the hypothe-
sis used to compute the p-value is true, then for continuous data, pwill be uniformly distributed
between zero and one. Note that the p-value is not the probability for the hypothesis; in frequen-
tist statistics, this is not defined. Rather, the p-value is the probability, under the assumption of a
hypothesis H, of obtaining data at least as incompatible with H as the data actually observed.

When searching for a new phenomenon, one tries to reject the hypothesis H that the data
are consistent with known, for example, Standard Model processes. If the p-value of H is suf-
ficiently low, then one is willing to accept that some alternative hypothesis is true. Often, one
converts the p-value into an equivalent significance Z, defined so that a Z standard deviation
upward fluctuation of a Gaussian random variable would have an upper tail area equal to p, i.e.,

Z = Φ−( − p). ()
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Here,Φ is the cumulative distribution of the Standard Gaussian, andΦ− is its inverse (quantile)
function. Often in HEP, the level of significance where an effect is said to qualify as a discovery
is Z = , i.e., a σ effect, corresponding to a p-value of .× −. One’s actual degree of belief
that a new process is present, however, will depend in general on other factors as well, such as
the plausibility of the new signal hypothesis and the degree to which it can describe the data,
one’s confidence in the model that led to the observed p-value, and possible corrections for
multiple observations out of which one focuses on the smallest p-value obtained (the “look-
elsewhere effect”). For a review of how to incorporate systematic uncertainties into p-values
see, for example, Demortier .

When estimating parameters using the method of least squares, one obtains the minimum
value of the quantity χ from > Eq. . This statistic can be used to test the goodness-of-fit,
i.e., the test provides a measure of the significance of a discrepancy between the data and the
hypothesized functional form used in the fit. It may also happen that no parameters are esti-
mated from the data, but that one simply wants to compare a histogram, for example, a vector of
Poisson-distributed numbers n = (n, . . . , nN), with a hypothesis for their expectation values
νi = E[ni]. As the distribution is Poisson with variances σ 

i = νi , the quantity χ of > Eq. 
becomes Pearson’s chi-square statistic,

χ =
N

∑

i=

(ni − νi)

νi
. ()

If the hypothesis ν = (ν, . . . , νN) is correct, and if the expected values νi in > Eq.  are suf-
ficiently large (in practice, this will be a good approximation if all νi > ), then the χ statistic
will follow the chi-square p.d.f. with the number of degrees of freedom equal to the number of
measurementsN minus the number of fitted parameters.Theminimized χ from > Eq.  also
has this property if the measurements yi are Gaussian.

Alternatively, one may fit parameters and evaluate goodness-of-fit by minimizing
− ln λ from >Eq. . One finds that the distribution of this statistic approaches the asymptotic
limit faster than does Pearson’s χ, and thus computing the p-value with the chi-square p.d.f.
will in general be better justified (see Cousins and Baker  and references therein).

Assuming the goodness-of-fit statistic follows a chi-square p.d.f., the p-value for the
hypothesis is then

p =
∫

∞

χ
f (z; nd)dz, ()

where f (z; nd) is the chi-square p.d.f. and nd is the appropriate number of degrees of freedom.
If the conditions for using the chi-square p.d.f. do not hold, the statistic can still be defined
as before, but its p.d.f. must be determined by other means in order to obtain the p-value, for
example, using a Monte Carlo calculation.

Since the mean of the chi-square distribution is equal to nd, one expects in a “reasonable”
experiment to obtain χ ≈ nd. Hence, the quantity χ/nd is sometimes reported. Since the p.d.f.
of χ/nd depends on nd, however, one must report nd as well if one wishes to determine the
p-value.

. BayesianModel Selection

In Bayesian statistics, all of one’s knowledge about a model is contained in its posterior proba-
bility, which one obtains using Bayes’ theorem (> Eq. ). Thus, one could reject a hypothesis
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H if its posterior probability P(H∣x) is sufficiently small. The difficulty here is that P(H∣x) is
proportional to the prior probability P(H), and there will not be a consensus about the prior
probabilities for the existence of new phenomena. Nevertheless, one can construct a quantity
called the Bayes factor (described below), which can be used to quantify the degree to which
the data prefer one hypothesis over another and is independent of their prior probabilities.

Consider two models (hypotheses), Hi and Hj, described by vectors of parameters θ i and
θ j , respectively. Some of the components will be common to both models, and others may be
distinct. The full prior probability for each model can be written in the form

π(Hi , θ i) = P(Hi)π(θ i ∣Hi). ()

Here, P(Hi) is the overall prior probability for Hi , and π(θ i ∣Hi) is the normalized p.d.f. of its
parameters. For each model, the posterior probability is found using Bayes’ theorem,

P(Hi ∣x) = ∫
L(x∣θ i ,Hi)P(Hi)π(θ i ∣Hi)dθ i

P(x)
, ()

where the integration is carried out over the internal parameters θ i of the model. The ratio of
posterior probabilities for the models is therefore

P(Hi ∣x)
P(Hj∣x)

=

∫

L(x∣θ i ,Hi)π(θ i ∣Hi)dθ i

∫

L(x∣θ j ,Hj)π(θ j ∣Hj)dθ j

P(Hi)

P(Hj)
. ()

The Bayes factor is defined as

Bi j =
∫

L(x∣θ i ,Hi)π(θ i ∣Hi)dθ i

∫

L(x∣θ j ,Hj)π(θ j ∣Hj)dθ j
. ()

This gives what the ratio of posterior probabilities for models i and j would be if the overall
prior probabilities for the two models were equal. If the models have no nuisance parameters,
i.e., no internal parameters described by priors, then the Bayes factor is simply the likelihood
ratio.The Bayes factor, therefore, shows by howmuch the probability ratio of model i to model
j changes in the light of the data, and thus can be viewed as a numerical measure of evidence
supplied by the data in favour of one hypothesis over the other.

Although the Bayes factor is by construction independent of the overall prior probabilities
P(Hi) and P(Hj), it does require priors for all internal parameters of a model, i.e., one needs
the functions π(θ i ∣Hi) and π(θ j ∣Hj). In a Bayesian analysis, where one is only interested in
the posterior p.d.f. of a parameter, it may be acceptable to take an unnormalizable function for
the prior (an improper prior) as long as the product of likelihood and prior can be normalized.
But improper priors are only defined up to an arbitrary multiplicative constant, which does
not cancel in the ratio of > Eq. . Furthermore, although the range of a constant normalized
prior is unimportant for parameter determination (provided it is wider than the likelihood),
this is not so for the Bayes factor when such a prior is used for only one of the hypotheses. So
to compute a Bayes factor, all internal parameters must be described by normalized priors that
represent meaningful probabilities over the entire range where they are defined.

An exception to this rule may be considered when the identical parameter appears in the
models for both numerator and denominator of the Bayes factor. In this case, one can argue that
the arbitrary constants would cancel. One must exercise some caution, however, as parameters
with the same name and physical meaning may still play different roles in the two models.

Both integrals in > Eq.  are of the form

m =
∫

L(x∣θ)π(θ)dθ, ()
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which is called themarginal likelihood (or in some fields called the evidence). A review of Bayes
factors including a discussion of computational issues is Kass and Raftery ().

 Intervals and Limits

When the goal of an experiment is to determine a parameter θ, the result is usually expressed
by quoting, in addition to the point estimate, some sort of interval which reflects the statistical
precision of the measurement. In the simplest case, this can be given by the parameter’s esti-
mated value θ̂ plus or minus an estimate of the standard deviation of θ̂, σθ̂ . If, however, the
p.d.f. of the estimator is not Gaussian or if there are physical boundaries on the possible values
of the parameter, then one usually quotes instead an interval according to one of the procedures
described below.

The choice of method may be influenced by practical considerations such as ease of pro-
ducing an interval from the results of several measurements.Of course, the experimenter is not
restricted to quoting a single interval or limit; one may choose, for example, first to commu-
nicate the result with a confidence interval having certain frequentist properties, and then in
addition to draw conclusions about a parameter using Bayesian statistics. It is recommended,
however, that there be a clear separation between these two aspects of reporting a result. In the
remainder of this section, we assess the extent to which various types of intervals achieve the
goals stated here.

. Bayesian Intervals

As described in > Sect. ., a Bayesian posterior probability may be used to determine regions
that will have a given probability of containing the true value of a parameter. In the single-
parameter case, for example, an interval (called a Bayesian or credible interval) [θ lo, θup] can
be determined which contains a given fraction  − α of the posterior probability, i.e.,

 − α =
∫

θup

θ lo
p(θ∣x)dθ. ()

Sometimes an upper or lower limit is desired, i.e., θ lo can be set to zero or θup to infinity. In
other cases, one might choose θ lo and θup such that p(θ∣x) is higher everywhere inside the
interval than outside; these are called highest posterior density (HPD) intervals. Note that HPD
intervals are not invariant under a nonlinear transformation of the parameter.

If a parameter is constrained to be nonnegative, then the prior p.d.f. can simply be set to
zero for negative values. An important example is the case of a Poisson variable n, which counts
signal events with unknown mean s, as well as background with mean b, assumed known. For
the signal mean s, one often uses the prior

π(s) = { s < 
 s ≥  . ()

This prior is regarded as providing an interval whose frequentist properties can be studied,
rather than as representing a degree of belief. In the absence of a clear discovery, (e.g., if n = 
or if in any case n is compatible with the expected background), one usually wishes to place
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an upper limit on s (see, however, Feldman and Cousins  on “flip-flopping” concerning
frequentist coverage). Using the likelihood function for Poisson-distributed n,

L(n∣s) =
(s + b)n

n!
e−(s+b), ()

along with the prior (> Eq. ) in > Eq.  gives the posterior density for s. An upper limit sup
at confidence level (or here, rather, credibility level)  − α can be obtained by requiring

 − α =
∫

sup

−∞

p(s∣n)ds = ∫
sup
−∞

L(n∣s) π(s)ds

∫

∞

−∞

L(n∣s) π(s)ds
, ()

where the lower limit of integration is effectively zero because of the cutoff in π(s). By relating
the integrals in > Eq.  to incomplete gamma functions, the equation reduces to

α = e−sup∑
n
m=(sup + b)

m
/m!

∑

n
m= bm/m!

. ()

This must be solved numerically for the limit sup. It so happens that for the case of b = , the
upper limits obtained in this way coincide numerically with the values of the frequentist upper
limits discussed in >Sect. ..The frequentist properties of confidence intervals for the Poisson
mean obtained in this way are discussed in Cousins () and Roe andWoodroofe ().

As in any Bayesian analysis, it is important to show how the result would change if one uses
different prior probabilities. For example, one could consider the Jeffreys prior as described in
> Sect. .. For this problem, one finds the Jeffreys prior π(s) ∝ /

√

s + b for s ≥  and zero
otherwise. As with the constant prior, one would not regard this as representing one’s prior
beliefs about s, both because it is improper and also as it depends on b. Rather, it is used with
Bayes’ theorem to produce an interval whose frequentist properties can be studied.

. Frequentist Confidence Intervals

The frequentist approach to interval estimation is based on the the concept of a confidence
interval.These are constructed so as to contain the true value of the parameterwith aminimum
specified probability, called the confidence level. To construct a confidence interval, consider a
test (see > Sect. ) of the hypothesis that the parameter’s true value is θ (assume one constructs
a test for all physical values of θ). One then excludes all values of θ where the hypothesis would
be rejected at a significance level less than α. The remaining values constitute the confidence
interval at confidence level CL =  − α.

In this procedure, one is still free to choose the test to be used. One possibility is use a test
statistic based on the likelihood ratio,

λ =
f (x; θ)
f (x; θ̂ )

, ()

where θ̂ is the value of the parameter which, out of all allowed values, maximizes f (x; θ).This
results in the intervals described by Feldman and Cousins ().
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.. Profile Likelihood and Treatment of Nuisance Parameters

As mentioned in > Sect. ., one may have a model containing parameters that must be deter-
mined from data, but which are not of any interest in the final result (nuisance parameters).
Suppose the likelihood L(θ, ν) depends on parameters of interest θ and nuisance parame-
ters ν. The nuisance parameters can be effectively removed from the problem by constructing
the profile likelihood, defined by

Lp(θ) = L(θ,̂ν̂(θ)), ()

wherêν̂(θ) is given by the ν that maximizes the likelihood for fixed θ. The profile likelihood
may then be used to construct tests of or intervals for the parameters of interest. For example,
one may construct the profile likelihood ratio,

λp(θ) =
Lp(θ)
L(θ̂, ν̂)

, ()

where θ̂ and ν̂ are the ML estimators. The ratio λp can be used in place of the likelihood ratio
> Eq.  for inference about θ. The resulting intervals for the parameters of interest are not
guaranteed to have the exact coverage probability for all values of the nuisance parameters, but,
in cases of practical interest, the approximation is found to be very good.

.. Gaussian-Distributed Measurements

One often encounters the case where the data consist of a single random value x modeled as
following a Gaussian distribution with unknown mean μ. This is often the case when x rep-
resents an estimator for a parameter and one has a sufficiently large data sample. Using the
observed value of x, one can easily constuct a confidence interval for μ. Assuming the Gaussian
distribution has a known standard deviation σ , the quantity

 − α =


√

πσ ∫
μ+δ

μ−δ
e−(x−μ)


/σ 

dx = erf (
δ
√

 σ
) ()

is the probability that the measured value x will fall within ±δ of the true value μ. From the
symmetry of the Gaussian with respect to x and μ, this is also the probability for the interval
x ± δ to include μ.

> Figure  shows a δ = .σ confidence interval unshaded. The choice δ = σ gives an
interval called the standard errorwhich has  − α = .% if σ is known. Values of α for other
frequently used choices of δ are given in > Table . We can set a one-sided (upper or lower)
limit by excluding values of μ above x + δ (or below x − δ). The values of α for such limits are
half the values in > Table .

The relation in > Eq.  can be reexpressed using the cumulative distribution function for
the chi-square distribution as

α =  − F(χ; n), ()

for χ = (δ/σ) and n =  degree of freedom.
For the case of n parameter estimates θ̂ = (θ̂, . . . , θ̂n), one requires the full covariance

matrixVi j = cov[θ̂ i , θ̂ j], which can be estimated as described in > Sects. . and > .. Under
fairly general conditions with the methods of maximum likelihood or least squares in the large-
sample limit, the estimators will be distributed according to a multivariate Gaussian centered
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⊡ Fig. 

Illustration of a symmetric % confidence interval (unshaded) for a measurement of a

single quantity with Gaussian errors. Integrated probabilities, defined by α, are as shown

⊡ Table 

Area of the tails α outside ±δ from the mean of a Gaussian distribution

α δ
. σ
. × − σ
. × − σ
. × − σ
. × − σ
. × − σ

α δ
. .σ
. .σ
. .σ
. .σ
. .σ
− .σ

about the true (unknown) values θ, and furthermore, the likelihood function itself takes on a
Gaussian shape.

The standard error ellipse for the pair (θ̂ i , θ̂ j) is shown in > Fig. , corresponding to a con-
tour χ = χmin +  or ln L = ln Lmax − /. The ellipse is centered about the estimated values
θ̂, and the tangents to the ellipse give the standard deviations of the estimators, σi and σj. The
angle of the major axis of the ellipse is given by

tan ϕ =
ρi jσi σ j

σ 
j − σ


i
, ()

where ρi j = cov[θ̂ i , θ̂ j]/σiσ j is the correlation coefficient.
As in the single-variable case, because of the symmetry of the Gaussian function between θ

and θ̂, one finds that contours of constant ln L or χ cover the true values with a certain, fixed
probability. That is, the confidence region is determined by

ln L(θ) ≥ ln Lmax − Δ ln L, ()



  Statistics

φ

sj

qj

qi

qi

qj

sj

si

si

⊡ Fig. 

Standard error ellipse for the estimators
∧
θ i and

∧
θ j . In this case, the correlation is negative

⊡ Table 

Δχ or Δ ln L corresponding to a coverage probability −α in the large-data-sample limit, for

joint estimation ofm parameters

( − α) (%) m =  m =  m = 

. . . .

. . . .

. . . .

. . . .

. . . .

. . . .

or, where a χ has been defined for use with the method of least squares,

χ(θ) ≤ χmin + Δχ
. ()

Values of Δχ or Δ ln L are given in > Table  for several values of the coverage probability
and number of fitted parameters.

For finite data samples, the probability for the regions determined by > Eqs.  or > to
cover the true value of θ will depend on θ, so these are not exact confidence regions according
to our previous definition. Nevertheless, they can still have a coverage probability only weakly
dependent on the true parameter and approximately as given in > Table . In any case, the
coverage probability of the intervals or regions obtained according to this procedure can in
principle be determined as a function of the true parameter(s), for example, using a Monte
Carlo calculation.

.. Poisson or Binomial Data

Another important class of measurements consists of counting a certain number of events, n. In
this section, we will assume these are all events of the desired type, i.e., there is no background.
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If n represents the number of events produced in a reaction with cross section σ , say, in a fixed
integrated luminosity L, then it follows a Poisson distribution with mean ν = σL. If, on the
other hand, one has selected a larger sample ofN events and found n of them to have a particular
property, then n follows a binomial distribution where the parameter p gives the probability for
the event to possess the property in question. This is appropriate, for example, for estimates of
branching ratios or selection efficiencies based on a given total number of events.

For the case of Poisson-distributed n, the lower and upper limits on the mean value ν can
be found from

νlo = 
 F
−
χ (αlo; n), ()

νup = 
 F
−
χ ( − αup; (n + )), ()

where the upper and lower limits are at confidence levels of −αlo and −αup, respectively, and
F−χ is the quantile of the chi-square distribution (inverse of the cumulative distribution). For
central confidence intervals at confidence level  − α, set αlo = αup = α/.

For the case of binomially distributed n successes out of N trials with probability of success
p, the upper and lower limits on p are found to be

plo =
nF−F [αlo; n, (N − n + )]

N − n +  + nF−F [αlo; n, (N − n + )]
, ()

pup =
(n + )F−F [ − αup; (n + ), (N − n)]

(N − n) + (n + )F−F [ − αup; (n + ), (N − n)]
. ()

Here, F−F is the quantile of the F distribution (also called the Fisher–Snedecor distribution; see
James ).

 Conclusions

Given the high cost and complexity of experiments in Particle Physics, it has become increas-
ingly important to use data analysis methods that extract the maximum information from
the data in a way that takes into account all of the known uncertainties in the measure-
ment. Here, the key is to construct a probabilistic model which is sufficiently accurate to be
regarded as correct, and this can be achieved with a model containing a sufficient number of
adjustable parameters.The accuracy achieved by including additional parameters must be bal-
anced against the price, however, of reducing one’s sensitivity to the parameters of interest, such
as those which may point to a potential discovery.

The two primary schools of statistical inference – frequentist and Bayesian – provide differ-
ent but related approaches to this task. In the fortunate casewhere the information from the data
overwhelms any prior knowledge, the two approaches appear to coalesce, although the inter-
pretation of the results remains distinct. One can of course use both approaches; if they point
to the same conclusion, then this can only increase one’s confidence. If they do not, then one
will have to find out why, and this can also lead to important realisations, such as unexpected
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sensitivity to prior information or to specific model assumptions. In either case, the result of an
experiment should be presented along with sufficient information so that it can be incorporated
into future analyses.
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  Particle Identification

Abstract: We present here the devices and techniques used to identify particles. Most
detectors and detector systems are also described in other parts of this book; here we
emphasize their use in the identification of particles.

 Introduction

The identification of particles involved in a high-energy or nuclear reaction is of utmost
importance. Only knowing all (or at least most) of the -vectors of the particles, the
underlying physics reaction can be studied enabling the distinction of the signal from the
background.

In general, there are two major applications for particle identification: () identification of
beam particles, especially for fixed-target experiments, and () identification of decay products.
If the (vector-)momentum of the particle is known, either selected naturally by the beam-line
elements in a small momentum bin, or by means of a magnetic spectrometer, particle identi-
fication necessitates the measurement of some other kinematic variable, like the velocity, the
total energy, or the specific energy loss dE/dx.

Velocity-dependent effects used in particle identification devices in addition to the already
mentioned dE/dx, include the measurement of the time of flight (TOF), the Cherenkov and
transition radiation.

To identify long-lived (but still weakly decaying) neutral particles like the hyperons Λ and
Ξ, and short-lived particles (τ, charm, beauty, resonances), the determination of the -vector
of all decay products is necessary to be able to calculate the invariant mass of the final state,
suppress background, and identify the original particle.

Particle identification thus reduces to identify all stable (or practically stable) particles: p,
n, K±, K

L, π
±, e±, μ±, and γ.

In the case of electrically neutral particles, only the total energy in a calorimeter can
be measured, complicating somewhat the identification process. If no charged track is
pointing to where the signal originated in the calorimeter, we could conclude that the
signal was produced by a neutral particle. Depending on the type of calorimeter (elec-
tromagnetic or hadronic) not too many possibilities are usually left, but some ambiguities
remain.

The different detector systems have to be arranged correctly in order to measure all the
different properties needed; for example, calorimeters have to be positioned after the tracking,
transition radiation, and Cherenkov detectors, since they absorb the particles totally and no
further measurements are possible (with the exception of muons). The selection of a specific
technique used in a particular application not only dependson the type of particle (like charged,
neutral, hadron), but also on the momentum range for which an identification of the particle is
desired.

As already mentioned, in this chapter we describe the use of detectors and detector sys-
tems which are also discussed in other chapters. We will repeat here some of the aspects with
emphasis on particle identification.

At the end of the chapter, we will summarize the different options discussed as to identify
the different particles.
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 Radiation by Charged Particles

The interaction of charges particles with matter is dominated by the electromagnetic interac-
tion, via the exchange of virtual or real photons. Virtual photons are absorbed by the atoms of
the material which leads to ionization and/or excitation of the atoms. Depending on the type
of acceleration and/or condition, the resulting radiation and effects carry different names:

. ∣v∣ > c/n: Cherenkov radiation
. v/cph = v ⋅ n/c changes

(a) ∣v∣ changes: bremsstrahlung
(b) Direction of v changes: synchrotron radiation
(c) n changes: transition radiation

. Ionization and/or excitation of matter: specific energy loss dE/dx

Here v is the velocity of the particle, c the speed of light in vacuum, cph the phase velocity in
a medium, and n the refractive index of the medium. Any one of these conditions can occur
separately or in any combination.

Any one of these effects has a different dependency on the velocity, the charge, and the
mass of the particle, and on the properties of the material the particle is passing and interacting
with. In the following, we will show how some of them can be used for the task of particle
identification.

 Particle Identification in Calorimeters

Calorimeters (see > Chap. , “Calorimeters”) are discussed in detail within this book. They
are used to determine the total energy of the particle or a jet. Depending on the material(s)
used and how they are arranged (homogeneous, sampling), calorimeters are usually subdivided
into “electromagnetic” and “hadronic,” the idea being that particles interacting mostly electro-
magnetically (electrons and photons) are absorbed in the “electromagnetic” part, and particles
interacting strongly (like π±, p, n, K±, K

L, …) in the “hadronic” part. It has also to be taken
into account that charged hadrons lose part of their energy (but not all) in the electromagnetic
section.

In hadronic calorimeters with sufficient segmentation, individual particles (as opposed to
whole jets) can be detected and their individual total energy can be measured. The distinction
between a charged and neutral hadron is performed if the track of a charged particle, measured
previously with some tracking system, can be associated with the shower in the calorimeter or
not. Further identification, for example the separation of p, π+, or K+, is not possible within an
hadronic calorimeter and other techniques (see later) have to be used to achieve this.

Electrons and photons are distinguished also with the charged-track-pointing method in
an electromagnetic calorimeter. In this device, in addition one can compare for a charged
track the deposited (measured) energy over the previously measured momentum of a parti-
cle (called “E/p”). If E/(cp) ∼ , a (relativistic) electron originated the signal, for hadrons one
has E/(cp) <  (deposition of only a part of the total energy), and muons produce an energy
deposit compatible with minimum ionization only.

http://dx.doi.org/10.007/978-3-642-13271-1_20
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Calorimeters used for particle identification need to have in addition to an excellent energy
resolution a fine segmentation, so individual particles can be measured and charged tracks can
be associated with the calorimeter signals.

 Time-of-Flight (TOF) Measurements

This is the most straightforward method for measuring the velocity and thus the identification
of charged particles:The time difference L/(βc)between the signals of two (usually scintillation
or gas) counters at a known distance L is measured, thus the difference Δt of such times for two
particles with different masses but same momentum is

Δt =
L
βc

−

L
βc

=

L
c

⎡
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� +
m
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Here p is the momentum of the particles determined by a magnetic spectrometer, βi are the
velocities in units of c, and mi the masses of two particles, respectively. In the relativistic limit
(p ≫ mc) this reduces to Δt ≈ (m

 −m
)Lc/(p).

Time resolutions in running systems of about  ps have been achieved (Klempt ).
With the maximum distance possible between the two detectors (≈m for measuring decay
products, ≈m in a beam line) kaons and pions can be separated up to a fewGeV/c. At higher
rate and/or more than one particles hitting the same detector elements the time difference
measurement is ambiguous and the method will not work anymore.

A current example for the use of this technique is the ALICE TOF detector (The Alice
Collaboration , , ), based on Multigap Resistive Plate Chambers (MRPCs); it
should reach timing resolutions of about  ps.

A new development based on DIRC-like (see > Chap. , “Cherenkov Counters”) devices
with fast photon detectors is proposed as an upgrade to the BELLE detector as well as for the
new detector at the Frascati B-Factory. Here time resolutions as low as  ps have been reported
in prototype devices (Inami et al. ; Korpar et al. ; Va’vra ; Va’vra et al. ).

 Specific Energy Loss dE/dx

An excellent derivation of the specific energy loss inmaterial is given in Grupen (). Amore
exact treatment, summarized in great detail in Particle Data Group (), gives as the final
result for the mean rate of energy loss dE in a small distance dx (the “Bethe–Bloch formula”)

−⟨

dE
dx

⟩ = π
Z NA

A
 re me c

β
z [



ln

me cγTmax

I
− β −

δ

] . ()

This equation describes the energy loss for . ≤ βγ ≤ , with an accuracy of a few percent.
The density correction at high energies can be described by

δ


= ln
ħωp

I
+ ln βγ −



, ħωp =

√

πNere
me c

α
, ()
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where Ne is the electron density and ωp the plasma frequency of the absorbing material, and
α the Sommerfeld fine-structure constant. Tmax, the maximum kinetic energy which can be
imparted to a free electron in a single collision, is given by

Tmax =

mecβγ

 + γme/M + (me/M)

 ()

with a low-energy (γme/M ≪ ) approximation of Tmax = mecβγ.
In > Fig.  (taken from Particle Data Group ()), we show examples for energy

loss in different materials. The minimum energy loss of all particles in nearly all
materials occurs at ≤ βγ ≤, and is in the range of MeV/(g/cm

) (examples: helium:
− ⟨dE/dx⟩ = .MeV/(g/cm

), uranium: .MeV/(g/cm
)) with the exception of hydrogen,

in which particles experience a larger energy loss (Z/A = ). Due to the ln γ term the energy
loss increases for relativistic particles and reaches the so-called Fermi plateau, limited by the
density effect. In gases, the plateau is typically ≈% higher than the minimum.

Due to the increased energy loss at smaller βγ, particles will deposit most of their energy
at the end of their track, just before they will be completely stopped. This “Bragg peak” is used
for the treatment of deep-seated tumors, selecting the particle type and initial energy to opti-
mize the energy loss close to the tumor location, avoiding too much damage to tissue in front
of the tumor. This is described in more detail in > Chap. , “TumorTherapy with Ion Beams”
of this book.
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Mean energy loss for different materials (Particle Data Group )
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The energy loss is distributed asymmetrically around the mean energy loss described by
the Bethe–Bloch formula (> Eq. ); the distribution can be approximated by the Landau
distribution Ω(λ),

Ω(λ) =


√

π
e−


 (λ+e

−λ
), ()

where λ = [(

dE
dx ) − (

dE
dx )

m.p.
] /(. keV), with (

dE
dx )

m.p. being the most probable energy loss.
In gases and thin absorbers, the Landau fluctuations have to be considered; for example, a par-
ticle with βγ =  in Argon experiences a most probable energy loss of ( dE

dx )
m.p.

= . keV/cm
and a mean energy loss of ⟨ dE

dx ⟩ = . keV/cm.
The Landau fluctuation presents a problem when using the energy loss for particle iden-

tification. To obtain the mean (or most probable) value of the energy loss one has to sample
often (typically hundred times or more) and use adequate algorithms (e.g., “truncated mean”)
to determine the correct averages.

Only in the so-called relativistic rise, after the minimum and well before the Fermi plateau,
are the curves for different particles sufficiently separated to be useful for particle identification.
This limits the range to particle momenta up to a few GeV/c. A detailed description can be
found in Blum et al. (). More historic examples for successful application of this particle
identification method can be found in the literature (Fischer et al. ; Heintze ; Nygren
). The ALICE TPC (The Alice Collabortion , ) is a recent example for the use of
this technique.

 Transition Radiation Detectors (TRDs)

Transition radiation is emitted due to the reformation of the particle field if it crosses a boundary
between two media with different dielectric properties. The total energy S of radiation emitted
at a single interface is given by

S =

αħZ


(ω − ω)



ω + ω
γ , ()

where α = / (the fine-structure constant), ω and ω are the plasma frequencies, Z is the
atomic number of the foil material, and γ = E/(mc) (the relativistic γ). Typical values for the
plasma frequencies are ω = . eV for air, ω =  eV for polypropylene. The spectral (ω) and
angular (ϑ) dependence of the transition radiation is given by

dS
dϑ dω

=

e

πc
(

ϑ
γ− + ϑ + ω

 /ω −

ϑ
γ− + ϑ + ω

/ω )



. ()

Most of the radiation is emitted in a cone with half angle /γ in the forward direction of the
particle. A detailed description of the spectrum of transition radiation can be found in Paul
().

A minimum foil thickness is needed for the particle field to reach a new equilibrium inside
the medium. Since there are two transitions (into and out of the foil) which are equal (ω → ω

and ω → ω) interference effects are seen as maxima and minima in the spectrum. Spacing
the foils in the stack at equal distances, one can expect in addition interference between the
amplitudes of different foils. As the number of foils increases, reabsorption of the radiation
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(∝ Z) is observed, so usually low-Z materials like Mylar, CH, carbon fibers, or lithium are
used as foils, with a thickness of  μm and foil distances of  μm.

Typical photon energies are in the few-keV range. The number of X-ray photons emitted is
proportional to γ (> Eq. ), but only for γ ≳ , photons are emitted. This limits this tech-
nique to the identification of electrons as decay products (see the introduction to this chapter)
and to the separation of heavy and light particles in high-momentum (several hundred GeV/c)
secondary high-energy beamlines for fixed-target experiments.

As mentioned before, the X-ray photons from transition radiation are emitted forward
under a small angle to the particle track, so whatever detector is used to detect the X rays, it will
be traversedby the particle itself as well, leaving an additional dE/dx energy loss in the detector.
A typical dE/dx in gas detectors is some keV/cm and is Landau distributed; signals from dE/dx
and the X rays are very similar. A detector consists typically (Brückner et al. ; Errede et al.
, ; Paul ; Terentiev et al. ) of a “thin” (to minimize the dE/dx signal) MWPC,
with xenon or krypton as counting-gas additions, and several (–) radiator/chamber units
to be able to determine effects due to the Landau distribution.

To separate the signals, and to discriminate between the (Landau-distributed) dE/dx and
the absorbed X-ray signal, two different analysis methods, which also translate to specifica-
tions on the readout electronics, are used: Charge Integration and Cluster Counting. The
Charge Integrationmethodmeasures the total charge of the ionization in every unit, and counts
how many units detected a total charge above some given threshold. The Cluster Counting
method employs the different spatial ionization distribution of the two sources (point for X ray,
distributed for dE/dx) to separate them.

In > Fig. , we show an example of a TRD detector which identifies the beam particles in
the SELEX (Russ ; Russ et al. ) experiment. It consists of ten units, each of them with
three wire planes, and is operated in the Charge Integration mode.The electronics used is seen
on the bottom. The obtained signals (either clusters or charge) are compared with a likelihood

⊡ Fig. 

The SELEX (Russ ; Russ et al. ) Beam Transition Radiation Detector (Terentiev et al.

) separates Σ− from π− in a GeV/c fixed-target beam line. The exit of the magnetic

channel can be seen on the left. The detector consists of  radiator/chamber units. The

readout electronics is mounted below the detector
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method to different particle hypotheses, with knownmomentum.Themost probable hypothesis
is selected for the identification.

Themost sophisticated use of this technology is applied within the ATLAS (Aad et al. )
detector at LHC. The Transition Radiation Tracker (TRT) (Abat et al. a, b) is based on the
use of Straw Detectors, which can operate at high rates due to their small diameter (mm) and
the isolation of the sense wires within individual gas volumes. Electron identification capability
is added by employing xenon gas to detect transition radiation photons created in a radiator
between the straws. In total (barrel and endcap) , straws are used.The detector, as says its
name, doubles as a tracking device,measuring the drift time for every signal. First performance
results are available in Olivito ().

 Cherenkov Radiation

Even though the basic idea of determining the velocity of charged particles via measuring
the Cherenkov angle was proposed in  (Roberts ), and in  a first prototype was
successfully operated (Séguinot and Ypsilantis ), it was only during the last two decades
that Ring Imaging Cherenkov (RICH) detectors were successfully used in experiments. A very
useful collection of review articles and detailed descriptions can be found in the proceedings
of seven international workshops on this type of detectors, which were held in  (Bari,
Italy) (Nappi and Ypsilantis ),  (Uppsala, Sweden) (Ekelöf ),  (Ein Gedi,
Israel) (Breskin et al. ),  (Pylos, Greece) (Ekelof et al. ),  (Playa del Carmen,
Mexico) (Engelfried and Paic ),  (Trieste, Italy) (Bressan et al. ), and  (Cassis,
France) (Hallewell et al. ), respectively.

Charged particles with a velocity ∣v∣ larger than the speed of light in a medium with
refractive index n will emit Cherenkov radiation under an angle θc , given by Cherenkov ()

cos θc =


βn

()

with β = v/c, c being the speed of light in vacuum.The threshold velocity vthres is given by

βthres =

vthres
c

≥


n
, or γthres =

n
√

n
− 

, ()

with a maximum angle of θmax
c = arccos (/n). For water θmax

c = ○, for neon at  atm
θmax
c = mrad.
The number of photons N emitted per energy interval dE and path length dl is given

by Frank and Tamm (),

dN
dE dl

=

α
ħc

( −


(βn)
) =

α
ħc

sin θ , ()

or, expressed for a wavelength interval dλ,

dN
dλ dl

=

πα
λ

sin θ . ()

Mostly gas radiators are used in Cherenkov counters; but also solid (quartz) and liquid
radiators can be found.WaterCherenkov counters were originally developed to set limits on the
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lifetime of protons, but got converted for (solar) neutrino detection. One example is (Super-)
Kamiokande. Cherenkov effect in water is also used in the tanks of the Auger Experiment to
detect muons produced in cosmic-ray air showers.

. Threshold Cherenkov Detectors

A first (obvious) application are threshold Cherenkov counters. For a fixed momentum, and
only two particle types to separate, one chooses a mediumwith appropriate index of refraction,
with a threshold between the velocities of the two particles. If light is detected, one can conclude
that the lighter particle has passed. For more than two particle types and/or a wider momen-
tum range to cover, several counters with different thresholds have to be employed. Since these
counters have radiator lengths of several meters each, in practice no more than three counters
are used.

. Ring Imaging

Bymeasuring the Cherenkov angle θc one can in principle determine the velocity of the particle,
which will, together with the momentum p obtained via a magnetic spectrometer, lead to the
determination of the mass and therefore to the identification of the particle.

Neglecting multiple scattering and energy loss in the medium, all the Cherenkov light (in
one plane) is parallel, and can therefore be focused (for small θc) with a spherical mirror (radius
R) onto a point. Since the emission is symmetrical in the azimuthal angle around the particle
trajectory, this leads to a ring of radius r in the focus, which is itself a sphere with radius R/.
The radius r is given by

r =

R

tan θc ≈

R


	





� −


n

√

 +
mc

p
. ()

The angular separation between two particles of masses m and m (in the small angle,
relativistic, and small (n − ) approximation) is given by

θc Δθc =
m

 − m


p
. ()

All these features can obviously been measured, as is shown in > Fig. , were nearly  mil-
lion “negative” tracks, with their momentum and ring radius measured, were used (Engelfried
et al. , a, b, ). A similar plot was obtained for “positive” tracks,  particles and
antiparticles can be identified.

A recent review of some historical developments on RICH detectors is given in Engelfried
(, in print).The first RICH detectors were used in the s, with mixed results. Today there
is a wide range of detectors, with gas, liquid, and solid radiators in use and in development for
new experiments.

The refractive index of the radiator material defines the momentum range in which particle
identification can be performed. Most (but not all) photon detectors operate in the ultraviolet
or even VUV region, since due to the higher photon energy it is generally easier to effectively
detect the photon. Since the RICHes are usually placed downstream of a magnetic field and
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Radius of rings versus momentummeasured by the SELEX RICH (Engelfried et al. ,

a, b, ). Nearly million “negative” trackswere used. We can clearly identify eight

different particle types. The lines are absolute predicted ring radii for μ−, π−, K−, p, Σ− , Ξ− ,
andΩ−

lower-momentum particles are deflected and do not reach the RICH detector, a typical selec-
tion for the pion threshold (and thus n) is the minimum momentum of the particles reaching
the detector. After the refractive index (or the gas) is selected, one has to check if the resolution
at high momentum (see > Eq. ) is good enough for the experiment. If not, there are several
possible solutions, all of them adding additional complexity to the detector: better spatial reso-
lution in the photon detector, more than one radiator. Depending on the refractive index, π/K
separation can be performed from a few GeV/c to well above GeV/c.

Early RICH detectors used photon-sensitive vapors like TEA or TMAE for the conversion
of the Cherenkov photon to one electron, and a MWPC, a TPC, or TEC to detect the elec-
tron. A window separating the radiator from the photon detector is necessary, and has to be
transparent to the photons which have enough energy to ionize the vapor. Also the counting
gas in the chamber has to be transparent for the relevant photons. In the classical geometry
the charged particle itself could pass through the chamber, leaving a huge dE/dx signal (typ-
ically a few hundred electrons) in the chamber and disturbing the measurement of the single
photoelectron.

Also the classical photon detector, the photomultiplier, is used in sizes up to  cm diameter
in water Cherenkov detectors; and as small as mm in RICH detectors. PMTs are used when
the number of pixels required is not too large; the largest PMT system (BaBar) had about ,
channels.

Other photon detectors used or planned to be used are: Multi-Anode PMTs, Microchan-
nel Plates, Hybrids (photocathode with Silicon Strip/Pixel Detector), CsI photocathode with a
“GEM” to detect the electron, and solid-state (silicon) devices.

Recent experiments using RICH detectors include LHCb and ALICE at the LHC, COM-
PASS at CERN, PHENIX.There are several experiments developing new detectors, like NA,
BELLE II, CBM, PANDA, WASA-at-COSY, CLAS.
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 Muon Identification

In a typical setup – in case of a fixed-target experiment linear, in case of a collider experiment
cylindrical – all particles exceptmuons and neutrinos are absorbed in the calorimeters. To iden-
tify muons, one additional system of tracking detectors is used after/outside the calorimeters.
If there are any signals, this indicates the presence of a muon. More details of these systems can
be found in > Chap. , “Muon Spectrometers” of this book.

 Neutrinos

Neutrinos only interact weakly; in experiments where neutrinos appear in the final state (e.g.,
in semileptonic decays) it is impossible tomeasure the neutrinos directly.The only possibility to
deduce that there are neutrinos is bymeasuring the entire final state, at least in some projection
(like in transverse momentum), and conclude from the momentum imbalance that some unde-
tectable particle escaped. This requires a very hermetic detector. Direct detection of neutrinos
is discussed in > Chap. , “Neutrino Detectors.”

 Conclusions

We summarize here the different techniques used to identify particles.
p, K±, and π± are identified in the few GeV/c momentum region by dE/dx, time-of-flight,

or Cherenkov detectors with solid (usually quartz) radiator; at higher momenta up to several
hundred GeV/c by Ring Imaging Cherenkov Counters (RICH).

Photons are measured in electromagnetic calorimeters, where electrons as well deposit all
their energy; while hadron on the contrary only deposit part of it. Hadrons (the already men-
tioned p, π±, K±, but also n, K

L) are measured in hadron calorimeters. Neutral particles are
identified by the missing track impact.

Highly relativistic particles (electrons from reactions, or beam particles) are identified with
the help of transition radiation.

Finally muons are identified as the only particles passing all materials.
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  Accelerators for Particle Physics

Abstract: Beams of high-energy particles with well-defined properties are very important
both for fundamental research and applied sciences. Particle accelerators are the devices
that allow to produce these high-energy particle beams.

High-energy particle accelerators have a length of many kilometers and are the largest
scientific tools used today. We give a short overview over the main types of accelerators,
and in particular synchrotrons, storage rings, and linear accelerators, their main properties
and fields of application.

The concepts and basic formulas are illustrated and discussed using the main parame-
ters of the largest existing or planned high-energy accelerators.

 Introduction

Particle accelerators are the devices used to provide high-energy charged particles with well-
defined properties for research and medical and industrial applications.

This chapter starts with a description of the basic concepts. Electric fields are used to accel-
erate the charged particles, i.e., electrons, protons, or ions. Magnets are employed to guide the
particles along the design path through the accelerators.

This is followed by sections on how particles are obtained from sources and on the
advantages of using radio frequency rather than static electric fields for the acceleration.

The remainder of the text focuses mostly on high-energy accelerators for particles physics.
In this context, the accelerator is often called themachine, meaning the device that provides the
particles and the particles’ collisions.The collisions are observed and studied by the experiments,
which refer to the large detectors and collaboration of physicists who detect, study, and analyze
the particle collisions.

 Basic Concepts and Units

We will briefly recall basic laws and expressions that are important for accelerator physics, and
refer to standard textbooks like Jackson () for a more detailed discussion.

The force F acting on a particle with charge q in an electromagnetic field is

F = q (E + v × B) ()

and generally referred to as Lorentz force.The term q E is the electric force and the term q v×B
the magnetic force.

By convention, the electric field E points from positive to negative charges and is mea-
sured in units of volt per meter (V/m). B is the magnetic field measured in tesla (T); q is the
electric charge, measured in coulomb (C). When we are dealing with elementary particles, it
will be more practical to specify the charge in multiples of the elementary charge e, where
e = .× − C.

The equations of motion in an electromagnetic field can be obtained by combining > Eq. 
with Newton’s second law for the relativistic momentum,

F = ṗ =
d(mγv)

dt
. ()
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Particles in accelerators reach velocities v approaching the speed of light c and relativis-
tic effects are of primary importance. Unless stated otherwise, we will always use the exact
relativistic expressions.

Two standard dimensionless quantities of relativistic dynamics are the velocity in units of
the speed of light β = v/c, and the Lorentz factor

γ =


√

 − v/c
=


√

 − β
. ()

The relativistic momentum of a particle with rest massm is p = mγ v and the total (relativistic)
energy Etot and kinetic energy Ekin are

Etot = γ mc =
√

pc + (mc) , Ekin = (γ − )mc. ()

Depending on the value of γ we distinguish three different domains

. γ ≈ , nonrelativistic, v ≪ c
. γ >  relativistic
. γ ≫  ultra-relativistic, β ≈ 

In the nonrelativistic case, we can expand > Eqs. ,  in powers of β and get as low-energy
limit the familiar classical kinetic energy

Ekin ≈


mcβ =



mv.

In the ultrarelativistic case the mass becomes negligible, and we get Etot ≈ Ekin ≈ pc.
We first consider the case of direct (DC) acceleration in a static electric field,which is parallel

to the direction of motion as sketched in > Fig. . A charged particle, in this case an electron of
charge q = −e, is accelerated in the direction from the negatively charged cathode toward the
positive anode. This type of acceleration is called direct high voltage or DC HV acceleration.

The energy gain U in an electric field of potential (voltage) V is

U = qV . ()

In accelerator and particle physics, it is convenient to use as energy unit the electron volt eV,
where  eV = .× − joule, and to express the mass unit in terms of the energy unit.

e−

Anode

Cathode

10
0 

kV E

+

⊡ Fig. 

Principle of acceleration by an electric field
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Coordinates andmotion in a magnetic field

For the electron, we have mec = .MeV and for the proton mpc = .MeV. As
simple numerical example, we consider the accelerator sketched in > Fig. , in which a single
charged particle gains keV = .MeV. If we start with an electron at rest, we would get to
Etot = .MeV, with γ = . and β = ..

Static or quasi-static magnetic fields are used in accelerators to guide the particle motion
along the design path. To illustrate this, we will look at a particle moving with velocity v along
a path s, perpendicular to a homogeneous magnetic field B as shown in > Fig. . The magnetic
force is perpendicular to the direction of motion. It changes only the direction of the particle.
The absolute value of the momentum and the energy are conserved. As a result, the particle
moves on a circular path, with radius ρ, where

ρ =
p
qB

. ()

For B =  T, q = e, and p = GeV/c we get as radius ρ = .m.

 Magnet Lattice

We will now shortly describe the main principles of beam dynamics in accelerators. The aim
here is to present a short, simple illustration of the basic formulas and effects. More thorough
descriptions can be found in the literature. The basic principles were developed around the
middle of the last century and summarized in the historic paper of Courant and Snyder ()
and are well described in textbooks on accelerators (Lee ; Conte and MacKay ).

Quadrupole magnets provide fields that increase with distance from the center of the mag-
net. They are used to focus particles transversely to the beam direction. The combination of
the dipoles used as bending magnets, quadrupoles and higher-order multipole magnets (sex-
tupoles, octupoles, etc.) is called the magnetic lattice and determines the optical (guiding)
properties for the particle beam. A standard configuration is the FODO lattice, sketched in
> Fig. . It consists of a sequence of F (horizontally focusing) quadrupoles, bending magnets
(“O”), and D (horizontally de-focusing) quadrupole magnets. > Figure  also shows as dashed
line a trajectory of a particle with a transverse offset. A quadrupole that focuses horizontally will
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⊡ Fig. 

Schematic view of a ring section with a FODO lattice

be de-focusing vertically and vice versa.The FODO lattice is an example of an alternating gradi-
ent lattice. The alternation between focusing and de-focusing elements has an overall focusing
effect.

This can be qualitatively understood as follows. Particles are on average further off axis in F
quadrupoles such that the focusing effect dominates. In one transverse (horizontal or vertical)
plane, quadrupoles act like optical lenses. Two lenses with focal length f, f at a distance D act
together like a lens with focal length f , where / f = / f + / f − D/( f f). In the alternating
lattice, we have f = − f, which together is focusing with / f = +D/ f  .

The formulas given in this section are written in terms of the horizontal displacement x.
The equivalent expressions also hold for the vertical displacement given by the y coordinate.

The basic equation of motion of particles in an accelerator lattice is of the form

x′′(s) + k(s) x(s) =  , ()

which is a second-order differential equation known asMathieu–Hill equation frommathemat-
ical studies for mechanical applications in the nineteenth century (Mathieu ; Hill ). It
can be regarded as generalized oscillator equation in which the restoring force k is a function of
the independent variable s, the distance along the equilibrium orbit measured from some fixed
reference point. k(s) is the “restoring force” in the motion, given here by the focusing proper-
ties of the quadrupoles in the lattice. In a ring that is built up of regular cells with length L, k
will be periodic, k(L+ s) = k(s).The total circumference C is the sum of the lengths of all cells.

The solution of > Eq.  can be written as

x(s) =
√

єβ(s)cos(μ(s) + ϕ), ()

where є and ϕ (initial phase) are integration constants determined by initial conditions. β(s) is
known as β function and describes the focusing properties of the magnetic lattice and

μ(s) =
∫

s



ds
β(s)

()

is the phase advance.The phase advance, divided by π, is also called the betatronwave number
or tune Q = μ

π .
From > Eq.  we can see that the amplitude of the oscillations is given by

√

єβ(s).This can
be generalized to average quantities for amultiparticle beam.The r.m.s. beam size at the position
s in the machine is

σ(s) =
√

єβ(s) , ()

where є is now an average beam quantity called emittance, which represents the beam size in
phase space.
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Collider optics are designed with minima of the β function in the collision regions. This
decreases the beam sizes at the collisions points and increases the probability for collisions.

In an ideal machine, the transverse motion in the horizontal and vertical planes are inde-
pendent. Such a machine is called fully decoupled. This allows for very different β functions
and emittances in the horizontal and vertical plane. This is in particular important for electron
rings to decrease the vertical emittance even in the presence of a large horizontal emittance
from synchrotron radiation in the (horizontal) bending plane.

. Dispersion and Chromaticity

We now discuss shortly how the optics changes with energy. More precisely, we consider
the motion of particles with a relative momentum deviation Δp/p from the average (design)
momentum.

In a bendingmagnet, particles with a positive momentumdeviation travel on a larger circle.
For horizontal bending, we get a horizontal offset

Δx = Dx
Δp
p

. ()

The proportionality factor Dx is called the horizontal dispersion. It will be positive for dipoles
and can be to some extent adjusted and reduced using quadrupoles. Nonzero dispersion also
results in a coupling of the transverse and longitudinal motion in a ring: a particle at higher
energy traveling on a larger radius will take a longer time to complete a full circle and appear
shifted in time and longitudinal position compared to a particle with the average momentum.

Particles with a positive momentum deviation will also be less focused by quadrupoles,
resulting in a decrease in tune,

ΔQ = Q′
Δp
p

. ()

The proportionality factor is called chromaticity. The natural (quadrupole-generated) chro-
maticity is negative, Q′ < , and roughly equal to the tune contribution from the regular arcs,
Q′ ≈ −Q.

Higher-order magnets can be used to correct for aberrations by their feed-down effect,
which is proportional to the transverse offset Δx from the magnet axis:

• An offset Δx in quadrupole results in a dipole (bending) magnet component proportional
to the offset Δx.

• An offset Δx in a sextupole results in a focusing (quadrupole) magnet component propor-
tional to the offset Δx.

Example: a sextupole magnet installed in the machine in a place with dispersion can provide
extra focusing proportional to the offset Δx and compensate the negative natural chromaticity
of the quadrupoles.

For machines with many FODO cells, the quadrupole strengths are often chosen such that
the phase advance of each cell is close to a simple fraction of π, like μcell = π/ = ○ or
μcell = π/ = ○. This results in rather periodic structures, which are easier to correct for
aberrations.
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 Sources and Pre-injectors

Abasic type of electron source is the thermionic electron gun.The principle is that of a cathode-
ray tube. A cathode is placed in a vacuum tube and the electrons are extracted from the
heated cathode and acceleratedusingDCHV acceleration. Other types of electron guns employ
photocathodes.

Positrons can be produced by passing electrons of  MeV or more through a converter
plate. In the plate, typically a metal like tungsten of .– radiation length (Tsai ) thickness,
the electrons will radiate hard photons by the process of bremsstrahlung.Many of these photons
will generate electron–positron pairs by the process of pair creation. The efficiency to produce
positrons depends only weakly on the initial electron energy and converter thickness (Nunan
). The converter is typically followed by solenoids and accelerator sections to focus and
accelerate the positrons. The principle is sketched in > Fig. .

For a proton source, as currently in use at CERN, the primary material is hydrogen gas,
as commercially available for purposes like welding. A single bottle is sufficient to supply all
the protons accelerated at CERN in  year. Hydrogen gas is injected in a metallic vessel, which
is heated to ionize the hydrogen gas and placed on + kV tension to accelerate the protons
toward the cathode at ground potential. A hole in the cathode allows to extract the protons that
can then be further accelerated.

Further information on sources can be found in Scrivens (, ).

 RF Acceleration

High-voltage breakdown limits static electric fields to roughly MV/m. One or two orders
higher acceleration gradients can be reached with oscillating fields using frequencies in the
radio-frequency (RF) range of MHz to GHz.

RF acceleration is restricted to the acceleration of bunches (packets) of particles in which
the bunch length is shorter than the RF wavelength.

Higher frequencies allow higher gradients. This can be understood qualitatively as fol-
lows: at a high frequency like  GHz, the peak voltage is only maintained for a fraction of  ns
(nanosecond), which is too short to develop corona discharge and high-voltage breakdown.

e−

e+

e+

Converter

Focusing solenoid
+ Acceleration

e−

⊡ Fig. 

Principle of a positron source
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⊡ Table 

Frequencies and gradients reached

Machine fRF (GHz) Gradient (MV/m)

LEP . 

ILC . .

CLIC  

U = U0 sin ω t

Beam

E

B

⊡ Fig. 

RF acceleration in a ring

> Table  shows actual numbers for the RF frequencies with the gradients used in LEP and pro-
posed and tested in prototypes of accelerator structures for future linear colliders – International
Linear Collider (ILC) and Compact Linear Collider (CLIC).

Future machines at the high-energy front will work in the tera scale (with collision energies
of TeV). With a gradient of MV/m a TeV could be reached with a -km long acceleration
section.

Another advantage of RF over DC acceleration is that it becomes possible to sum up the
energy gain over successive turns in ring accelerators as sketched in > Fig. .

 Ring Accelerators

In a cyclotron, the RF acceleration is performed at constant frequency and constant magnetic
field. As the particle gains energy, the radius of curvature increases. This requires magnets as
large as the whole ring, which is only practical for smaller machines.

In a synchrotron, the magnetic field is ramped up together with the energy of the particles,
or more precisely, proportional to the increase in particle momentum, such that the radius of
curvature is kept constant. All larger ring accelerators are of this type.

We take as example the Super Proton Synchrotron (SPS) at CERN. It can accelerate pro-
tons from p = GeV/c to p = GeV/c in a few seconds. The SPS has a circumference of
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,.m and uses normal-conducting magnets.The RF system used to accelerate the protons
is operated at a frequency of about MHz at MV RF voltage. The circumference is kept
constant by increasing the RF frequency with the velocity. A change of  × − is sufficient, as
the protons are already rather relativistic. See > Table  for numerical values.

 Phase Stability

The particles in a bunch have a spread in energy and velocity.
To accelerate all particles and keep them bunched, it is important to provide more voltage

than required on average for the energy gain. Slower, less energetic particles lagging behind
then see a higher voltage and receive more acceleration as sketched in > Fig. , which brings
them closer to the bunch center. Particle A in > Fig.  corresponds to a particle at the center of
a bunch.The principle is known as phase stability and was independently discovered by Veksler
and McMillan (McMillan ; Veksler ).

At very high energies, all particles will travel practically at the same speed v = c; we can get
in a situation, referred to as “above transition” in which the lower-energy particles travel on a
shorter circumference and arrive before particle A at the RF. Phase stability is then achieved on
the falling side of the sine wave.

To be more quantitative, we look how the traveling time changes with velocity, path length,
and momentum.The time T needed to travel a fixed length L depends on the velocity v, where

⊡ Table 

Proton parameters for the CERN SPS at the beginning and end of the acceleration used in

fixed-targetmode

p (GeV/c)  

E (GeV) . .

β . .

γ . .

fRF (MHz) . .

B (T) . .

t

V

A synchronous

B lagging

Above
transition

⊡ Fig. 

Phase stability
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T = L/v. An increase in velocity by Δv decreases the traveling time T , so that

ΔT
T
= −

Δv
v

. ()

The relativistic change of velocity v with momentum p is

dv
dp
=


γ

v
p
. ()

We also have to consider in a ring that particles with an energy offset will travel on a different
path.

The relative change in path length L with momentum in a ring is called the momentum-
compaction factor αc , defined as

αc =
ΔL
L
/

Δp
p

. ()

The momentum compaction depends on the focusing properties of the magnetic lattice. For a
simple (FODO) lattice αc ≈ /Q, where Q is the tune or number of betatron oscillations over
the length considered. For the SPS ring we have Q ≈ . and αc = . × −.

We can now calculate the relative change in time required for one revolution in a ring by
considering both the changes in path length and velocity. We get

ΔT
T
=

ΔL
L
−

Δv
v
= (αc −


γ
)


���������������������������������������

η

Δp
p

. ()

The expression in the bracket is known as phase-slip factor η = αc − γ−. During acceleration,
both effects exactly cancel when γ− = αc . This is called transition and the corresponding γ
called γtr = /

√

αc . In the CERN SPS, the momentum-compaction factor is αc = . × −,
which corresponds to γtr = .. Looking at > Table , we can see that this factor lies between
the minimum and maximum γ, so that the transition is crossed during the acceleration. At
transition, the phase stability is lost and particles will start to slowly de-bunch. The blowup
can be minimized by fast transition crossing and by programming a phase jump in the RF at
transition.

. Applications of Accelerators

The concepts discussed so far were rather general and also apply to accelerators used in
applications other than particle physics.

Worldwide, there are more than , accelerators in use. Compared to the high-energy
particle accelerators most of these are very small machines used for industrial applications and
medicine (Amaldi ). More information on accelerators for applications can be found in
Chao and Chou () and Greene andWilliams ().

The remainder of this text is on the concepts that are more specifically of interest for appli-
cations in particle physics and in particular relevant for reaching high energies and rates in
particle collisions.
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 Fixed-Target Accelerators and Colliders

We now distinguish between two types of accelerators depending on the use of the accelerated
particles for high-energy physics.

The first type is the fixed-target accelerator, in which a beam of particles is extracted at the
end of the acceleration to hit a target. The second type is the collider, in which two beams of
high-energy particles are brought into collisions. Both types are illustrated in > Fig.  for ring
accelerators.The same distinction also applies to linear accelerators.

The energy available in particle collisions to produce new particles is the center-of-mass
energy ECM =

√

s, where s is the total four-momentum squared. It can conveniently be
calculated using the -vector notation of high-energy physics (with units of c = ). The
energy/momentum -vector of beam  is p = (Eb ,p). In case of a symmetric collider, the
second beam has p = (Eb ,−p). In the fixed-target case instead, the second (target) particle is
at rest, p = (mT ,)The four-momentum relations for the two cases are

Collider : p = (Eb ,pb), p = (Eb ,−pb), s = (p + p) = (Eb)


Fixed target : p = (Eb ,pb), p = (mT ,), s = m
b +m


T + mTEb

In the case of a symmetric collider, the sum of the two beam energies, Eb , is available for new
particle production. In the fixed-target case instead, the center-of-mass energy only increases
with the square root of the beam energy (ECM =

√

Eb mT c, for “E ≫ m”), while the rest is
“lost” in kinetic energy of the secondary particles. > Figure  shows a comparison of the two
cases for proton machines.

At the same beam energy, colliders allow for
√

Eb/mT higher collision energies. For the
LHC with protons at Eb =  TeV, the gain is a factor of .The difference is evenmore marked
for collisions with the light electrons. All recent lepton particle accelerators were in fact built as
colliders.

Fixed-target accelerators cannot compete with colliders at the energy front. They have
instead other advantages which make them complementary to colliders at lower and medium
energies. One important area of application for fixed-target proton accelerators is the produc-
tion of secondary beams.

In symmetric e+e− or pp particle/antiparticle colliders, it is possible to keep both beams
oppositely circulating in a single ring. Examples are the e+e− collider LEP that was operated at

Target

mT

ECM 2EbmTc 2

Beam 1 Beam 2

ECM = 2Eb

⊡ Fig. 

Fixed-target and collider rings
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Comparison of the center-of-mass energies available for collisions, as a function of the

proton beam energy

CERN from  to  with up to Eb = GeV and the Spp S (operated at CERN from 
to , mostly at Eb = GeV) and the TEVATRON proton–antiproton collider (operated at
Fermilab since  with up to Eb = GeV).

To reach the center-of-mass energy of the LHC proton–proton collisions of Eb = TeV
in fixed-target mode would require a beam energy of  eV, far beyond the reach of present
accelerator technology and dimensions in the kilometer range. Energies up to  eVhave actu-
ally been observed in cosmic rays reaching the earth. This can be used to demonstrate that the
collision energies that become available with the LHC are perfectly safe (Ellis et al. ).

Examples of symmetric colliders for identical particles using two neighboring rings with
crossings in several interaction regions are the ISR operated from  to  and the LHC.
Both were built at CERN, primarily as pp colliders. In the LHC, it is also possible to accelerate
and collide heavy ions. With a moderate upgrade of the RF system, it would also be possible to
collide different particle species like heavy ions and protons in the LHC.

It can be possible to use the same machine in both fixed-target and collider mode and to
use several types of particles in the acceleration. An example is the CERN SPS. The SPS started
operation in  as fixed-target proton accelerator and was a few years later upgraded with
an injection line for antiprotons and collision regions, to become the first proton–antiproton
collider in the world. A few years later, it was upgraded with extra -MHz RF cavities to
allow to accelerate electrons and positrons as injector for LEP. An upgrade of the -MHz RF
system allowed to accept a larger range of revolution frequencies to also accelerate heavy ions
in the SPS.

Once the required hardware is installed, the switching from onemode to the other is mainly
a question of controlling and adjusting the RF andmagnetic parameters.This can in principle be
automated. Switching the SPS from proton to ion operation is done manually, typically within
a couple of days. Switching from protons to e+, e− acceleration was automated and possible
within seconds.
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 Energy and Luminosity

Energy and luminosity are the most important performance parameters of an accelerator for
particle physics.

Higher energy is required to allow to produce new, heavier particles.
High luminosity is needed to observe rare processes and for precision measurements.
The demand for higher energies and luminosities has triggered technological developments,

both for lepton as well as for proton colliders; new technologies have found their way into
accelerators, such as superconductivity both for high-current magnets and radio-frequency
accelerating systems. This and a steady advance in the understanding of beam dynamics,
computing techniques, beam diagnostics, and beam control have made this possible.

> Figure  shows the increase in energy over the years. This graph shows both lepton and
hadron machines and also the electron–proton collider HERA. To make proton and electron
machines more comparable in their discovery potential, the energy per proton (consisting
of three quarks and several gluons) was divided by . The dashed lines show the impressive
progress in maximum energy over the years: an exponential growth with a factor of  every 
years over  decades!
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Growth in collider energies with time
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Luminosity from particles flux and geometry

Proton and lepton accelerators complement each other. At comparable size and cost, protons
allow for higher energies.They can be considered as “discovery machines.” Lepton colliders are
the precision instruments to study the details of the interactions between particles.

Accelerating few particles to very high energy is not all what is required. What is about
equally important is a high luminosity, i.e., to allow for a high flux of particles resulting in a
sufficiently high number of collisions.

The collision rate ṅ for a process of cross section σ is the product of the luminosity L and
the cross section

ṅ = Lσ . ()

The luminosity of a collider is determined by the particle flux and geometry (Herr and
Muratori ). For head-on collisions as illustrated in > Fig. , we have that

L =

N N kb f
A

. ()

N,N are the numbers of particles per bunch, kb is the number of bunches (per train in case
of a linear collider), f the revolution frequency in case of a ring, and the bunch-train crossing
frequency in case of a linear collider, and A the effective beam overlap cross section at the inter-
action point. For beams with Gaussian shape of horizontal and vertical r.m.s. beams sizes σx , σy
colliding head on, we have A = π σxσy , where σ =

√

єβ in both x, y, according to > Eq. .
Strong quadrupole magnets are used around the interaction regions to focus beams down to
small values of the β functions at the interaction point (called β∗) to get small beam sizes and
high luminosity.

Cross sections are usually given in units of barn (symbol b), where  b = − cm
=

− m.
Typical luminosities of LEP, the highest-energy lepton collider built, were  cm− s− .The

cross section for e+e− → Z is σZ ≈  nb. Over four million Z events were produced for each
of the four experiments installed at LEP.

The cross section of protons in proton–proton collisions is σpp ≈ mb (at
√

s = GeVand
about × higher at

√

s = TeV). Cross sections for the “most interesting processes” like new
particle production in e+e− or quark–antiquark annihilation can be very small and generally
decrease with the center-of-mass energy squared. For Higgs particle production at the LHC,
the relevant order of magnitude for cross sections is femtobarn ( fb = − cm). The LHC is
designed for a very high luminosity of L =  cm− s−, so that the production rate for rare
processes with σ =  fb would still be ṅ = − s− or one in  h.

A number of second- and third-generation high-luminosity e+e− colliders have been built
over the last  decades in themedium-energy range (–GeV in the center of mass).Theywere
typically built to operate at a fixed energy that corresponds to the mass of one of the ϕ,ψ, or Υ
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resonances to allow to produce mesons with s, c, or b quarks in large quantities. Such machines
are also called e+e− factories.

The last generation of b-factories, PEP at SLAC in the US and KEKB at KEK in Japan
both reached peak luminosities exceeding L =  cm− s−. This was achieved by focusing
the beams to micrometer beam sizes at the interaction points and by colliding many (kb >
,) bunches. Details about the past, present, and future e+e− colliders at the high-luminosity
frontier can be found in Biagini ().

 Vacuum and Beam Lifetime

The particles in accelerators travel in evacuated beam pipes. Beam pipes are typically made of
stainless steel or aluminum and have an elliptical cross section of some cm. Collisions of the
beamwith the rest gas are sketched in > Fig.  and result in unwanted effects like blowup of the
beam size, generation of a beam halo, and loss of particles from the beam pipe causing radiation
and backgrounds to the experiments.

Good vacuum conditions in the beampipes of accelerators are important to minimize these
unwanted effects.

Typical numbers are: a good vacuum is in the range of nanoTorr (p =  nTorr = . ×
− Pa), which at room temperature corresponds to a rest-gas density of

ρm =
p
kT
= . ×  molecules/m. ()

A typical cross section in beam–gas scattering for electron beams is σ =  barn and corresponds
to a cross section for bremsstrahlung with an energy loss of >% in a rest gas of CO or N

molecules. The collision probability is Pcoll = σ ρm = . × −/m.We can multiply this with
the particle velocity v ≈ c (for high-energy accelerators) to obtain the loss rate with time. The
inverse of this is the electron-beam lifetime from beam–gas scattering at a rest-gas pressure of
 nTorr,

τ =


Pcoll c
= . ×  s =  h . ()

g

N

Beam

Beam pipe

Design path

⊡ Fig. 

Beam collisions with the nuclei (N) of the rest gas
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A long beam lifetime is particularly important for colliders. Only a very small fraction of the
beam particles will actually collide at each beam crossing and leave the beam pipe. The beams
can often be kept circulating for several hours before the intensity and luminosity has reduced
by a significant amount. Ring accelerators with a long beam lifetime are also called storage rings.

 Synchrotron Radiation

Generally, radiation is emitted by any accelerated charge. For highly relativistic particles in
accelerators this is referred to as synchrotron radiation. As shown below, the synchrotron
radiation remains negligible in linear acceleration but becomes very significant when high-
energy electron beams are deflected by magnetic fields. For accelerators for particle physics,
synchrotron radiation can be considered mostly as an unwanted effect. The energy loss has to
be compensated by the acceleration system and the radiation results in heating of accelerator
components and backgrounds to the particle detectors. The combination of the energy loss by
synchrotron radiation and the acceleration by the RF system, however, also has a positive effect,
which is that it results in a damping of the transverse motion that limits the transverse beam
size.This can be qualitatively understood as follows: the synchrotron radiation is emitted in the
direction of the motion, which reduces the particle momentum in all three x, y, z components.
The acceleration by the electrical field in z direction only compensates the energy loss of the
particle in z direction. If the energy loss would be continuous, the transverse beam sizes would
shrink to zero. The quantum fluctuations of the synchrotron radiation emitted in discrete steps
results in a small, finite transverse beam emittance.

The high achievable power, and the rather unique properties of synchrotron radiation,
which allow for very short energetic pulses and the possibility to cover a broad range in the
ultraviolet andX-ray spectrum,make synchrotron radiation very attractive for applied research.
Many electron machines have been built as dedicated synchrotron light sources.

The properties of synchrotron radiation are well understood and described in textbooks
(Sokolov ; Jackson  and Hofmann ).

As discussedby Schwinger () in his classical paper, the power radiated by an accelerated
particle of charge e is described by the relativistic version of Lamor’s formula,

P =
eγ

πєmc
(ṗ − β ṗ) , ()

where ṗ and ṗ are the time derivatives of the particle’s momentum vector and absolute value,
m the mass of the particle, and β = v/c and γ = ( − β)−/ the usual Lorentz quantities.

We will now consider the two opposite cases of

• Acceleration in the direction of motion as relevant for linear accelerators
• Acceleration perpendicular to the motion as relevant in rings

In the first case of linear acceleration with v∥v̇ we have no change in direction, only in
magnitude,

(

dp
dt
)


= (

dp
dt
)


,
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so that

(

dp
dt
)


− β (

dp
dt
)


= ṗ( − β) =

ṗ

γ
and P =

e

πєmc
ṗ. ()

The two terms nearly cancel, resulting in a suppression by a factor of γ. As numerical exam-
ple, we take the highest acceleration gradient of MV/m from > Table  and find, that the
power loss is only  keV/s or . eV loss for a  TeV,  km long CLIC like machine. Synchrotron
radiation in linear acceleration is negligible.

Now the second case, of motion on a circular path in a ring. At constant energy, the motion
on a circular path in a ring implies that we have an acceleration perpendicular to the velocity,
v ⊥ v̇. The second term is zero (at constant energy the magnitude of the momentum is also
constant). There is no cancellation and we get a significant effect:

(

dp
dt
)


− β(

dp
dt
�



)


= ṗ and P =

e

πєmc
γ ṗ. ()

For the circular motion in the uniform magnetic field we have from the Lorentz force and
Newton’s law that

F = ∣ṗ∣ = evB =
vp
ρ
=

mγv

ρ
. ()

We find that the power radiated by circular motion in a uniform magnetic field increases with
the fourth power of γ,

P =
ev

πєc ρ
γ. ()

We multiply this with the time it takes to complete one turn, T = πρ/v, and find that the
energy loss of a particle by synchrotron radiation over one turn is

U =
e

є
βγ

ρ
∝


ρ

E

m , where
e

є
= . × − eV m. ()

A practical limit was reachedwith electrons at LEP at beam energies around GeV, corre-
sponding to a Lorentz factor γ ≈ × when % of the particle energy was lost on a single turn.
More details and further references can be found in review articles on LEP (Assmann et al. ;
Bailey et al. ; Häubner ; and Burkhardt and Jowett ). Accelerator physics aspects
are summarized in Brandt et al. () and the RF system in Butterworth et al. ().

Colliders for the TeV range require either the use of heavier particles like protons in a ring
or the use of linear colliders.

 The Highest Energies

The world’s largest and highest-energy particle accelerator today is the LHC at CERN. It is
installed in the . km long tunnel used previously by LEP. The LHC is built with two beam
pipes that cross at four interaction regions. This allows to accelerate and collide particles of the
same charge, pp (proton on proton) and heavy ions. The mass of these particles is much higher
(, times in case of protons) than that of electrons. Synchrotron radiation from protons at
LHC energies becomes noticeable but is not yet a limitation.Themaximum beam energy in the
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Schematic view of the LHC with its injectors

LHC, ormore precisely the beammomentum p, is given by themaximumbending field strength
B according to > Eq.  and the bending radius ρ = ,m, which is constrained by the tun-
nel geometry. The LHC utilizes superconducting NbTi magnets operated at superfluid-helium
temperature of . K, which allows for fields up to B = . T and p = TeV/c.

Filling the LHC with protons or ions requires a chain of pre-accelerators. The first stage is
a linear accelerator. It is followed by several synchrotrons, the Booster, PS and SPS rings, see
> Fig. .

To reach the design peak luminosity of the LHC of  cm− s− is very challenging and
requires collisions of many bunches, stored in each of the two rings (by design , bunches).
Another major challenge for the LHC is that the total energy stored in the beams and the mag-
nets is very high. An uncontrolled loss of the beam or the superconductivity (“quench”) could
result in damage of parts of the accelerator.

A current of  kA is required to reach the design field of . T in the LHC dipoles. The
inductance of an LHC dipole is L = mH. The energy stored in a single dipole at full cur-
rent is I L/ = .MJ, which adds up to GJ for the , dipole magnets in the LHC. This is
comparable to the kinetic energy of a large passenger plane at full speed.

The total energy in the beam reaches MJ. This is several orders of magnitude higher
than in other machines and well above the damage level for uncontrolled beam loss. The LHC
is equipped with a fast beam protection system. Beam losses aremonitored by several thousand
monitors all around the ring. In case of magnet trips or abnormal beam losses, the LHC beams
will be dumped within a few turns.

The LHC is commissioned in steps. First beams were injected in the LHC in . First
collisions at the injection energy of  × GeV were obtained in . Operation at a physics
energy of  × . TeV started in spring .

Further information on the LHCcanbe found inEvans () andEvans andBryant ().
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Plans for future linear e+e− colliders are being studied in detail along two main paths, the
International Linear Collider (ILC) and Compact Linear Collider (CLIC).

The ILC aims for a beam collision energy of . TeV, upgradeable to  TeV in the cen-
ter of mass, whereas CLIC extends the linear-collider energy reach into the multi-TeV range,
nominally  TeV, which leads to different technologies. ILC is based on superconducting RF
acceleration technology with high RF-to-beam efficiency, CLIC takes advantage of a novel
scheme of two-beam acceleration with normal-conducting copper cavities at high frequency
and high accelerating field.

More information about the ILC can be found on the ILC web page (http://www.
linearcollider.org/cms/) and the ILC Reference Design Report (ILC ). Information about
CLIC and CLIC design and parameters can be found on the CLIC web pages (http://clic-study.
web.cern.ch/CLIC-Study/ and http://clic-study.web.cern.ch/CLIC-Study/Design.htm).

 Conclusion

The availability of particle beams with well-defined properties from particle accelerators is cru-
cial for most of the methods and techniques described in this handbook. Even detectors built
to observe particles from natural sources for astrophysics and space instrumentation often rely
on accelerators for testing and calibration of their detectors.

The basic concepts and types of particle accelerators are described in this chapter.
The development of particle accelerators has been to a large extent driven by requirements

of particle physics research for higher energies and intensities. Smaller, lower-energy particle
accelerators are used in many scientific, industrial, and medical applications.

 Cross-References

In this chapter, we describe the principles of accelerators which are used to provide particles
and particle collisions with well-defined properties.

The methods and techniques used to detect, study, and visualize particles are described in
detail the following chapters: > Chaps. , “Data Analysis,” > , “Particle Identifiaction,” from
> , “Gaseous Detectors” to > , “Calorimeters,” and > , “Neutron Detection.”

Some of these chapters deal with specific applications of particle accelerators: Neutron
physics with a neutron spallation source (> Chaps. , “Spallation – Neutrons Beyond Nuclear
Fission” and > , “Neutron Detection”) requires high-intensity proton beams from medium-
energy proton accelerators. Many of the more applied studies employing particle beams and
detectors for art (>Chap. , “Radiation Detectors andArt”), archaeology (>Chap. , “Accel-
erator Mass Spectrometry and its Applications in Archaeology, Geology and Environmental
Research”), and materials science (> Chap. , “Particle Detectors in Materials Science”) can
already be donewith smaller,more compact lower-energy accelerators.The techniques used for
studies of synchrotron radiation and FEL instrumentation are described in a specific chapter
(> Chap. , “Synchrotron Radiation and FEL Instrumentation”).
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Abstract: For almost one century, x-rays have been the primary tool to probe the atomic
structure of matter. With the advent of synchrotron radiation sources in the s and
more recently free-electron lasers, the photon flux, coherence, spectral brightness, and
tunability of short-wavelength radiation has improved dramatically. After briefly review-
ing the history of x-ray sources, the generation of radiation by accelerating electrons will
be addressed. Synchrotron radiation is produced by circular acceleration of relativistic
electrons in magnetic fields. Therefore, the discussion focuses on linear and circular par-
ticle accelerators, on the principles of particle optics as well as on magnetic devices called
wigglers and undulators. After giving a brief overview of the applications of synchrotron
radiation, newly emerging radiation sources, in particular free-electron lasers, will be dis-
cussed. It will become clear that x-ray science is far from settling into a routine but is
presently undergoing a more rapid development than ever.

 A Brief History of Radiation Sources

On the evening of the th of November , W. C. Röntgen discovered that a discharge tube
which he had wrapped in black cardboard caused a faint glow on a nearby fluorescence screen,
and he recognized this to be a new kind of radiation, which penetrated opaque material like
cardboard or wood, and he could even “see” the bones inside his hand (Röntgen ). These
x-rays, as Röntgen named them (also called Röntgen rays in German), were not bent by mag-
netic fields (unlike cathode rays, i.e., electrons) but were also not noticeably deflected by a prism
(unlike visible light). Röntgen did speculate that they might be ultraviolet light or even “aether
waves,” which were believed to exist at that time. The fact that x-rays were indeed electromag-
netic radiation with short wavelength became only clear after , when other scientists like
M. von Laue, W. H. Bragg and his son W. L. Bragg, P. Debye, P. Scherrer, and others started
to exploit another stunning property of x-rays, namely, their ability to reveal the structure of
crystalline matter on the Ångström scale ( Å= − m) by diffraction.

Much more efficient than Röntgen’s discharge tube is the x-ray tube as we know it today,
which was invented in  byW. D. Coolidge at General Electric in New York (Coolidge ).
Here, electrons are generated by a heated cathode and accelerated toward an anode, where
their sudden deceleration produces bremsstrahlung with a continuous spectrum and, in addi-
tion, a line spectrum caused by fluorescence. With rotating anodes to provide better cooling,
x-ray tubes reached a brightness six orders of magnitude higher than that of Röntgen’s original
apparatus.

While x-rays became an indispensable tool in biology and condensed matter physics, the
need for higher intensity but also for monochromatic radiation with tunable wavelength and
small divergence arose. With the advent of particle accelerators using radiofrequency (closely
linked to the progress in radar technology in World War II), electrons could be accelerated to
ultrarelativistic energies. When forced on a circular trajectory by a magnetic field, electrons
produce radiation tangentially to their trajectory within a narrow opening angle and over a
broad spectral range.This type of radiation is called synchrotron radiation. Forty years after its
prediction, synchrotron radiation was for the first time directly observed and photographed in
 at theGeneral Electric synchrotron in Schenectady/NY,which happened to have a vacuum
vessel made of glass (Elder et al. ).
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Even though it gave synchrotron radiation its name, a synchrotron would be a poor radi-
ation source since it ramps the electron energy E up on a macroscopic timescale, while the
radiation power increases with E and becomes only significant toward the end of the ramp
cycle.Therefore, synchrotron radiation facilities are not really synchrotrons but always electron
(or positron) storage rings in which the electron energy is kept constant.

As a first generation of synchrotron radiation sources, scientists started in the s to
use radiation from e+e− colliders parasitically. The second generation emerged in the s
when electron storage rings dedicated to this purpose were built. Without counter-propagating
positrons, the electron beam emittance (as defined below) could be reduced, leading to radi-
ation with smaller source size and divergence. Third-generation radiation sources, built since
the s, are larger storage rings with even smaller beam emittance and a large number of
so-called insertion devices, particularly undulators.The purpose of these devices is to produce
more intense radiation compared to radiation from a simple circular path. In undulators, elec-
trons move on a sinusoidal trajectory emitting radiation with a reduced opening angle and a
line spectrum consisting of a fundamental wavelength and higher harmonics thereof.

The label “fourth-generation light source” is nowadays claimed by several types of facili-
ties. The ultimate x-ray source based on storage rings should have a high beam energy to reach
shorter wavelength and a large circumference, allowing for smaller emittance. In , PETRA
III at DESY in Hamburg/Germany was commissioned and is currently the largest storage-ring-
based light source with a circumference of ,m (Balewski ). Free-electron lasers (FELs)
based on linear accelerators have now reached subvisible wavelengths, from  nm in 
at DESY in Hamburg down to . Å in  at SLAC in Menlo Park/USA (Ding et al. ).
FELs using conventional linear accelerators provide ultrashort and extremely intense radiation
pulses, but are limited to low repetition rate. Superconducting energy-recovery linear accelera-
tors (ERLs), on the other hand, are envisaged as complementary sources with a large repetition
rate and ultrashort pulse duration but with lower intensity than FELs. Existing ERLs produce
radiation in the infrared regime but several x-ray facilities have been proposed (Bilderback
et al. ).

In addition to synchrotron radiation sources based on conventional accelerator technology,
“table-top” sources driven by laser-plasma accelerators have been proposed. Even though these
accelerators have not yet reached the required level of stability, remarkable progress has been
made in this field (Fuchs et al. ).

The history of x-ray sources is best illustrated by the increase of their radiation intensity over
the years. In > Fig. , the peak brilliance (defined below in > Eq. ) is shown from the year 
until today.The peak brilliance has not only increased bymore than  orders of magnitude but
the slope has also become steeperwith the advent of synchrotron light sources and is steepening
again with the first x-ray FELs.

 Radiation from Accelerated Electrons

When an electron is at rest or moves with constant speed in free space, the electric field lines
point to the electron. Now, let the electron be accelerated for a short time. If the field lines
would instantaneously follow that acceleration, there would be no radiation. Given the finite
speed of light, however, a distant observer will see the field lines still pointing to a spot where
the electron would be had it not been accelerated. A nearby observer, on the other hand, will
see the field lines pointing toward the electron. The transition between the two regimes takes
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magnitude. Schematically shown is an early x-ray tube, a third-generation synchrotron light

source, and a linac-based free-electron laser

place in a spherical zone which expands at the speed of light and in which the field lines are
distorted. The distortion of the electric field gives also rise to a magnetic field, and observers
detecting such a distortion moving at the speed of light will call it “electromagnetic radiation”
(> Fig. ).

Themagnitude of the field distortion depends on the acceleration, and since it ismuch easier
to accelerate electrons (or positrons), radiation from heavier particles is usually negligible.

Examples of electron acceleration are the oscillatorymotion of electrons in a radio transmit-
ter antenna, the abrupt deceleration of electrons in an x-ray tube, and the circular acceleration
of electrons in a storage ring which gives rise to synchrotron radiation.

 Generation of Synchrotron Radiation

An electron beam of energy E and current I perpendicular to a magnetic field B radiates the
power

P = AI B with A =
ceE

ε (mec)
. ()
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⊡ Fig. 

Screenshots from running the simulation program Radiation2D (Shintake ). In the

left figure, a charge has been briefly accelerated upward, causing a wave to travel spherically

outward at the speed of light. In the right figure, a charge is on a circular orbit, emitting a

spiral-shapedwavefront

Here, e is the elementary charge, c is the velocity of light, ε is the dielectric constant, andme

is the electron mass. The radiation spectrum, i.e., the power per time unit and spectral energy
width as function of the photon energy Ep is given by the relation

dP
dEp
=

P
Ec

S (
Ep

Ec
) with S (ξ) =


√


π

ξ
∫

∞

ξ
K/(u) du , ()

where K/(u) is a modified Bessel function. The critical photon energy

Ec =
eh

πm
ec

EB or Ec[keV] = . ⋅ E
[GeV

] ⋅ B[T] ()

with h being Planck’s constant divides the spectrum into two parts of equal power and thus
characterizes the typical energy range of photons emitted by electrons in a magnetic field. On
a double-logarithmic scale, as shown in > Fig. , the shape of the radiation spectrum given
by S (ξ) is always the same. For a normal-conducting electromagnet with an iron yoke, satu-
ration limits the magnetic field to about . T. Consequently, the generation of photons in the
x-ray regime (several keV) requires electron beam energies in the GeV range. As an example,
the European Synchrotron Radiation Facility (ESRF) in Grenoble/France with a beam energy
of . GeV produces photons with a critical energy of . keV in bending magnets with
B = . T. Synchrotron light sources have beam energies ranging from below  GeV (e.g., the
Metrology Light Source inBerlin/Germanywith MeV) to GeV (SPring- inHyogo/Japan).
As described in the next paragraph, conventional synchrotron light sources comprise an elec-
tron accelerator (usually a synchrotron) and a storage ring in which the electrons circulate for
hours at constant beam energy.

. Acceleration of Electrons to Ultrarelativistic Energies

Electrostatic accelerators are limited to energies of some MeV. For a synchrotron light source
with electrons in the GeV range, accelerators driven by radiofrequency (rf) such as linear
accelerators or synchrotrons are required.
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Spectrumof synchrotron radiation from ultrarelativistic electrons. In this example, the

electron energy is . GeV, the beam current is  mA, and the magnetic field is . T. The

dot at . keV indicates the critical energy

.. Conventional Electron Linacs

Most linear accelerators (linacs) for high-energy electron beams consist of cylindrical
waveguide structures operating in the TM mode and providing a strong longitudinal elec-
tric field at their center. However, the phase velocity of an electromagnetic wave in a cylindrical
waveguide is higher than the velocity of light c. In order to accelerate electrons traveling at a
speed slightly below c, it is necessary to reduce the phase velocity of the co-propagating wave
by adding disks with holes to the waveguide (> Fig. ) at which the wave is partially reflected.
The superposition of the reflected part with the main wave results in a phase velocity matching
the electron speed.

The largest electron linac until now is the Stanford Linear Accelerator (SLAC) in Menlo
Park/USA with a length of  km. Here, the electromagnetic wave has a frequency of  GHz
(S band) and is produced by pulsed power klystrons of several tens of megawatt.The resulting
energy gain is about  MeV per meter. In the past, the SLAC linac had reached a maximum
energy of  GeV and was later employed at lower energy as injector of a B-meson factory.
Today, its final third is used to deliver electrons of . GeV for LCLS, an x-ray free-electron
laser. For conventional synchrotron radiation sources, however, much smaller linacs are used
as injectors.

.. Superconducting Linacs and Energy Recovery

In order to improve the electric field gradient and the duty factor of linacs, superconduct-
ing structures have been developed. The duty factor is the fraction of time, at which the linac
contains rf power. Resistive power losses in thewalls limit normal-conducting copper structures
to duty factors around %.
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⊡ Fig. 

Conventional normal-conducting linac structure for the acceleration of electrons. The disks

reduce the phase velocity of an electromagnetic wave in a cylindrical waveguide to

slightly below the velocity of light

⊡ Fig. 

Superconducting linac structure, consisting of an array of bell-shaped cavities made of

highly purified niobium

Superconducting linacs consist of an array of bell-shaped cavities (> Fig. ) made of nio-
bium. Compared to cylindrical structures, the bell shape eliminates the problem ofmultipacting
(building up of an electron avalanche)whichwould limit the gradient to a very low value.A typ-
ical frequency is . GHz (L band) and gradients exceeding  MV/m have been achieved for
individual cavities. For mass production, however, typical values are around  MV/m.

In a linac, each electron passes the structure only once and is either injected into a stor-
age ring or directly used, for example, to produce radiation, and then absorbed by a beam
dump, where the whole energy is lost. As a consequence for linac-driven radiation sources,
a rather high average rf power is required and most of it is not used to produce radiation. The
idea of an energy-recovery linac (ERL) (Tigner ) is to guide the bunched beam through
the linac structure a second time (> Fig. ). If the phase of the particles is shifted by ○

with respect to the accelerating phase, the returning beam excites an electromagnetic wave
in the linac structure and transfers its energy back to the rf field. In this case, the external
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Principle of energy recovery. A bunched particle beam is accelerated and subsequently

decelerated in the same superconducting linac returningmost of its energy to the rf field

power transmitter only has to compensate the power losses in the system. Since these losses
are rather large in normal-conducting structures, the energy-recovery principle requires the
use of superconducting cavities.

.. Synchrotrons

The first machines producing synchrotron radiation were – as the name suggests – syn-
chrotrons, cyclic accelerators with a constant electron beam orbit (> Fig. ). Here, bending
magnets define a circular trajectory and quadrupole magnets focus the beam. During accelera-
tion by one or several rf cavities operating in the TM mode, the field of the magnets increases
proportional to the beam energy. A cavity provides an accelerating voltage of several  kV, and
at every turn the beam particles increase their energy accordingly.

At very low beam energy, the remnant field ofmagnets with iron yokes varies rather strongly
and a stable beam orbit is not possible. Therefore, a pre-accelerator (typically a linac or a
microtron) is required to inject electrons with an energy of at least some  MeV into the syn-
chrotron. In order to periodically ramp the fields of the magnets up and down, they are in
many synchrotrons driven by a sinusoidal current through the coils. The frequency of this cur-
rent may be several  Hz, using a resonant circuit formed by the magnet coils and a bank of
capacitors. This way, the stored energy alternates between the magnetic field of the coils and
the electric field of the capacitors and only resistive losses have to be compensated. The beam
energy achieved by electron synchrotrons ranges from some  MeV to several GeV.

The very first experiments with synchrotron radiation were performed at electron syn-
chrotrons with photon beamlines installed tangentially to the electron orbit in bending mag-
nets. Apart from the small beam current, the periodically changing beam energy E strongly
limited the photon flux, since the radiation power is proportional to E. Consequently, the
radiation intensity during the ramp cycle of a synchrotron is most of the time negligible.
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A synchrotron with beam injected from a linac. The beam particles gain energy from an rf

cavity at each turn. When reaching their final energy after many turns, the beam is ejected,

e.g., to be accumulated in a storage ring

.. Electron Storage Rings

The photon flux produced by storage rings at constant beam energy is much higher than that of
synchrotrons. Originally designed for high-energy physics with colliding beams, storage rings
are very similar to synchrotrons. They are also circular machines with bending magnets and
quadrupoles to guide and focus the beam. However, synchrotrons are optimized for varying
magnetic fields, which requires, for example, to minimize eddy currents, while storage rings
are optimized for beam quality and lifetime. Among other issues, this implies a more elaborate
vacuum system providing a residual-gas pressure of the order of − Pa. For a beam lifetime
of  h, for example, the average electron has to avoid fatal collisions over a distance of  km,
roughly the circumference of Saturn’s orbit around the Sun. Furthermore, rf cavities are required
to keep the beamenergy constant by compensating the energy loss due to synchrotron radiation
at each turn. For a long beam lifetime, additional rf voltage is needed to retain electrons which
have lost or gained energy in interactions with residual-gas atoms or among themselves. Most
storage rings are refilled when the beam current has dropped to, for example, half the initial
value but over the last decade some synchrotron light sources have adopted a “top-up” mode of
operation, injecting electrons every few minutes to keep the beam current constant on a sub-
percent level (Ohkuma ). Top-up operation increases the time-averaged photon flux and
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Order-of-magnitude frequencies in electron storage rings. A typical frequency for rf systems
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greatly improves the thermal stability of the storage ring and its x-ray beamlines. On the other
hand, the demands on the injection system and on radiation safety are high.

A linac or synchrotron is used to accelerate electrons and inject them into the storage
ring. The injection process is repeated in order to accumulate a stored beam current of sev-
eral  mA. While a high current yields a high flux of photons, it also gives rise to collective
effects, particularly coupled-bunch instabilities (Khan ). Here, each bunch induces elec-
tromagnetic fields by interacting with the surrounding vacuum chamber.These so-called wake
fields act on subsequent bunches and thus excite longitudinal and transverse oscillations of the
whole beam. Coupled-bunch instabilities limit the storable beam current and increase the aver-
age beam size, divergence, and energy spread, which directly influences the quality of emitted
synchrotron radiation. In the worst case, sudden beam loss can occur. In order to keep beam
instabilities at bay, the vacuumchamber should be large and highly conductive, sudden changes
of its cross section should be avoided, and higher-order modes of the rf cavities should be
reduced. In addition, bunch oscillations can be damped by active feedback systems measuring
and correcting the position of each bunch at each turn.

Apart from beam instabilities, unwanted beam motion over a wide frequency range may
arise from power supply ripple at harmonics of the mains frequency ( or  Hz), from
mechanical vibrations (around  Hz), from ground motion due to traffic (a few Hz), ocean
waves (typically . Hz), diurnal and seasonal temperature changes, and other effects. Slow
drifts are compensated by adjusting the settings of corrector dipole magnets every few seconds,
while vibrations and power supply ripple are counteracted by sophisticated feedback systems
with bandwidths in the kHz range (Hubert et al. ).

Sudden beam loss may also be induced by positive residual-gas ions which are attracted by
the negative charge of the electron beam. A common countermeasure is to leave a gap in the fill
pattern of the storage ring, allowing the ions to drift away. If the facility has a positron source
(such as DORIS III in Hamburg), ion effects can be avoided by using a positron beam.

In summary, electron storage rings are optimized to deliver a high photon flux which either
decays smoothly or is kept nearly constant. A lot of effort is put into stabilizing the beam over a
frequency range fromhundreds ofMHz to sub-Hz (see > Fig. ). Furthermore, electron storage
rings are optimized for small beam emittance, which in turn defines the brilliance of the photon
beam.These quantities are described in the next paragraph.
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.. Electron BeamOptics

In most applications of synchrotron radiation, a high photon flux is preferred, i.e., a large
number of photons per unit time, beam current, and spectral width,

S [
photons

s ⋅ A ⋅ .%bw
] , ()

where the spectral bandwidth (bw) is usually defined as .% of the photon energy. In addition,
a small transverse size of the radiation source and a small divergence is often required, which
is expressed by the definition of the “spectral brightness” or “brilliance”

B =
S

π
⋅ σxσyσx′σy′

[

photons
s ⋅ A ⋅ .%bw ⋅mm mrad

] . ()

Here, σi is one standard deviation of the horizontal and vertical electron position with
i = x and y, respectively, and of the horizontal and vertical trajectory angles x′ ≡ dx/ds and
y′ ≡ dy/ds. It is common practice to express angles as derivatives of the spatial coordinates
with respect to the position s along the orbit, denoted by a prime.The rms (root mean square)
horizontal and vertical beam size is a function of s, given by

σx ,y(s) =
√

εx ,y ⋅ βx ,y(s) , ()

where εx ,y is the beam emittance and βx ,y(s) is the amplitude function, also known as “beta
function”. The emittance εx ,y is proportional to the area occupied by the beam in the respective
phase space (x, x′) or (y, y′) spanned by spatial and angular coordinates. Liouville’s theorem
states that this area is constant under the influence of conservative forces. Due to energy dissi-
pation via synchrotron radiation, this is not exactly true for electron beams, but the emittance
can nevertheless be regarded as constant.The smaller the horizontal and vertical emittance, the
larger the brightness of the photon beam.

Besides bending magnets with homogeneous fields, strong quadrupole magnets with con-
stant transverse field gradients are employed to keep the beam small. Quadrupole magnets
comprising four hyperbolic pole faces (> Fig. ) focus the beam in one coordinate and act like
defocusing lenses in the other direction. An overall focusing structure is always composed of
several quadrupole magnets of alternating polarity.

The beam optics is mainly defined by quadrupole magnets with their respective strength
and polarity chosen such that the beam is transversely confined at each position along the cir-
cumference of the storage ring. Since the beta function is uniquely defined for a given position
s, the periodicity conditions

βx ,y(s + C) = βx ,y(s) and β′x ,y(s + C) = β
′

x ,y(s) ()

hold, inwhichC is the circumference of the storage ring and the prime again denotes the deriva-
tive with respect to s. The quadrupole magnets give rise to an attractive potential in which
particles oscillate transversely around the ideal trajectory. This motion is known as betatron
oscillation. The number of oscillations per revolution around the ring, Qx ,y , is called betatron
tune and is typically of the order of . At particular tune values (integer, half integer, third
integer etc.), magnetic field errors act repeatedly in the same direction and tend to increase the
betatron oscillation. Such a resonance can lead to beam loss or at least reduce the beam lifetime,
and therefore tune values being ratios of small integers must be avoided.
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⊡ Fig. 

Quadrupolemagnet with four coils on an iron yoke with hyperbolic pole faces. In this

example, an electron beam pointing into the image plane is focused vertically and

defocused horizontally

Aparticle deviating from the reference energy E of the storage ring travels along a trajectory,
which is horizontally displaced from the ideal orbit by

Δx = Dx(s) ⋅
ΔE
E

, ()

where Dx(s) is the dispersion function. Since dispersion is caused by horizontally deflecting
dipole magnets, the vertical dispersion is usually negligible and the index x can be omitted.
Like the beta functions, the dispersion and its derivative also satisfy the periodicity conditions

D(s + C) = D(s) and D′(s + C) = D′(s). ()

The energy distribution of a circulating electron beam is in good approximation given by
a Gaussian distribution with a standard deviation of the order of .%, and the maximum dis-
persion is typically  m or less. Since dispersion from dipole magnets increases the horizontal
beam size significantly, most synchrotron light sources are based on achromatic lattices with
dispersion-free straight sections to accommodate wigglers and undulators (see > Sect. .).

Due to the strong focusing in synchrotron light sources, even a small energy deviation
causes a significant variation of the tune. A large chromaticity, defined as tune change per energy
offset ΔQx ,y/(ΔE/E), causes off-energy particles to hit a resonance and thus reduces the beam
lifetime. The chromaticity can be reduced by employing sextupole magnets in which the field
depends quadratically on the transverse coordinates. However, in the presence of nonlinear
fields, the motion of a particle with large transverse deviation becomes chaotic, and there is
a distinct boundary beyond which particles are lost. To keep this so-called dynamic aperture
large, many relatively weak sextupoles should be distributed around the ring rather than a few
strong ones.
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.. Radiation Effects

The synchrotron radiation power P emitted by an electron beamwith energy E and current I in
a magnetic field B is given by > Eq. . With B = E/ (ecR), the energy loss of a single electron
per turn is

W =
eP
I
=

e

ε (mec)
E

R
or W[keV] = . ⋅

E
[GeV

]

R[m]
()

ranging from below  keV to several MeV. The radiated power has to be compensated by the
accelerating rf system, and due to the strong dependence on E, it imposes economic limits on
the beam energy for electron or positron storage rings.

A given energy loss per turn, W , is restored by a sinusoidal rf voltage with amplitude Urf ,
if the condition

W = eUrf sinΨs , ()

is fulfilled, where Ψs is the so-called synchronous phase. Electrons deviating from Ψs undergo
oscillations in longitudinal direction and in energy.This motion is known as synchrotron oscil-
lation and the synchrotron tune Qs (defined in analogy to Qx ,y as number of oscillations per
turn) is of the order of −, i.e., one longitudinal oscillation takes about  turns.

Synchrotron radiation has a damping effect on betatron and synchrotron oscillations. The
reason for transverse damping is that photon emission from an oscillating electron causes a loss
of longitudinal and transverse momentum, while only the longitudinal component is restored
by the rf system.The longitudinal damping effect is a consequence of the dependence of the radi-
ated power on electron energy. Radiation damping follows an exponential law with damping
constants (i.e., inverse damping times) of

ax =
W
ET
( −D), ay =

W
ET

, as =
W
ET
( +D) ()

for horizontal, vertical, and longitudinal oscillations, where T is the revolution time and D is
a parameter which depends on the magnetic structure and can be neglected for many storage
rings. An example with W =  keV, E =  GeV, and T =  μs shows that damping constants
are of the order of  s−.

Synchrotron radiation not only damps particle oscillations but, due to its stochastic nature,
also excites them.The equilibrium between the two effects determines the horizontal emittance
(and thus the beam size and divergence) as well as the energy spread of the beam (which, in
turn, determines the bunch length). The horizontal emittance is given by

εx =
h

π
√

m
ec

E ⟨H(s)/R
⟩

( −D)⟨/R
⟩

()

with the same symbols as before and the function

H(s) = γx(s)D
(s) + αx(s)D(s)D′(s) + βxD′(s) ()

using the conventional notation

αx(s) ≡ −


β′x(s) and γx(s) ≡

 + α
x(s)

βx(s)
. ()

Taking the average ⟨. . .⟩ is only required inside the bending magnets where /R is nonzero.
The horizontal emittance of third-generation light sources is in the range of a few − radm.
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Assuming only horizontally deflecting dipole magnets, the vertical emittance is given by field
errors of the magnetic structure, typically leading to εy ≈ .εx .

In order to obtain a low emittance, the horizontal beta function as well as the disper-
sion should be small inside the bending magnets.The magnetic structure of most synchrotron
light sources is derived from the Chasman–Green lattice (Chasman et al. ), also known as
double-bend achromat (DBA). It comprises a symmetric arrangement of two bendingmagnets
with nonzero dispersion between them and no dispersion elsewhere (> Fig. ). Deriving the
horizontal emittance according to > Eq.  for a DBA lattice is beyond the scope of this intro-
ductory text (but straightforward). Starting with a given beta function β and its derivative β′
at the zero-dispersion end of the bending magnets, a remarkably simple result is obtained: the
lowest possible emittance is achieved for

β = 
√

/ L = . L and β′ = −
√

 = −. , ()

where L is the length of each bending magnet, and the emittance scales approximately as

εx ∝ (
L
R
)


, ()
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Beta functions βx,y(s) and dispersion Dx(s) in one unit cell of a Chasman–Green lattice,

comprising two bendingmagnets and five quadrupoles arranged in three “families”: Q and

Q focus the beam horizontally, Q vertically
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that is, a low emittance is achieved by using many magnets with small bending angle rather
than few strong ones. In practice, the values of > Eq.  are not used because they result in an
extremely large chromaticity, but the emittance achievedwith other values is only slightly larger.
In some facilities (e.g., PETRA III in Hamburg), the emittance is further reduced by producing
additional radiation in so-called damping wigglers. Wigglers and other insertion devices are
described in the next section.

. Insertion Devices

Synchrotron radiation from bending magnets is limited in several ways. Since the radiation
is emitted in a wide fan tangentially to the electron orbit, only a small fraction of the photon
flux hits the sample several ten meters away from the source point. Furthermore, the radiation
spectrum is broad and most of its intensity is not used in experiments requiring monochro-
matic light. The accessible wavelength range is limited by the beam energy and the maximum
magnetic field of ∼ . T in conventional magnets (see > Eq. ). In order to overcome these
limitations, special magnetic devices have been developed and an important feature of modern
synchrotron light sources is to include a large number of free straight sections to accommodate
these so-called insertion devices.

.. Wavelength Shifters and Superbends

Since the critical photon energy is proportional to the magnetic field of a bending magnet (see
> Eq. ), superconducting magnets can be employed to shift the photon spectrum to shorter
wavelengths. Superconducting insertion devices as shown in > Fig. with adjacentmagnets to
cancel the bending angle are known aswavelength shifters. Superconducting magnets replacing
conventional bending magnets of a storage ring are called superbends. At the position of such
a device, the beta function should be small to minimize its influence on the beam emittance.

Bending
magnet

Bending
magnet

Beam

RadiationHigh-field
magnet

⊡ Fig. 

Wavelength shifter comprising a superconducting high-fieldmagnet and two adjacent

magnets to cancel the bending angle
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⊡ Fig. 

Wigglers and undulators with alternatingmagnetic poles. The period length λu is the
longitudinal distance between two like-sign poles. The field on the midplane axis is

determined by the period length and the gap g

.. Wigglers and Undulators

Wigglers and undulators consist of a large number of short bending magnets with alternat-
ing polarity arranged along a straight line (> Fig. ). Characteristic parameters are the period
length λu (the longitudinal distance between two like-sign magnets) and the peak field B̂ on
the midplane axis of the device. For electromagnetic poles, the period length of undulators is
usually above  cm. In order to reach shorter period lengths, permanent magnets (CoSm or
NdFeB) are commonly used, often combined with steel poles to achieve higher fields. For such
a hybrid design, the maximum field can be approximated by (Brown et al. )

B̂ [T] = . exp[−
g
λu
(. − .

g
λu
)] . ()

Evidently, a small gap g between opposite poles allows to reach high field values.Therefore,
undulator vacuum chambers often have a very small vertical aperture and thin walls, or the
magnets are even placed inside the vacuum vessel. Assuming a horizontally deflecting device,
the vertical field component oscillates periodically along the beam axis according to

By(s) = B̂ sin(
π
λu

s) ()

leading to a sinusoidal beam trajectory with

x(s) =
λu
π

K
γ
sin(

π
λu

s) and x′(s) =
K
γ
cos(

π
λu

s) , ()

where γ = E/(mec) is the Lorentz factor and

K ≡
λueB̂
πmec

or K = . ⋅ λu [m] ⋅ B̂ [T] ()

is a dimensionless strength parameter. For K ≫ , the radiation spectrum is similar to that of a
bending magnet multiplied by the number of magnetic poles. In this case, the device is called a
“wiggler.” For K of the order of  or smaller, the maximum angle of the trajectory in > Eq. 
does not exceed /γ, the typical opening angle of synchrotron radiation, and interference of
radiation from different poles occurs. Such a device, called “undulator,” has a line spectrum
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with a fundamental wavelength of

λ =
λu
γ
( +

K


+ γΘ

) ()

and harmonics thereof. In forward direction at Θ = , only odd harmonics appear. Away from
the beam axis, even harmonics show up and the radiation is redshifted, that is, the wavelength
is increased by λuΘ

/. For an undulator with N periods, the linewidth is approximately given
by

Δλ
λ
≈


N

. ()

Therefore and since the opening angle of undulator radiation is proportional to
√

N in
each dimension, a factor of N  is gained in brilliance over radiation from a bending magnet.
Undulator design is still an active research topic. Recent developments include superconduct-
ing undulators with period lengths of  mm or less (Casalbuoni et al. ) and cryogenic
undulators (Hara et al. ) with permanent magnets cooled to  K to increase their field.
Undulators for synchrotron light sources are several meters long with typically  periods.
Despite the large forces between opposite magnets, the wavelength is tuned by changing the
gap g mechanically with a precision on the μm level. For free-electron lasers (see below), the
total undulator length can exceed  m.

So far, “planar” insertion devices were discussedwith electron trajectories in theirmidplane
producing linearly polarized light. Radiation from bending magnets contains a circular com-
ponent above or below their midplane. For planar wigglers, the out-of-plane helicities cancel
unless the field strength of opposite poles is different (asymmetric wigglers). A much larger
degree of circular polarization is achieved in so-called elliptical undulators with helical beam
trajectories.

. Synchrotron Radiation Sources Worldwide

Presently, about  dedicated synchrotron radiation sources in more than  countries are in
operation, and their number is still growing. Examples of third-generation light sources com-
missioned in the last two decades are given in > Table . Ever since , SPring in Japan has
the largest beam energy with  GeV, and some facilities have reached a beam current of . A.
The facility with the largest circumference and lowest emittance is PETRA III at DESY in Ger-
many, where one octant of a former e+e− collider has been remodeled, and other large storage
rings may follow this example. A more complete list of synchrotron radiation sources can be
found, for example, under www.lightsources.org.

 Applications of Synchrotron Radiation

Soon after their discovery, x-rays became an invaluable tool to probe the structure of matter.
Creating images of the shadow of an object (like the human body) is only one of many appli-
cations. The major classes of techniques are diffraction, spectroscopy, and imaging. In addition
to these classical x-ray applications, the unique properties of synchrotron radiation have given
rise to a number of other techniques described at the end of this section.

www.lightsources.org
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⊡ Table 

Examples of third-generation synchrotron radiation sources

Facility (first beam) Circumference Beam energy Current Hor. emittance

location/country [m] [GeV] [mA] [nm rad]

ESRF ()

Grenoble/France    

ALS ()

Berkeley/USA . .  .

ELETTRA ()

Trieste/Italy . .  .

APS ()

Argonne/USA    

MAX II ()

Lund/Sweden  .  

DELTA ()

Dortmund/Germany . .  

SPring ()

Hyogo/Japan  .  

BESSY ()

Berlin/Germany  .  .

SLS ()

Villigen/Switzerland  .  

CLS ()

Saskatoon/Canada . .  

SPEAR ()

Stanford/USA . .  

SOLEIL ()

Gif-sur-Yvette/France . .  .

Diamond ()

Didcot/UK . .  .

SSRF ()

Shanghai/China  .  .

ALBA ()

Cerdanyola/Spain . .  .

PETRA III ()

Hamburg/Germany  .  

. Diffraction

Elastic scattering of x-rays from molecules or crystal lattices generates a diffraction pattern,
which can be recorded by position-sensitive devices like photographic films, drift chambers,
or CCD chips (> Fig. ). Since the sample atoms are not excited and recoil is negligible, the
wavelengths of incident and scattered radiation are the same. Neglecting multiple scattering
effects, the diffraction pattern is related to the spatial structure of the scattering object. Usually,
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Crystalline
sample

Diffraction
pattern

⊡ Fig. 

X-rays scattered elastically from a crystalline sample form a diffraction pattern which

contains information on its microscopic spatial structure

the image is enhanced by a lattice factor due to samples with translational symmetry. Atoms in
crystals form a unit cell which repeats itself, and the study of other objects (proteins, in partic-
ular) requires to arrange them in a crystal-like fashion. However, when using extremely intense
radiation pulses like those generated by x-ray free-electron lasers, diffraction images from a
single protein molecule will be possible.

The diffraction pattern, that is, the radiation intensity as function of scattering angles, is
given by the product of the lattice factor and a complex structure factor, which is directly
related to the spatial electron density within a unit cell. Since only the square of this quantity is
measured, the phase information of the scattered light waves is lost, but techniques have been
devised to get around the phase problem and recover the spatial structure from the diffraction
pattern. Spectacular successes of x-ray diffraction were, among others, the studies of deoxyri-
bonucleic acid (Watson and Crick ) and the ribosome, see, e.g., Ban et al. ().These two
examples are almost  years apart and both were awarded a Nobel Prize ( and ).

. Spectroscopy

Another important class of applications involves photoelectric absorption of synchrotron radia-
tion (> Fig. ). Here, an electron (photoelectron) is ejected from the atomwith a certain kinetic
energy, while the atom is left in an excited state.The hole created in an inner atomic shell is then
filled by an outer-shell electron liberating energy by emitting either a photon (fluorescence) or
another electron (Auger effect).

Spectroscopic information can thus be gained by studying the absorption of photons as
function of wavelength or by observing the spectrum of fluorescent radiation, by measuring
the kinetic energies of photoelectrons, or by measuring the Auger electron spectrum. In the
case of gas-phase samples, additional information can be gained from measuring the velocities
of the ionized atoms.

The goal of a spectroscopic study may be to either study the energy levels of a particular
system, to analyze the chemical content of a sample by known energy levels, or to gain spatial
information. As an example of the latter case, extendedx-ray absorption fine structure (EXAFS)
is a well-established method to determine distances between the absorbing atom and its sur-
roundings, see, e.g., Koningsberger and Prins (). When a photoelectron is liberated, the
interference between the spherical wave of the outgoing electron and waves reflected by the
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Fluorescence
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Photoions
Photoelectrons
Auger electrons

⊡ Fig. 

Spectroscopic information is obtained by measuring the energy of photons (transmitted or

emitted by excited atoms), electrons (photoelectrons or Auger electrons), or ionized atoms

of the sample

neighboring atoms leads to wiggles in the absorption spectrum slightly above the absorption
edge. These wiggles are visible in the absorption spectrum of an incident monochromatized
photon beam as well as in the spectrum of photoelectrons. The distances of neighboring atoms
can then be calculated from the frequency content of the respective spectra.

Fluorescent radiation spectroscopy offers a destruction-free way to analyze the chemical
content of a sample which is nowadays also employed by historians and archaeologists, for
example, to reveal hidden layers of a painting (Dik et al. ).

. Imaging

In order to directly image an object, one advantage of x-rays is their large penetration depth,
another is their short wavelength which translates into spatial resolution (x-ray microscopy)
and yet another advantage is the strong dependence of x-ray absorption on properties like
atomic number and magnetic state. The quality of images can be greatly enhanced by sub-
tracting data taken above and below an absorption edge of particular chemical elements. One
example is coronary angiography (imaging blood vessels in the vicinity of the heart) by taking
pictures above and below the K edge of iodine as contrast material (Dill et al. ). The advan-
tage of intense synchrotron radiation is that intravenous injection (rather than intraarterial
catheterization) of the contrast material is sufficient. Another imaging technique is tomogra-
phy, measuring the transmission through an object from several angles and reconstructing the
-dimensional structure (Bonse and Bush ). In most applications, the image contrast is
provided by absorption, but phase contrast has also been successfully employed. Microscopy at
short wavelengths is possible using Fresnel zone plates (Yun et al. ) to focus the x-rays, for
example, to study the structure of wet biological samples in the “water window” (– eV).
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⊡ Fig. 

A sample is visualized by recording x-rays passing through the sample or by passing

photoelectrons emitted from its surface through an electronmicroscope

Apart from x-rays, imaging can also be performed with photoelectrons, as sketched in
> Fig. . In PEEM (photoemission electron microscopy), a sample is illuminated with x-rays
and photoelectrons are passed through the electrostatic lenses of an electron microscope to
study, for example, magnetic domains (Stöhr et al. ), or the chemical composition of
nanostructures.

. Other Applications

Apart from the applications outlined so far, which constitute the bulk of experimentswith x-rays
and synchrotron radiation, there is a growing number of additional techniques. The follow-
ing – certainly incomplete – description is meant to give a flavor of the wide range of scientific
opportunities with synchrotron radiation.

.. Time-Resolved Studies

Since synchrotron radiation is pulsed, much of what has been discussed before can be done in
a time-resolved fashion. As in laser spectroscopy, time-resolved studies are usually carried out
as pump-probe experiments, where the sample is “pumped”, that is, excited in some way by an
intense radiation pulse (e.g., from a laser) and the subsequent x-ray pulse is used to probe the
state of the sample as function of the delay between the two pulses (Chergui and Zewail ).
By moving mirrors on the micrometer level, the arrival time of the pump pulse is conveniently
controlled on the femtosecond scale. Typically, the pulse duration of synchrotron radiation is
several  ps, but methods exist to shorten electron bunches (and thus the emitted radiation
pulses) to a few picoseconds and even to generate pulses on the  fs scale. Pulses from free-
electron lasers can be as short as  fs.
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.. Far-Infrared Radiation

While the previous discussion was focused on short-wavelength radiation, there are several
synchrotron radiation sources offering coherent radiation in the far-infrared (THz) regime.This
radiation penetrates nonconducting materials and its absorption coefficient is very sensitive to,
for example, the water content of a sample, to different dielectric constants, and to the electric
conductivity. Spectroscopy in the THz regime (e.g., Schmidt et al. ) addresses collective
molecular states (rotation or vibration) and other “fingerprint” properties, making it relevant,
for example, in security applications like the detection of explosives.

There used to be a “THz gap” due to the lack of bright radiation sources which has been
partially filled by laser-based techniques. Nowadays, electron storage rings with reduced bunch
length can also create coherent and intense THz pulses with large bandwidth and short duration
(Abo-Bakr et al. ). In addition, new storage rings and linear accelerators dedicated to the
purpose of generating THz radiation have been proposed.

.. X-Ray Holography

Holographic images are created by the interference of a reference wave and coherent laser
light passing a sample. As usual, higher spatial resolution requires shorter wavelength. In addi-
tion to that, the idea of holography with short-wavelength radiation is attractive because it
works without lenses (which are not available for x-rays) and preserves phase information.
Holographic experiments with synchrotron radiation (Eisebitt et al. ) were successfully
conducted employing the coherence of synchrotron light restricted in space by a pinhole and
in wavelength by a monochromator – at the expense of intensity.The coherence of synchrotron
light may also be improved by creating a periodic density modulation of the electron beam at
the radiation wavelength. Such a modulation is an intrinsic feature of free-electron lasers.

.. Metrology

It is an outstanding property of synchrotron radiation that its intensity and spectrum, for exam-
ple, from a bending magnet, can be calculated with high accuracy in the framework of classical
and quantum electrodynamics once the electron energy, the beam current, and the magnetic
field is known.Therefore, synchrotron radiation is ideally suited to serve as a primary standard
for the calibration of radiation sources and detectors.There is a great demand for detector cal-
ibration in science (e.g., satellite-based astronomy) and industry which the national metrology
agencies (e.g., NIST in the USA or PTB in Germany) meet by employing synchrotron radia-
tion sources. For very sensitive detectors, the radiation may even come from a single electron
circulating in a large storage ring (Klein et al. ).

.. X-Ray Lithography

Micromechanical devices such as sub-millimeter gears, nozzles, waveguides etc. are fabricated
by x-ray lithography (Heuberger ), followed by other process steps like electroplating and
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molding. In the lithography process, an x-ray sensitive photoresist is illuminated by synchrotron
radiation through a patterned x-ray absorbing mask, and the exposed photoresist is subse-
quently etched away to form a -dimensional structure. The short wavelength of synchrotron
radiation yields a high spatial resolution, its low angular divergence creates structures with high
aspect ratios and smooth walls with a high degree of parallelism.

 The Next Generation

. Storage Rings

Third-generation light sources have reached limits that are not easily surpassed. In storage rings,
the beam is subject to the equilibrium between radiation excitation and damping. The hori-
zontal emittance can only be reduced by increasing the circumference or by adding damping
wigglers. Both has been done at PETRA III in Hamburg/Germany, reaching an emittance of
 nm rad.

The bunch length in storage rings is dictated by radiation effects as well, and results
in radiation pulses of several  ps duration. If the magnetic lattice is flexible enough, the
momentum-compaction factor α = (ΔL/L)/(Δp/p) can be reduced to achieve pulses as short
as  ps (rms) at the expense of bunch charge and emittance. Laser-based methods allow to
extract radiation from a -fs long “slice” of a bunch (Zholents and Zolotorev ).

. Linac-Based Free-Electron Lasers

Since , the LinearCoherent Light Source (LCLS) (Ding et al. ) is operational at SLAC in
Menlo Park/USA, producing radiation at a wavelength of . Å with a peak brilliance exceeding
that of conventional synchrotron light sources by nine orders of magnitude.This large factor is
partly accomplished by the coherent emission of photons, and partly due to a reduction in bunch
length and beam emittance. LCLS is a free-electron laser (FEL), a light amplifier based on stim-
ulated emission from a beam of ultrarelativistic electrons which – in contrast to conventional
lasers based on bound electrons – can be tuned continuously in wavelength.

In linear accelerators (linacs), the emittance is given by the electron source and – if care
is taken to avoid space-charge effects – decreases during acceleration as /γ, where γ is the
Lorentz factor. In this context, the “normalized” emittance εn = ε γ is usually quoted. With
εn = .μmrad as an example and the beam energy of LCLS (. GeV or γ = . ⋅ ), the
absolute emittance would be ε = εn/γ =  pm rad, which is significantly smaller than in storage
rings.

The bunch length in linacs can be strongly reduced by a combination of energy “chirp”
(energy variation along the bunch) and so-called bunch compressors, that is, dispersive sec-
tions with energy-dependent path lengths. This way, radiation pulses of the order of  fs were
achieved at FLASH (DESY/Hamburg) and LCLS.

The intensity of coherently emitted radiation increases quadratically with the num-
ber of participating electrons, which leads to a large enhancement over conventional syn-
chrotron radiation, where the intensity scales linearly. Coherent emission is accomplished by
micro-bunching, that is, modulating the electron density with the periodicity of the radiation
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wavelength. Present-day FELs are based on the SASE principle (self-amplified spontaneous
emission) (Kondratenko and Saldin ) where spontaneous radiation in the first part of a
long undulator acts back on the electrons by periodically modulating their kinetic energy. As
these off-energy electrons proceed in the undulator, electrons with lower energy follow a longer
trajectory and fall behind, while those with higher energy catch up.This process initiates a den-
sity modulation which gives rise to coherent radiation, which in turn increases the modulation.
The result of this positive feedback loop is an exponential rise of radiation intensity along the
undulator. The distance over which the radiation power increases e-fold is called gain length,

Lg ∝
γ σ /

r

n/
e

, ()

and depends on γ, on the electron density ne, and on the transverse beam size σr . The process
saturates after typically  gain lengths because the maximum achievable density modulation
is reached. Presently, several FELs based on the SASE process are under construction or pro-
posed. However, since the amplified radiation starts from noise, the pulses exhibit unwanted
fluctuations in intensity as well as their temporal and spectral shape.

An alternative route is to “seed” a short-wavelength FEL with well-defined radiation pulses.
Monochromatized synchrotron radiation has been discussed as source of seed pulses (“self
seeding”) but the present effort concentrates on seeding with ultrashort pulses from external
laserswith near-visible wavelength, and two different strategies are pursued.When intense laser
pulses are focused into a gas, the interaction with atomic electrons gives rise to high harmonics
of the laser wavelength, which can be used to directly seed an FEL. Alternatively, when an elec-
tron beam is seededwith a longer wavelength, its subsequent nonharmonic density modulation
leads to the emission of higher-harmonic radiation.Worldwide, pioneering work in both direc-
tions is underway (Lambert et al. ; Xiang et al. ) to improve the quality of radiation
pulses with seeded FEL sources.

. Energy-Recovery Linacs

With electrons circulating in a storage ring, a beam current of several  mA can be obtained
which is out of the question for linacs: generating a beamwith a current of mA at  GeV, for
example, would require a dc power of  MW. Another advantage of storage rings is that they
are multiuser facilities, delivering radiation to many beamlines simultaneously. On the other
hand, the equilibrium emittance and bunch length in a storage ring is much larger than what
can be nowadays obtained with a low-emittance electron gun and a linac.

Using a superconducting accelerating structure, the principle of energy recovery as outlined
in > Sect. .. allows to generate bunches with small emittance and short duration and with
a high repetition rate for multiple users. Energy recovery linacs (ERLs) to drive infrared FELs
are already employed, for example, at the Jefferson Laboratory in Newport News/USA, acceler-
ating  mA of beam current to  MeV. ERL-driven x-ray sources do not yet exist, but R&D
to this end is underway, for example, at KEK in Tsukuba/Japan and the Cornell University in
Ithaca/USA (Bilderback et al. ). According to their conceptual design, these ERLs will be
similar to storage rings, but with two orders of magnitude higher brightness, better transverse
coherence, and much shorter pulse duration.
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 Conclusions

At the time of writing,  years after Röntgen’s discovery, for which he was awarded the very
first Nobel Prize in physics (), research with x-rays is still undergoing a rapid and exciting
development.The technology of storage rings is mature andmany ring-based synchrotron light
sources exist worldwide as workhorses for a large number of applications in physics, chemistry,
biology, and materials sciences with steadily improving experimental techniques.

Advances in accelerator technology have led to new radiation sources. Free-electron lasers
(FELs) can deliver pulses of extreme brilliance and ultrashort duration, opening up new sci-
entific opportunities such as snapshots of the structure of single proteins with sub-picosecond
resolution. As a first hard-x-ray FEL, LCLS at SLAC was commissioned in , and others are
already under construction. Another challenging and not yet demonstrated technology is that
of ERL-based x-ray sources.Their properties will be somewhere between those of storage rings
and FELs, addressing scientific questions for which the peak power of FELs is too extreme or
the pulse rate too low. It can be expected that these different types of accelerator-based radiation
sources (storage rings, FELs, ERLs, and maybe others yet to be invented) will coexist, serving
different classes of experiments.

Finally, first attempts to generate synchrotron radiation with electrons from “table-top”
laser-plasma accelerators have been successful (Fuchs et al. ). While these novel acceler-
ators are still in their infancy with strong shot-to-shot variation in energy and bunch charge,
there has been significant progress over the last decade and one of the long-term goals is to
build table-top (or at least laboratory-size) synchrotron light sources and FELs.
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  Calibration of Radioactive Sources

Abstract: All detector systems for the measurement of radioactivity in the different fields
of applications need to be calibrated in terms of efficiency with radioactive sources of
known activities and of known radionuclides. This is true for the measurement of envi-
ronmental radioactivity, activities of sources for medical applications, or activities in the
field of nuclear industry and nuclear research. It is the task of National Metrology Institutes
(NMIs) and Calibration Laboratories to calibrate radioactive sources in terms of activity
and to provide activity standards appropriate to the special needs of their customers. This
chapter describes the methods to calibrate the activity of radioactive materials, the differ-
ent types of calibration sources, and the way to establish the traceability and international
comparability of activity standards.

 Introduction

Our known world consists of a bit more than  different elements. In one of the last issues of
the Chart of Nuclides (Magill et al. ), more than , nuclides are listed, most of them are
radioactive and only about % of them are stable nuclides.Most of the radionuclides are short-
lived and do practically not occur in the environment. But about – radionuclides are of
interest for research, for medical or industrial applications, or in the field of radiation protection
and the surveillance of the environment. All these radionuclides have their individual decay
parameters. Particle and photon emissions with different energies and emission probabilities as
well as individual half-lives are characteristic for each radionuclide.Therefore, it is necessary to
calibrate and provide radioactive standards for a large number of different radionuclides.

Due to the large variety of different decay schemes, the methods for the measurement of
activity are quite different. These methods can be divided into secondary and primary meth-
ods. A secondary measurement device needs to be calibrated with an activity standard of a
radionuclide in order to measure the activity of another source with the same radionuclide. In
other words, the efficiency of the instrument for the detection of gamma rays and alpha and beta
particles must be determined. Typical secondary measurement devices are germanium detec-
tors, NaI(Tl) detectors, or ionization chambers. Primary measurement devices do not require
activity standards in order to be calibrated.The efficiency of such devices is either known to be
%, or can be determined by measurements of other physical quantities than activity (e.g.,
from dimensional quantities for a defined solid-angle detector), or a method is used where the
knowledge of the efficiency is not required. In these cases, only some basic decay parameters of
the radionuclide under study must be known in order to determine the activity of a radioactive
source.

The description of calibration methods in this chapter of the handbook is limited to those
methods thatmeasure the photons or particles produced within the radioactive decay. Since the
number of decaying atoms is related to the number of existing atoms, also methods measuring
the number of atoms, e.g., based onmass spectrometry, could be used to determine the activity.
However, these methods are not part of the descriptions here.

Primary methods are typically established at National Metrology Institutes (NMIs) world-
wide. A major task of the NMIs is to establish the traceability and international comparability
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of standards. Already in , the “Convention of the Meter” was signed by representatives of
 nations and the International Bureau of Weights and Measures (BIPM) was founded. The
BIPM together with the NMIs is responsible for the equivalence between the national mea-
surement standards and leads to the comparability of the calibration of a radioactive source in,
e.g., the United States with calibrations in Europe or Japan.

 Radioactive Decay

The radioactive decay of a nuclide is the phenomenon of the spontaneous conversion of one
nuclide into a nuclide of another type. The primary significance of radioactive decay is the
disappearance of the original nuclide. The radiations accompanying the decay in the form of
photons and particles are characteristic for the decay of the various nuclides of different types
andmayhelp to identify special decay paths. Strictly speaking, the activityA(t) of an amount of
a nuclide in a specified energy state at a given time t is the expectation value, at that time, of the
number dN(t) of spontaneous nuclear transitions in a time interval dt from that energy state.
By this definition, zero activity would be equivalent to stability of the nuclide (NCRP ).

A(t) = −
dN(t)
dt

= λN(t),

where λ is a constant. The derived SI unit (International System of Units) of the activity is the
becquerel (Bq).  Bq is one decay per second. It can be shown (Evans ) that the decay
constant λ is related to the characteristic mean life τ of a radionuclide by τ = /λ, which
in turn can be expressed by the half-life of that radionuclide, T/, (see > Chap. , “Radiation
Protection”) by

λ =
ln 
T/

.

There exist several different possibilities to release the excess energy during a radioactive decay
depending on the number of protons Z and the atomic numberA of the radionuclide X. Due to
the conversion, charged particles, neutrinos, neutrons, gamma rays, orX rays could be produced
and emitted.The main nuclide conversions are as follows.

. Alpha Decay

A
ZX →

A−
Z−Y +


He

With the special name α particle for the emitted helium nucleus. The helium nucleus carries
two protons and two neutrons. Consequently, the atomic numberA of the remaining nucleus is
reduced by four and Z is reduced by two. Typically, there are not only one but several alpha tran-
sitions of different energy to the daughter nuclide possible.Therefore, α particles with different
but discrete energies could be emitted.

http://dx.doi.org/10.007/978-3-642-13271-1_10
http://dx.doi.org/10.007/978-3-642-13271-1_10
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. Beta− Decay

A
ZX → Z+

AY + e− + v̄e

With the special name β particle for the emitted electron. In the beta decay, a neutron in the
nucleus is converted into a proton, an electron, and an electron antineutrino. Due to the fact that
the decay energy is distributed to the electron and the electron antineutrino, the produced elec-
trons in a large number of decays do not have all the same discrete energy but show a continuous
energy spectrum which is typical for a specific nuclide.

. Beta+ Decay

A
ZX → Z−

AY + e+ + ve

In the beta+ decay, a proton in the nucleus is converted into a neutron, a positron, and an
electron neutrino.

. Electron Capture

A
ZX + e

−

→ Z−
AY + ve

The electron capture is another possibility for the conversion of a proton. An electron from the
atomic shell (mainly from the inner shell) is captured, and a proton in the nucleus is converted
into a neutron and an electron neutrino.

The above-mentioned decay modes change the number of protons and/or the number of
neutrons in the nucleus. Typically, the resulting nucleus Y is not in its ground state but in
an excited state after such a conversion. There are two possibilities for the transition from the
excited state Y∗ to the ground state Y . One is the gamma decay.

. GammaDecay

A
ZY
∗

→

A
ZY + γ

In this decay a gamma ray is emitted. Due to the fact that the exited states Y∗ have discrete
and nuclide-characteristic energy levels, the resulting gamma rays have also discrete energies.
Another possibility for the transition from the excited state Y∗ to the ground state Y is the
internal conversion.

. Internal Conversion

A
ZY
∗

→

A
ZY + e

−

The internal conversion is characterized by the emission of an electron from the atomic shell.
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. Other DecayModes

The listed decay modes are the main modes relevant for the calibration of activity standards.
A minor mode is the spontaneous fission which can occur in the case of nuclei with a high
atomic number. In this case, the nucleus decays into two daughter nuclei and two or three
neutrons.

 Activity Standards

One major task of National Metrology Institutes (NMIs) is the realization, conservation, and
dissemination of the physical units. As part of this task, the NMIs hold the national measure-
ment standards. The national measurement standard (ISO/IEC  ) stands at the top of
a calibration hierarchy followed by reference measurement standards and working measure-
ment standards typically used in a laboratory for the calibration or verification of a measuring
instrument. Amain feature of such a calibration hierarchy is that the measurement uncertainty
necessarily increases along the sequence of calibrations.

For the dissemination of the unit of the physical quantity “activity,” the NMIs produce activ-
ity standards traceable to their nationalmeasurement standards.Depending on the physical and
chemical properties of the elements and the requirements of customers, radioactive standards
are produced in various forms, as solid, liquid, or gaseous sources in different geometries as
point sources, small- and large-area sources, or as small- and large-volume sources. The large
variety of different types of radioactive standards is caused by the needs of the customers to cal-
ibrate their measurement instruments in the ideal case in the same geometry and with the same
source composition as a source under investigation where the activity has to be determined. In
many cases, the preparation of activity standards starts with a radionuclide solution produced
in a nuclear reactor or at an accelerator facility by activation of inactive material with neutrons
or charged particles. Typically, the strong activity of such a solution is quantitatively diluted
in one or more steps using dedicated and calibrated balances following a dilution scheme as
illustrated in > Fig. .

The aim of the dilution procedure is to prepare sources suitable for different measure-
ment devices in order to determine the activity (Sibbens and Altzitzoglou ) and in
parallel also to produce sources which meet the needs of users for their special measure-
ment arrangements. The major advantage is that the activities of all sources produced from
the same master solution can be linked due to the quantitative mass measurements. It is a
common approach that several different primary and secondary calibration methods are com-
bined to determine the activity of the set of sources that originates from the same master
solution.

> Figure  shows a selection of typical calibration standards from a National Metrology
Institute as volume, area, and point sources.The radioactive solutions in the ampoules or in the
Kautex bottle can be quantitatively diluted and transferred to any customer-specific laboratory
container, e.g., a Marinelli beaker. The point and area sources are produced by quantitatively
dropping the radioactive solutions on a source carrier. The area sources shown in the picture
are adapted to the size of filters used, e.g., for the measurement of radioactive releases to the air
from nuclear power plants.
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0
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⊡ Fig. 

Dilution scheme starting with the raw solution “” followed by successively lower activity

concentrations in the steps “,” “,” and “,” respectively

⊡ Fig. 

Examples of different types of calibration standards (PTB )
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 PrimaryMethods for the Calibration of Activity
Standards

Primary measurement devices (Pommé ) do not require activity standards in order to be
calibrated.That means that the efficiency of the system can be determined by measurements of
physical quantities other than activity. As an example, the geometrical efficiency of a defined
solid-angle spectrometer can be calculated from measurements of its geometrical dimensions.
Depending on the radiation emitted during the decay of a specific radionuclide, different high-
efficiency counting systems named as π counting systems exist.

For the measurement of alpha- or pure beta-particle-emitting radionuclides, an often
used system is a π proportional counter. Especially designed thin sources with negligible
self-absorption are placed in the center of a gas-filled proportional counter. > Figure  shows
dropped sources on a thin VYNS foil as source support. A typical counting gas of the pro-
portional counter is P (a mixture of % Ar and % CH). With such a system, virtually
% of the emitted radiation is detected. However, special correction methods are necessary
to determine the non-efficiency and the corresponding uncertainty.

For a special group of gamma-ray-emitting radionuclides, π γ counting can be used for
the calibration. In this case, the detector is typically a large well-type NaI(Tl) detector. The
method works well for multiphoton-emitting radionuclides, especially in the case that the
photons are emitted in coincidence. In this case, the number of photons emitted per decay
may be larger than one and the probability for the non-detection diminishes. Problems can
occur if delayed transitions or decay branches with only single-photon-emitting radionuclides
exist.

In the case that a beta decay is accompanied by a prompt gamma-ray transition, the tra-
ditional and widely spread π β−γ coincidence counting method (Bobin ) can be used for
the activity determination. In the classical approach, a π proportional counter for the mea-
surement of the beta particle is combined with a NaI(Tl) detector for the measurement of the

⊡ Fig. 

Especially designed thin sources with negligible self-absorption for π β and π α counting

as well as for π β–γ coincidence countingwith proportional counters
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⊡ Fig. 

Schematic drawing of a π β–γ coincidence counting system

gamma ray. > Figure  shows a schematic drawing of such a coincidence counting system.
The counting rates Nβ of the π proportional counter and Nγ of the NaI detector are mea-
sured as well as the coincidence counting rate Nc of events in both detectors in a defined time
interval.

Each of the three counting rates Nβ, Nγ, and Nc is proportional to the “unknown activity”
and the respective counting efficiencies:

Nβ = A(t) ⋅ ∈β ,

Nγ = A(t) ⋅ ∈γ ,

Nc = A(t) ⋅ ∈β ⋅ ∈γ .

These three equations can be combined to:

A(t) =
Nβ ⋅ Nγ

Nc
,

where the unknown activity is defined only by the three measured counting rates.
The coincidence counting system has the advantage that the activity of the radioactive

source is determined without any explicit knowledge of the counting efficiencies of the two
detectors. However, the described approach works only if the beta detector is not sensitive
for gamma radiation. This is obviously not always true. Compton scattering of gamma rays
in the beta detector, for example, can produce a signal in the beta detector. The three simple
expressions for the counting rates have then to be modified,
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Nβ = A(t) ⋅ [∈β +(− ∈β) [


 + αT
(αT ⋅ εce + εβγ)]] ,

Nγ =
A(t) ⋅ ∈γ
 + αT

,

Nc = A(t) ⋅ [
∈β ⋅ ∈γ

 + αT
+ (− ∈β) ⋅ εc] ,

where αT is the total internal conversion coefficient, εce is the detection efficiency for conver-
sion electrons in the beta detector, εβγ is the detection efficiency for gamma rays in the beta
detector, and εc is the probability of observing additional coincidences from gamma rays first
detected in the beta detector. The above-mentioned ratio of counting rates does not any more
give the activity directly. However, this ratio is a smooth function of the efficiency of the beta
detector and the ratio Nc/Nγ in many cases is a very good approximation of εβ. This func-
tion may be followed by variation of the efficiency of the beta detector which can be done by
successively adding different absorbers around the radioactive source or by variation of the dis-
crimination level in the respective counting chain. From an appropriate extrapolation of the
measurement results to unity in Nc/Nγ or, equivalently, to zero in the measured inefficiency
( − εβ), the activity can be determined. > Figure  shows as an example the result of a mea-
surement series on a Lu source. The coincidence method described above also works for
α and e+ emitters and even for electron-capture nuclides. It should be mentioned, however,
that this method can be very laborious and time consuming in certain cases.

Other primary methods are based on special liquid scintillation counting (LSC) methods
(Broda et al. ) in the case that the counting efficiency could be calculated. Physicochemical
processes in the light emission and the statistics of the photon emission are taken into account
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⊡ Fig. 

Result of a π β–γ coincidence countingmeasurement of a Lu source with a variation of

the efficiency of the beta detector by adding different absorbers. The extrapolation of

the fitted curve to ( − εβ)/εβ =  gives the activity of the measured source
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Schematic drawing of the Triple-to-Double Coincidence Ratio (TDCR) systemwith three

photomultiplier tubes (PMT) and amplifiers around an LSC vial with the radioactive solution

and the logical unit to measure triple (T) and double (D) coincidences

in a so-called free-parameter model. The CIEMAT/NIST method uses an activity standard as
tracer to determine the free parameters. In most cases, the low-energy β emitter H- is used
for this purpose. In the so-called Triple-to-Double Coincidence Ratio method (TDCR), these
parameters are calculated from ratios of measured counting rates of double and triple coin-
cidences (> Fig. ). One advantage of both methods is that the source preparation is much
easier compared to other methods.The radioactive solution is directly added to a liquid scintil-
lation cocktail, and the self-absorption in the source is negligible.The achievable measurement
uncertainties are comparable, in some cases even superior to those obtained by the classical
coincidence counting method.

Another method where the efficiency can be calculated is the Defined Solid Angle (DSA)
counting for alpha-particle-emitting radionuclides (Pommé ). The alpha-particle source
with a typical diameter of – cm is placed in a defined distance to a diaphragm of known shape
in front of a solid-state detector.The solid angle is therefore well defined by dimensional quan-
tities and the detection efficiency of the alpha detector is one for all alpha particles passing
through the diaphragm.

 SecondaryMethods for the Calibration of Activity
Standards

Most of the primary standardization methods are time consuming and need sophisti-
cated source preparation. Therefore, the primary methods are often supplemented by sec-
ondary methods. The “workhorses” in many metrology institutes are the ionization chambers
(Schrader ). The re-entrant pressurized ionization chambers (> Fig. ) are very stable and
reproducible measuring devices over many years. In addition, the ionization chambers show a
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⊡ Fig. 

Schematic drawing of a π ionization chamber (IC)

very good linearity as a function of the activity. The easy-to-use chambers are calibrated with
radionuclide solutions in ampoules. The determined calibration factors can be used on a long
time scale for the determination of the activity for the same radionuclide under the same mea-
surement conditions. With other words, ionization chambers once calibrated with a specific
radionuclide are used to preserve the activity unit for that radionuclide for many years.

High-purity germanium spectrometers are also widely used as secondary measurement
devices for the calibration of activity standards. A set of gamma-ray-emitting radionuclides
is used to calibrate a germanium detector over a whole energy range. With such a calibrated
detector, the activity for an unknown source of a radionuclide used for the calibration can be
determined as well as the activity of a gamma-ray-emitting radionuclide with photon ener-
gies that fall in the calibrated energy interval. In addition, the germanium detector has a good
energy resolution and can be used to measure not only one but several radionuclides at a time
in one source. Gammaspectrometric measurements with germanium detectors are therefore a
common tool to measure the “main” radionuclide and potential impurities at the same time.

NaI(Tl) detectors are also commonly used as secondarymeasurement device.The cheap and
easy-to-use detector systems are also used to preserve the activity unit for gamma-ray-emitting
radionuclides for many years.

It should be noted that all secondary instruments are suited for activity measurements only
if the samemeasurement conditions aremet as for the calibration.Otherwise corrections factors
have to be establishedwhich allow to calculate the activity of a source frommeasurements under
non-calibrated conditions.

 International Comparability of Activity Standards

Amajor task of the NMIs is to establish the traceability and international comparability of stan-
dards.Already in , the “Convention of theMeter”was signed by representatives of  nations
and the International Bureau of Weights and Measures (BIPM) was founded. Based on this
convention, the “Système International de Référence (SIR)” (Ratel ) was established at the
BIPM to compare activity standards from different national metrology laboratories.The system
comprises two pressurized ionization chambers. The advantage of the system is that the com-
parison of the result of two or more laboratories need not be done at the same time.The system
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measures the ionization current of a standard provided by anNMI togetherwith the activity.The
ratio of the measured ionization current to the activity provided by the NMI is a measure of the
efficiency for the specific radionuclide of interest.These figures can be compared for a variety of
radionuclides among the participating laboratories in order to define the degree of equivalence
of measurements in the different countries. In , the directors of the national metrology
institutes of  Member States of the BIPM and representatives of two international organiza-
tions signed aMutual Recognition Arrangement (CIPMMRA ) for national measurement
standards and for calibration andmeasurement certificates issued by NMIs. A number of other
institutes have signed since then. This arrangement demands a sophisticated quality manage-
ment system at the nationalmetrology institutes and a larger number of comparisons in order to
validate the claims of the NMIs for their calibration andmeasurement capabilities (CMC ).
In principle, theNMIs are forced to perform comparison for each radionuclide. However, due to
the large number of different radionuclides, a systemwas established that groups radionuclides
together with specific measurement techniques (Karam ) in order to limit the number of
comparisons to a smaller number.The SIR system togetherwith the regulations of theMRA and
the performed key comparisons (KCDB ) guarantees the comparability and equivalence of
activity measurements between the national metrology laboratories worldwide. In addition, the
accreditation of calibration laboratories in the different countries guarantees the traceability of
activity measurements to the standards of NMIs. As one result of this complex system, a cus-
tomer who receives an activity standard from a calibration laboratory can retrace how different
or equal the activity measurement is done for the same radionuclide in another country.

 Conclusions

The calibration of radioactive sources is a service offered by national metrology institutes as
well as from accreted calibration laboratories. The costumer receives standards with traceable
activity, reliable uncertainties, and with the confirmation that the measurement methods and
results are comparable to those obtained in other countries. The usage of such radioactive stan-
dards is therefore an essential part of the quality system in research institutes. It is one main
contribution in order to compare the results of research groups working in different institutes.
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Abstract: Radiation protection is a very important aspect for the application of particle
detectors in many different fields, like high energy physics, medicine, materials science, oil
and mineral exploration, and arts, to name a few. The knowledge of radiation units, the
experience with shielding, and information on biological effects of radiation are vital for
scientists handling radioactive sources or operating accelerators or X-ray equipment. This
article describes the modern radiation units and their conversions to older units which
are still in use in many countries. Typical radiation sources and detectors used in the field
of radiation protection are presented. The legal regulations in nearly all countries follow
closely the recommendations of the International Commission on Radiological Protec-
tion (ICRP). Tables and diagrams with relevant information on the handling of radiation
sources provide useful data for the researcher working in this field.

 Introduction

Radiation is everywhere. Radiation emerges from the soil, it is in the air, and our planet is con-
stantly bombarded by energetic cosmic radiation. Even the human body is radioactive: About
, decays of unstable nuclei occur per second in the human body.

Since the beginning of the twentieth century, mankind has been able to transform nuclei
(Ernest Rutherford) and to artificially create new radioactive nuclei, in particular, since the
discovery of nuclear fission in the late s. Since one cannot “see” or “smell” ionizing radia-
tion, one needs measurement devices that can detect it, and also a scale by which to judge on
its possible dangerous effects. This leads to the definition of units for the activity of radioac-
tive nuclei and quantifications for the effect on humans in terms of absorbed energy and
biological effectiveness of different types of radiation. Radiation protection is a truely inter-
disciplinary field. It concerns, among others, physicists, engineers, lawyers, and health-care
professionals.

Radioactivity was discovered by Henri Antoine Becquerel in , when he realized that
radiation emerging from uranium ores could blacken photosensitive paper. Originally it was
believed that this was due to some fluorescence radiation from uranium salts. However, the
photosensitive film was also blackened without previous exposure of the uranium ore to light.
The radiation spontaneously emerging from uranium was not visible to the human eye.There-
fore, it was clear that one was dealing with a new phenomenon. In the context of radiation
protection also the discovery of X rays byWilhelm Conrad Röntgen has to be mentioned.This
radiation emerged frommaterials after bombardmentwith energetic electrons. Actually the dis-
covery by Röntgen in December  had been a factor of stimulating Becquerel to investigate
fluorescence radiation from uranium salts.

This radioactivity was a phenomenon of the natural environment. Nobody was able to turn
inactive materials into radioactive sources by chemical techniques. Not until  did Frederic
Joliot and IrèneCuriemanage to produce new radioactivematerials using nuclear physicsmeth-
ods. Only a few years later Otto Hahn and Fritz Straßmann (/) succeeded in inducing
fission of uranium nuclei.

The importance of radioactivity and of radiation protection for mankind and the environ-
ment is quite substantial.
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 Units of Radiation Protection

The unit of activity is becquerel (Bq).  Bq is one decay per second. The old unit curie (Ci)
corresponds to the activity of  g of radium-:

 Ci = . ×  Bq ,
 Bq =  × − Ci =  pCi . ()

The radioactive decay law

N = N e−λt ()

describes the decrease of nuclei in time. The decay constant λ is related to the lifetime of the
radioactive source as

λ =

τ
. ()

One has to distinguish the half-life T/ from the lifetime.The half-life is the time after which a
half of the initially existing atomic nuclei has decayed:

N(t = T/) =
N


= N e−T//τ . ()

Therefore, we have

T/ = τ ln  . ()

Correspondingly, the decay constant is related to the half-life by

λ =

τ
=

ln 
T/

. ()

The activity A of a radioactive source characterizes the number of decays per second:

A = −
d
dt
(N e−λt) = λ N e−λt = λ N =


τ
N . ()

The activity in Bq does not say very much about possible biological effects. These are related
to the deposited energy by the radioactive source in matter.The energy dose (absorbed energy
ΔW per mass unit Δm),

D =
ΔW
Δm
=


ρ
ΔW
ΔV

()

(ρ – density, ΔV – volume element), is measured in gray:

 gray (Gy) =  joule (J) /  kilogram (kg). ()

Gray is related to the old unit rad (radiation absorbed dose,  rad =  erg/g; still in use in the
USA) according to ( joule (J) =  watt second (Ws) =  kg m

s = 
 g cm

s = 
 erg):

 Gy =  rad =  erg/g . ()

In terms of deposited energy in units popular in particle physics and medicine one has

Gy = . ×  MeV/kg . ()
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For indirectly ionizing radiation (i.e., photons and neutrons, but not electrons and other
charged particles) a further quantity characterizing the energy dose, the “kerma,” is defined.
Kerma is an abbreviation for Kinetic Energy Released per unit Mass. (Occasionally one also
finds Kinetic Energy Released inMatter (or: in Material)). The kerma k is defined as the sum of
the initial energies of all charged particles, ΔE, liberated in a volume element ΔV by indirectly
ionizing radiation divided by the mass Δm of this volume element:

k =
ΔE
Δm
=


ρ
ΔE
ΔV

, ()

where ρ is the density of the absorbing material.
Kerma relates only to the energy transferred to the charged particles: It does not depend

on which fraction of the energies of the charged particles is transported out of the volume by
particle motion or by bremsstrahlung. Therefore, kerma is sometimes also called dose unit of
the first interaction step.The unit of kerma is also gray (Gy).

Gray and rad describe the pure physical energy absorption. These units cannot easily be
translated into the biological effect of radiation. Electrons, for example, ionize relatively weakly
while, in contrast, α rays are characterized by a high ionization density. Therefore, biological
repairmechanisms cannot be very effective in the latter case.The relative biological effectiveness
depends on the type of radiation, the radiation energy, the temporal distribution of the dose,
and other quantities.

For the radiation field R one obtains the dose equivalent HR from the energy dose DR

according to

HR = wR DR , ()

where wR is the radiation weighting factor. This dose equivalent is measured in sievert (Sv). In
the same way the old energy dose unit rad is converted to roentgen equivalent man “rem” by

HR[rem] = wR DR[rad] . ()

Correspondingly, the relation

 Sv =  rem ()

holds. The radiation weighting factors wR , as recommended by the International Commission
on Radiological Protection ICRP, are shown in >Table . In theUSA slightly different radiation
weighting factors are used.

Furthermore, dose units for penetrating external radiation (depositing most of their energy
in the first mm of tissue) and for radiation of low penetration depth ( μm skin depth)
have been introduced inmany national radiation-protection regulations. In personal dosimetry
these operative units are denoted with Hp(), Hp(.).

Apart from these units another quantity is used for the amount of created charge, the roent-
gen (R).One roentgen is that radiationdose of X rays and γ rayswhich liberates one electrostatic
charge unit of electrons and one of ions in  cm of air (at standard temperature and pressure).
If the unit roentgen is expressed by the ion dose I in coulomb/kilogram, one obtains

 R = . × − C/kg ()

or, equivalently,

 C/kg = , R . ()
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⊡ Table 

Radiation weighting factorswR

Type of radiation and energy range Radiationweighting factorwR

Photons, all energies 

Electrons and muons,a all energies 

Neutrons En <  keV 

Neutrons  keV ≤ En ≤  keV 

Neutrons  keV < En ≤ MeV 

Neutrons MeV < En ≤ MeV 

Neutrons with En > MeV 

Protons, except recoil protons, E > MeV 

α particles, fission fragments, heavy nuclei 

aMuons are short-lived elementary particles that are produced predominantly in cosmic radiation.

The tissue equivalent of roentgen is given by

 R = . rad = .mGy. ()

In many cases it is necessary to convert a partial-body dose into a whole-body dose.There-
fore, a weighting factorwT has to be attributed to the irradiated organs of the body.This effective
dose equivalent E is defined as

E = Heff =
n
∑

T=
wTHT , ()

whereHT is the average dose equivalent in the irradiated organ or tissue andwT is the weighting
factor for the Tth organ or tissue.

The tissue weighting factors, according to the recommendation of the ICRP (from ),
are given in > Table .

It is assumed that the inhomogeneous irradiation of the body with an effective dose
equivalent Heff bears the same radiation risk as a homogeneous whole-body irradiation with
H = Heff .

For the general case of partial-body irradiation in a complex radiation field one has

E = Heff =∑
T
wT HT =∑

T
wT∑

R
wR DT ,R . ()

The determination of the dose-equivalent rate by a pointlike radiation source of activity
A can be accomplished using the following formula:

Ḣ = Γ
A
r

. ()

In this equation, r is the distance from the radiation source (in meters) and Γ is a specific
radiation constant that depends on the type and energy of the radiation. The dose-rate radi-
ation constants are specific for each radioisotope, and they are different for β and γ radiation.
> Table  lists the dose-rate constants for some commonly used radiation sources. (The values
given in the literature show a somewhat spread on the order of % or sometimes even more.
Some authors quote the dose-rate constants to four digits. In view of the obvious uncertainties,
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⊡ Table 

Tissue weighting factorswT

Organ or tissue Tissue weighting factorwT

Gonads .

Red bone marrow .

Colon .

Lung .

Stomach .

Breast .

Bladder .

Liver .

Esophagus .

Thyroid gland .

Skin .

Periosteum (bone surface) .

Brain .

Salivary glands .

Other organs or tissue .

only two digits are given here.The numbers for the γ dose-rate constants in this table are taken
from the ORNL/RSIC-/R report (Unger and Trubey ) from the Oak RidgeNational Lab-
oratory, except the one for Xe. The constants can also be calculated from > Eq.  by using
the known γ energies of the different isotopes along with their branching ratios, and the known
mass absorption coefficients for a source activity of  Bq at a distance of m. In this way the γ
dose-rate constant for Xe was determined.)

 Basic Nuclear Physics

An atomic nucleus of mass number A consists of Z protons and N neutrons: A = Z + N . The
atomic number Z of stable nuclei is related to the atomic mass approximately according to

Zstable =
A

. + . A/ . ()

For light nuclei (Z ≤ , calcium) Z = A/ holds; for heavy nuclei one has approximately
Z = A/.. The atomic number Z characterizes the chemical properties of an atom. Nuclei
with fixed Z and variable N are called isotopes. If the isotopes are radioactive they are called
radioisotopes. Nuclei with a fixed sum of protons and neutrons, i.e., constant mass number A,
are called isobars. Nuclei with fixed neutron but varying proton number are called isotones.
Protons and neutrons are approximately of the same mass,mneutron/mproton = . .

Nuclei with excess neutrons are normally β− emitters. In this nuclear process a neu-
tron (n) transforms into a proton (p) under emission of an electron (e−) and an electron
antineutrino ( νe),

n � p + e− + νe . ()
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⊡ Table 

Dose-rate constantsΓ for some β- andγ-rayemitters (Grupen; Krieger ; Sauter ;

Unger and Trubey )

Radioisotope β dose-rate constant ( Svm

Bq h
)


 P . × −


Co . × −


Sr . × −


I . × −


 Tl . × −

Radioisotope γ dose-rate constant ( Svm

Bq h
)


C . × −


Na . × −


Na . × −


Ar . × −


K . × −


Cr . × −


Mn . × −


Mn . × −


Fe . × −


Co . × −


 Co . × −


Ni . × −


Zn . × −


Kr . × −


Zr . × −

m
Tc . × −

m
Ag . × −


Sb . × −


I . × −


I . × −


Xe . × −

m
Xe . × −


Cs . × −


Ba . × −


Eu . × −


Ra . × −


Ra in equilibriumwith its decay products . × −
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Free neutrons have a lifetime of  s (Amsler et al. ). Light nuclei with excess protons are
mostly β+ emitters. In this case a proton decays into a neutron under emission of a positron
(e+) and a neutrino (νe),

p � n + e+ + νe . ()

Free protons are stable (τp >  years) since there are no lighter baryons into which they could
decay. In β+ emitters also electron capture can occur:

p + e− � n + νe . ()

β decays frequently lead to excited nuclear levels of the final-state nucleus (“daughter nucleus”).
The excited daughter nucleus de-excites into the ground state under the emission of γ rays.
Since the energy difference between the excited nucleus and the ground state is fixed, γ rays, in
contrast to decay electrons from nuclear β decay, have a discrete energy.

An example for β decay is


Cs � 

Ba
∗

+ e− + νe
� 

Ba + γ
. ()

The electron can receive a maximum energy of .MeV (.MeV if the decay proceeds
directly into the ground state). The photon from the decay of the excited Ba∗ has an energy of
 keV. All this information is best summarized in a decay-level diagram (see > Fig. ).

Heavy, high-mass nuclei tend to decay under the emission of an α particle, i.e., a helium
nucleus. This decay mode is frequently in competition to β+ decay, but the proton excess for
most heavy nuclei can more easily be reduced by the emission of α particles. Also, there are
theoretical reasons (nuclear shell model, strong binding of helium nuclei) why α decay is usu-
ally favored. Thus, for example, U decays into excited states of the 

Th isotope. Since the

Eg = 662 keV

137
55Cs (T1/2 = 30 a)

137m
56Ba (T1/2 = 2.6 min)

137
56Ba

b -
1 (94%) Emax = 0.51 MeV

Emax = 1.17 MeV

b -
2 (6%)

g

⊡ Fig. 

Decay-level diagram of Cs (Grupen )
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nuclear levels are characterized by fixed energies, the emitted α particles in this two-body
decay are monoenergetic. Apart from α emission, heavy nuclei (for Z ≥ ) can also decay
by spontaneous fission.

As a result of a nuclear transmutation atomic electrons can also be emitted: An atomic
nucleus will normally release its excess energy Eex by γ emission. However, it is also possi-
ble that its excitation energy is transferred directly onto an electron in the atomic shell. Such
electrons are called conversion electrons. If a vacancy in the atomic shell is produced by elec-
tron capture or conversion, the electrons in the atomic shell will try to reach a more favorable
energetic state. In this way a vacancy in the K shell can be filled up by an electron from
the L shell. The energy difference EK − EL is liberated and can either be emitted as charac-
teristic X rays with EX = EK − EL or, if EK − EL > EL, it can be transferred directly to
another L electron that will leave the atom with the energy EK − EL. Such an electron is called
Auger electron.

 Basic Interactions

Charged particles (electrons, positrons, protons, helium nuclei, etc.) will ionize matter in a
direct way, in contrast to neutral particles (neutrons, neutrinos, etc.) or short-wavelength elec-
tromagnetic radiation (X rays and γ rays), which are ionizing only indirectly. Strictly speaking,
radiation is never directly measured, rather it can only be detected via its interaction with mat-
ter. A large number of specific interaction processes exists.These interactions are characteristic
for charged particles, neutrons, neutrinos, X rays, and γ radiation.

Charged particles lose their energy essentially by excitation and ionization and by
bremsstrahlung.

In the field of practical radiation protection it is sometimes desirable to consider only the
local energy deposit, i.e., collisions with relatively low energy transfer. The idea is that in colli-
sions with large energy transfers long-range δ electrons are created that are weakly ionizing and
therefore have only little biological effect, in contrast to the high ionzation density generated by
low energy transfers. (The energy spectrum of ionization electrons falls off like /є, where є is
the kinetic energy of the electrons knocked out from the atom. These electrons are also called
“knock-on electrons” or δ rays.)This led to the introduction of the concept of the linear energy
transfer (LET). The LET of charged particles is the ratio of the average energy loss ΔE, where
only collisions with energy transfers smaller than a given cut-off parameter Ecut are considered,
and the traversed distance Δx,

LET = LEcut = (
ΔE
Δx
)

Ecut

. ()

The energy cut parameter is usually given in eV. A value of LET indicates that only colli-
sions with energy transfers below  eV are considered. High linear-energy-transfer radiation
corresponds to high biological effectiveness, and this type of radiation is very important for
cancer treatment. At the end of their range, charged particles produce a strong ionization peak
(“Bragg peak”) which is a consequence of the /v dependence of the energy loss (v – velocity
of the charged particle); see > Fig. .

Neutrons are of particular importance for radiation protection because of their high rela-
tive biological effectiveness. For neutrons with energies that are typical in the field of radiation
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Energy loss of carbon ions C in water as a functions of depth (Grupen and Shwartz ;

Kraft , )

protection (Ekin ≤ MeV), the following detection reactions can be considered:

n + 
Li � α + 

H , ()

n + 
B � α + 

Li , ()

n + 
He � p + 

 H , ()

n + p � n + p . ()

Just as with neutrons, photonsmust first produce charged particles in an interaction process,
which are then normally detected via processes of ionization, excitation, and scintillation. The
interactions of photons are fundamentally different from those of charged particles since in a
photon interaction process the photon is either completely absorbed (photoelectric effect, pair
production) or scattered through relatively large angles (Compton effect). Photons are absorbed
in matter according to

I = I e−μx , ()

where μ is the mass attenuation coefficient. For the Compton effect the photon survives the
interaction, and consequently one has to distinguish the mass absorption coefficient from the
mass attenuation coefficient. For that purpose one defines the Compton scattering coefficient:

μcs =
E′γ
Eγ

μCompton effect. ()

In this relation, Eγ and E′γ are the energies of the photons before and after scattering in the
Compton process. The Compton absorption coefficient is then the difference between the total
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probability for the Compton effect and the Compton scattering coefficient:

μca = μCompton effect − μcs . ()

The attenuation or absorption coefficients are frequently normalized to the area density:

μ(cm−) = μ((g/cm
)

−
) ρ ()

(ρ – density of the absorber in g/cm).
> Figure  shows the mass attenuation andmass absorption coefficients for photons in lead.
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Energy dependence of the mass attenuation coefficient μ andmass absorption coefficient

μa for photons in lead. μpe describes the photoelectric effect, μpp pair production, μcs

Compton scattering, and μca Compton absorption. μa is the total mass absorption

coefficient (μa = μpe + μpp + μca) and μ the total mass attenuation coefficient

(μ = μpe + μpp + μc with μc = μcs + μca) (Grupen )
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Photopeak identification in a mixture of radioisotopes based on the pulse-height spectrum

recorded with a high-purity germanium detector (Kalthoff )

Radioactive isotopes are best identified by the full-absorption peak (“photopeak”) which
represents a fingerprint of the decaying nucleus (see > Fig. ).

 Radiation Sources

One might assume that only radioisotopes are significant sources of radiation. The rapid
development in basic physics research and its technical applications have created a variety of
possibilities for producing nearly all sufficiently long-lived elementary particles and photons
in the form of radiation sources. The energy range from ultracold particles (≪ meV) up to
energies of  TeV can be covered. If, in addition, cosmic rays are considered, also particles and
photons with energies in excess of  TeV are available albeit at low intensity. In the following
subsections the main methods of production of ionizing radiation are described.

. Particle Radiation

All charged particles can be accelerated and stored up to very high energies in accelerators.Most
accelerators are circular installations in which the particles to be accelerated are kept in a vac-
uum beam pipe by magnetic dipole fields.The particles are then accelerated by high-frequency
alternating electromagnetic fields in so-called cavities which are fed by klystrons. (A klystron is
an electron tube that generatesmicrowaves by velocity modulation. Usually a beam of electrons
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is passed through a resonant cavity where it interacts with high-frequency radio waves, in the
course of which a bunched beam is produced. At accelerators klystrons are used as amplifiers at
microwave and radio frequencies to produce high-power driving forces for the particle beams.)
For beam focusing quadrupole magnets and magnetic correction lenses are used.

Typically electrons, positrons, protons, and antiprotons are accelerated, e+ and e− to, say,
GeV in electron synchrotrons and p and p̄ to a maximum of TeV (p) in proton syn-
chrotrons. By extracting the accelerated particles a large number of secondary particles can
be produced by collisions with an external target, which then can also be stored themselves.
In the field of experimental high energy physics mainly pion, kaon, and muon beams are pro-
duced for this purpose and also neutrino beams can bemade available. Beams of negative pions
have also been used in the field of medicine for tumor treatment. Heavy ions, which can also be
accelerated in synchrotrons up to high energies, are also an excellent tool for tumor treatment
in the framework of hadron and heavy-ion therapy.

Even though charged pions, kaons, and muons are relatively short-lived (τπ = ns,
τK =  ns, τ


μ = .µs), they can still be used at high energies as secondary radiation because

of the relativistic time dilatation.Muons can even be stored in circular accelerators. For energies
of about GeV the lifetimes of charged pions, kaons, and muons are given by (γ is the Lorentz
factor):

τπ = γτπ =
E

mπc
τπ ≈ .µs , ()

τK = γτK ≈ ns , ()
τμ = γτμ ≈ µs . ()

Muons of this energy can travel a distance of about  km before they decay. A linear accelerator
usually serves as injector for a circular accelerator.This type of accelerator is also frequently used
in medicine. In linear accelerators particles (mostly electrons and positrons) can be accelerated
up to energies of  TeV.

At high energies it makes sense – at least for electrons – to use linear accelerators. A circular
movement represents an accelerated motion and accelerated charged particles suffer an energy
loss by synchrotron radiation. The time-dependent emission of radiation of a charged particle
of energy E in a synchrotron with bending radius r is

dW
dt
∝ (

E
mc

)

 
r

, ()

wherem is the restmass of the accelerated particle. Because of the low electronmass compared
to that of a proton (me/mp ≈ /,) the energy loss of electrons in circular accelerators at high
energies can be considerable. For example, the energy loss of -GeV electrons in the Large
Electron–Positron collider LEP at CERN (circumference  km, bending radius r = ,m)
per revolution was

W ∝
dW
dt

πr, W = C
E

r
, ()

W = . × − GeV− m
(GeV)

,m
()

= .GeV , ()
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so that electron accelerators at high energies can practically only be operated as linear
accelerators. Because of the high proton mass the synchrotron-radiation loss for these particles
does not currently limit their energies in synchrotrons.

The production of neutrino beams is also worth mentioning. Neutrino beams play a dom-
inant role in particle physics when the validity of the standard model of particle physics is to
be tested. Since the interaction cross section of neutrinos (ν) is exceedingly small, neutrino
beams of high intensity have to be generated so that statistically significant interaction rates
are achieved. Normally muon neutrinos are used for this purpose, where these neutrinos are
produced in pion or muon decays (π+ → μ+ + νμ , π− → μ− + νμ , μ+ → e+ + νe + νμ ,
μ− → e− + νe + νμ). In planned so-called neutrino factories the neutrino fluxes will be very
high: high enough for aspects of radiation protection to play an important role.

. Photon Sources

X-ray tubes represent a classical photon source. This energetic electromagnetic radiation was
discovered by Wilhelm Conrad Röntgen in . In typical X-ray tubes photons with energies
up to several hundred keV can be produced, even the MeV range is accessible.The X-ray spec-
trum is continuous since it is created by electron bremsstrahlung. It is, however, superimposed
by discrete X-ray lines, which are characteristic for the used anode material. The energies of
characteristic X rays can be determined using Moseley’s law:

E(Kα) = Ry (Z − ) (

n −


m ) . ()

In this equation n and m are the principal quantum numbers and Ry is the Rydberg con-
stant (. eV). For example, for Kα radiation on lead (n = , m = ) one obtains
E(KPb

α ) = . keV.
The photon energy range which is classically covered by X-ray tubes is also obtained by

synchrotron-radiation sources. However, the photon flux of synchrotron-radiation sources is
higher bymany orders of magnitude.The synchrotron-photon spectrum is continuous just like
the bremsstrahlung spectrum of X-ray tubes. Because of the high intensity of the synchrotron-
photon spectrum intense monoenergetic photon beams can be produced by monochromators.
(A device that producesmonochromatic radiation from a polychromatic source. For X rays nor-
mally diffraction by crystals, which act like an optical grating, is used.) Such monochromatic
X rays from electron synchrotrons are, for example, used in diagnostics in the field of nonin-
vasive coronary angiography. The coronary arteries are marked with stable iodine as contrast
agent. Two digital images, one below and one above the K absorption edge, are taken, and sub-
tracted in a computer.This allows to suppress the absorption in the surrounding tissue thereby
yielding an image of the blood vessels of high contrast (“dual-energy technique” or “K-edge
subtraction technique”).

Decays of neutral pions (π
→ γ + γ) or annihilations of electrons and positrons

(e+ + e− → γ + γ, used in positron emission tomography (PET)) are sources of energetic pho-
tons. For completeness also decays of radioisotopes have to be mentioned, which – after α or
β activity – decay frequently by γ emission into the ground state. In these decays photons with
energies up to several MeV can be produced. As a consequence of nuclear transformation also
excitations in the electron shell can occur leading to characteristic X rays.
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In electron–photon interactions energetic electrons can produce high-energy photons by
the inverse Compton effect. This process plays a dominant role in X-ray and γ-ray astronomy.

. Neutron Sources

Neutrons are predominantly produced in strong interactions. In spallation neutron sources,
energetic hadrons (mostly protons) produce a large number of neutrons in reactions with heavy
nuclei. It is possible to create up to  neutrons per reaction by the bombardment of nuclei
with hadrons. The spallation neutrons are created over a wide energy range and could ideally
be used for the purpose of transmutation of nuclear waste. In such transmutations long-lived
fission products from nuclear-fission reactors can be transformed by neutron interactions into
short-lived or even stable isotopes.This technique, if being used on a large scale, could represent
an attractive alternative to the disposal of radioactive waste in underground cavities or other
deposits. In dedicated neutron generators single neutrons can be produced by the bombardment
of special targets with protons, deuterons, or alpha particles. In this way neutrons in the MeV
range are obtained.

A classical technique is the neutron production in (α, n) reactions. α-ray-emitting radioiso-
topes are mixed with a beryllium isotope. The α rays interact with Be to produce neutrons of
around MeV according to the reaction

α + Be � C + n . ()

As α emitter one can use radium (Ra), americium (Am), plutonium (Pu), polonium
(Po), or curium (Cm, Cm). The neutron yield for these (α, n) reactions is of the order
− per α particle.

In fission reactors highly radioactive fission products are generated. Since the fission mate-
rials, for example, U, are relatively neutron rich, the fission products contain too many
neutrons. The neutron excess can be decreased by the emission of prompt or delayed neutrons.
Nuclear-fission reactors are therefore a rich source of neutrons. The fission products can also
try to reach a stable final state by successive β− decays.

In the Sun, which is a fusion reactor, globally four protons are fused into helium. In a fusion
power plant deuterium and tritium will be fused to helium:

d + t � He + n . ()

In this reaction an energetic neutron is generated (En = .MeV). The original hope that
fusion power plants would be completely clean from the point of view of radiation protection
is not fully tenable. These energetic neutrons are very difficult to shield. They will activate the
reactor materials and produce radioisotopes, so that a fusion reactor also represents a potential
danger from the point of view of radiation protection. On the other hand, it is desirable that
energetic neutrons are produced, despite their disadvantageous effects on the materials, as they
are the source of power of fusion reactors. It has to be mentioned, however, that the big advan-
tage of fusion reactors is that uncontrolled chain reactions cannot occur, which is definitely a
possible problem with nuclear-fission reactors.

Finally, it should be mentioned that under extreme conditions – as can be found, for exam-
ple, in supernova explosions – the pressure in the hydrogen plasma can be so high that electrons
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are merged with protons. In such a deleptonization process

p + e− � n + νe ()

neutrons are produced. Because of the average lifetime of neutrons of  s, these neutrons –
even at very high energies – will decay long before reaching Earth, if traveling in that direc-
tion. In most cases, however, they do not escape from the supernova but are rather caught in a
neutron star after a gravitational collapse.

. Cosmic-Ray Sources

Cosmic rays may present a radiation hazard, in particular, for flight personnel. Radiation-
relevant aspects concerning cosmic rays are presented in some detail in > Sect. . Here only
the potential of cosmic rays as sources of particles for measurement and calibration of detec-
tors shall be mentioned. Primary cosmic rays consist mainly of protons, α particles, and some
heavy nuclei (Z ≥ ). By interactions of primary cosmic rays with atomic nuclei of the atmo-
sphere the initial primary particles initiate cascades of secondary and tertiary particles. In this
way predominantly pions and kaons are generated. These mesons can either induce further
interactions or decay. (Pions and kaons are mesons which belong to the group of strongly
interacting particles (“hadrons”). These hadrons include baryons and mesons. Protons, neu-
trons, and their excitations are baryons. In the naïve quark model baryons are composed of
three quarks. For example, the proton (uud) is a bound state consisting of two up quarks
(electric charge +/ of an elementary charge) and a down quark (electric charge −/ of an
elementary charge), while the neutron is a udd state. In contrast, mesons are bound states
of a quark and an antiquark. For example, the positively charged pion (π+) is a ud̄ state.)
The competition between interaction and decay depends on the local density of the atmo-
sphere. The soft component of cosmic rays consisting of electrons, positrons, and photons
(initiated by π decay) will be absorbed relatively fast in the atmosphere. In contrast, the
decay products of charged pions and kaons, namely, muons and neutrinos, can easily reach
sea level. Eighty percent of charged cosmic rays at sea level are composed of muons, which
are mainly distributed over an energy range from about GeV up to  TeV. Because of the
low interaction probability cosmic neutrinos play almost no role for the purposes of radiation
protection.

The omnidirectional muon flux at sea level through a horizontal area amounts to about 
particle per square centimeter and minute, corresponding to a flux for near-vertical directions
per solid angle and area of

ϕ(μ±) =  × − cm− s− sr− . ()

Because of their low energy loss (≈ MeV/(g/cm
)) muons can also reach large depths

underground.
In the field of radiation protection, cosmic-ray muons will lead to a background in all radi-

ation monitors, in addition to that from terrestrial radiation. A contamination monitor with
a horizontal area of  ×  cm will measure a background rate of ≈ particles per minute
purely due to cosmic rays. This result should not only be considered as a disadvantage since it
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represents at the same time a function test of themeasurement devices. For such a test no artifi-
cial radiation sources are required. Formeasurementson radioactivematerials this background
rate has to be considered in any case.

 Radiation Detectors

The necessity for the measurement of radiation exposures originates from the fact that this
type of radiation has to be surveyed, controlled, and limited. Humans also have to be protected
against unexpected exposures. On the one hand, the surveillance of radiation-exposed work-
ers, the measurement of external radiation exposures, contaminations, and incorporations, in
particular, in working areas, are very important. On the other hand, the environment has to be
protected against unnecessary exposures. The latter point of view includes the determination
of radiation exposures of the population, the monitoring of the disposal of radioactive waste
into the environment, and the examination of the distribution of radioactive material in the
biosphere (atmosphere, soil, water, food). In addition, national radiation-protection authori-
ties also have realized that radiation exposures from natural sources have to be considered. In
certain situations, natural radiation can increase the radiation level for individuals of the popu-
lation quite considerably.Therefore, these natural sources cannot be neglected in the framework
of radiation protection.

The radiation detectors used in the field of radiation protection have to be reliable and
robust and their measurements have to be reproducible. It is important to note that for different
types of radiation adequate detectorsmust be used.The detailed working principles of standard
radiation detectors are described in various articles in this handbook in great detail. Here we
only present in the following some general features mostly relevant to the field of radiation
protection.

. Ionization Chambers

A very simple radiation detector is the ionization chamber. Radiation incident into an ion-
ization chamber will produce electrons and ions by ionization of the counter-gas filling. These
charge carriers are collected in a constant homogeneous electrical field. Since there is no gas gain
in this type of chamber, the signals are very small. Therefore, these signals have to be amplified
electronically. Ionization chambers are excellently suited for the measurement of α rays which
deposit their total energy in the chamber volume. Since the chamber signals are proportional to
the energy, these detectors allow α-ray-spectroscopy measurements. Ionization chambers also
permit an accurate measurement of the ion dose and the ion-dose rate via a measurement of
the chamber current.

. Proportional Counters and Geiger–Müller Counters

The detection technique in sealed proportional counters and Geiger–Müller counters is
the same as in ionization chambers. But in contrast to ionization chambers, one measures the
current and voltage signals and counts them instead of measuring the chamber current. The
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Sketch of a cylindrical gas counter

mechanical and electrical setup of a cylindrical gas counter is shown in > Fig. . Depending
on the high voltage, one distinguishes between proportional counters andGeiger–Müller coun-
ters. (The high voltage depends on the counter geometry, the anode-wire diameter, and the gas
filling. Typical values for the proportional regime are around V for anode wires with µm
diameter for an argon/methane gas filling of :. For otherwise identical conditions Geiger–
Müller tubes require somewhat higher voltages, like about ,V.) The electrical field in the
cylindrical counter is inhomogeneous – its field strength varies inversely proportional with the
distance to the anode wire. The charge carriers produced by ionization will drift depending on
the sign of their charge to the anode or cathode. The electrons drift to the anode wire. When
they approach the anode they will encounter stronger and stronger field strengths. If they gain
on their mean free path, i.e. between two collisions with gasmolecules, an energy from the elec-
trical field which is larger than the ionization energy of the gas, then gas amplification starts.
This charge-carrier amplification sets off an avalanche. In the proportional range gas-gain fac-
tors of about  are achieved. The discharge in the proportional counter is localized to the
position where the particle has passed through the chamber. Since the output signal in the pro-
portional counter is proportional to the energy loss (or the energy, if the particle is completely
absorbed in the detector volume), strongly ionizing α particles and weakly ionizing β rays can
be distinguished in this operation mode.

For higher anode voltages a transition from the proportional range to the Geiger–Müller
regime is observed. The discharge in the counter volume will spread laterally along the whole
anode wire and gas gains of  up to  are reached. The signals in the Geiger–Müller mode
are independent of the type and energy or energy loss of the incident particle. Therefore, it
is impossible to distinguish different particle types with this detector. The advantage is that
the signal amplitudes are rather large so that no sensitive amplifiers are needed for the signal
analysis.

Thedetection efficiency for charged particles in both counter types is close to %. Photons,
however, will only be measured with an efficiency on the order of a few percent.This is because



  Radiation Protection

photons first have to create charged particles in the chamber volume, and the interaction
probability is relatively small because of the low target density of the gas filling.

Proportional counters and Geiger–Müller counters allow the measurement of low doses
and activities. They are also an excellent detector for dose-rate measurements. A problem with
a sealed proportional counter or Geiger–Müller counter is that low-energy α and β radiation
might easily be absorbed in the chamber walls. For low-energy α and β rays, therefore, open
gas flow detectors are frequently used. Radioactive samples (e.g., C for radioactive carbon
dating) are installed inside the counter so that an absorption in the chamber walls is avoided.
For large-area counters for the measurement of activities and contaminations the gas volume is
terminated by an extremely thin plastic foil. This entrance window normally is also transparent
for α and β rays. Large-area counters are frequently used as personal radiation and contami-
nation monitors.They mostly contain several parallel anode wires and they are operated in the
proportional regime (“multi-wire proportional chamber”).

To find out the optimal working point of a gas counter, the count rate as a function of the
high voltage is measured.The obtained dependence exhibits a plateau, where the counting rate
(which is given by the radioactive source used) is independent of the applied high voltage or
where there is only very little variation with the voltage. The length of the count-rate plateau
and its slope is a measure of the quality of the counter. The working point is best chosen right
at the center of the count-rate plateau.

Activity measurements in the high-rate domain with Geiger–Müller counters must be cor-
rected for dead-time losses.The ionizing power of particles and the following gas amplification
produces a large number of charge carriers which will decrease the external field strength.
Therefore, the counter is for a certain time insensitive for further particle registration.This time
is called dead time. Only when the charge carriers produced by the ionization of the incident
particle are removed from the sensitive volume can further particles be recorded. The counter
is said to be dead after each particle passage for a certain time τ. The amount of the time where
the counter is insensitive for particle measurements per unit time is Nτ if N is the count rate.
This means that the counter is only sensitive for the fraction  − N τ. The true count rate Ntrue

is obtained after correction for dead-time effects to be

Ntrue =
N

 − N τ
. ()

Rate measurements with Geiger–Müller counters on board American space probes
(Explorer I) in the late s showed suddenly extremely low count rateswhen they flew through
the Van Allen radiation belts, so that the physicists were afraid that the detectors stopped
to work properly. The apparent low count rates were, however, related to the extremely high
particle fluxes in the Van Allen belts which produced extremely large effective dead times.

For scintillation counters the dead times are much smaller (typically τ ≈ nanoseconds).
Therefore, scintillation counters are highly superior over Geiger–Müller counters for high-rate
measurements.

. Scintillation Counters

Scintillation counters can not only be used for the measurement of charged particles but also
for the detection of γ rays (> Fig. ). The photons are absorbed by the scintillation-counter
medium undergoing photoelectric effect, Compton scattering, or pair production. The created
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Sketch of a scintillation counter with photomultiplier readout

electrons or positrons excite in the scintillator medium electrons in atomic shells into higher
states. Upon de-excitation the scintillator gives off light. The light yield is proportional to the
deposited energy in the scintillator. To produce a photon in the visible spectral range an energy
loss of about  eV is required.The scintillation photons will be propagated via a light guide to
the photocathode of a photomultiplier. This photomultiplier then converts the incoming scin-
tillation photons via the photoelectric effect into photoelectrons, which will be amplified in
the photomultiplier by secondary emission on dynodes. In this way signals of about mV at
the output of the photomultiplier are obtained.The construction of a scintillation counter with
photomultiplier readout is shown in > Fig. .

Suitable scintillation materials are inorganic doped crystals (NaI(Tl), CsI(Tl), LiI(Eu),
etc.), organic liquids (p-terphenyl, anthracene), or polymerized solids. The organic scintilla-
tion counters consist mostly of three components, one of which is the primary scintillator
(e.g., naphthalene), a wavelength shifter (e.g., butyl PBD [PBD = -(-tert.-butylphenyl)--
(-biphenyl-,,-oxadiazole)]), and a solving agent (e.g., Uvasol [trade name of Merck, Ger-
many] for liquid scintillators or PMMA [polymethylmethacrylate (also known under the name
Plexiglas� or Lucite)] for polymerized solids). The primary scintillation material is not trans-
parent for its own scintillation light. Therefore, the wavelength shifter has to shift the primary
light into a lower frequency range for which the scintillator is transparent. At the same time, the
frequency of the light can be adjusted to the spectral sensitivity of the photomultiplier. Liquid
and plastic scintillators have the large advantage that their shape can be adjusted to the required
measurement geometry.

A simple procedure for testing the functionality of proportional or scintillation counters is
to measure the so-called background rate. The background rate originates from the radiation
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of the natural environment. As with all statistical phenomena the result of such a measurement
is subject to certain fluctuations which are not related to the inaccuracy of the measurement,
but have their origin in the stochastic character of the radioactive decay. For low background
the rates per unit time can be described by an asymmetric Poisson distribution (negative values
cannot occur):

f (N , μ) =
μNe−μ

N !
, N = , , , , . . . . ()

In this distribution μ is the average value μ = 
k ∑

k
i= Ni of k measurements. N ! is a shorthand

for the product of  ×  ×  ×  ×⋯× N , called N factorial.
For higher count rates the Poisson distribution can be approximated by a Gaussian distri-

bution. This Gaussian is symmetrical around its average value. The function

f (N , μ) =


√

πσ
exp(−

(N − μ)

σ  ) ()

describes the form of a Gaussian. The width of the Gaussian can be described by its standard
deviation σ . Within μ ± σ one finds .% of all measurement values, and within μ ± σ there
are .% of the measured values. From the fit to the data the full width at half maximum
(FWHM) can easily be read.This FWHM is related to the standard deviation by

ΔNFWHM =  ×
√

 × ln  σ = . σ . ()

The statistical error for a single measurement is given by the square root of the count rate.These
considerations apply for all count-rate measurements.

For themeasurements of the activity of radioactive sources the background effect always has
to be considered.This background rate can vary for different places because the environmental
activity also depends on where it is measured.

Because of the excellent detection efficiency for photons, scintillation counters (mainly inor-
ganic scintillation counters) are used for the detection of γ rays and for γ-ray spectroscopy.They
can also be used for high-precision dose-ratemeasurements.Even though scintillation counters
have a high intrinsic time resolution, saturation effects at very high count rates will occur.

. Semiconductor Counters

Semiconductor counters have a superior energy resolution over scintillation counters. In semi-
conductor counters, which are mostly based on silicon or germanium, only about  eV are
required to produce an electron–hole pair. Hence, more electron–hole pairs are produced for
a fixed energy deposit compared to the number of photons generated in scintillation counters.
The electron–hole pairs created by α, β, or γ rays are collected in an external electrical field
before they can recombine (“solid-state ionization chamber”).

Because of their high energy resolution, semiconductor counters are ideally suited for γ
spectroscopy and the identification of radioisotopes via their characteristic γ-ray lines. This is,
for example, demonstrated in > Fig. .

In addition to silicon and germanium semiconductor detectors also other materials like
gallium arsenide (GaAs), cadmium telluride (CdTe), and cadmium–zinc telluride (CdZnTe)
are frequently used in the field of radiation protection and nuclear physics.
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. Neutron Dosimeters

For the purpose of neutron dosimetry these neutral particles first have to create charged par-
ticles in nuclear interactions. For the measurement of neutrons in a Geiger–Müller counter or
proportional counter one can use as a counting medium BF to eventually measure the α par-
ticles from the reaction n + B → α + Li. In a LiI(Eu) scintillator one takes advantage of the
interaction n + Li → α + H for the production of α particles and tritons.

Apart from boron-trifluoride counters and albedo dosimeters also nuclear-track detectors
are used to a large extent for fast, energetic neutrons. These track-etch detectors can measure
neutrons in the energy range from  to MeV. Typical applications are works at accelerators,
the handling of radium–beryllium sources in the laboratory, or the measurement of the high-
energy neutron component in cosmic rays at large flight altitudes. This last measurement is
of particular importance for the flying personnel. Track-etch dosimeters made from dedicated
materials are largely insensitive against α, β, and γ rays. Neutrons produce a certain local radi-
ation damage in the material, which can be made visible by etching, for example, with a solvent
like NaOH. The evaluation of nuclear-track detectors is quite cumbersome because the etch
cones produced by neutrons are relatively small and frequently demand scanning the etched
material with a microscope.

. Personal Dosimeters

In the field of personal dosimetry one has to distinguish betweendirectly and indirectly readable
dosimeters. Ionization chambers can be constructed as pen-type pocket dosimeterswhich allow
a direct reading of the received dose on a scale calibrated inmilli- or microsievert.The sensitive
volume of a pen-type pocket dosimeter consists essentially of a capacitor which is charged to a
certain voltage. The irradiation of the chamber gas leads to a dose-proportional current which
discharges the capacitor slowly. Just as with an electrometer, the charge state of the capacitor is
read with the help of a quartz dial which is imaged via a built-in optic to a scale calibrated in
milli- or microsievert. If one uses pen-type pocket dosimeters for X rays, one has to consider
that low-energy X rays can easily be absorbed in the walls of the dosimeter. Furthermore, the
sensitivity of a pen-type pocket dosimeter varies considerably for energies below  keVdue to
the strong dependence of the photoelectric cross section on the photon energy (see > Fig. ).

The most popular and well-known indirectly readable dosimeter is the film-badge dosime-
ter. These dosimeters use the blackening of a photographic film (X-ray film) as a measure for
the received dose. By metal absorbers (Cu, Pb) of different thickness information about the
intensity, direction of incidence, radiation type, and even the energy can be achieved. A hole in
the cassette also allows the measurement of low-energy β rays. Because of the high degree of
information, the mechanical stability, and the possibility of permanent documentation, official
dosimeters are mostly film badges. There are, however, several disadvantages of film badges,
namely, the limited durability of films, the sensitivity to humidity and high temperature, the
limited measurement accuracy, and the laborious way of reading the information.

Film dosimeters have their limitations in determining the skin dose parametersHp() and
Hp(.). New types of dosimeters optimized for the measurement of the penetration of radia-
tion into the skin, like the “sliding-shadow” dosimeters have become available.These dosimeters
also allow a determination of the photon energy and its angle of incidence. Furthermore they
can discriminate between β and γ rays.
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Relative sensitivity of a pen-type pocket dosimeter in its dependence on the photon energy

Phosphate-glass dosimeters can be used in the field of radiation protection because they
will give off a characteristic fluorescence radiation under exposure to ultraviolet light, where
this fluorescence radiation is proportional to the intensity of the received energy dose. This
type of dosimeter is frequently constructed in a spherical form which partially compensates
for the distinct energy dependence of the dose reading (“spherical dosimeter”). By using γ-ray
filters (from tin) or neutron filters (from plastic with boron content) the identification of the
radiation type also appears possible.

Phosphate-glass dosimeters have a large measurement range, a very low long-term fading,
and they canbe analyzed repeatedly so that the information they contain is available formultiple
documentation. One of the disadvantages of these types of dosimeters is related to the fact that
the analysis of these dosimeters requires a rather expensive readout system.

Thermoluminescence dosimeters (TLDs) take advantage of the property of some inorganic
compounds (e.g., LiF) to give off light when they are heated up after excitation with ionizing
radiation. The light intensity is proportional to the received energy dose. A distinct advantage
of thermoluminescence dosimeters is that even for very small dimensions they exhibit a high
sensitivity and they can be used just as phosphate-glass dosimeters as finger-ring dosimeters.
A disadvantage is certainly the tedious analysis and the fact that the heating-up of the thermo-
luminescence dosimeter erases the dose information. However, this can also be considered as
an advantage because after heating up the thermoluminescence material this type of dosimeter
can be used anew.

An interesting candidate giving useful applications for the measurement of low-level radi-
ation are thermoluminescence badges containing the rare-earth metal thulium in the form of
thulium acetate or thulium acetylacetonate.This material has a very high radiation sensitivity
with the added advantage that low-energyX rays and γ rays can be separately detected.Thulium
emits light in the ultraviolet ( nm) and in the visible range ( nm).

Albedo neutron dosimetersmeasure low-energy neutrons which are backscattered from the
body of the person who carries such a dosimeter. They mostly consist of thermoluminescence
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sheets in which neutrons can be detected via reactions with boron or lithium. The calibration
depends, however, on the person that carries this type of dosimeter.

For radon monitoring, plastic detectors can be used (cellulose-nitrate sheets). The α rays
which occur in the decay chain of the radon isotope will produce a local radiation damage in
the plastic material which can be etched with soda solution and hence made visible.

Occasionally, a problem occurs with the determination of body doses after radiation acci-
dents if no dosimeter information was available (accident dosimetry). A possibility to work
out the received body dose after the fact is given by the so-called hair-activation method. Hair
contains sulphur with a concentration of mg sulphur per gram hair. By neutron interactions
(e.g., after a reactor accident) the sulphur can be activated according to

n + S � P + p . ()

In this way the radioisotope phosphorus  is produced, which has a half-life of . days. In
addition to this, radioactive silicon  is produced by

n + S � Si + α . ()

The Si radioisotope interferes with the phosphorus-activity measurement. The half-life
of the Si isotope, however, amounts to only . h. Therefore, one waits until this activ-
ity has decayed before the P activity is measured. In case of a surface contamination of
the hair substantial cleaning is also necessary before the phosphorus activity of the hair is
measured.

Phosphorus  is a pure β-ray emitter. The maximum energy of the electrons is .MeV.
Because of the low expected count rates, a detector with high efficiency and low background
is required. For example, an actively and passively shielded end-window counter can be used.
The received radiation dose can be inferred from the phosphorus- activity with the help of
the known activation cross section.

A further possibility of accident dosimetry is given by the procedure of blood activation.
Human blood contains about mg sodium per milliliter. This concentration is about the same
for all humans. By the capture of thermal neutrons the stable Na isotope transforms into
radioactive Na,

n + Na � Na + γ . ()

Again activities of short-lived radioisotopes produced in this neutron-capture process can inter-
fere with the Na-activity measurement. After a suitable decay time the remaining activity of
Na (T/ =  h, Eβ−max

= .MeV with subsequent γ emissions) can be recorded and used as
basis for the determination of the received dose.

The presented radiation detectors help to identify radioisotopes, to determine the amount of
radioactivity release, tomonitor possible illegal clearance of radioactivematerial, and to observe
the effect of radiation on the environment and on humans. In typical surveillance programs for
nuclear power plants it is required that the different ways of exposure due to external and inter-
nal radiation, the release rates into water and air, the concerned food chains, and the identity
of the released radioisotopes have to be determined. The corresponding measurement tech-
niques have to be very sensitive since the permitted dose-rate limits for the release of radioactive
material into the environment for the normal population are usually quite low.

Dose-rate measurements for personal dosimetry predominantly employ ionization cham-
bers and Geiger–Müller counters. Because of the energy and directional dependence of these
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⊡ Table 

Typical applications of different measurement techniques for personal dosimetry

Dosimeter
Principle of
operation

Radiation type

measurement
range

Advantages and
disadvantages

Film badge Photo- γ, β Can be documented,

chemical .mSv– Sv insensitive for

blackening low-energy γ rays
Pen-type Ionization γ Very sensitive,

pocket chamber .–mSv, permanently readable,

dosimeter also other insensitive for

ranges of α and β rays,

measurement cannot be documented

Directly read- Ionization or γ Permanently readable,

able dosimeter proportional .µSv– Sv cannot be

(“pocket chambers and documented

dosimeter”) GM counters

TLD Thermo- γ, (β) Suitable for the meas-

dosimeter luminescence .mSv– Sv urement of low doses,

measurement cannot be documented

Phosphate- Photo- γ Can be documented,

glass luminescence .mSv– Sv can be read

dosimeter measurement repeatedly

Albedo Neutron n, γ Calibration

neutron moderation .mSv– Sv depends on the

dosimeters by the carrier human carrier

Track-etch Material n Can be documented,

dosimeter damage .mSv–.mSv the evaluation

in polycar- requires the knowledge

bonate films of the radiation field

Radon Material α Can be documented

personal damage –

dosimeter in cellulose kBqh/m a

nitrate films

aFor a trimonthly surveillance (corresponding to  working hours) this corresponds to an average radon
concentration at the workplace of –, Bq/m

detectors, the frequently unknown mixtures of types of radiation, and the impossibility to
record low-energy β-ray emitters, themeasurementerrors are quite substantial (–%). If the
activity and dose of a mixture of different γ-ray sources has to be determined, the uncertainty
of the measurement can amount to % and even more.

Typical domains, where differentmeasurement techniques for personal dosimetry are used,
are compiled in > Table .
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It can be noticed that there is only one personal detector for α rays in > Table , namely,
the radon personal dosimeter. Due to the short range of α particles in air or clothing, the exter-
nal irradiation by α rays mostly represents no radiation risk. An exception consists of radon
inhalation in a radon environment.

 Safety Standards

The ICRP has proposed safety standards to protect the health of workers and the general public
against the dangers arising from ionizing radiation. The recommendations are laid down in a
EuropeanDirective (Council Directive //EURATOM)whichwas presented to theMember
States of the European Community.

The Directive has defined safety standards for exposed workers in the following way:

• The limit on the effective dose is mSv in a consecutive -year period, subject to a max-
imum effective dose of mSv in any single year. In accordance with this, most Member
States have defined an annual limit of mSv.

• The annual limit on the equivalent dose for the lens of the eye is mSv.
• The annual limit on the equivalent dose for the skin is mSv.
• The annual limit on the equivalent dose for the hands, forearms, feet, and ankles is

mSv.

The annual limit for the whole-body dose for the general population, for example, from
nuclear power plants, is mSv in most countries.

The general recommendation is that reasonable steps must be taken to ensure that the
exposure of the population as a whole is kept as low as reasonably achievable (ALARA
principle).

In contrast, other countries, for example, the USA, have regulations which differ distinctly
from the European Directive. For example, the annual whole-body dose limit for workers
exposed to ionizing radiation in the USA is mSv (many laboratories in the USA set lower
limits) compared to mSv in European countries. Other differences are that in the USA the
old radiation units (rad and rem) are still in use ( Sv =  rem, Gy =  rad).

 Organization of Radiation Protection

The responsibility for the correct integration of the radiation-protection rules in a company,
nuclear power plant, research center, or an university lies in the hands of the radiation-
protection supervisor. The radiation-protection supervisor has to appoint in a radiation-
protection directive an appropriate number of radiation-protection officers for the control and
surveillance of the work in question.The radiation-protection officer or, for short, the radiation
officer has to be qualified for his/her work in the field of radiation protection. In contrast to
this the radiation-protection supervisor need not be an expert in the field of radiation protec-
tion. He/she transfers the duty to respect the regulations of radiation protection to the radiation
officer.
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The regulations in the field of radiation protection require that persons who will handle
radioactivematerial, for example, students in a nuclear physics lab at a university, are instructed
about the possible dangers of handling radioactive sources. This instruction must be done
annually and has to cover a number of aspects which are:

• Introduction into the local laboratory safety rules.
• Introduction into the standard working procedures with radioactive sources.
• Information with respect to possible dangers.
• Information about radiation exposures.
• Description of the safety rules and possible protection techniques.
• Accurate information about the relevant radiation-protection safety rules.
• Instructions about the organization of radiation protection, and the responsibility of the

radiation officer.Theworkers perform their tasks under the guidance of the radiation officer
and they are bound to follow his instructions.

It is the aim of safety measures in the field of radiation protection to avoid unneces-
sary radiation exposures, contaminations, and ingestion and inhalation of radioactive material
(“incorporations”). To a certain extent, of course, there are radiation exposures which are
unavoidable, but it is the aim to reduce these unavoidable radiation exposures, contamina-
tions, or incorporations to a level as low as reasonably achievable.This is the so-called ALARA
principle. There are, however, national radiation-protection regulations which require the radi-
ation exposure to be kept as low as possible. Of course, it must be ensured that the exposures
stay within the limits given by the regulations. To fulfill these requirements is the main task
of the radiation-protection officer. (In the early days of the study of radioactivity the concept
of “radiation protection” did not even exist and there was no “radiation officer.” Physicists like
Becquerel, Curie, and Hahn handled relatively large quantities of radioactive substances with
their bare hands. In addition to this, any radioactive material given off as gas or airborne dust
was frequently inhaled. Even today the logbooks ofMarie and Pierre Curie are contaminated by
radium (half-life  years) and their decay products, and they are on loan in the Bibliothèque
Nationale only with special restrictions.)

In the following some practical aspects of radiation protection are listed, namely,

• Licensing
• Installations
• External facilities
• Design approval
• Fire fighting
• Arrangements for mitigating the consequences of a severe accident
• Training of radiation workers
• Protection of air, water, and soil
• Radiation exposure from specific causes or unforeseen circumstances
• Handling of unsealed radioactive sources
• Contamination and decontamination
• Medical supervision
• Storage and security of radioactive substances
• Bookkeeping and declaration
• Treatment of radioactive waste
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One might assume that only radioisotopes are significant sources of radiation. However, as
mentioned in > Sect. , there is quite a variety of possibilities to produce all kinds of particles
over a wide energy range.

Regulations for X-ray sources and X-ray facilities are analoguous to the normal radiation-
protection standards.

Many radiation accidents in the fields of medicine and technology are caused by losses and
careless disposal of radioactive material. The reason for unnecessary exposures is frequently
due to improper storage of disused radioactive sources.

Radiation accidents in largemanufacturing plants and nuclear-medical sections of hospitals
are frequently caused by nonexisting elementary safety rules. In the case of existing safety rules
they are often ignored. It is also essential that themaintenance personnel are suitably trained and
aware of the radiation risks. Radiation-protection regulations must be meticulously respected,
otherwise accidental irradiations or even accidents may occur.

The basic rules in the field of radiation protection are:

• Limit the activity of radioactive material
• Use shielding whenever possible
• Limit the exposure time
• Keep suitable distance to the radioactive material if possible
• Avoid contamination
• Avoid incorporations

As far as shielding is concerned one has to keep in mind that γ rays are effectively absorbed
by heavy materials, like lead. In contrast, electrons are best stopped with a sandwich starting
with low-Z material followed by lead. In this way one avoids bremsstrahlung by fast electrons
which is difficult to shield.When the electrons are slowed down by the low-Z material they are
stopped by a layer of lead. Neutrons are best absorbed by materials that contain many protons
because neutrons can transfer their energy effectively to partners of the same mass.

An incorrect shielding might even lead to an increased dose, because behind an inade-
quately designed shield the particle rate can increase due to interactions in the shielding. This
built-up effect has to be considered.

 Environmental Radiation

Natural radioactivity from the environment has three components:

● Cosmic rays (≈ .mSv/year),
● Terrestrial radiation (≈ .mSv/year),
● Ingestion (eating, drinking, and breathing) (≈ .mSv/year).

Cosmic rays from our Sun and our galaxy and terrestrial radiation from the Earth’s crust as
well as incorporations of radioisotopes from the biosphere represent whole-body exposures.
A special role is played by the inhalation of the radioactive noble gas radonwhich, in particular,
represents an exposure for the lungs and the bronchi. In addition to these natural sources further
exposures due to technical, scientific, and medical installations developed by modern society
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Altitude dependence of proton, electron, andmuon fluxes in the atmosphere

occur.The existence of natural radioactive substances, however, demonstrates that radioactivity
and the development of life coexisted since the very earliest times on our planet.

OurMilkyWay is the dominant source of high-energy cosmic rays.The low-energy particles
predominantly originate from our Sun. Primary cosmic rays consist largely of protons (≈ %)
and helium nuclei (≈ %). Only % of primary nuclei are heavier than helium.

The altitude dependence of protons and secondary electrons and muons is shown in
> Fig. . Secondary particles are created in interactions of primaries in the atmosphere. At
sea level, cosmic-ray muons are the dominant particle species, which present an omnipresent
background for radiation detectors.

The soil of the planet Earth contains substances which are naturally radioactive and pro-
vide natural radiation exposures. The most important radioactive elements that occur in the
soil and in rocks are the long-lived primordial isotope potassium (K), and the isotopes of
radium (Ra) and thorium (Th). The radioisotopes K, Ra, and Th also occur in
many building materials (such as concrete and bricks).

Themost important natural isotopes that occur in air, in drinking water, and in food are the
isotopes of hydrogen (tritium: H), carbon (C), potassium (K), polonium (Po), radon
(Rn), radium (Ra), and uranium (U). These natural radioactive elements accumulate
in the human body after being taken in with food, water, and air so that humans themselves
become radioactive. The natural radioactivity of the human body is about ,Bq and origi-
nates predominantly from K and C.The dominant contribution to the natural radioactivity
originates from the inhalation of radon isotopes.The production of radon and radon daugthers
and the exhalation of radon from the ground is sketched in > Fig. . Average and extreme per
capita exposures from natural radiation sources are compiled in > Table .
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Aerosol attachment

Decay
products
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⊡ Fig. 

Production and release of Rn

⊡ Table 

Radioactive per capita exposures from natural sources

Source Average exposure per year Highest values

Cosmic radiation ≈ .mSv mSv (At high altitudes)

Terrestrial radiation ≈ .mSv mSv (Ramsar, Iran)

Incorporation of radioisotopes ≈ .mSv mSv (For extreme diet)

Theexposure of humans fromX-ray diagnostics, radiology, and radioactive substances from
technical installations amounts to about mSv/year. The dominant source for the per capita
exposures is the application of X rays, β, and γ rays in medicine in diagnostics and therapy.
Some examples are given for illustration. Taking an X-ray image of the lungs gives a whole-
body dose of about .mSv. An angiography of the arteries or an X-ray of a kidney represent an
exposure of mSv. In contrast, an X-ray image of the teeth leads to a dose of only .mSv.

The total per capita dose for the population from natural sources and from technical
installations (mainly medicine) amounts to about mSv/year to mSv/year. The legal limits
for radiation-exposed workers and the general population mentioned above do not apply to
this unavoidable natural radiation and to exposures from medical diagnostics and therapy.
The legal limits only concern exposures additional to environmental radiation and medical
exposures.
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Comparison of radiation from the natural environment, exposures from nuclearmedicine,

legal limits, and exposures from nuclear weapon tests in the atmosphere and from the

Chernobyl accident (Grupen )

> Figure  shows the evolution of different contributions to the annual whole-body dose
over the last  years.

 Biological Effects of Radiation

Any radiation exposure might have negative effects on health. This can be considered as the
basic principle of radiation protection. It is therefore no surprise that radiation damage due to
ionizing radiation was first observed right after the discovery of radioactivity by Becquerel.The
biological effect of ionizing radiation is a consequence of the energy transfer by ionization and
excitation to body cells.

• Early effects:This radiation damage occurs immediately after the irradiation. From awhole-
body dose of . Sv upward a modification of the hemogram is visible. From  Sv on clear
symptoms of radiation sickness are to be expected. However, the recovery of the patients is
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⊡ Table 

Risk factors for radiation-induced cancer

Concerned organ or tissue

Risk factor for mSv

whole-body irradiation

Red bone marrow (leukemia)  × −

Periosteum, surface of bones  × −

Colon  × −

Liver  × −

Lung  × −

Esophagus  × −

Skin  × −

Stomach  × −

Thyroid gland  × −

Bladder  × −

Chest  × −

Ovaries  × −

Other organs or tissue  × −

Total radiation-induced cancer risk  × −

Genetic risk  × −

nearly guaranteed. For a whole-body dose of  Sv the chance of survival is %. This dose
is called the lethal dose. For a dose of  Sv the mortality is nearly %.

• Delayed radiation damage: A typical late effect is cancer after a period of latency, which can
amount to several decades. In contrast to prompt damage, whose effect is proportional to
the received dose, delayed radiation-damage effects represent a stochastic risk, whichmeans
the probability of a damage to occur depends on the dose, but nothing can be said about
whether the sickness will be serious or not. The total cancer risk per absorbed dose of  Sv
is estimated to be about  × −. Detailed risk factors for specific types of cancer are given
in > Table .

• Genetic damage: Radiation absorption in germ cells can result in mutations. For the irra-
diated person mutations are not recognizable. They will only manifest themselves in the
following generations. During the genetically significant age of humans (up to the age of
) about  genetic mutations occur due to environmental factors. A radiation exposure
of mSv will add another two mutations; this corresponds only to  or % of the natural
rate of mutations.The average risk factor for radiation effects, which can be inherited in the
first two generations, is estimated to be − per  Sv.

Apart from damage due to ionizing radiation favorable effects after radiation exposures
have also been observed. This effect is called hormesis. It is suggested that low doses of non-
natural radiation might increase the lifetime of cells. The idea is that cells are able to repair
minor damage as caused by natural radioactivity and that cells become more resistant if they
are regularly stimulated to repair themselves by being exposed to additional nonnatural low-
level radiation. For the purposes of radiation protection, however, one must assume that any
additional irradiation should be avoided if possible.
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 Conclusions

Radiation is everywhere.Air, soil, rocks, animals, and plants are radioactive. Life has developed
in this environment of natural radiation.Therefore it is good to know about possible biological
hazards if additional radioactivematerial is used in research and technology.Most countries rely
on the so-called ALARA principle, which states that by using radioactive material the effect on
humans and the environment should be “as low as reasonably achievable.” Limits for additional
radiation have to comply with exposures from natural radiation. In most places these doses are
around a few millisieverts per year, sometimes with large fluctuations. Radiation doses from
medical diagnosis and treatment on average are comparable to the exposure from natural radi-
ation. The ICRP has recommended a limit for the annual whole-body dose of mSv, which
has been implemented in most national regulations. To survey and control such limits, suitable
detector equipment must be available.Themajority of detectors, as described in this article and
in this handbook, can be used for this purpose. A special point for radiation detection is that
these instrumentsmust be robust and reliable. Qualified personnel is required to guarantee that
the legal aspects of radiation protection are respected.
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Abstract: Since long time, the compelling scientific goals of future high-energy physics
experiments were a driving factor in the development of advanced detector technologies.
A true innovation in detector instrumentation concepts came in , with the develop-
ment of a fully parallel readout for a large array of sensing elements – the Multi-Wire
Proportional Chamber (MWPC), which earned Georges Charpak a Nobel prize in physics
in . Since that time radiation detection and imaging with fast gaseous detectors, capa-
ble of economically covering large detection volumes with low mass budget, have been
playing an important role in many fields of physics. Advances in photolithography and
microprocessing techniques in the chip industry during the past decade triggered a major
transition in the field of gas detectors from wire structures to Micro-Pattern Gas Detector
(MPGD) concepts, revolutionizing cell-size limitations for many gas detector applications.
The high radiation resistance and excellent spatial and time resolution make them an
invaluable tool to confront future detector challenges at the next generation of colliders.
The design of the new micro-pattern devices appears suitable for industrial production.
Novel structures where MPGDs are directly coupled to the CMOS pixel readout repre-
sent an exciting field allowing timing and charge measurements as well as precise spatial
information in D. Originally developed for the high-energy physics, MPGD applications
have expanded to nuclear physics, photon detection, astroparticle and neutrino physics,
neutron detection, and medical imaging.

 Introduction

The single-wire proportional counter, invented more than  years ago by E. Rutherford
and H. Geiger (Geiger and Rutherford ), and its high-gain successor, the Geiger–Mueller
counter first described in  (Geiger and Mueller ), can be considered the ancestors of
all modern gaseous detectors and were for many decades a major tool for the study of ionizing
radiation. Forty years ago, in , the instrumentation in experimental particle physicswas rev-
olutionized with the advent of the Multi-Wire Proportional Chamber (MWPC) (Charpak et al.
). With its excellent accuracy and modest rate capability, the MWPC allowed large areas to
be instrumented with fast tracking detectors and were able to localize particle trajectories with
sub-mm precision. Confronted by the increasing demands of particle-physics experiments,
MWPCs have continuously improved over the years (Sauli ; Charpak and Sauli , ;
Grupen ; Sauli ; Blum et al. ). Gradually replacing slower detectors, numerous
generations of gaseous devices, with novel geometries and exploiting various gas properties,
have been developed: Drift Chamber (Walenta et al. ), Multi-Drift Module (Bouclier et al.
), JET Chamber (Drumm et al. ), Time Projection Chamber (TPC) (Nygren andMarx
), Time Expansion Chamber (Walenta ), Multi-Step Chamber (Charpak and Sauli
), Ring-Imaging Cherenkov Counter (Seguinot and Ypsilantis ), Resistive Plate Cham-
ber (Santonico and Cardarelli ), and many others. However, limitations have been reached
for MWPC-based devices in terms of maximum rate capability and detector granularity.
A fundamental rate limitation of wire chambers, due to positive-ion accumulation in the gas
volume, was overcome with the invention of Micro-Strip Gas Chamber (MSGC) (Oed ),
capable of achieving position resolution of few tens of microns at particle fluxes exceeding
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the MHz/mm range (Barr et al. ). Developed for the projects at high-luminosity collid-
ers, MSGCs promised to fill a gap between the performing but expensive solid-state detectors
and cheap but rate-limited traditional wire chambers. Despite their impressive performance,
detailed studies of long-term behavior at high rates revealed two possible weaknesses of the
MSGC technology: formation of deposits on the electrodes, affecting gain and performances
(“aging effects”), and appearance of rare but destructive discharges in the presence of highly
ionizing particles (Bagaturia et al. ).

The invention ofMicro-PatternGasDetectors (MPGD), in particular theGas ElectronMul-
tiplier (GEM) (Sauli ), theMicro-Mesh Gaseous Structure (Micromegas) (Giomataris et al.
), and other micro-pattern detector schemes, offers the potential to develop new gaseous
detectors with unprecedented spatial resolution, high-rate capability, large sensitive area, and
operational stability (Sauli and Sharma ; Titov ). Recent developments in radiation-
hardness researchwith state-of-the-artMPGDs revealed that theymight be even less vulnerable
to the radiation-induced aging effects than standard silicon micro-strip detectors, if reason-
able precautions are taken on the components’ quality (Titov et al. ; Titov ). In some
applications, requiring very large-area coverage with moderate spatial resolutions, more coarse
macro-patterned detectors, for example, thick-GEMs (THGEM) (Periale et al. ; Chechik
et al. ; Breskin et al. ) or patterned resistive thick GEM devices (RETGEM) (DiMauro
et al. ) could offer an interesting and economic solution. In addition, the availability of
highly integrated amplification and readout electronics allows for the design of gas-detector sys-
temswith channel densities comparable to that of modern silicon detectors. An elegant solution
is the use of a CMOS pixel ASIC (Application Specific Integrated Circuit), assembled directly
below theGEMorMicromegas amplification structures (Costa et al. ; Bellazzini et al. ;
Campbell et al. ; Bamberger et al. b).Modernwafer post-processing also allows for the
integration of a Micromegas grid directly on top of a CMOS pixelized readout chip (Chefdev-
ille et al. ). In , the rd collaboration at CERN has been established to further
advance technological developments of MPGDs and associated electronic-readout systems, for
applications in basic and applied research (http://rd-public.web.cern.ch/RD-Public).

 Basic Principles: Ionization, Transport Phenomena, and
AvalancheMultiplication

The low density of gaseous media sets basic limitations to the performances of detectors. The
process of detection in gas proportional counters starts with the inelastic collisions between the
incident particle and gas molecules.These collisions lead to excitation of the medium (followed
by the emission of the light, the basis of scintillation detectors) and ionization, the primary
signal for tracking devices.The numberNP and the space distribution of the primary ionization
clusters depend on the nature and energy of the radiation.The primary electrons can often have
enough energy to further ionize the medium; the total number of electron–ion pairs (NT) is
usually a few times larger than the number of primaries (NP). > Table  provides values of
relevant parameters in some commonly used gases at NTP (normal temperature and pressure)
for unit-charge minimum-ionizing particles (MIPs) (Sauli and Titov ).

The primary statistics determines several intrinsic performances of gas detectors, such as
efficiency, time resolution, and localization accuracy.The actual number of primary interactions
follows the Poisson’s statistics; the inefficiency of a perfect detector with a thin layer of gas is

http://rd51-public.web.cern.ch/RD51-Public
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⊡ Table 

Properties of noble andmolecular gases at normal temperature andpressure (NTP: ○ C, one

atm). EX , EI: first excitation, ionization energy;WI: average energy per ion pair; dE/dx∣min, NP,

NT : differential energy loss, primary and total number of electron–ion pairs per cm, for unit-

charge minimum-ionizing particles. Values often differ, depending on the source, and those

in the table should be taken only as approximate (Sauli and Titov )

Gas Density (mg cm−) Ex (eV) EI (eV) WI (eV) dE/dx∣min (keV cm−) NP (cm−) NT (cm−)

He . . . . . . 

Ne . . .  .  

Ar . . .  .  

Xe . . .  .  

CH . . .  .  

CH . . .  .  

iCH . . .  .  

CO . . .  .  

CF . . .  .  

given by e−NP . Therefore, in one mm of Ar/CO (:), approximately % of all MIPs do not
release a single primary electron cluster and therefore cannot be detected. The total energy
loss, sum of primary and secondary ionization, follows a statistical distribution described by a
Landau function, with characteristic tails toward higher values. A simple composition law can
be used for gasmixtures: for example, the number of primary (NP) and total (NT) electron–ion
pairs produced by MIP in a  cm of Ar/CO (:) mixture at NTP is:

NP =  ⋅ . +  ⋅ . = 
pairs
cm

; NT =


⋅ . +



⋅ . ≈ 

pairs
cm

. ()

While charged particles release an ionization trail of primary electron clusters, low-energy
X rays undergo a single localized interaction, usually followed by the emission of the photo-
electron, accompanied by a lower-energy photon or Auger electron. For example, a . keV X
ray converts in argon mainly on a K shell (. keV); the emitted photoelectron with energy
Eγ − EK ∼ . keV has a practical range in the detector of ∼µm. In addition, with % prob-
ability another (Auger) electron with energy ∼ keV (∼µm range in argon) is ejected; in the
remaining cases, a  keV K–L fluorescence photon is produced with a mean absorption length
of mm. The sum of the energies of photoelectron and Auger electron is responsible for the
main . keV peak, while fluorescence mechanism leads to the Ar escape peak. The total num-
ber of electron–ion pairs created by X rays absorbed in argon can be evaluated by dividing its
energy by theWI : 

 ≈ .
Once released in the gas, and under the influence of an applied electric field, electrons and

ions drift in opposite directions and diffuse toward the electrodes. The scattering cross section
is determined by the details of atomic andmolecular structure.Therefore, the drift velocity and
diffusion of electrons depend very strongly on the nature of the gas, specifically on the inelastic
cross section involving the rotational and vibrational levels of molecules. In noble gases, the
inelastic cross section is zero below excitation and ionization thresholds. Large drift velocities
are achieved by adding polyatomic gases (usually CH, CO, or CF), having large inelastic
cross sections at moderate energies, which results in “cooling” electrons into an energy range
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of the Ramsauer–Townsendminimum (located at ∼. eV) of the elastic cross section of argon.
The reduction in both the total electron scattering cross section and the electron energy results
in a large increase of the electron drift velocity (for a compilation of electron–molecule cross
sections, see http://rjd.web.cern.ch/rjd/cgi-bin/cross). Another principal role of the polyatomic
gas is to absorb the ultraviolet (UV) photons emitted by the excited inert gas atoms.The quench-
ing of UVphotons occurs through the photodecomposition of polyatomicmolecules. Extensive
collections of experimental data (Peisert and Sauli ) and theoretical calculations based on
transport theory (Biagi ) permit estimates of drift and diffusion properties in pure gases
and their mixtures. In a simple approximation, gas kinetic theory provides the following rela-
tion between drift velocity, v, and the mean collision time between electron and molecules, τ
(Townsend’s expression): v = eEτ/m. Values of drift velocity for some commonly used gases at
NTP, computed with theMAGBOLTZ program (see http://consult.cern.ch/writeup/magboltz),
are given in > Fig. . Using fast CF-based mixtures at fields around kV/cm−, the electron
drift velocity is around  cm ⋅ µs− . Since the collection time is inversely proportional to the
drift velocity, diffusion is less in gases such as CF that have high drift velocities. In the presence
of an external magnetic field, the Lorentz force acting on electrons between collisions deflects
the drifting electrons andmodifies the drift properties. For parallel electric andmagnetic fields,
drift velocity and longitudinal diffusion are not affected, while the transverse diffusion can be
strongly reduced: σT(B) = σT(B = )/

√

 + ωτ, whereω is the (angular) cyclotron frequency
of the electron. This reduction is exploited in a TPC to improve spatial resolution.

In mixtures containing electronegative molecules such as O, HO, or CF, electrons can
be captured to form negative ions. Capture cross sections are strongly energy dependent, and
therefore the capture probability is a function of the applied field. For example, the electron
is attached to the oxygen molecule at energies below  eV. The three-body electron attach-
ment coefficients may differ greatly for the same addition in different mixtures. As an example,

0

2

0 1,000 2,000 3,000

Ar

Ar–CH4 90:10

CH4

CF4

Ar–CO2 70:30

E (V/cm)
4,000 5,000

4

6

8

D
rif

t v
el

oc
ity

 (
cm

/μ
s) 10

12

14

⊡ Fig. 

Computed electron drift velocity with the MAGBOLTZ program as a function of the electric

field in several gases at NTP and B = . For different conditions, the horizontal axis must be

scaled inversely with the gas density (Sauli and Titov )

http://rjd.web.cern.ch/rjd/cgi-bin/cross
http://consult.cern.ch/writeup/magboltz
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at moderate fields (up to  kV/cm), the addition of .% of oxygen to an Ar/CO mixture
results in an electron-capture probability about  times larger than for the same addition
to Ar/CH. Carbon tetrafluoride is not electronegative at low and moderate fields, making its
use attractive as drift gas due to its very low diffusion. However, CF has a large cross section
for dissociative attachment in the – eV electron energy range (Christophorou et al. ).
Depending on geometry, some signal reduction and resolution loss can be expected using
this gas.

The primary ionization signal is very small in a gas layer: in  cm of Ar/CO (:)
at NTP only ∼ electron–ion pairs are created. Therefore, one has to use an “internal gas
amplification” mechanism to generate a detectable signal in gas counters; excitation and subse-
quent photon emission participate in the avalanche-spread processes and can also be detected
by optical means. If the electric field is increased sufficiently, electrons gain enough energy
between collisions to ionize molecules. Above a gas-dependent threshold, the mean free path
for ionization, λi , decreases exponentially with the field; its inverse, α = /λi , is the first
Townsend coefficient. In wire counters, most of the increase of the avalanche particle den-
sity occurs very close to the anode wires, and a simple electrostatic consideration shows
that the largest fraction of the detected signal is due to the motion of positive ions reced-
ing from the wires. The electron component, although very fast, contributes very little to the
signal. This determines the characteristic shape of the detected signals in the proportional
mode: a fast rise followed by a gradual increase. The slow component, the so-called ‘ion tail’
that limits the time resolution of the counter, is usually removed by differentiation of the
signal. In uniform fields, N initial electrons multiply over a length x forming an electron
avalanche of size N = N eαx ; N/N is the gain of the counter. Gas amplification of –

is usually required in order to provide signals with sufficient amplitudes for conventional
electronics.

Positive ions released by the primary ionization or produced in the avalanches drift and
diffuse under the influence of the electric field. Negative ions may also be produced by elec-
tron attachment to gas molecules.The drift velocity of ions in the fields encountered in gaseous
counters (up to few kV/cm) is typically about three orders of magnitude lower than for elec-
trons. The ion mobility, μ, the ratio of drift velocity to electric field, is constant for a given ion
type up to very high fields (McDaniel and Mason ; Shultz et al. ). For mixtures, due
to a very effective charge-transfer mechanism, only ions with the lowest ionization potential
survive after a short path in the gas. The diffusion of ions, both σL and σT , are proportional
to the square root of the drift time, with a coefficient that depends on temperature but not on
the ion mass. Accumulation of ions in the gas volume may induce gain reduction and field
distortions.

 TheMulti-Wire Proportional, Drift, and Time Projection
Chambers

The invention of the Multi-Wire Proportional Chambers (MWPC) revolutionized the field of
radiation detectors (Charpak et al. ; Charpak and Sauli ). In the original design, the
MWPC consists of a set of parallel, evenly spaced, anode wires stretched between two cathode
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Electric field lines and equipotentials in (a) a multi-wire proportional chamber and (b) a drift

chamber. Thin anode wires (running perpendicular to the page) are placed equidistantly

between two parallel cathode planes and act as a set of independent proportional

counters (Charpak and Sauli , )

planes. Applying a potential difference between anodes and cathodes, field lines and equipoten-
tials develop as shown in > Fig. a. Typical values for the anode-wire spacing range between 
and mm, the anode-to-cathode distance is –mm.The operation gets increasingly difficult
at smaller wire spacings. For example, the electrostatic repulsion for thin (µm) anode wires
causes mechanical instability above a critical wire length, which is less than  cm for -mm
wire spacings (Sauli and Titov ). In an MWPC, electrons formed by ionization of the gas
drift toward the plane of anode wires, initially in a nearly uniform field. The signal multiplica-
tion process, which begins a few radii from the anode, is over after a fraction of a nanosecond,
leaving the cloud of positive ions receding from the wires. A large negative-polarity-induced
pulse appears on the anode on which the avalanche is collected, while the neighboring wires
show smaller positive-amplitude pulses. Detection of charge over a predefined threshold pro-
vides the transverse coordinate to the anode wire with an accuracy comparable to that of the
wire spacing. With a digital readout and s = mmwire spacing, the spatial resolution is limited
to σ = s

√


= µm. The cathode planes can be also fabricated in the form of isolated strips
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or group of wires (Sauli ). Making use of the positive charge signals induced by avalanches
on segmented cathodes, the so-called electronic center-of-gravity (COG) method, allows bidi-
mensional localization of the ionizing event. Due to the statistics of energy loss and asymmetric
ionization clusters, the position accuracy is ∼µm rms for tracks perpendicular to the wire
plane, but degrades to ∼µm at ○ to the normal (Charpak et al. ).

Drift chambers, developed in the early s, can estimate the position of a track by
exploiting the arrival time of electrons at the anodes if the time of interaction is known
(Walenta et al. ). The distance between anode wires is usually several centimeters allow-
ing coverage of large areas at reduced cost. In the original design, a thicker wire at proper
voltage between anodes (field wire) reduces the field at the middle point between anodes
and improves charge collection (> Fig. b). In some drift-chambers design, and with the
help of suitable voltages applied to field-shaping electrodes, the electric field structure is
adjusted to improve the linearity of the space-to-drift-time relation, resulting in better spa-
tial resolution (Breskin et al. ). Drift chambers can reach a spatial resolution from timing
measurement of order µm (rms) or better for minimum-ionizing particles, depending
on geometry and operating conditions. However, a degradation of resolution is observed
(Breskin et al. ) due to primary-ionization statistics for tracks close to the anode wires,
caused by the spread in arrival time of the nearest ionization clusters. For an overview of detec-
tors exploiting the drift time for coordinate measurement, see Grupen () and Blum et al.
().

The “ultimate” drift chamber is the TPC concept invented in  (Nygren andMarx ),
which combines a measurement of drift time and charge induction on cathodes. It has been
the prime choice for large tracking systems in e+e− colliders (PEP- (Nygren et al. ),
ALEPH (Decamp et al. ), DELPHI (Sacquin et al. )) and proved its unique resolv-
ing power in heavy-ion collisions (NA (Afanasev et al. ), STAR (Wieman et al. )).
A TPC consists of a large gas volume, with an uniform electric field applied between the central
electrode and a grid at the opposite side. The ionization trails produced by charged particles
drift toward the end plate, segmented into D readout pads; the third coordinate is measured
using the drift-time information. A good knowledge of electron drift velocity and diffusion
properties is required, which has to be combined with the modeling of electric fields in the
structures (http://consult.cern.ch/writeup/magboltz, http://www.ansoft.com). Gaseous TPCs
are often designed to operate within a strong magnetic field (typically parallel to the drift field)
so that particle momenta can be estimated from the track curvature. A conventional readout
structure, based on MWPC and pads, is a benchmark for the most modern ALICE TPC, which
incorporates innovative and state-of-the-art technologies, from the mechanical structures to
the readout electronics and data processing chain (Meyer ; Antonczyk et al. ). TPC
performance has been recently improved by replacing wire planes with MPGDs; TK TPC is
an example of the large-volume TPC based on the Micromegas amplification structure (Anvar
et al. ).

The production of positive ions in the avalanches and their slow drift before neutralization
result in a rate-dependent accumulation of positive charge in the detector. This may result in
significant field distortion, gain reduction, and degradation of spatial resolution. As shown in
> Fig. , the gain of an MWPC starts to drop at particle rates above  mm− s−, leading
to a loss of detection efficiency (Breskin et al. ). Together with the practical difficulty to
manufacture detectors with sub-mmwire spacing, this has motivated the development of new-
generation gaseous detectors for high-luminosity accelerators.

http://consult.cern.ch/writeup/magboltz
http://www.ansoft.com
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Normalized gas gain as a function of particle rate for Multi-Wire Proportional Chamber

(MWPC) (Breskin et al. ) and Micro-Strip Gas Chamber (MSGC) (Barr et al. )

 Micro-Pattern Gas Detectors (MPGD)

Despite various improvements, position-sensitive detectors based on wire structures are lim-
ited by basic diffusion processes and space-charge effects in the gas to localization accuracies of
–µm (Aleksa et al. ). Modern photolithographic technology led to the development
of novel Micro-Pattern Gas Detector (MPGD) concepts (Sauli and Sharma ), revolutioniz-
ing cell-size limitations for many gas detector applications. By using pitch size of a few hundred
microns, an order of magnitude improvement in granularity over wire chambers, these detec-
tors offer an intrinsic high-rate capability (> Hz/mm), excellent spatial resolution (∼µm),
multiparticle resolution (∼µm), and single-photoelectron time resolution in the ns range.

The Micro-Strip Gas Chamber (MSGC), a concept invented in , was the first of the
microstructure gas detectors (Oed ). The principle of MSGCs resembles a multi-anode
proportional counter, with a set of parallel metal strips laid on a thin resistive substrate, and
alternately connected as anodes and cathodes (see > Fig. ). Through an accurate and simple
photolithography process, the anode strips can be made very narrow (∼µm) with a typi-
cal pitch (distance between strips) of ∼µm. When appropriate potentials are applied to the
electrodes, negative with respect to the anode on both drift electrode and cathodes, electrons
released in the drift volume move toward the strips and start to multiply, as they approach the
high-field region. All field lines from the drift volume terminate on the anodes, resulting in full
electron-collection efficiency. Owing to the small anode-to-cathode distance, the fast removal
of positive ions by nearby cathode strips reduces space-charge build-up, and provides a greatly
increased rate capability of the MSGC, compared with wire chambers (Barr et al. ) (see
> Fig. ). As in the conventional proportional counter, a large fraction of the negative signal on
the anodes is induced by the rapidlymoving ions, resulting in a fast rise time. Signals of opposite
polarity are induced on neighboring cathodes and on the back-plane electrode. Although their
primary use has been as position-sensitive detectors for particle tracking, MSGCs can also pro-
vide energy information for spectroscopic measurements.Their energy resolution is enhanced
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(a) Schematic view, equipotentials, and field lines in the MSGC (Sauli and Sharma ). The

back-plane potential has been selected to prevent field lines entering the dielectric; (b)

Microscopic image of the MSGC electrodes. On a resistive substrate, narrow (∼µm) anode

strips alternate with wider cathodes; the pitch is µm (http://gdd.web.cern.ch/GDD/)

compared to a wire counter, because the avalanche fluctuations are minimized, as a result of the
sharp gradient in the electric field strength near the anode surface (Miyamoto and Knoll ).

Despite their promising performance, experience with MSGCs has raised serious con-
cerns about their long-term behavior. There are several major processes, particularly at high
rates, leading to the following MSGC operating instabilities: substrate charging-up and time-
dependent distortions of the electric field, surface deposition of polymers (“aging”) during
sustained irradiation, and destructive micro-discharges under exposure to heavily ionizing
particles (Charpak and Sauli ; Bouclier et al. ). The physical parameters used to man-
ufacture and operate these detectors (substrate material, metal of strips, type and purity of the
gas mixture) appeared to play dominant roles in determining the medium- and long-term sta-
bility. To avoid surface charging, the substratemust have some finite electrical conductivity, and
a number of different recipes for slightly conducting glass and/or coatings on other materials
have emerged in the development of these devices.

The problem of discharges is the intrinsic limitation of all single-stage micro-pattern
detectors in hadronic beams (Peskov et al. ; Bressan et al. a; Ivaniouchenkov et al.
). Whenever the total charge in the avalanche exceeds a value of – electron–ion
pairs (Raether limit), an enhancement of the electric field in front of and behind the pri-
mary avalanche induces a fast growth of a filament-like streamer followed by breakdown.
This has been confirmed under a wide range of operating conditions and multiplying gaps
(Ivaniouchenkov et al. ; Fonte et al. ; Iacobaeus et al. ; Peskov and Fonte ).
In the high fields and narrow gaps, the MSGC turned out to be prone to irreversible discharges
induced by heavily ionizing particles and destroying the fragile electrode structure (Bagaturia
et al. ).

Nevertheless, the detailed studies on their properties, and, in particular, on the radiation-
induced processes leading to discharge breakdown, led to the development of more pow-
erful devices with improved reliability and radiation hardness. Modern MPGD structures

http://gdd.web.cern.ch/GDD/
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can be grouped into two large families: hole-type structures and micromesh-based detec-
tors. The hole-type structures are GEMs, THGEM, RETGEM, and Micro-Hole and Strip Plate
(MHSP) elements.Themicromesh-based structures include:Micromegas, “Bulk” Micromegas,
“Microbulk” Micromegas, and “InGrid.”

Introduced in  by F. Sauli (), a gas electron multiplier (GEM) detector consists of
a thin-foil copper-insulator-copper sandwich chemically perforated to obtain a high density
of holes in which avalanche formation occurs. The GEMmanufacturing method, developed at
CERN, is a refinement of the double-side printed circuit technology.The copper-clad polymer is
engraved on both sides with the desired hole pattern; controlled immersion in a kapton-specific
solvent opens the channels in the insulator. The hole diameter is typically between µm and
µm, while the corresponding distance between holes varies between µm and µm.
The central insulator is usually (in original design) the polymer kapton, with a thickness of
µm. Application of a potential difference between the two sides of the GEM generates the
electric field indicated in > Fig. a. Each hole acts as an independent proportional counter.
Electrons released by the primary ionization particle in the upper drift region (above the GEM
foil) are drawn into the holes, where charge multiplication occurs in the high electric field (–
 kV/cm). Most of avalanche electrons are transferred into the gap below the GEM (Bressan
et al. b; Bachmann et al. ). Several GEM foils can be cascaded (see > Fig. b), allowing
the multilayer GEM detectors to operate at an overall gas gain above  in the presence of
highly ionizing particles, while strongly reducing the risk of discharges (Bachmann et al. ,
). This is a major advantage of the GEM technology. Systematic measurements with the
multiple-GEM structures confirm that the gains and charge-transfer processes are predictable
from electrostatic considerations and an avalanche-developmentmodel (Bachmann et al. ;
Killenberg et al. ; Villa et al. ). A unique property of GEMdetectors is a full decoupling
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(a) Schematic view and typical dimensions of the hole structure in the GEM amplification

cell. Electric field lines (solid) and equipotentials (dashed) are shown (Sauli and Sharma

); (b) Schematic view of the triple-GEM detector. The original ionization occurs in the

region labeled “Drift,” and the ionization electrons are drawn downward to the GEM foil. The

amplified electrons emerging from the first GEM are drifted to the second GEM, where they

again multiplied. Onemore GEM stage provides further amplification, and its output is

collected at the readout plane (Sauli )



  Gaseous Detectors

of the amplification stage (GEM) and the readout electrode (PCB), which is kept at ground
potential. The signal detected on the PCB is entirely due to electrons, without ion tail, and is
typically few tens of nanoseconds for mm-wide induction gap.The D imaging of the primary
ionization with a spatial resolution of about µmcan be achieved by collecting the charge on a
two-dimensional readout board, placed below the last GEM.CascadedGEMs reach gains above
 with single electrons; this permitted the use of a photocathode in conjunction with multiple
GEM foils to develop gaseous imaging photomultipliers (GPM) (Breskin et al. ).Moreover,
with an appropriate choice of GEM fields and geometry, both photon and ion feedback can be
strongly suppressed (Garty et al. ).

Several groups reported progress in hybrid amplification structures, where the principles of
different charge-multiplication devices are integrated in one detector.TheMHSP is a GEM-like
hole structure with thin anode and cathode strips patterned on the bottom electrode andGEM-
like holes on the top side. Avalanche electrons are multiplied within the holes and additionally
on the anode strips (Veloso et al. ). A significant part of avalanche ions is collected on the
MHSP cathode strips (Lyashenko et al. ). A real breakthrough in ion-blocking capability
has been achieved with cascades combining GEMs and MHSPs operated in different modes
regarding the voltages and orientation schemes:MHSP, reversed-MHSP (R-MHSP) (Lyashenko
et al. ), and flipped-reversed-MHSP (F-R-MHSP) (Lyashenko et al. ).

Introduced in  by Y. Giomataris, the Micromegas is a thin parallel-plate avalanche
counter, as shown in > Fig.  (Giomataris et al. ). It consists of a few millimeters of drift
region and a narrow multiplication gap (–µm) between a thin metal grid (micromesh)
and the readout electrode (strips or pads of conductor printed on an insulator board).Themesh
itself, a standard component in high-resolution TV screens, is commercially available in vari-
ous sizes and shapes. Regularly spaced supports (insulating pillars) guarantee the uniformity of
the gap between the anode plane and the micromesh, at the expense of a small, localized loss of
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(a) Electric fieldmap in Micromegas (Charpak et al. ); (b) Basic principle of a Micromegas

detector. A metallic micromesh separates a fewmillimeters of low-field (∼ kV/cm) drift

region from the high-field (∼kV/cm) amplification region. Ionization electrons drift

downward and pass through the micromesh into the multiplication region (Charpak et al.

)
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efficiency. Electrons from the primary ionization drift through the holes of the mesh into the
narrow multiplication gap, where they are amplified. The electric field is homogeneous both
in the drift (electric field ∼ kV/cm) and amplification (∼– kV/cm) gaps and only exhibits
a funnel-like shape close to the openings of the micromesh: field lines are compressed into a
small diameter of the order of few microns, depending on the electric field ratio between the
two gaps (see > Fig. a). The Micromegas retains the rate capability and energy resolution
of the parallel-plate counter. The Micromegas energy resolution depends on the uniformity of
the amplification field, the drift/multiplication field ratio, which influences the electrical trans-
parency of the mesh, and the gain. In the narrow multiplication region, small variations of the
amplification gap are compensated by an inverse variation of the Townsend coefficient, result-
ing in a more uniform gain (Giomataris ). By proper choice of the applied voltages, most of
the positive ions are collected by the micromesh; this prevents space-charge accumulation and
induces very fast signals with a small ion tail (– ns length). The small amplification gap
produces a narrow avalanche, giving rise to excellent spatial resolution: µm accuracy, limited
by the micromesh pitch, has been achieved for MIPs (Derre et al. ; Derre and Giomataris
), and single-photoelectron time resolution better than  ns (Derre et al. ).

Efforts have been focused on producing the Micromegas amplification region as a single
piece, using the newly developed “Bulk” technology (Giomataris et al. ). A woven mesh
is laminated on a PCB covered by a photo-imageable polyamide film, and the pillars are made
by a photochemical technique with insulation through the grid. Such an “all-in-one” detector,
called “Bulk” Micromegas, is robust and allows regular production of large, stable, and inex-
pensive detectormodules. A newMicromegasmanufacturing technique “Microbulk,” based on
kapton etching technology, has been recently developed, resulting in further improvement of
the detector characteristics, such as flexible structure, low material budget, high radio-purity,
and time stability, but is delicate because of the way it is manufactured (Andriamonje et al.
). The novelty of the “Microbulk” Micromegas is the absence of pillars, the whole detector
being constructed out of a thin kapton foil doubly clad with copper. Excellent energy resolution
has been obtained for these detectors, reaching % FWHM for the . keV X rays and .%
FWHM of the .MeV α peak for the Am source (Dafni et al. ). It differs only slightly
from the accuracy obtained with gaseous scintillation proportional counters (Policarpao et al.
), which is ultimately limited by the Fano factor .

The success of GEMs and glass capillary plates triggered the development of coarse
and more robust structures, “optimized GEM” (Periale et al. , ) followed by the
THGEM (Chechik et al. ; Shalem et al. ; Breskin et al. ) gaseous multiplier. These
are produced by standard printed circuit technology: mechanical drilling of .–mmdiameter
holes, etched at their rims to enhance high-voltage stability (see > Fig. a); different PCBmate-
rials can be used, of typical thicknesses of .–mm and hole spacings of .–.mm. These
multipliers exhibit specific features: the electron collection and transport between cascaded
elements is more effective than in GEM because the THGEM’s hole diameter is larger than the
electron’s diffusion range when approaching the hole. Systematic studies are ongoing to assess
the operating properties of such devices. It appears that the presence of a rim, a circular region
around the holes where metal is etched away, plays a major role in their performance. A small
or zero rim allows to achieve better gain stability in time, while large rims permit to attain
larger maximum gain and to reduce discharges, at the cost of significant charging-up effects
after detector is powered.The THGEM detectors have been studied in gaseous-photomultiplier
configurations – coupled to semitransparent (Chechik et al. ) or reflective (Mormann et al.
)CsI photocathodes (Chechik et al. ). Effective gas-amplification factors of  and 
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(a) Photo of the Thick GEM (THGEM) multiplier. A rim of .mm is chemically etched around

mechanically drilled holes to reduce discharges (Breskin et al. ); (b) Photo of the

RETGEM detector with resistive kapton electrodes (Peskov private communication)

can be reached in single and cascaded double-THGEM elements, which permits efficient imag-
ing of light at single-photon level (Shalem et al. ). Stable operation at photon fluxes
exceeding MHz/mm was recorded together with sub-mm localization accuracy and timing
in the  ns range (Breskin et al. ; Azevedo et al. ).

Anovel spark-protected version of thickGEMwith resistive electrodes (RETGEM)has been
recently developed, where the Cu-clad conductive electrodes are replaced by resistive materi-
als (Di Mauro et al. ; Oliveira et al. ; Di Mauro et al. b). Sheets of carbon-loaded
kapton µm thick or screen-printed resistive surfaces are attached onto both surfaces of the
PCB to form resistive-electrode structures; holes .mm in diameterwith a pitch of .mm are
mechanically drilled (see > Fig. b). At low counting rates, the detector operates as a conven-
tional THGEM with metallic electrodes, while at high intensities and in case of discharges the
behavior is similar to a resistive-plate chamber.

 Micro-Pattern Gas Detector Applications

The performance and robustness of MPGDs have encouraged their use in high-energy and
nuclear physics, UV- and visible-photon detection, astroparticle and neutrino physics, X-ray
imaging and neutron detection, and medical physics. Common themes for applications are
low mass, large active areas (∼m

), high spatial resolution (<µm), high-rate capability, and
radiation hardness.

Due to the variety of geometries and flexible operating parameters, MPGDs are widely
used for high-rate particle tracking and triggering in nuclear- and particle-physics exper-
iments. COMPASS, a high-luminosity experiment at CERN, pioneered the use of large-
area (∼ ×  cm) GEM and Micromegas detectors close to the beam line with particle
rates of  kHz/mm. Both technologies achieved a tracking efficiency of close to %,
a spatial resolution of –µm, and a time resolution of ∼ ns (Ketzer et al. ;
Bernet et al. ). For the long-term future ( and beyond), a set of triple-GEM and



Gaseous Detectors  

Micromegas detectors with a hybrid readout, consisting of pixels of ∼mm in the beam area
and D strips in the periphery, was built (Austregesilo et al. ; Neyret et al. ). High-
resolution planar triple-GEM detectors are already used in the LHCb Muon System (Alfonsi
et al. ), for the TOTEM Telescopes (Lami ) and being developed for the PANDA
experiment at the FAIR facility (Vandenbroucke ), in the SBS spectrometer for the Hall
A at JLAB (http://hallaweb.jlab.org/GeV/SuperBigBite), and for the forward tracker of the
STAR experiment at RHIC (Simon et al. ). Using fast CF-based mixtures, a time resolu-
tion of about  ns rms is achieved (Barouch et al. ), adequate to resolve two bunch crossings
at the Large HadronCollider (LHC).Therefore, large-areaMicromegas andGEMs are currently
being developed for the upgrade of the ATLAS and CMS Muon Systems. Although normally
used as flat detectors, GEMs and Micromegas can be bent to form cylindrically curved ultra-
light tracking systems, without support and cooling structures, as preferred for inner tracker
(barrel) and vertex applications (Balla et al. ; Aune et al. a). > Figure a shows a
photo of the curved flexible “Bulk” Micromegas prototype for the CLAS experiment at JLAB.

For the future International Linear Collider applications, both GEM and Micromegas
devices are foreseen as one of the main options for the TPC (Arogancia et al. ; De
Lentdecker ; Matsuda ). Compared to wire chambers, they offer a number of advan-
tages: negligible E×B track-distortion effects, the narrow Pad Response Function (PRF) and
the intrinsic suppression of ion feedback, relaxing the requirement on gating of the devices,
and, depending on the design, possibly allowing non-gated operation of the TPC. Large-area
MPGD systems are also studied as a potential solution for the highly granular digital hadron
calorimeter. Implementations inGEM(Yu ),Micromegas (Adloff et al. ), andTHGEM
technologies have been proposed.

X-ray imaging detectors, based on MPGDs, are being used for diffraction experiments
at synchrotron radiation facilities (Smith ) and could serve as a powerful diagnostic tool
for magnetic fusion plasmas (Pacella et al. , ). An innovative GEM-based system,
which combines fast imaging of X-ray emissions with spectral resolution in the VUV range
(.– keV), has been developed to study D dynamics of plasma instabilities and to control
the core plasma position, both being crucial issues for fusion researches (Pacella et al. ).

⊡ Fig. 

Images of: (a) curved cylindrical “Bulk”Micromegas (Procureur private communication);

(b) spherical GEM detector (Duarte Pinto et al. b)

http://hallaweb.jlab.org/12GeV/SuperBigBite
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Another recent effort is the construction of the spherical GEM detector for parallax-free X-ray
diffraction measurements, developed in collaboration with industry (see > Fig. b) (Duarte
Pinto et al. b).

For the field of rare-event searches, “Bulk” and “Microbulk” Micromegas are used in search-
ing for solar axions (CAST), where the expected signal comes from solar axion conversions into
low-energy photons of – keV range (Dafni et al. ). The background level in the CAST
experiment is determined by the detector’s radio purity and particle discrimination efficiency:
the main contribution comes from cosmic ray muons, which can be suppressed by applying a
pattern-recognition analysis, since muons have a completely different signature than a few keV
X rays. “Microbulk” Micromegas with high-granularity D readout can largely reduce the back-
ground event rate down to ×− keV− cm− s−, exploiting its excellent energy resolution and
time stability (Aune et al. b). Similar detectors are being studied for the future neutrino-
less double beta decay experiment (NEXT) using a high-pressure gas xenon TPC (Dafni et al.
).

There has been a considerable interest in the field of gaseous photomultipliers (GPM),
by combining MPGD with semitransparent or reflective CsI photocathodes (PCs), to localize
ultraviolet photons emitted in radiators by Cherenkov effect (Chechik et al. ; Mormann
et al. ;Chechik andBreskin ; Buzulutskov ). In this case, themultipleGEMfoils or
Micromegas mesh in a gas replicate the function of multiple dynodes in a conventional vacuum
photomultiplier tube. In a reflective mode, a thin layer of CsI is deposited by vacuum evapo-
ration on the upper surface of the first GEM in a cascade or on the Micromegas mesh, facing
the UV-transparent window. The operation of MPGD-based photomultipliers in CF with CsI
PCs could form the basis of new-generation windowless Cherenkov detectors, where both the
radiator and the photo-sensor operate in the same gas. Exploiting this principle, originally pro-
posed for the Parallel Plate Avalanche Chamber (Giomataris andCharpak ), aHadronBlind
Detector was successfully operated using a triple-GEM amplification system with CsI PCs for
the PHENIX experiment at RHIC (Fraenkel et al. ;Woody et al. ). A hadron-blindness
property is achieved by reversing the direction of the drift field ED , therefore pushing primary
ionization produced by charged particles towards the mesh (see > Fig. a). In this configura-
tion photoelectrons released from the CsI PCs surface are still effectively collected into theGEM
holes due to the strong electric field inside the holes. Formany applications in photon detectors,
a rather coarse (sub-mm) spatial resolution is usually sufficient. Therefore, THGEM and RET-
GEM are under study for RICH-detector upgrades for COMPASS and ALICE experiments (Di
Mauro et al. a).

The development of large-area position-sensitive photon detectors, with visible sensitive
photocathodes (e.g., bialkali), could lead to numerous spin-offs, beyond the Cherenkov-light
imagers. Most commonly used in the visible range are vacuum PhotoMultiplier Tubes (PMTs),
with rather limited module size and bulky geometry due to mechanical constraints on the glass
vacuum envelope. A possible alternative is to use gas-filled photomultipliers at atmospheric
pressure; a proof of principle of visible-sensitiveGPMwas demonstratedwithMPGDs (Chechik
and Breskin ; Lyashenko et al. ).

Recent progress in the operation of cascaded GEM, Micromegas, THGEM, and RET-
GEM GPMs at cryogenic temperatures (down to  K) (Periale et al. ) and in two-phase
mode (Lightfoot et al. ; Bondar et al. , , ; Periale et al. ) could pave the
road toward their potential applications for the next-generation neutrino physics and proton
decay experiments (Hagmann et al. ; Rubbia ), direct dark-matter searches (Rubbia
), positron emission tomography (PET) (Buzulutskov ), and noble-liquid Compton
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(a) Basic principle of triple-GEMwith CsI PCs in the Hadron Blind Detector (HBD) at

RHIC (Woody et al. ); (b) Basic principle of the two-phase avalanche detector with a

triple-GEM and reflective CsI PCs; both ionization and scintillation signals from the liquid are

detected (Bondar et al. )

telescope, combined with a micro-PET camera (Grignon et al. ; Duval et al. ). The
operationprinciple of the cryogenic two-phase avalanche detectorwithGEMreadout is demon-
strated in > Fig. b: the ionization produced in the noble liquid by radiation is extracted from
the liquid into the gas phase by an electric field.Themulti-GEMdetector, operated at cryogenic
temperature in saturated vapor above the liquid phase, can detect both the ionization signal,
extracted from the liquid, and the scintillation signal, generated in the noble liquid by a par-
ticle (Bondar et al. ). The latter is achieved by depositing an UV-sensitive photocathode,
namely CsI, on top of the first GEM (see > Fig. b). The detection of both scintillation and
ionization signals could allow efficient background rejection in rare-event experiments; in PET
applications, the detection of scintillation signals could provide a fast trigger for coincidences
between two collinear gamma quanta.

There were several attempts to use GEM detectors for medical physics and portal imaging.
In particular, a GEM-based prototype was used to detect simultaneously the position of the
therapeutic radiation beam (γ’s) and the position of the patient tumor, using X rays, in order
to provide feedback to the cancer treatment machine and to correct online the position of the
beam with respect to the patient (Iacobaeus et al. ; Ostling et al. ). In this device, the
X-ray image was obtained using conversions in gas and the γ-beam profile was determined
using solid converters placed in between several GEM foils.

The avalanches formed within the GEM holes emit light with wavelengths in the visible
and near-infrared regions (from  to , nm). This property has be exploited to read out
the pattern of particle tracks or radiographic images by viewing a GEM with an optical output
device such as CDD (Fetal et al. ). Another application of the GEM scintillation detector is
radiation therapy, which demands new online beam-monitoring systems with ∼mm position
resolution and D dosimetry of delivered doses with an accuracy of ∼%.

There are many applications of the Micromegas in the neutron-detection domain,
which include neutron-beam diagnostics (Pancin et al. ), inertial-fusion experiments
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(Houry et al. ), thermal-neutron tomography (Andriamonje et al. ), and a sealed
Piccolo-Micromegas detector, designed to provide in-core measurements of the neutron flux
and energy (from thermal to several MeV) in the nuclear reactor (Andriamonje et al. ).
Neutrons can be converted into charged particles to detect ionization in Micromegas by two
means: either using the detector gas filling or a target with appropriate deposition on its
entrance window. In such applications, the fast timing and good spatial resolution intrinsic
to the Micromegas design can be exploited. Under the proper conditions (Pancin et al. ),
these detectors can also show very low sensitivity to gamma rays, often an important part of the
background in neutron measurements.

The MPGDs can also be used for a variety of security applications: detection of dangerous
cargo, radon detection in the air as an early warning of earthquakes, and UV-sensitive early
forest fire detection system. Muon tomography using large-area GEMs, based on the precise
measurement of multiple scattering of cosmic ray muons traversing cargo of vehicles that con-
tain high-Z materials, is a promising passive interrogation technique to detect hidden nuclear
materials (Hohlmann et al. ). Among the planetary disasters, the most common and often
happening are earthquakes and forest fires. A sharp increase in the Rn concentration before
earthquakes has been observed in the air regions associated to rocks and caves, and its detec-
tion can serve as a basis of an early earthquake warning system. A network of RETGEM-based
devices, capable to operate in the air, can be installed in the sensitive regions to provide daily
assessment of the Rn concentration (Charpak et al. ). Similar RETGEM detectors could be
used for the detection of forest fires at distances up to  km, compared with a range of m for
commercially available UV-flame devices (Charpak et al. , ).

 Development of Large-Area MPGDs

The current size of MPGDs is around  ×  cm, limited by existing tools and materials. A
big step in the direction of the industrial manufacturing of large-size MPGDs with a unit size of
a few square meters and spatial resolution typical of silicon micro-strip devices (–µm) is
the development and improvement of the fabrication technologies – single-maskGEM (Duarte
Pinto et al. a) and “Bulk” Micromegas (Giomataris et al. ).

Recent developments on large-area GEMs are focused on two new techniques to overcome
the existing limitations: a single-mask technology and a splicing method for GEM foils. The
standard technique for creating the GEM hole pattern, involving accurate alignment of two
masks, is replaced by a single-mask technology to pattern only the top copper layer. The bot-
tom copper layer is etched after the polyamide, using the holes in the polyamide as a mask. A
single-mask technique overcomes the cumbersomepractice of alignment of twomasks between
top and bottom films within –µm, which limits the achievable lateral size to ∼ cm. In
a splicing procedure, foils are glued over a narrow seam, obtaining a larger foil. Both tech-
niques were successfully implemented in the large-area prototype of × cm size, shown in
> Fig. a (Alfonsi et al. ).

The basic idea of the “Bulk” Micromegas technology is to build the whole detector in a
single process: the anode plane with copper strips, a photo-imageable polyamid film, and the
woven mesh are laminated together at a high temperature forming a single object. At the end,
the micromesh is sandwiched between two layers of insulating material, which is removed
after UV exposure and chemical development. The “Bulk” Micromegas technique has been
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⊡ Fig. 

(a) Triple-GEM prototype of  × cm active area, produced using single-mask

technology, for the TOTEM experiment (Alfonsi et al. ); (b) Large-area “Bulk”

Micromegas prototype of  ×  cm size for the ATLASmuon-system upgrade (De Oliveira

private communications)

recently extended to produce large-area detectors, up to  ×  cm in a single piece (see
> Fig. b) (Alexopoulos et al. , ). This industrial assembly process allows regular
production of large, robust, and inexpensive detector modules.

 Pixel Readout for Micro-Pattern Gas Detectors

Coupling of the microelectronics industry together with advanced PCB technology has been
very important for the development of modern gas detectors with increasingly smaller pitch
size.The fine granularity and high-rate capability of MPGDs can be further exploited by intro-
ducing a high-density pixel readout with a size corresponding to the intrinsic width of the
detected avalanche charge. While the standard approach for the readout of MPGDs is a seg-
mented strip or pad plane with front-end electronics attached through connectors from the
back side, an attractive possibility is to use CMOS pixel chips, assembled directly below the
GEMorMicromegas amplification structures (Costa et al. ; Bellazzini et al. ; Campbell
et al. ; Bamberger et al. b).These detectors use the input pads of a pixel chip as an inte-
grated charge-collecting anode. With this arrangement signals are induced at the input gate of
a charge-sensitive preamplifier (top metal layer of the CMOS chip). Every pixel is then directly
connected to the amplification and digitization circuits, integrated in the underlying active
layers of the CMOS technology, yielding timing and charge measurements as well as precise
spatial information in D.

The combination of GEM detector and an analog, low-noise and high-granularity (µm
pitch) CMOS pixel ASIC can bring large improvement in sensitivity, compared to traditional
X-ray polarimeters (based on Bragg diffraction or Compton scattering) (Bellazzini et al. ;
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⊡ Fig. 

(a) Photo of the analog CMOS ASIC with hexagonal pixels, bonded to the ceramic

package (Bellazzini et al. ). (b) Photo of theMedipix chip (Llopart and Campbell ) –

the µmwide conductive bump bond openings, used for electron collection, are seen as a

matrix of dots (in the inset) (Titov )

Muleri et al. ). The scattering polarimeters are practically insensitive below  keV and are
background limited, while Bragg crystal polarimeters are efficient only around a narrow band
fulfilling the Bragg condition. In contrary, single GEM detectors coupled to a CMOS pixel chip
can convert photons in the energy range froma fewkeVup to tens of keV, by choosing the appro-
priate gas mixture, and is able to simultaneously produce high-resolution images (µm),
moderate spectroscopy (% FWHMat  keV), and fast timing ( ns) signals.Three ASIC gen-
erations of increased complexity and size, reduced pitch, and improved functionality have been
designed and built (Bellazzini et al. , a, b, c) (see > Fig. a). The high detector gran-
ularity allows to reconstruct individual low-energy (– keV) photoelectron tracks, before they
are distorted by Coulomb scattering, through the localization of the absorption point of the
photon and then by estimation of the photoelectron emission direction. The degree of X-ray
polarization is computed from the distribution of reconstructed track angles, since the photo-
electron is emitted mainly in the direction of the photon’s electric field. At the focal plane of the
large-area mirror, like at the XEUS telescope, such a novel device will allow to perform energy-
resolved polarimetry at the level of a few percent on many galactic and extragalactic sources
with photon fluxes down to one milliCrab in one day (Bellazzini et al. b, c).

The originalmotivation of combining aMPGDwithMedipix (Llopart andCampbell )
and Timepix (Llopart et al. ) chips was the development of a new readout system for a
large TPC at the future linear collider. The digital Medipix chip was originally designed for
single-photon counting by means of a semiconductor X-ray sensor coupled to the chip. In gas
detector applications, the chip is placed in the gas volume without any semiconductor sensor,
with a GEM or Micromegas amplification structure above it (Colas et al. ; Campbell et al.
; Bamberger et al. b). The avalanche electrons are collected on the metalized input
pads, exposed to the gas (see > Fig. b). The Timepix chip, which is a modification of the
Medipix chip, is designed and manufactured in a six-metal .µm CMOS technology. The
Timepix ASIC sensitive area is arranged as a square matrix of  ×  pixels of  × µm

size, resulting in a total detection area of ∼ × mm. Each pixel in the chip matrix can be
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⊡ Fig. 

Image of a GeV electron track recorded with a triple-GEM detector and a TimePix chip

operated in a mixedmode: the pixels are alternately operated in the “TOT”or ”TIME”mode,

resp., in a “chess board” fashion. The horizontal and vertical axes represent the chip

sensitive area, obtained by mapping the original data (matrix of  ×  pixels of µm

pitch) into a matrix of  ×  pixels with a pitch of µm (Titov )

programmed to record either the arrival time of the avalanche charge signal with respect to
an external shutter (“TIME” mode) or the -bit counter is incremented as long as the signal
remains above the threshold (TimeOverThreshold “TOT”mode), thus providing pulse-height
information.The operation of theMPGDwith a Timepix chip has demonstrated the possibility
to reconstruct D-space points of individual primary electron clusters with ∼–µm spa-
tial resolution and event-time resolution with nanosecond precision (Bamberger et al. a, c;
Brezina et al. ). This becomes indispensable for tracking and triggering and also for dis-
criminating between ionizing tracks and photon conversions. Thanks to these developments,
a micro-pattern device with CMOS readout can serve as a high-precision “electronic bubble
chamber” (see > Fig. ).

An elegant solution for the construction of the Micromegas with pixel readout is the
integration of the amplification grid and the CMOS chip by means of an advanced “wafer post-
processing” technology (Chefdeville et al. ). The process uses standard photo-lithography
and wet etching techniques and is CMOS compatible. It can be used to equip both single chips
and chip wafers with a Micromegas grid. With this technique, the structure of a thin (µm)
aluminum grid is fabricated on top of an array of insulating pillars, which stand ∼µm above
the CMOS chip. This novel concept is called “InGrid” (see > Fig. a). The sub-µm precision
of the grid dimensions and avalanche gap size results in a uniform gas gain. The grid hole size,
pitch, and pattern can be easily adapted tomatch the geometry of any pixel readout chip. Among
the most critical items that may affect the long-term operation of the “InGrid” concept is the
appearance of destructive discharges across the µmMicromegas amplification gap. One way
to achieve protection is to cover the chip with a thin layer (few µm) of silicon nitride (SiN)

deposited on top of the Timepix ASIC (Aarts et al. ; Bosma et al. ).
Due to its high sensitivity, “InGrid” detectors can resolve single primary elec-

trons (Campbell et al. ; Blanco Carballo et al. ). The performance of the “InGrid”
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(a) Photo of the Micromegas “InGrid”detector. The grid holes can be accurately aligned with

readout pixels of CMOS chip. The insulating pillars are centeredbetween the grid holes, thus

avoiding dead regions (Melai et al. ) . (b) Images of  GeV electron tracks recorded with

an “InGrid”detector in Ar/CH and He/CH mixtures in the “TIME”mode. The color is a

measure of the arrival time of electrons (Bilevych et al. )

device with a µm layer of SiN is illustrated in > Fig. b for GeV electron tracks. The
color is a measure of the electron arrival time in “TIME” mode, red color corresponds to the
primary ionization clusters produced close to the chip surface.The spread of electrons indicates
that the diffusion increases with the distance from the chip. The time range in He/iCH mix-
ture is larger than in Ar/iCH, which confirms a lower drift velocity in a He-based mixture,
while the primary ionization density (number of active pixels) is higher in an Ar-based mix-
ture (Bilevych et al. ). The “InGrid” device with a few mm drift gap is currently proposed
for the upgrade of the ATLAS tracking system at the super-LHC (van der Graaf et al. ).
Another potential application of GEM and Micromegas devices with CMOS pixel readout is
the single-photon detection (Bellazzini et al. ).

A key element that has to be solved to allow CMOS pixel readout of MPGDs for applica-
tions in various fields of science is the production of large-area detectors. Present prototypes
under construction rely at maximum on ×  CMOS integrated readout (De Lentdecker ;
Kaminski ). Going to large surfaces requires a solution for the dead area on one side of the
Timepix chip, where electrical connections enter the chip (see > Fig. b). A first solution relies
on etching of “through-silicon vias” that allows to bring signals and services from the back
side of the chip using “through-wafer-vias” technology (Takahashi et al. ; Heijne ).
This is known as a “via-last” operation: the existing Timepix wafers could be modified by etch-
ing “in-vias” connections after the wafer production step is completed. In order to move from
three-side tileable detectors to -side ones, all common circuitry (bias, converters, . . .) needs
to be spread over the chip area, which has nowadays become possible thanks to the progress in
Dmicro-electronics. However, a major R&D effort is required in the future to fully exploit this
potential.



Gaseous Detectors  

 Summary and Outlook

A century after the invention of the basic principle of gas amplification, gaseous detectors are
still the first choice whenever the large-area coverage with low material budget is required.
Advances in photo-lithography and microprocessing techniques during the past decade trig-
gered a major transition in the field from wire chambers to micro-pattern gas-amplification
devices. Today’s MPGDs have opened a new era of state-of-the-art technologies and are the
benchmarks for the gas detector developments beyond the LHC. They could eventually enable
a plethora of new radiation detection concepts in fundamental science, medical imaging,
and industry. Modern sensitive and low-noise electronics will enlarge the range of applica-
tions. Micro-pattern gaseous detectors with finely segmented CMOS readout can be used as
a ultra-high-precision “electronic bubble chamber,” opening a window to new physics for many
applications, especially for low-energy charged-particle and photon detection.

The interest in the technological development and use of the novel micro-pattern gas detec-
tor technologies has led to the establishment of the research collaboration rd at CERN, with
more than  participating institutes world wide (http://rd-public.web.cern.ch/RD-Public).
It is a common platform for sharing of information, results, and experiences, and it supports
efforts to make MPGDs suitable for large areas, increase cost efficiency, improve ease of use,
and to develop portable detectors for industrial applications.

 Cross-References

> Chapter , “Tracking Detectors”
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Abstract: Tracking detectors are devices to measure and reconstruct the trajectories of
charged particles. They are developed for and used by physics experiments in the fields of
nuclear physics, particle physics, and astro-particle physics. To understand and analyze the
physics processes under study at these experiments the reconstruction and precise deter-
mination of the particles flight path is important. From these particle tracks, parameters
such as the particle momentum, the particle type, its origin, etc., can be deduced. Several
detector technologies have been invented and are being constantly improved. The most
important ones are the various types of gas detectors, detectors based on semiconductor
material, and scintillating detectors. In a realistic experiment, several tracking (and other)
devices are arranged to a complex set-up. Charged particle tracks are reconstructed by
making use of all available information from all tracking detectors. The actual reconstruc-
tion of events from raw measurements is a nontrivial task involving pattern recognition,
track and vertex fitting.Theperformance of both hardware and softwaremust be optimized
for the benefit of follow-on physics analyses.

 Introduction

Experiments for nuclear physics, elementary particle physics, and astro-particle physics investi-
gate the properties of subatomic particles and the laws of nature responsible for the interaction
among them.These sciences need detectors not only to detect the presence of particles but also
to measure the various particle parameters. Dedicated detectors are used to measure the inter-
action cross sections, the energy of particles, the type of particles, etc. For many experiments
the reconstruction of the trajectory of particles is essential. From the trajectories, the origin
of the particle, the direction of the flight, and even more sophisticated parameters such as the
particle’s momentum or the sign of the particle charge can be deduced if the detector is placed
inside a magnetic field. Such tracking detectors are usually constructed using position-sensitive
detector elements which make use of the signals particles induce in the detectors when inter-
acting with the detector material. In tracking detectors, the individual detector elements are
thin and absorb only a fraction of the particle energy in order to make several position mea-
surements possible on the same particle. The individual measurements (space points) are then
used to reconstruct the particle’s trajectory.This chapter is restricted to the description of track-
ing detectors for charged particles. Neutral particles also undergo interaction with the detector
material and the position of the interaction can bemeasured.However, the interactions of pho-
tons usually lead to the absorption of these and hence a tracking cannot be performed. Other
neutral particles, such as neutrons or neutrinos, produce in the interaction with matter charged
particles and, consequently, a tracking of these particles is again performed by charged particle
detectors.

To measure the position of charged particles several technologies have been develop-
ed, themost important ones being gaseous detectors described in > Sect. , and semiconductor
detectors described in > Sect. .Their integration into larger experimental set-ups is covered in
> Sect. , with emphasis on modern colliding beam experiments.

Event reconstruction, i.e., calculation of the parameters needed for physics analyses from
the individually measured space points, requires sophisticated statistical methods; the most
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important ones are described in > Sect. , followed by a discussion on detector performance
and optimization. A summary of useful formulae is given in > Sect. .

 Gas Detectors

Detectors based on the ionizing effect of charged particles in a gaseousmedium are in use since
almost one century, e.g., Geiger–Müller counters. Very early after the discovery of radiation,
simple tubes with a strung wire have been used to detect radiation and to measure the rate and
intensity (Ortner and Stetter ). The principle is very simple – between the wire acting as
anode and the metal tube acting as cathode, a high voltage is applied. The field strength within
the tube is

∣E(r)∣ =

r
⋅

V
ln(b/a)

, ()

where V is the applied voltage and a, b are the radii of the wire and outer tube, respectively.
Close to the thin wires (thickness in the order of  µm) the field becomes very high. Charged
particles ionize the gas along their path through the detector, and the liberated electrons and
ions move to the electrodes due to the electric field. The electrons approaching the anode wire
are accelerated in the increasing field strength eventually reaching a velocity sufficient for sec-
ondary ionization. The resulting avalanche of secondary electrons and ions amplify the signal
bymany orders of magnitude.Gas detectors have therefore a built-in amplificationmechanism.
Based on this principle a multitude of different gas detectors has been developed.

. Wire Chambers

A gas detector with a single wire can detect the presence of radiation. By operating several
counters next to each other also the position of charged particles can be deduced. The tube
surrounding each wire can be omitted resulting in a structure called multi-wire proportional
chamber (Charpak et al. ). The resulting field geometry is shown in > Fig. . Each wire
is connected to the input of an electronic amplifier. An electrical signal indicates the passage
of a charged particle in a particular position. The obtained position resolution is in the order
of  µm assuming a typical distance of  mm between adjacent wires (variance of a uniform
distribution).

⊡ Fig. 

Field geometry of a multi-wire proportional chamber
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Principle of a gas drift chamber

Further developments of gas detectors lead to the construction of drift chambers.The prin-
ciple is illustrated in > Fig. .The primary ionization electrons and ions produced by a charged
particle drift to an anode wire (electrons) and to a cathode (ions). The electrons create sec-
ondary ionization in the field of the wire.The precise position of the throughgoing particle x is
now calculated from the time the electrons need to drift to the anode. x is given by

x =
∫

ve(t)dt ()

with ve , the drift velocity of the electrons. To reach high precision, ve along the drift path has
to be known and monitored precisely. The scintillator detector shown in > Fig.  delivers the
start signal for the timemeasurement.A large advantage of this construction is the reduction of
electronics channels for large-area chamberswith respect tomulti-wire proportional chambers.
The position resolution is limited by the precision of the wire placement, properties of the gas
such as diffusion, and the time resolution of the electronics. A long drift time causes also a severe
limitation on the rate capability of drift chambers. The achievable spatial resolution of wire-
based gas detectors is in the order of –µm (Riegler et al. ). For examples of tracking
systems based on drift chambers see Adorisio et al. (), Qin et al. (), and Adinolfi et al.
().

. Micro Pattern Gas Detectors

To overcome some of the limitations mentioned above micro pattern gas detectors were devel-
oped. In this large class of gaseous detectors the classical wires are replaced by metal strip
structures deposited on high-resistivity substrates.The first detector of this kind was the micro-
strip gas chamber (MSGC) (Oed ). The strips are defined by photolithography and can
therefore be separated within distances much smaller than wires (typically µm). > Figure 
shows the field lines and the typical dimensions of an MSGC cell. From the vast variety of dif-
ferent micro pattern gas detectors (see Sauli and Sharma ; Titov  for an overview), the
most used structures are the GEM (Gas Electron Multiplier) and the Micromegas detectors.
In a GEM detector (Sauli ), the amplification of the primary ionization takes place in the
high-field region of holes in a foil metalized on both surfaces and placed on top of an MSGC.
In a Micromegas detector (Giomataris et al. ), the drift region is separated by a micromesh
in an ionization region and a thin region above the MSGC structure in which the amplification
takes place.
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⊡ Fig. 

Field geometry of a microstrip gas chamber

The position resolution of micro pattern gas detectors can be as excellent as a few tenth
µm (Derré et al. ; Zerguerras et al. ). Due to the small sizes and the fast collection of
positive ions very high rate capability of MHz/mm is achievable (Ivaniouchenkov et al. ;
Alfonsi et al. ). Examples for large tracking detector systems based on micro pattern gas
detectors are described in Altunbas et al. (), Ketzer (), and Bagliesi et al. ().

. Time Projection Chambers

Time projection chambers (TPCs) are large gas-filled volumes with readout structures on the
end plates only (see > Fig. ). Between the end plates and a central electrode (the cathode) a
large electric field (– V/cm) is applied. Charged particles traversing the gas volume ion-
ize the gas. The electric field forces the electrons to drift to the end plates where the position
and the time of arrival is measured. From these measurements the three-dimensional track of
the particle is reconstructed. In collider experiments such time projection chambers are used in
connection with a magnetic field parallel to the electric field.The throughgoing particle follows
a curved track then.The position detectors on the end plates are usually wire chambers. In very
large TPCs (up to a length of  m and a radius of  m), a space point resolution of  mm to
few µm is achievable (Larsen ; Anderson ). Future TPCs will use micro pattern
gas detectors such as GEM or Micromegas as end plate detectors because of their superior
performance (Colas ; Kobayashi ).

 Silicon Detectors

Silicon detectors as position detectorswere first developed in the early s.They are produced
from thin wafers (approximately µm thick) of high-resistivity silicon. Formost applications
n-type silicon is selected.With photolithographic methods fine-patterned p+-doped implanta-
tions are introduced on one side of the wafer forming pn junctions. Each implant is connected
to an individual channel of the readout electronics. With respect to the pn junction a reverse
bias voltage is applied. This bias voltage has to be large enough to fully deplete the silicon bulk.
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Geometry of a time projection chamber

Charged particles traversing the detector create electron–hole pairs along their flight path.
Due to the applied electrical field these electron–hole pairs are separated and drift toward the
electrodes, thus inducing signals in the closest readout channels (Hartmann ).

. Strip Detectors

In the case of the most frequently employed silicon strip detector the implants are thin strips
(typically  µmwide with an interstrip distance of  µm). A sketch of a silicon strip detector
is shown in > Fig. . This cut through a detector shows the p+-implants on top, covered by a
layer of aluminum.The input of an amplifier is connected to the aluminum pad through an AC
coupling capacitor. In so-called AC coupled silicon sensors this capacitor is integrated into the
detector with an additional layer of deposited isolator (SiO or SiN).

With a proper choice for the strip geometry a precision of a few µm can be easily achieved.
By placing several silicon detectors in the path of the charged particles the trajectories of these
particles can be reconstructed.The first experiment using a silicon strip detectorwas the exper-
iment NA at CERN in  (Hyams et al. ). Following a rapid development, large silicon
tracking detectors of up to m of silicon area have been built (Chatrchyan et al. ; Adam
et al. a).

. Hybrid Pixel Detectors

In parallel to more and more sophisticated strip detectors hybrid pixel detectors were devel-
oped. The implants in these detectors are small pixels, e.g.,  × µm. The difficulty of
such devices is the connection of the large number of pixels to the individual electronic chan-
nels. Each pixel of the sensor realized on high-resistivity silicon material has to be electrically
connected to the corresponding input channel of the electronics chip. In hybrid pixel detec-
tors this connection is done by so-called bump bonding. A schematic drawing of a cell of
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Schematics showing a single-sided silicon strip detector
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Schematics showing a cell of a hybrid pixel detector

a hybrid pixel detector is shown in > Fig. . In this drawing the silicon pixel sensor is at
the bottom. Small conductive bump balls (e.g., Cu or In) connect the pixels to the input pads
of the electronics chip at the top. The layout of the electronics chip has to match the pattern of
the pixel sensor. Examples for large hybrid pixel detector systems are Dominguez () and
Klingenberg ().The achievable position resolution varies if the signal heightmeasured on a
pixel is processed and used to interpolate between the pixels. In such a configuration a position
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⊡ Fig. 

Micro photograph of tracks in a nuclear emulsion (Eskut et al. ); the grain size is about

µm

resolution of a few µm is possible. The strength of hybrid pixel detectors is their capability to
operate in a high track density environment.

 Other Tracking Detectors

Apart from gaseous and semiconductor detectors other technologies are used for tracking
charged particles. These are nuclear emulsions for very-high-precision applications, detectors
based on cryogenic liquid noble gases, and detectors using scintillation phenomena for particle
detection. A short description of these technologies follows.

Nuclear emulsions are a special kind of photographic films.Thematerials used are typically
micro crystals (size .–µm) of silver halides (mostly AgBr) embedded in gelatine. Ionizing
particles produce a latent perturbation along the tracks, which becomes visible as tracks of silver
grains after development and fixation. The development agent reduces the AgBr to metallic Ag,
while the fixation agent removes the remaining silver halides. Under a microscope the silver
grains indicating the tracks of the particles are finally visible. This technology was first used in
 for the tracking of alpha particles (Reingamum; Beiser ). It was further developed in
the early days of particle physics by Blau (/) and is nowadays exploited on a large scale
in present experiments (Arrabito et al. ). Emulsions are still the tracking detectors that
enable the most precise reconstruction resolution in the sub-micrometer range. An example of
tracks in a nuclear emulsion is shown in > Fig. .

The principle of a time projection chamber (TPC) as explained in > Sect. . for gas detec-
tors can also be used with liquids. Especially in noble liquids, such as in cryogenic liquid Ar or
Xe, the lifetime of electrons produced by the ionization of charged particles can be large (about
 ms in LAr (Arneodo et al. )) and as a consequence the drift length of these electrons
within an electric field can be large enough to allow the construction of detectors with dimen-
sions of more than one meter. To achieve these values the liquid has to be of extreme purity.
The drift time of the electrons and the position is measured by wire chambers embedded in the
liquid.
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0.2–1 mm

⊡ Fig. 

Principle of a scintillating fiber detector

In various materials charged particles excite atomic or molecular levels, which during the
subsequent decay to a lower state emit scintillation light. In scintillating fiber detectors, thin
fibers (core thickness less than  mm) made out of scintillating material are bundled and read
out by photosensitive detectors. The principle of a scintillating fiber detector is illustrated in
> Fig. . Photodetectors used are multi-anode photomultipliers (Achenbach et al. ), CCD
cameras (Kim et al. ), or silicon Avalanche Photo Diodes (APDs) (De Gerone et al. ).
A position resolution of a few  µm and below is achievable (Achenbach et al. ; Beischer
et al. ).

 Integration in Experiments

The tracking detectors described in > Sects. – are most often not used stand-alone, but inte-
grated into larger assemblies forming an experimental set-up. In particular, experiments at
high-energy particle accelerators are big and complex, composed of track-sensitive detec-
tors, calorimeters, and other active and passive components (e.g., a superconducting magnet).
Two basic set-ups exist, for fixed-target and colliding beam experiments. Here and in the
following the units [mass] = GeV/c, [momentum] = GeV/c, and [energy] = GeV are
understood with c =  (dimensionless).

. Fixed-Target Experiments

Accelerated beam particles (momentum PB) hit the nucleons (mass mT) of a solid or liquid
target at rest. The collision energy in the center-of-mass frame and the forward boost factor
ηcm are, for a relativistic beam,

Ecm =
√

mTPB , ηcm = PB/Ecm .

The particles, either directly accelerated (p, e−, ions) or produced on a target upstream, arrive
in “spills” synchronized with the accelerator cycle. A fast multi-level trigger selects reactions of
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TheΩ′ detector at the CERN-SPS, experimentWA (top view)

interest. The total number of events collected per unit cross section is called sensitivity of an
experiment.

The experimental set-ups differ considerably among the experiments. Early single- or
double-armmagnet spectrometers have been replaced by general-purpose ones with π accep-
tance. A typical example is shown in > Fig. : the central tracking and recoil part is a flexible
arrangement of multi-wire proportional chambers inside a large superconducting . T dipole
magnet; forward track resolution is improved by two lever-arm drift chambers; two threshold
Cherenkov counters discriminate forward π± ↔ K± ↔ p/p̄; trigger detectors select high-pT
reactions of incident  GeV/c π− (Jacob and Quercigh ).

. Collider Experiments

Two oppositely accelerated beamparticles (energies E, E) collide with each other.The center-
of-mass (CM) energy and the boost factor ηcm are, for relativistic beams and head-on collisions
at zero crossing angle,

Ecm =  ⋅
√

EE , ηcm = ∣E − E∣/Ecm .

If E = E (symmetric collider), laboratory and CM frame coincide.
There are hadron colliders (pp, pp̄, ion–ion), lepton colliders (e−e+, e−e−), and hybrid

colliders (e−p). The beams are structured into “bunches” or the like, run in vacuum tube(s),
and are focused by quadrupole magnets to collide inside the detector. The average collision
rate per unit cross section is called luminosity (L). Colliders integrate their accelerators, and
are either circular with stored beams, or linear with “one shot” collisions. A circular option is
not feasible for e± beams above some  GeV because of synchrotron radiation ∝ (E/m).
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The CMS detector at CERN’s LHC (longitudinal quadrant)

Ideas exist for circular μ−μ+ colliders at TeV energies; problems are the μ± lifetime, and decay ν
background.

Hadron Collider Experiments
They are characterized by huge data rates dominated by soft QCD background. Hard processes
between the constituents (quarks, gluons) are rare and kinematically undefined.The low signal-
to-background ratios enforce sophisticated triggering. Flagship is the “Large Hadron Collider”
(LHC) at CERN, designed for (+) TeV pp collisions atL =  cm− s− . (Evans and Bryant
).

One of the detectors is the “CompactMuon Solenoid” (CMS), shown in > Fig. . Its overall
layout is cylinder symmetric, with a large all-silicon tracker consisting of pixels (in the very
inside) and microstrips. Both the pixel and microstrip detectors are arranged on cylinders in
the barrel direction, and on disks in the forward and backward directions. Still inside the super-
conducting  T solenoid magnet are the electromagnetic and hadron calorimeters. Outside the
magnet is the muon detection system, which is made of various gas detectors interspersedwith
the magnet yoke (Chatrchyan et al. ).

Lepton Collider Experiments
They provide a clean environment: collisions exploit the full center-of-mass energy and are
kinematically well defined; beam energies are tunable, and the beams may be polarized; data
rates are moderate and backgrounds can be rejected by a simple interaction trigger (at higher
energies, pair production from beamstrahlung becomes significant), thus allowing for unbiased
data collection. These characteristics qualify for precision studies.
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The ILD detector at the ILC (longitudinal view of inner part)

The circular e−e+ collider of highest energy was LEP at CERN (circumference . km,
maximal beam energies ( + ) GeV) (Hübner ).

The most advanced next generation project is the “International Linear Collider” (ILC),
based on superconducting RF cavities for center-of-mass energies in the range . . . .  TeV, and
peak luminosity L =  ×  cm− s−. Options, besides operating e−e+, are e−e−, e−γ, and
γγ (Phinney et al. ).

Two detectors will share one interaction region (“push-pull”). One of them is the “Interna-
tional Large Detector” (ILD), partly shown in > Fig. . The cylinder-symmetric overall layout
contains both a silicon and a gaseous tracking system: in the barrel direction the multi-layer
pixel vertex detector (VTX) and microstrip inner tracker (SIT), and in the forward and back-
ward directions a stack of pixel and microstrip disks (FTD); the central tracking device is a
large TPC with ≈ pad-rows, enveloped by a layer of microstrips (aiding track precision and
pattern recognition). Still inside the superconducting . T solenoid magnet are the electro-
magnetic and hadron calorimeters. The muon detectors are integrated into the magnet yoke.
The beam-tube has conical shape in order to minimize the e−e+-pair background created by
beamstrahlung in the forward and backward directions (Stoeck et al. ).

Experiments at e−e+ Factories
So-called factories are high-luminosity e−e+ colliders, running at a center-of-mass energy
equivalent to the mass of a vector particle resonance, for the purpose of studying its copiously
produced decay products. Examples are DAFNE at Frascati (Φ factory), CESR-C at Cornell
(tau–charm factory), PEP II/BaBar at SLAC and KEKB/Belle at KEK (beauty factories), and
LEP I at CERN and the “Giga Z” option of ILC (Z factories).

The Beauty Factory KEKB at KEK is an asymmetric e−e+ collider with beams
around ( + .) GeV, and tuned to the bb̄ resonances ΥS(.) → BB̄, B+B− and
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⊡ Fig. 

The Belle detector at KEKB (longitudinal section)

ΥS(.)→B(∗)
s B̄(∗)

s , . . ..The boost factor ηcm = . allows spatial resolution of B-meson
decay vertices in the laboratory frame.The peak luminosity achieved isL = .×  cm− s−

(Kurokawa and Kikutani ).
The Belle detector is shown in > Fig. . The overall layout is cylinder symmetric but not

mirror symmetric, thus coping for the forward boost.The superconducting . T solenoidmag-
net contains the silicon vertex detector (SVD) and the gaseous central tracker – a large drift
chamberwith stereowires (CDC) – surrounded by aerogel Cherenkov and time-of-flight coun-
ters for particle identification, and an electromagnetic calorimeter. A dedicated K

L and muon
detector is combined with the magnet yoke (Abashian et al. ).

An upgrade is underway, aiming to increase the luminosity of the collider to L ≈

 ×  cm− s− (Super-KEKB, Flanagan and Ohnishi ), and to enhance the per-
formance of the detector and the reconstruction software (Belle II, Doležal and Uno
).
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. Detector Alignment

The alignment of an assembled detector aims at the geometry of its track-sensitive parts to
be corrected for small lateral and angular displacements. As a general rule, the error caused
by misalignment should be significantly inferior w.r.t. the intrinsic resolution of the sensitive
elements. In order to achieve this goal, various strategies can be used. Sensor positions can be
measured in the lab or in situ by lasers. To obtain ultimate precision, however, reconstructed
tracks have to be used (Strandlie and Frühwirth ).

This task can be performed in two stages: in “local alignment,” the individual sub-detectors
are internally aligned; thereafter, “global alignment” determines the positions and orientations
of entire sub-detectors w.r.t. each other. Advantage of this strategy is a reduction of the number
of alignment parameters that are to be estimated concurrently. A possible disadvantage is the
problem of achieving a consistent global alignmentwhile keeping the internal alignments fixed.
It may therefore be necessary to envisage a final adjustment of all alignment parameters of all
sub-detectors.

The required frequency of re-alignments depends mainly on the mechanical stability of the
various components. Distortions by gravity or magnetic forces, if significant, must be taken into
account. The mounting of, e.g., a high-resolution silicon detector directly onto the beam-tube
may necessitate one or even several global realignments per day.

With a sufficiently large number of tracks, chosen from a “clean sample,” the statistical errors
of the estimated alignment parameters can be made as small as required. The challenge is to
control the systematic errors to the required level (Brown et al. ). This is because for any
kind of tracks there are several degrees of freedom that are not constrained, usually referred to
as weak modes. A mixture of tracks that is as diverse as possible is required to constrain all or
at least most of the weak modes.

The requirements of past and current collider experiments on alignment performance, both
in terms of precision and in terms of the sheer number of parameters to be estimated, have insti-
gated the development of a generic algorithm (Millepede, Blobel and Kleinwort ; Blobel
; Blobel ). However, the largest LHC experiments, ATLAS and CMS, which meet the
most difficult alignment tasks, do not rely on a single method, but have implemented several
alternatives; this is extremely useful for debugging and cross-validation (Morley ;Widl and
Frühwirth ; Adam et al. b).

As a side benefit, alignment can be complemented by additionally providing a precise
estimation of the material budgets, using reconstructed tracks. This is particularly important
for low momenta, which are strongly affected by energy loss and multiple Coulomb scatter-
ing. Estimation methods for this task are currently under development (R. Frühwirth, private
communication).

 Event Reconstruction

The reconstruction of events acquired in the track-sensitive parts of a detector is a chain of tasks,
each of which contributes to detector abstraction and data reduction. Care must be taken in
order to avoid loss or distortion of relevant information, and keeping the sample representative.

Starting with raw measurements, the tasks to be performed are calibration, local
pattern recognition in individual sub-detectors (track search), global pattern recognition



  Tracking Detectors

(track finding), track parameters fitting (based on an appropriate track model), vertex finding,
and geometric and kinematic vertex fitting – thus ending up with the estimation of the event
parameters relevant for subsequent physics analyses.

Calibration and usually local pattern recognition are tasks of sub-detector-specific software,
which is not further discussed here.

This section deals with the next steps of the reconstruction chain. Their implementation
will be based on established state-of-the-art algorithms and techniques, and will take advantage
of available abstract interfaces to the framework, to the data model, and to the geometry and
materials information. Access to the “simulation truth” and interfaces to the event graphics are
required for software testing and optimization studies.

A broad range of approaches exist to fulfill the tasks mentioned above. This overview is
intended to show the sophistication of techniques available. It is not exhaustive, and is focused
mainly on colliding beam experiments.More thorough reviews can be found, e.g., in Frühwirth
et al. (), Strandlie and Frühwirth ().

. Pattern Recognition

The task of global pattern recognition, a.k.a. track finding, is to determine which hits in the
track-sensitive parts of a detector belong to a common track. Information fromapreceding local
pattern recognition, yielding a track element candidate with associated hits, is used if available.

A large variety of techniques exist for track finding. Which one to choose depends among
other things on the track density, the background noise level, the distance to the interaction
point, and the sub-detector in question. Some track finding algorithms rely on the circular shape
of the track in the transverse projection, and those will work only in regions where themagnetic
field is rotationally symmetric and approximately homogeneous.

In a collider’s radial region, due to smaller track density in the outer sub-detectors, an
“inward/outward” strategy may be appropriate, e.g.,

• Track element candidates found by local pattern recognition in a large-volume central track-
ing detector (CTD) are extrapolated inward to high-precision vertex and/or inner tracking
detectors (VITD), as available. Tracks that can be found by this technique have transverse
momenta sufficiently high for crossing most or all of the CTD.

• Each VITD hit is tested against each extrapolation. If it can be associated to a track
candidate, it is removed from the hit collection.

• The remaining VITD hits are the input to a local pattern recognition in these detectors.
Various algorithms can be used in this “stand-alone track search.” Among them are the
conformal transformation (Frühwirth et al. ), the Hough transform (Hough ),
the elastic net (Kisel et al. ; Gorbunov and Kisel ), the combinatorial Kalman
filter (Mankel ), and related methods of progressive track search.

• Track element candidates found in this way are extrapolated from the VITD outward into
the CTD. If unused CTD hits are found that fit to the extrapolation, they are associated to
this track candidate.

A different strategy starts with stand-alone track searches in both the VITD and CTD. Track
element candidates found by one are extrapolated andmatched against those found by the other,
and linked if passing the test. In a final step, unused hits are tried again to be associated.
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In the forward region, defined by tracks crossing only a small part or none of the CTD,
dedicated forward tracking detectors (FTD) should be available. This may lead to complex sit-
uations where no general strategy can be given. In such cases, individual solutions might be
appropriate.

Pattern recognition results in a set of global track candidates, each consisting of a crude
estimate of its parameters together with an ordered list of associated sub-detector hits, plus a
set of unassociated hits.

Amore sophisticated approach allows hits to be shared among twoormore track candidates;
in this case the final hit association is relegated to the next task, track reconstruction.

. Track Reconstruction

The trajectory of a charged particle, moving in a stationary magnetic field and in the absence
of matter, is determined by the Lorentz force law. It is uniquely described by five independent
parameters, representing the initial conditions at, e.g., the point of intersection with a chosen
reference surface: two positions, two directions, and a quantity depending on the momentum.

The global track candidates that have been found in the previous task are subjected to single
track fitting based on some track model, with the measurements and their error matrix being
derived from the hit coordinates, and contributions from the detector material correctly taken
into account. The purpose of this step is twofold: () find a “best estimate” for the track param-
eters, yielding a -tuple and a corresponding  ×  covariance matrix; and () test and possibly
update the track hypothesis, i.e., the association of hits to this track, by identifying and remov-
ing or down-weighting “outliers” (true measurements with errors larger than shown, or false
ones not belonging to the track at all) and, if present, resolving ambiguous associations of hits.
These two tasks may be achieved by an iterative procedure.

The choice of an appropriate track model depends on the magnetic field. At many experi-
ments, it is sufficiently close to being homogeneous in the tracking region, implying a helix track
model. Significant deviations from homogeneity can be handled either by analytical corrections
(if rotationally symmetric), or by stepwise numerical integration (e.g., Runge–Kutta–Nyström
algorithm (Abramowitz and Stegun )). Moreover, the detector layout is often approximately
rotationally symmetric w.r.t. an axis parallel to the magnetic field. Track parameters suggested
to be used internally or externally are given in > Sect. ..

The free particle trajectory is disturbed by material effects in the detector.The most impor-
tant one is multiple Coulomb scattering off nuclei. This is a stochastic process with a core
distribution of two local projections of the scattering anglewell described by theRossi–Greisen–
Highland formula (Highland ), except for extremely thin material with few scatterings (for
details see Frühwirth and Regler ()). If the material budget is concentrated in thin layers
(e.g., silicon detector layers, gas detectorwalls), thosemaybe approximated by geometrical zero
thickness; in that case only a kink occurs in the layer, and the track’s covariancematrix is “blown
up” only in the two direction parameters.

Another important material effect is energy loss. For particles heavier than electrons, this
is dominated by ionization; if taken into account by the track model (in particular for low
momenta), it can be described by a deterministic step in ΔE as derived from the Bethe–Bloch
formula with Fermi plateau (Frühwirth et al. ). For electrons at high momenta, energy
loss is dominated by bremsstrahlung, which is a process of stochastic occurrence that can be
described stochastically by the Bethe–Heitler model (Bethe andHeitler ). As it is extremely
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non-Gaussian, this poses problems that can be solved by special modifications of the fitting
algorithm, e.g., the Gaussian Sum Filter (Adam et al. ) or alternatives (Kartvelishvili ).
However, if the bremsstrahlung photon can be identified and measured, a deterministic ΔE
correction on the electron may be appropriate (Urquijo and Barberio ).

State of the art in track fitting are techniques based on the Kalman filter (Frühwirth ),
a recursive and locally linear estimator, which is equivalent to the global least squares method,
but is superior in coping with the requirements of a complex modular detector. It is applied
on a linear approximation to the track model, the expansion point being a “reference track”
sufficiently close to the true track; the crude estimate from track findingmaybe a good choice. If
necessary, a Newtonmethod can be applied, with the new reference track being the track fitted
in the previous iteration. Improvement may be gained by local adjustments of the reference
track that introduces nonlinear terms into the model.

The best estimate of the track parameters is achieved only at the end of the filter, after all
measurements having contributed. In order to obtain best estimates all along the trajectory, the
filter must be complemented by a smoother.This can be achieved either iteratively, or with help
of a second Kalman filter running in the opposite direction.The smoothed χs may serve as test
criteria for outlier measurements; in the realistic case of multiple outliers, however, the power
of these tests is limited. For details, see the formulae shown in > Sect. ..

Linear estimators are inherently sensitive to the influence of outliers. Robustification can
be achieved by using nonlinear estimators, which in the case of track fitting are most easily
implemented as iterative extensions of the Kalman filter: measurements with “big” normal-
ized residuals are down-weighted in the next iteration. Such adaptive filters are largely resistant
against wrong measurements; thus they are able to defer the final association of hits from the
track finding step to the track fitting step, where more complete information about the track is
available for the test criteria.This final association need not be a “hard” one, as the final weights
of the measurements can be anywhere between  and .

There exist several adaptive filter methods. In particular, the Deterministic Annealing
Filter (DAF) (Frühwirth and Strandlie ; Strandlie and Frühwirth ) has successfully
been implemented and refined by the CMS experiment at LHC.

A nontrivial challenge is flexible track propagation in complex sequences of cylindrical and
plane detectors, as is often the case in the forward region (Regler et al. a). Recently, a
detector-independent skeleton toolkit for track reconstruction has been developed (GENFIT,
(Höppner et al. )).

. Vertex Reconstruction

Vertex reconstruction consists of () vertex finding and track bundling (a pattern recogni-
tion task); () geometric vertex fitting (statistical estimation of the vertex position and the
track parameters at the vertex); and () re-fitting with the kinematic constraints of energy–
momentum conservation. These tasks are in practice often intertwined.

The “virtual measurements” of the vertex fit are the tracks fitted independently in the pre-
vious step, and conveniently extrapolated inward into the beam-tube; thus no material effects
need to be taken into account anymore. Their five parameters and × covariancematrixmaybe
defined on a reference surface (e.g., the inside of the beam-tube), or as perigee parameters w.r.t.
a fixed pivot point close to the beam interaction (see > Sect. .). In case of a primary vertex



Tracking Detectors  

the beam interaction profile, if known, may be included as another virtual measurement; it may
be determined from the vertex fits of a sample of selected “clean” low-multiplicity events, col-
lected over a period of stable beams.Note that the global covariancematrix of all measurements
is block-diagonal.

A vertex fitted from n tracks consists of ( + n) parameters: three position coordinates,
and three track parameters at the vertex for each track. For a subsequent kinematic fit the full
(+ n)×(+ n) covariance matrix is required; otherwise, only some ×  sub-matrices may
be of interest.

Geometric vertex fitting starts with a Kalman filter (Frühwirth ; Frühwirth et al. ),
with the linear expansion point being chosen from the beam interaction profile and/or crude
track intersections. A smoother is required for obtaining the best estimates of all tracks added
before the last one. The smoothed χs may be used as test criteria for outliers, i.e., tracks
not belonging to this vertex; however, the power of these tests suffers for the same reasons
as discussed with track fitting above. Formulae are given in > Sect. ..

The remedies are robustified, nonlinear, adaptive filters – in particular the Deterministic
Annealing Filter (DAF) (Waltenberger et al. ; Strandlie and Frühwirth ) which down-
weights the influence of outlier tracks on the fitted vertex. In addition, it introduces an annealing
schedule that serves two purposes: it prevents the fit from falling into a local minimum, and
allows progressively moving from “soft” to ultimate “hard assignments.” Formulae are given in
> Sect. ..

This leads in a natural way to a technique of vertex finding, called Adaptive Vertex Recon-
struction (AVR) (Waltenberger ): if the DAF is applied to all tracks, with the proper setting
of the annealing schedule it converges to the vertexwith the largest number of tracks.The tracks
attached to this vertex are removed from the track collection, and the DAF is applied to the
remaining tracks. This is iterated until no more vertices can be found. The AVR has been eval-
uated against other vertex finders, in particular ZvTop (Jackson ). The DAF can be further
generalized by introducing a Multi-Vertex Filter (MVF) (Frühwirth and Waltenberger ),
simultaneously fitting n tracks to m competing vertices by “soft assignment” of each track to
more than one vertex (see > Sect. .).

The inclusion of electron tracks fitted with a Gaussian Sum Filter (GSF) causes the vertex fit
also to be modeled as a Gaussian sum.This can result in exponential bloat unless compensated
for by a “collapsing strategy” (Speer and Frühwirth ). GSF is compatible with the adaptive
DAF and MVF.

Kinematic fitting imposes the constraints of energy–momentum conservation on each ver-
tex. The method used is that of Lagrangian multipliers (Avery ; Frühwirth et al. ). It
can be achieved either as a separate re-fit step after pure geometric vertex fitting, or directly
by a simultaneous geometry and kinematic fit. Problems arise in cases of insufficient informa-
tion (unknown masses, unseen particles, undefined jet momenta, etc.). In e−e+ collisions, the
well-defined initial state is stochastically disturbed by initial-state radiation photons off a beam
particle before its interaction (Beckmann et al. ). Complex cascade decay chains are difficult
to handle in a general way. And kinematic fitting maymore likely be subject to the requirements
of a subsequent physics analysis.

Vertex reconstruction, being the last step in the event reconstruction chain, may be boxed
in a detector-independent toolkit. Such a toolkit exists (RAVE, Moser et al. ; Waltenberger
). It includes the Kalman filter, the DAF, the MVF, the GSF, the AVR, and an interface to
ZvTop.
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Reconstructed charmless B−-meson decay (left) and associated particle identification (right)

in the DELPHI experiment (Abreu et al. ) at LEP

The importance of vertex reconstruction has impressively been demonstrated in the
experiments at LEP (Hübner ); an example is shown in > Fig. . At “Beauty Factories”
(BaBar, Belle), physics studies like CP violation in BB̄ systems rely on precise measurements
of Δz between the two B decay vertices, and TeV-scale colliders (LHC, ILC) strive for efficient
heavy-flavour tagging.This can only be achieved by complementing the high-resolution silicon
vertex detectors with sophisticated reconstruction software, based on statistical methods fully
exploiting the information available.

 Performance Optimization

Big complex detectors are used in experiments at modern particle accelerators and colliders, in
order to “squeeze out” a maximum of information about the underlying physics. Performance
challenges on behalf of the track-sensitive parts include precise momentum, direction, and spa-
tial resolutions of the trajectories of charged particles, both on their own and in support of other
detector parts, like calorimetry by particle flow analysis (Thomson ).

In order to achieve these goals, care must be taken from the very beginning in the design of
the experimental set-up. This includes:

• Choice of the overall design (e.g., volume available for the tracking and the calorimeters,
constrained by the size of the magnet);

• Layout of the components of the tracking parts (vertex detector, central tracking detector,
forward detectors, supplementing detectors, etc.);

• Technology: silicon trackers (high spatial resolution of sensors, appreciable amount of
multiple scattering) versus gaseous track chambers (worse spatial resolution of single mea-
surements, high momentum resolution due to many measurements, and little multiple
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scattering in the gas volume, however, much multiple scattering in the inner wall and end
plates);

• Impact ofmaterial budgets,magnetic field characteristics, radius of the beam-tube, expected
event rates, background radiation, etc;

• Constraints from the machine–detector interface, and costs.

The choices taken will of course strongly depend on the type of experiment (fixed-target vs.
colliding beams), on the type of collider (hadrons vs. e−e+ vs. e−p), and on its beam energies
and luminosity.

Three regions can be distinguished in the tracking parts of a detector:

• Central region (including a “recoil part” in fixed-target experiments)
• Forward and backward regions (forward prominent in fixed-target exp.)
• Transition region, which is most challenging, albeit often neglected

For detector optimization in view of tracking performance, several techniques are available:
analytical calculations from simple to sophisticated; and Monte-Carlo studies from rough but
fast to elaborated full simulations, followed by event reconstruction at various levels of detail.
Other reasons for Monte-Carlo studies include software debugging, detector acceptance cor-
rections, signal and background estimations for physics analyses, and adjustment of test-beam
results for realistic conditions.

The rest of this section refers mainly to colliding beams. When starting to design a new
experiment, a first guess of the track resolution in the central region of an approximately cylin-
drical set-up inside a homogeneousmagnetic fieldmay be based on the well-knownGluckstern
formulae (Gluckstern ). For example the transverse momentum resolution, neglecting
multiple scattering, is given by

[σ(pT)/pT]det ∝
σRΦ
Bz L ⋅ pT

with σRΦ being the azimuthal spatial resolution of a single measurement in a stack of layers
over a lever arm L, and Bz , the magnetic field (for coordinates and track parameters, see the
> Sect. .).

Recent improvements have extended the validity of those formulae to:

• Detectors not homogeneous w.r.t. resolution and material budget (Regler and Frühwirth
a)

• The track’s azimuthal direction angle w.r.t. the cylinder normal, ∣β∣, not being small (which
is the case for low-momentum tracks) (Regler and Frühwirth a)

• The track’s dip angle w.r.t. the transverse plane, ∣λ∣, not being small (covering substantial
part of the forward and backward directions) (Valentan et al. )

In the extreme forward and backward regions of the detector, application of Gluckstern-like
formulae requires a lot of skill. In these cases, it is advised to use right from the beginning a fast
simulation and reconstruction tool. This is anyway a must in the transition region mentioned
above. It is also true for estimating vertex precision, and a rough secondary vertex separation.

In the “barrel region” of a cylinder-symmetric set-up (approximately characterized by π/ <
ϑ < π/), resolutions are commonly parametrized as functions of the transverse momentum
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pT and the polar angle ϑ:

Transverse momentum: σ(pT)/pT = a ⋅ pT ⊕ b /
√

sin ϑ

Transv. impact parameter: σ(δT) = c ⊕ d / (P ⋅ sin/ ϑ)

(quadratic addition of two terms, arising from detector resolution “det” andmultiple scattering
“m/s,” respectively). The ILD detector at ILC aims at a <  ⋅ −/GeV, b < −, c < µm, and
d < µm⋅GeV (Stoeck et al. ).

> Figure  shows example resolutions of transverse momentum pT and impact parameter
δT as functions of pT , for polar angles ϑ ≥ ○:

Resolution of the absolute momentum can be calculated from those of transverse momen-
tum and polar angle (known from the fit) (Valentan et al. ):

[σ(P)/P] = [σ(pT)/pT]

+ [σ(ϑ) ⋅ cot ϑ] + cov(/pT , ϑ) ⋅ pT ⋅ cot ϑ

≈ [σ(pT)/pT] + [σ 
(ϑ)det − σ


(ϑ)m/s] ⋅ cot

 ϑ .

In an early design phase, detector optimizationmust be flexible and fast enough for frequent
quick discussions concerning local modifications. This calls for lightweight fast simulation and
reconstruction tools, capable of closely modeling reality, like LDT (Regler et al. a; Regler
et al. b), used for > Fig. .

However, their limits should always be kept in mind: Precise knowledge of the magnetic
field may not be necessary now, but the penalty for incorporating field inhomogeneities must
be paid later. Amagnetic field is crucial for the performance of a TPC, but the effect of its forces
may require new global alignment. Beam radiation background and high particle flux densities
degrade significantly the performance of detectors close to the beam-tube, like vertex detectors;
these effects can only roughly be simulated by heuristic corrections of their resolutions and
efficiencies.

A danger is “over-instrumentation” of the inner silicon tracking regions: any gain in direc-
tion and momentum resolution by adding layers is reversed by increased multiple Coulomb
scattering. Minimizing the material budget of the sensors makes an all-silicon central tracker
feasible. However, goodmomentum resolutions at lowmomenta can at present only be achieved
by a gaseous central tracker, like a TPC. Although its inner wall is a massive scatterer and effec-
tively breaks the track information into two, the absolute momentum (accurately measured
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in the TPC) is preserved. For the impact parameter, the degradation of direction and transverse
momentum by the wall can be compensated by precise measurements at the innermost layer
of a vertex detector close to the beam-tube as small as possible. On the other hand, although
some detector layers in the intermediate region between vertex detector and TPC may not
substantially contribute to the track resolution, theymight be beneficial for pattern recognition.

In an advanced design phase, a full detector simulation (e.g., based on the GEANT tool,
Agostinelli et al. ), followed by an adequately detailed reconstruction including realistic
pattern recognition, should be used. Only by this way a correct knowledge of the influence
of backgrounds (originating from beamstrahlung or detector noise), which are not correlated
to the tracks, can be obtained. Other influences arise from, e.g., delta-ray ghosts, high track
multiplicities, or multiply overlaid event data (as expected at the LHC). These affect pattern
recognition and track reconstruction. Such simulation studies provide important input for the
required digital resolutions, “time stamp” information, and pulse-height measurements of the
detectors.

Colliders at TeV energies require a precise reconstruction of hadron jets, composed of
charged and neutral particles. Particle flow analysis (Thomson ) combines the mea-
surements of tracking detectors with those of fine-grained electromagnetic and hadronic
calorimeters. The jet energy resolution, neglecting leakage and confusion, is parametrized as
quadratic addition of terms from intrinsic calorimeter resolution and from imperfect track
reconstruction:

σ(Ejet)/Ejet = x /
√

Ejet ⊕ y .

The ILD detector at ILC aims at x < %
√

GeV, y < % (Stoeck et al. ).

 Summary

Reconstruction of the trajectory of charged particles is essential for experiments at high-energy
accelerators, in astro-particle physics, and for medical applications (diagnostics and particle
therapy). Tracking detectors consist of position-sensitive elements, which respond to the signals
induced by the passage of charged particles. Formeasuring these positions, several technologies
have been developed: various types of gaseous detectors, semiconductor detectors, scintillating
fiber detectors, and nuclear emulsions for special purposes. Further track parameters such as
momentum and charge can be measured if the detectors operate together with a magnetic field.
Precise reconstruction from raw measurements involves sophisticated statistical methods.

 Appendix: Formulae

. Kalman Track Fitting

The Kalman filter is used for recursively fitting a trajectory by the measurements of n inde-
pendent sub-detectors. Multiple scattering is treated locally, thus only small matrices have to
be inverted. Eventually, the fitted track parameters may be re-computed anywhere along the
trajectory (“smoother”).
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The system equations describe the propagation of the track parameter vector pk through a
set of reference surfaces k = , . . . , n by deterministic functions f k− derived from the track
model, plus random “process noise” ωk due to multiple scattering between the surfaces for
each step k −  → k. The measurement equations describe the transformation pk → mk (the
measurements associated with reference surface k) by deterministic functions hk , plus ran-
dom “measurement noise” єk . Both ωk and єk are assumed to be unbiased and defined by the
covariance matrices Qk and Vk , respectively:

pk = f k−(pk−) + ωk , cov(ωk) ≡ Q k

mk = hk(pk) + єk , cov(єk) ≡ Vk = Gk
−

A linearization of the track model functions f k and hk is achieved by first-order Taylor
expansions around an undisturbed “reference track” pk ,e :

f k(pk) ≈ f k(pk ,e) + F k(pk − pk ,e) = F kpk + ak ,e

hk(pk) ≈ hk(pk ,e) + Hk(pk − pk ,e) = Hkpk + bk ,e

with F k = [∂pk+/∂pk)]e and Hk = [∂mk/∂pk)]e being the Jacobian matrices of derivatives
at pk ,e . The constant terms ak ,e and bk ,e can be transformed away, e.g., by redefining pk →
pk − pk ,e andmk → mk − hk(pk ,e), and are in the following omitted (“homogenization”).This
yields

pk = F k−pk− + ωk , mk = Hkpk + єk

Each Kalman filter step consists of two basic operations: Prediction is an estimation of
the track parameter vector at k, based upon the estimate at k − , i.e., including only mea-
surements , . . . , k − . Filtering is an updated estimation at k, computed by a weighted mean
of the predicted estimate and the measurements at k, i.e., now including measurements
, . . . , k.

Only at the last reference surface n does the filtered estimate include all measurements
, . . . , n. Smoothing is an update of the filtered estimate at any k < n with the missing so far
measurements k + , . . . , n. This can be achieved either iteratively (k = n − , . . . , ) based upon
the smoothed estimate at k + ; or equivalently by computing the weighted mean of the filtered
estimate with the predicted one of a second filter running in the opposite direction.

Predictor formulae for estimate, residual, and their covariances (the lower index refers to the
current reference surface, the upper index denotes the last measurements included; if equal, the
upper index may be omitted; the subscript “back” refers to a filter running opposite) read

p̃k−
k = F k− p̃k−

cov (p̃k−
k ) ≡ C

k−
k = F k−Ck−F k−

T
+ Q k

rk−k = mk − Hk p̃
k−
k , cov (rk−k ) ≡ R

k−
k = Vk + HkC

k−
k Hk

T
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Filter formulae for estimate, residual, their covariances, and chi-squares:

p̃k = Ck [(C
k−
k )

−
p̃k−
k + Hk

TGkmk]

cov(p̃k) ≡ Ck = [(C
k−
k )

−
+ Hk

TGkHk]
−

rk = mk − Hk p̃k , cov(rk) ≡ Rk = Vk − HkCkHk
T

χk ,F = rk
TRk

−rk (filtered), χk = χk− + χk ,F (total when k = n)

For starting up, set p̃ = p,e (before its redefinition) and (C

 )
−
= diag(ζ), with ζ =  if

dim(m) > , or  < ζ ≪  otherwise.
Smoother formulae for estimate, residual, their covariances, and chi-square:

p̃nk = C
n
k [(Ck)

− p̃k + (C
k+
k )

−

back
p̃k+k ,back]

cov (p̃nk) ≡ C
n
k = [(Ck)

−
+ (Ck+

k )
−

back
]

−

rnk = mk − Hk p̃
n
k , cov (rnk) ≡ R

n
k = Vk −HkC

n
kHk

T

χk ,S = r
n
k
T
(Rn

k)
− rnk (smoothed)

with the χk ,S being not independent of each other, and∑
n
k= χ


k ,S ≠ χn .

Outliers are “bad measurements” mk , which may be mis-associated to this track, or have
errors much larger than expected from Vk , or are background noise. In case of no outliers,
Gaussian errors well represented by Vk , and good linear approximation, the smoothed χk ,S are
chi-square distributed with dim(mk) degrees of freedom.Thus, they are a practical test statistic
for outlier removal. However, there is only little “robustness” against multiple outliers.

. Kalman Vertex Fitting

TheKalman filter is used for geometrically fitting n ≥  tracks to a common vertex.Virtual mea-
surements are the fitted track parameters pk , k = , . . . , n, conveniently extrapolated inward,
and assumed to be uncorrelated; thus the global covariance matrix is ( × ) block-diagonal.
Aim is the estimation of a “state vector” composed of the vertex position x, and of themomenta
qk of all tracks at the vertex.

Each filter step consists of adding a new track pk to a vertex already fittedwith k− tracks, by
updating its position estimate xk− → xk , and estimating the track’s qk at the vertex. Smoothing
is an update of the filtered estimates qk for k < n, just using the final estimate of the vertex
position xn .

There is no “process noise,” thus the prediction is trivial, and the system equations are
simply the identity. The measurement equations describe the dependence (x, qk) → pk by
deterministic functions hk derived from the track model, plus random “measurement noise”
єk assumed to be unbiased and defined by the fitted tracks’ covariance matrices Vk :

xk(xk−) = xk− =: x
pk = hk(x, qk) + єk , cov(єk) = Vk = Gk

−



  Tracking Detectors

A linearized track model is obtained by approximating hk by a first-order Taylor ansatz
around some “expansion point” (x e , qk ,e):

hk(x, qk) ≈ hk(x e , qk ,e) + Ak(x − x e) + Bk(qk − qk ,e) =
= Akx + Bkqk + ck ,e

with Ak = [∂pk/∂x]e and Bk = [∂pk/∂qk]e being the Jacobian matrices of derivatives at
(x e , qk ,e). The constants ck ,e can be transformed away by redefining pk → pk − ck ,e and are in
the following omitted (“homogenization”):

pk = Akx + Bkqk + єk

Filter formulae for estimate, residual, their covariances, and chi-squares:

x̃k = Ck [Ck−
− x̃k− + Ak

TGk
Bpk] ,

with Gk
B
= Gk −GkBkWkBk

TGk

q̃k =WkBk
TGk(pk − Ak x̃k), with Wk = (Bk

TGkBk)
−

cov(x̃k) ≡ Ck = (Ck−
−
+ Ak

TGk
BAk)

−

cov(q̃k) ≡ Dk =Wk + Ek
TCk

−Ek

cov(x̃k , q̃k) ≡ Ek = −CkAk
TGkBkWk

rk = pk − Ak x̃k − Bk q̃k
cov(rk) ≡ Rk = Vk (Gk

B
−Gk

BAkCkAk
TGk

B
)Vk

χk ,F = (x̃k − x̃k−)
TCk−

−
(x̃k − x̃k−) + rk

TGkrk (filtered)
χk = χk− + χk ,F (total when k = n)

If there exists prior information of the vertex position x̃ and its covariance matrix C (e.g.,
from the beam interaction profile), use it as additional measurement. Otherwise, set x̃ = x e

and C− = diag(ζ), with  < ζ ≪ .
Smoother formulae for estimate, residual, their covariances, and chi-square:

q̃nk =WkBk
TGk(pk − Ak x̃n)

cov (q̃nk) ≡ D
n
k =Wk + E

n
k
TCn

−En
k

cov (x̃n , q̃nk) ≡ E
n
k = −CnAk

TGkBkWk

cov (q̃nk , q̃
n
j ) = E

n
k
TCn

−En
j (for k ≠ j)

rnk = pk − Ak x̃n − Bk q̃
n
k

cov (rnk) ≡ R
n
k = Vk (Gk

B
−Gk

BAkCnAk
TGk

B
)Vk

χk ,S = (x̃n − x̃n∗
k )

T
(Cn∗

k )
−
(x̃n − x̃n∗

k ) + r
n
k
TGkr

n
k (smoothed),

with x̃n∗
k = C

n∗
k [Cn

− x̃n − Ak
TGk

Bpk]

cov (x̃n∗
k ) ≡ C

n∗
k = (Cn

−
− Ak

TGk
BAk)

−

being the result of removing track k from the final vertex fit by an “inverse Kalman filter,”
formally replacing Gk → −Gk .
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In case of no outlier tracks, Gaussian errors well represented by Vk , and good linear model,
the smoothed χk ,S are chi-square distributed with two degrees of freedom. Thus, they can be
used as a symmetric test for outliers. However, if there are several outlier tracks (e.g., not belong-
ing to this vertex), the estimates x̃n∗

k are biased by the remaining ones, and the power of the test
decreases.

. Robust Vertex Fitting

The Adaptive Vertex Filter is a nonlinear generalization of the Kalman filter, iteratively down-
weighting the contribution of outlier tracks to the objective function (“soft assignment”). The
extra weight wk ≤  on each track’s weight matrix Gk = Vk

− is calculated by a Fermi function
of its smoothed chi-square χk ≡ χk ,S with a cutoff parameter χcut (> Fig. ).

An annealing schedule with decreasing “temperature” T is introduced in order to avoid local
minima (Deterministic Annealing Filter, DAF):

wk (χ

k ,T) =

e−χ

k/T

e−χk/T + e−χcut/T
=


 + e(χk−χcut)/T

Iterations (index i = , . . . omitted above) should start with an a priori guess, e.g., wk , = ,
which is equivalent to the linear Kalman filter. For i > , wk ,i = wk (χk ,i−,Ti) above, with
Ti ≤ Ti− defined by the annealing schedule. For T → , the Fermi function approximates the
Heaviside function, and the assignment turns into a “hard” one (wk =  or  only).

The Multi-Vertex Filter is a generalized DAF, simultaneously fitting m vertices by “soft
assignment” of each track tomore thanone vertex.The extraweightswkℓ of track kw.r.t. vertex ℓ
in one iteration are

2
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wkℓ (χ

kℓ ,T) =

e−χ

k ℓ/T

∑

m
λ= e

−χk λ/T
+ e−χcut/T

. Helix Coordinate Systems

The tracking detector layout is assumed to be approximately rotationally symmetric w.r.t. the
z-axis, but not necessarily mirror symmetric w.r.t. the origin z = . The axes (x, y, z) define a
right-handed orthogonal basis. By convention, the x-axis is chosen to be “horizontal,” and the
y-axis to point upward.

Surfaces are defined as either cylinders of radius R, or as planes either normal to the z-axis
(“end caps”), or parallel to the z-axis (“prism”), or inclined w.r.t. the z-axis (“pyramid”). They
may be real or virtual.

Besides Cartesian coordinates, cylindric coordinates, and spherical polar coordinates are
defined for space points and/or momenta:
Space points x = [x, y, z]cart = [R,Φ, z]cyl :

x = R ⋅ cosΦ R =
√

x + y
y = R ⋅ sinΦ Φ = arctan(y/x), azimuth angle  ≤ Φ < π

Momenta p = [px , py , pz]cart = [P, ϑ, φ]sph = [pT , φ, pz]cyl :

px = P ⋅ sinϑ ⋅ cosφ P =
√

px + py + pz =
√

pT + pz
py = P ⋅ sinϑ ⋅ sinφ ϑ = arccos(pz/P), polar angle  ≤ ϑ ≤ π
pT = P ⋅ sinϑ λ ≡ π

 − ϑ, dip angle π
 ≥ λ ≥ −

π


pz = P ⋅ cosϑ φ = arctan(py/px), azimuth angle  ≤ φ < π

The magnetic field is assumed to be homogeneous and aligned parallel or antiparallel to the
z-axis. It is defined by the flux density B = [, , Bz]cart. This implies a helix track model, with
the helix axis being parallel to z.

The following units are most often used: [length] = m (or) cm, [angle] = rad, [momentum]
= GeV/c, [B field] = T (Tesla), and [charge] = e (elementary charge). For a particle with
momentum P and charge Q, the radius of the helix rH and its conveniently signed inverse κ are

rH = 
Kunit

⋅

P ⋅ sinϑ
∣ Q ⋅ Bz ∣

> , κ = − sign(Q ⋅ Bz) / rH

with the unit-dependent constant (here shown for two units of length)

Kunit = (− c
m/s) ⋅

[length]
m

GeV/c
T⋅[length] ≈ .

GeV/c
T⋅m = . GeV/c

T⋅cm

The sign convention corresponds to sign(κ) = sign(dφ/ds) ≡ sense of rotation in the
(x, y)-projection. Note that in the absence of matter, P and ϑ are constants of motion; in case
of multiple scattering, only P remains constant.

The helix equations for a starting point [xS , yS , zS] and a starting azimuthal direction angle
φS , as functions of the running parameter φ, are:

x(φ) = xS + (sinφ − sinφS) / κ
y(φ) = yS − (cosφ − cosφS) / κ
z(φ) = zS + cot ϑ ⋅ (φ − φS) / κ path length s(φ) = (φ − φS) / (κ ⋅ sin ϑ)
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A fitter’s internal track parameters are often defined as follows:

[RΦ, z, ϑ, φ− Φ, κ] at R = RS in the radial (“barrel”) region
[x, y, cot ϑ, φ, κ] at z = zS in the forward/backward regions
[x, y, dx/dz, dy/dz,Q/P] at z = zS in the extreme fwd/bkwd regions

Examples of popular alternative external track parameters are:
[x, y, z, px , py , pz] “D Cartesian” (RAVE, (Waltenberger )); note that the

corresponding  ×  covariance matrix is of rank  only
[δT , δz , cot ϑ, φP , κ] “Perigee representation”

The perigee point [xP , yP , zP] of a helix track is defined, in the (x, y)-projection, as the “point
of closest approach” (PCA) to a fixed pivot point [x, y, z]. The track parameters in perigee
representation and usual convention are:

δT = ±
√

(xP − x) + (yP − y) projected distance between
perigee and pivot points (transverse impact parameter),
with + or − sign indicating the pivot point sitting to
the left or to the right of the helix, respectively;

δz = zP − z distance along z between perigee and pivot points;
cot ϑ slope of the helix;
φP azimuthal direction of the helix at the perigee point;
κ inverse helix radius, with the sign defined as before.

Beware of subtle differences in the various conventions, e.g., for the units of length and
momentum, the sign definitions for κ and δT , replacement of φP by the azimuthal position
of the perigee point w.r.t. the pivot point, or an assumption about sign(Bz) with implicit
consequences.

Disclaimer
The formulae of > Sect.  are field proven. However, the authors deny any responsibility for
possible damages caused by their usage.
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  Photon Detectors

Abstract: This chapter is intented as an overview of techniques for detection of photons,
from the infrared to the ultraviolet and extreme ultraviolet. We discuss the vacuum photon
detectors, gaseous photon detectors, and semiconductor sensors, as well as recent progress
in novel photon detection methods.

 Introduction

A large fraction of detectors in particle, nuclear, and astrophysics, as well as in medical imaging
is based on the detection of photons in or near the visible range,  nm < λ < , nm.
This includes detection of scintillation and Cherenkov light as well as the light detected in
astronomical observations.

In most photosensors, detection of photons proceeds in three steps. First, a primary pho-
toelectron or electron–hole (e–h) pair is generated by an incident photon via the photoelectric
or the photoconductive effect. By electron multiplication the number of electrons is increased
to a detectable level, so that finally secondary electrons produce an electrical signal. The three
steps are best illustrated on the example of the photomultiplier tube (PMT), the most common
light sensor with a simple structure of electrodes enclosed in an evacuatedglass vessel (> Fig. ).
The photon hits a semitransparent photocathode, in which its energy is transferred to an elec-
tron. This photoelectron exits the photocathode and enters an electric field, which leads it to
the first dynode. The dynodes serve as an electron multiplier chain; electrons are accelerated
in the electric field, strike the next dynode, releasing more electrons. After several amplifica-
tion stages, the swarm of electrons hits the last electrode, the anode, where a detectable current
signal is produced.

. General Properties of Photon Detectors

Photon detectors are charaterized by the following properties (Particle Data group ):

Quantum efficiency (QE or єq): the probability that the incident photon generates a photoelec-
tron

Collection efficiency (CE or єc): the probability that the photoelectron starts the electron
amplification

Gain (G): the number of electrons collected for each generated photoelectron
Dark current or dark noise: the electrical signal with no photon at the input
Dynamic range: the maximum signal available from the detector (usually expressed in units

of the response to noise-equivalent power, or NEP, which is the optical input power that
produces a signal-to-noise ratio of )

Time dependence of the response: this includes the transit time, which is the time between
the arrival of the photon and the electrical pulse, and the transit time spread (TTS), which
contributes to the pulse rise time and duration

Single-photon detection capability: important when measuring very-low-level light intensities
Rate capability: inversely proportional to the time needed, after the arrival of one photon, to get

ready to receive the next (i.e., recovery time)
Stability: essential for long-term operation at elevated counting rates



Photon Detectors  

Faceplate

Direction of light

Secondary
electron

Focusing
electrode

Last dynode Stem pin

Stem
AnodeElectoron

multiplier
(dynodes)

Photocathode

VACUUM
(10−4 Pa)

e−

⊡ Fig. 

Schematics of a transmission-type photomultiplier tube (Hamamatsu )

Note that the term photon detection effiency (PDE) is oftenused for the combined probability
to produce a photoelectron and to detect it (PDE = єqєc). Note also that producers often quote
the cathode radiant sensitivity Sk , the ratio between the photocathode current to the incoming
light power; Sk is related to the quantum efficiency through Sk = єqe/hν.

 Vacuum Photodetectors

In a vacuum photodetector, the photocathode and the electron multiplication stage are in vac-
uum, enclosed in a vessel made of various combinations of glass, ceramics, and metal. Vacuum
photodetectors are of three types: photomultiplier tubes, microchannel plate photomultiplier
tubes, and hybrid photodetectors.

. Photomultiplier Tubes

Photomultiplier tubes (PMTs) (> Fig. ) have been up to very recently the most common
photodetector in particle physics experiments and medical imaging (Arisaka ). In a
transmission-type PMT, the photosensitive material (photocathode) is on the inside of a trans-
parent window through which the photons enter (> Fig. ); in a reflection-type PMT, the
photocathode material is deposited on a separate electrode inside the tube. The photosensitive
material has a suitably low work function, such that when a photon hits the photocathode, an
electron is produced in a photoelectric effect.This photoelectron is then accelerated and guided
by the electric field to hit the next electrode (dynode), which is covered with a material suitable
for high secondary emission. A single electron therefore produces a few (≈) secondary elec-
trons, and this process is repeated at subsequent dynodes, typically  altogether. By this electron
multiplication process, − electrons are generated and collected at the anode.The total gain
of a PMT depends on the applied high voltage U as G = AUkn , where k ≈ .−. (depending
on the dynode material), n is the number of dynodes in the chain, and A is a constant (which
also depends on n).
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The sensitive wavelength range of the PMT is determined by the choice of the photocathode
material. These materials are usually Cs- and Sb-based compounds such as CsI, CsTe, bialkali
(SbRbCs, SbKCs), multialkali (SbNaKCs), as well as GaAs(Cs), GaAsP, etc. From the wave-
length dependence of the quantum efficiency for these materials as displayed in > Fig. ,
we observe that they cover a wide range of wavelengths, from the infrared (IR) to the extreme
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⊡ Fig. 

Metal-foil dynode structure (Hamamatsu )

ultraviolet (XUV) (Hamamatsu ). Note that recently new improved versions of bial-
kali photocathodes became available with a considerably higher quantum efficiency. They are
known as super-bialkali (SBA) and ultra-bialkali (UBA) photocathodes, with peak efficiencies
as high as % and %, respectively (Nakamura et al. ).The low-wavelength cutoff is usu-
ally given by the choice of the window material (> Fig. ). Common window materials are
borosilicate glass for IR to near-UV, fused quartz and sapphire (AlO) for UV, and MgF or
LiF for XUV.

Typical dynode structures used in PMTs are box and grid (> Fig. ), circular cage, line focus-
ing, venetian blind, fine mesh, andmetal foil (> Fig. ). The choice of the structure depends on
the use.While line focusing allows for a very fast response, the metal-foil structure is employed
in position-sensitive PMTs with multichannel anode granularities as fine as ≈  × mm

(Hamamatsu Photonics). The transit time spread is typically a few hundred picoseconds for
line-focusing, fine-mesh and metal-foil dynode structures, and a few nanoseconds for PMTs
with box-and-grid, circular-cage, and venetian-blind dynodes.

Voltages are distributed to the dynodes by a resistive voltage divider chain so that the
most negative high voltage is supplied to the photocathode. The divider chains sometimes
include capacitors in the higher amplification stages, or even active elements, transistors, or
diodes.

When a photomultiplier is used to detect very low light intensities, it is often advan-
tageous to count single-photon pulses. Because of the nature of the secondary emission
process, single-photoelectron pulses show large fluctuations. Some PMT types allow for an
efficient single-photon detection, an example of which is shown in > Fig. , while for some
(like fine-mesh PMTs) no single-photon detection is possible because of a large variation in
the gain.

PMTs are affected by the presence of magnetic fields. The magnetic field deflects elec-
trons from their normal trajectories and causes orientation-dependent loss of efficiency and
gain; these effects are in some cases observed even in the geomagnetic field. In particu-
lar PMTs with a long path from the photocathode to the first dynode are very vulnerable.
A high-permeability metal shield is often necessary. However, PMTs with the fine-mesh
dynode chain can be used even in a high magnetic field (≈ T) if the tube axis is aligned
(or partially aligned) with the field, although the gain decreases considerably (Iijima et al.
).
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. Microchannel Plate Photomultiplier Tube

In a microchannel plate (MCP) photomultiplier tube, the discrete dynode chain is replaced
by continuous multiplication in –µm-diameter cylindrical holes, or “channels” (> Fig. ).
These channels are densely packed in a few mm thick glass plate. The inner channel walls are
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processed to have proper electrical resistance and secondary-emission properties.Themultipli-
cation gain depends exponentially on the ratio of the channel length to its diameter. A typical
value of this ratio is , and typical gains of a singlemicrochannel plate are about . For higher
gains, two or more microchannel plates are used in series.

MCP PMTs are thin: the gaps between the transmission-type photocathode and the
microchannel plates, and between the microchannel plates and the anode plane are only a few
mm thick. MCP PMTs offer good spatial resolution, have excellent time resolution (≈ ps),
and can tolerate randommagnetic fields up to . T and axial fields exceeding  T. However, they
suffer from a relatively long recovery time per channel and short lifetime. The performance of
this sensor type may degrade due to residual gas in the channels, which gets ionized, and the
feedback ions hit and gradually destroy the photocathode. Most modernMCP-based photode-
tectors consist of two microchannel plates with angled channels rotated with respect to each
other producing a chevron (v-like) shape, as illustrated in > Fig. . The angle between the
channels reduces ion feedback in the device. In addition, in the last few years, further improve-
ment was achieved in the lifetime of MCPs by improving the vacuum in the vessel and by a
protective aluminum foil (Hamamatsu ; Flyckt and Marmonier ).

While MCPs have been widely employed as image intensifiers, they have not been used in
particle physics or astrophysics. Recently, however, the need to perform Cherenkov imaging
within magnetic spectrometers, combined with requests of excellent timing, has consider-
ably increased the interest in this sensor type; a large-scale use is planned for the Cherenkov
detectors of the Belle II and PANDA experiments (Abe et al. ; Foehl et al. ; Inami
).

. Hybrid Photodetectors

Hybrid photon detectors (HPDs) combine the sensitivity of a vacuum PMT with the excel-
lent spatial and energy resolutions of a Si sensor (Braem et al. ). The photoelectron is
accelerated through a potential difference of ≈ – kV before it hits the silicon sensor, as
shown in > Fig. . The electric field is usually shaped in such a way that the entry window
is demagnified onto the silicon sensor (> Fig. ); by this, the Si sensor can be kept smaller
than the window, and the active area fraction can be very high. Because the silicon sensor is
segmented, these devices are naturally of multichannel type, with a very flexible segmentation
design.

The gain roughly equals the maximum number of e–h pairs that could be created from the
kinetic energy of the accelerated electron: G ≈ e(U −Uth)/w, whereU is the applied potential
difference, w ≈ . eV is the mean energy required to create an e–h pair in Si at room temper-
ature, and eUth is the energy lost by the photoelectron in the insensitive layer of the silicon;
this relation is valid for U considerably higher than Uth . The variations of the gain are small
since it is achieved in a single step, and are further reduced due to the Fano effect discussed
in > Chap. , “Gamma-Ray Detectors”.The excellent single-photon resolution is displayed in
> Fig. .

The gain is smaller than in a typical PMT, and low-noise electronics must be used to
read out HPDs when counting small numbers of photons. HPDs also require rather high
biases, and do not function in a magnetic field. An exception is the proximity-focused device
(with no demagnification of the entry window) in an axial field; the performance of such a

http://dx.doi.org/10.007/978-3-642-13271-1_17
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Hybrid photon detector (HPD) of the LHCb experiment. The outer diameter of the detector

is  cm (Eisenhardt ; Alves Jr et al. ). The large photocathode surface is imaged

onto amuch smaller Si sensor by a suitably shaped electric field

sensor is actually improved if operated in an axial magnetic field because of reduced photo-
electron back-scattering effects and reduced influence of electric field inhomogeneities at the
edges of the sensor. This sensor type also has excellent timing, with typical time resolution
of ≈ ps.

Large-scale applications include the CMS hadronic calorimeter and the RICH detector in
LHCb. Large-size HPDs with sophisticated focusing are also considered for future very-large-
scale water Cherenkov experiments.

In hybrid APDs (HAPDs) the silicon sensor is operated in the avalanche mode; with this
additional multiplication step the gain is increased by a factor of ≈. This allows for operation
at a higher gain or at a lower supply voltage, but also degrades the signal-to-noise characteristics.
A -channel proximity-focused HAPD has been developed for a RICH counter of the Belle
II experiment (Abe et al. ; Nishida et al. ) with very good single-photon detection
sensitivity.
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Pulse-height spectrumof very-low-intensity light pulses recorded with a Geiger-mode APD

(left), visual-light photon counter (VLPC,middle), and an HPD (Bross et al. ; Buzhan et al.

)

 Gaseous Photon Detectors

In gaseous photodetectors, the electron multiplication step happens in an avalanche in the
high-field region of a gaseous detector, in the same way as in gaseous tracking detectors such
as multiwire proportional chambers, time projection chambers, micromesh gaseous detec-
tors (Micromegas), or gas electron multipliers (GEM) (as discussed in > Chap. , “Gaseous
Detectors”).

Photoelectrons are generated either on a photosensitive component of the gas mixture or
on a solid photocathode material similarly as in a PMT (> Fig. ). Since one of the cath-
odes of the gaseous photon detector can be structured in pads of few mm size, these devices
can be employed as position-sensitive photon detectors. Just like tracking chambers, they can
be made to cover large areas (several m). They can operate in high magnetic fields, and are
relatively inexpensive. Their drawback is that they are only sensistive in the UV and XUV
region (> Fig. ).

As a solid photocathode material, ≈.µm thick layer of CsI is commonly used since it is
stable in gas mixtures typically employed in single-electron detection (e.g., CH, CF). Among
photosensitive gas components, vapors of TMAE (tetrakis dimethyl-amine ethylene) or TEA
(tri-ethyl-amine) have the highest thresholds at nm (TMAE) and  nm (TEA), and can
thus be used for UV and XUV photon detection (Arnold et al. ) (> Fig. ).

In gaseous photon detectors, special care must be taken to suppress the photon-feedback
process, that is, effects due to photons produced in an avalanche. It is also important tomaintain
high purity of the chamber gas since O at concentrations exceeding a few ppm can significantly
degrade the detection performance and long-term stability. Note also that TMAE and TEA
are chemically agressive, so that special care has to be taken in the choice of materials for the
chambers and supply tubing.

Most of the ring imaging Cherenkov (RICH) detectors of the first generation have used
gaseous photon detectors for the detection of Cherenkov light. TEA was first used as the

http://dx.doi.org/10.007/978-3-642-13271-1_11
http://dx.doi.org/10.007/978-3-642-13271-1_11
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Gaseous photon detectors: quantum efficiency for photosensitive substances used in

gaseous photodetectors (left), typical wire-chamber geometry (right)

photosensitive component in the pioneering RICH experiment E (Mangeot et al. ).
Later, it was considered as the RICH photon detector at B-factories, first as a proximity focus-
ing RICH prototype (Seguinot et al. ), and then later successfully employed for the CLEO
spectrometer (Artuso et al. ), with LiF as the solid radiator and CaF as a UV-transparent
wire-chamber window. TMAE was employed in the OMEGA, DELPHI, and SLD experi-
ments (Apsimon et al. ; Arnold et al. ; Aston et al. ). The RICH counters of
COMPASS, Hades, RICH at the JLAB-Hall A and ALICE experiments employmultiwire cham-
bers with a solid CsI photocathode (Fabbietti et al. ; Albrecht et al. ; Iodice et al. ;
Di Mauro et al. ). Robust gas-based photon detectors remain an attractive alternative for
applications where large-area detectors are needed which have to operate in high magnetic
fields. One of the recent developments is for the upgrades of RICH counters of the COM-
PASS and ALICE experiments. It uses the thick GEM, THGEM, as the electron amplification
component; THGEM is made photosensitve by a CsI coating (Breskin et al. ).

An ideal photocathode should be sensitive for visual light rather than in the UV region,
but the stability of such visual-light-sensitive photocathodes in a gas atmosphere has been a
serious problem. Very recently, however, laboratory-produced KCsSb, CsSb, and NaKSb
photocathodes have been found to be quite stable in a gas chamber (Chechik and Breskin
; Lyashenko et al. ). In an Ar/CH(/) gas mixture, KCsSb photocathodes yielded
quantum efficiency values above % at wavelengths between  nm and  nm.

 Solid-State Photon Detectors

In a solid-state photodetector, production and detection of photoelectrons take place in the
same thin material (> Fig. ). Solid-state photodetectors are a special sort of semiconductor
detector, which is discussed in great detail in > Chap. , “Semiconductor Counters”.

In a silicon photodiode, photons with wavelengths shorter than about  nm (i.e., with
energies exceeding the bandgap of . eV) can create electron–hole pairs by the photoconduc-
tive effect. In its simplest form, the photodiode is a reverse-biased p–n junction (as shown in
> Fig. ), and the electrons and holes are collected on the n and p sides, respectively. The same

http://dx.doi.org/10.007/978-3-642-13271-1_16
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Schematic view of a photodiode (top), photon absorption length in silicon at  K

(bottom) (Renker and Lorenz )

structure is widely used in high-energy physics as particle detectors and in a great number of
applications. (Note that a solar cell is a large-area photodiode run with zero external bias.) In
a PIN diode, intrinsic silicon is doped to create a p–i–n structure. The reverse bias increases
the thickness of the depleted region; typically, the full depletion depth is about µm. This
has two benefits, decrease of electronics noise due to a lower capacitance, and an improved
sensitivity at higher wavelengths where the absorption length is comparable to the thickness of
the sensitive region (> Fig. ). The quantum efficiency can exceed %, but decreases toward
longer wavelengths because of the increasing absorption length of light in silicon. The efficency
is also reduced for low wavelengths when the photon absorption length becomes comparable to
the thickness of the insensitive surface layer. Since there is no electron multiplication (G = ),
amplification of the induced signal is necessary. Low-light-level signal detection is limited to
a few hundred photons even if slow low-noise amplifiers are used. This sensor type can there-
fore be used where enough light is available, typically for crystal scintillator readout like in the
CLEO, L, Belle, BaBar, and GLAST calorimeters.
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Compared to traditional vacuum-based photodetectors, solid-state sensors have several
advantages. They are compact and robust, do not require high voltages, and are insensitive to
magnetic fields. Another advantage is the low cost because of the relatively cheap production
methods. They can be pixelized and integrated into large systems. Arrays of tens of millions of
pixels, photodioides at a few µm pitch, have to a large degree replaced the photographic film
and plates in photography including the applications in astronomy. To read such large arrays,
usually the charge-coupled device (CCD) scheme is employed by which the large number of
pixels is read out by a much smaller number of electronic channels; after the exposure, the sig-
nal charge is transferred from pixel to pixel by using them as shift registers (Janesick ).The
readout speed can be considerably increased in Active Pixel Sensor (APS) arrays with the first
amplifying stage on each pixel.

Avalanche photodiodes (APDs) have a similar structure to regular photodiodes, but have
a different doping profile and are operated with much higher reverse bias. This allows each
photogenerated carrier to get multiplied in an avalanche, resulting in internal gain (typically
G = −) within the photodiode (Haitz et al. ; McIntyre ; Dautet et al. ;
Perkin-Elmer Optoelectronics). As a result, a detectable electrical response can be obtained
from low-intensity optical signals, as low as – photons. Well-designed APDs, such as those
used in the crystal-based electromagnetic calorimeter of the CMS experiment, have achieved a
photon detection efficiency of ≈. with sub-ns response time (Deiters et al. ).The sensitive
wavelength window and the gain depend on the semiconductor used. Stability and monitoring
of the operating temperature are important for the linear-mode operation (e.g., when used in
calorimeters), and cooling is often necessary.

Visible-light photon counter (VLPC) is a special kind of APD. By a very high donor concen-
tration (As-doped Si) an impurity band is created meV below the conduction band (Petrov
et al. ; Atac and Petrov ; Atac et al. ). The device is charaterized by a high gain
(G ≈  ⋅ ), high efficiency (єq ≈ .), and very good single-photon sensitivity as illustrated in
> Fig. . The small gap makes the sensor, however, sensitive to infrared photons, and requires
operation at cryogenic temperatures.TheD detector at the Tevatron collider at Fermilab is the
only experimental apparatus with a large-scale application of this sensor type; ,VLPCs are
employed to read out the optical signals from a scintillating-fiber tracker and scintillator-strip
preshower detectors (Abachi et al. ).

Very-low-light-level detection (including single photons) is possible with yet another type
of APD, operated in the limited Geiger mode (Buzhan et al. , a, b; Sadygov et al. ;
Golovin and Saveliev ) with gains ofG ≈ .This device type is known as G-APD (Geiger
mode APD), but other names are used as well (SiPM for silicon photomultiplier, PPD for pixe-
lated photon detector). G-APDs typically cover an area of ≈ −mm and consist of –,
APD cells (> Fig. ). All cells are read out by a single readout channel. Since each cell pro-
vides a binary output, the sensor output is a sum of cell outputs, proportional to the number
of incoming photons as shown in > Fig. . (Once the number of detected photons becomes
comparable to the number of cells, a correction factor has to be applied to relate the numbers of
detected and incoming photons.) G-APDs are also fast devices, with a time resolution of –
 ps for single photons. Another advantage for practical use is the moderate bias voltage of
≈V. However, the single-photoelectron noise of a G-APD is rather large, .–MHz/mm at
room temperature.

G-APDs are particularly well-suited for detector systems where triggered pulses of several
photons are expected over a small area, for example, fiber-guided scintillation light. Large-scale
applications include the TK experiment (Yokoyama et al. ) and the CALICE collaboration
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Geiger-mode APDs: photograph of a mm-sized sensor (left), sensitivity scan over

 µm x  µm cells (right)

calorimeter prototype for the linear-collider detector (Danilov ). G-APDs are considered as
an excellent alternative to the photomuliplier tubes in several other applications includingmed-
ical imaging, in particular positron emission tomography (PET) (> Chap. , “PET Imaging:
Basics and New Trends”).

G-APDs are in principle also a very promising candidate for detectors ofCherenkov photons
in a RICH counter. However, due to the serious disadvantage of a very high rate of noise with
a pulse-height distribution equal to the one for single photons, they have up to now not been
used in ring imaging Cherenkov detectors, where single-photon detection is required at low
noise. Because Cherenkov light is prompt, this problem could in principle be reduced by using
a narrow time window (a few ns) for signal collection. To test such a device in a RICH counter,
a study was carried out with cosmic rays, and led to the first detection of single Cherenkov
photons with this sensor type (Korpar et al. ). Light concentrators, gathering light from a
larger area and concentrating it onto the G-APD sensitive surface (> Fig. ), could increase the
number of detected photons while conserving the dark count rate, and therefore improving the
signal-to-noise ratio. A prototype with  sensors with light guides as shown in > Fig.  was
indeed successfully employed in a pion test beam (Korpar et al. ).

When G-APDs are used in the hostile environments of high-energy physics experiments,
radiation can produce defects in the silicon bulk or at the Si/SiO interface (> Chap. ,
“Semiconductor Counters”). As a result, some parameters of G-APDs may change during irra-
diation (Renker and Lorenz ). For low-level light detection, dark count rate is particularly
harmful.Hadrons create defects in the bulk silicon,which act as generation centers, and the dark
current, the dark count rate, and the after-pulsing probabilitywill increase during an irradiation.
Measurements donewithG-APDs fromdifferent producers showed significantly increased dark
currents and dark counts after irradiation with  neutrons/cm (the irradiation is normal-
ized to an irradiation with MeV neutrons, and known as neutron fluence). At neutron fluences
exceeding  neutrons/cm, single-photon counting becomes impossible.

We finally note that some hybrid devices try to combine the best features of different tech-
nologies, an example of which is a vacuum-based device where accelerated photoelectrons hit
a fast-scintillating crystal; the resulting scintillation light is detected by a small phototube (as

http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_38
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⊡ Fig. 

The photon detector module consisting of   × mm G-APDs (Hamamatsu MPPC

S--P)without (left) and with (middle) the pyramidal light guides (right) on top of

G-APD sensors (Korpar et al. )

in the QUASAR- or XP tubes) or with a G-APD. The advantage of such a sensor is that
it can cover a large sensitive area without a complicated dynode structure of a photomultiplier
tube. Such devices are considered as photon detectors for large-volume underwater neutrino
telescopes.
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  Neutrino Detectors

Abstract: The neutrino was postulated by Wolfgang Pauli in the early s, but could
only be detected for the first time in the s. Ever since scientists all around the world
have worked on the detection and understanding of this particle which so scarcely inter-
acts with matter. Depending on the origin and nature of the neutrino, various types of
experiments have been developed and operated. In this entry, we will review neutrino
detectors in terms of neutrino energy and associated detection technique as well as the
scientific outcome of some selected examples. After a brief historical introduction, the
detection of low-energy neutrinos originating from nuclear reactors or from the Earth is
used to illustrate the principles and difficulties which are encountered in detecting neutri-
nos. In the context of solar neutrino spectroscopy, where the neutrino is used as a probe for
astrophysics, three different types of neutrino detectors are presented – water Čerenkov,
radiochemical, and liquid-scintillator detectors. Moving to higher neutrino energies, we
discuss neutrinos produced by astrophysical sources and from accelerators.The entry con-
cludes with an overview of a selection of future neutrino experiments and their scientific
goals.

 Introduction

Wolfgang Pauli invented neutrinos to save quantum statistics and energy conservation in
nuclear β decay. At the same time he assumed that this particle would not be detectable in
experiments as he invented it as an electrically neutral particle with practically no interaction
withmatter.The first experimental detection of neutrinos was achieved by Frederick Reines and
Clyde Cowan only a quarter of a century later in  (Cowan et al. ; Reines and Cowan
; Reines ). Since that time a continuously growing interest to explore the nature of this
particle and to use it for the exploration of astrophysics led to numerous developments in the
field of neutrino detection. In this chapter we try to give a review on neutrino detectors and
the technology used. Due to the large number of neutrino detectors, which have been success-
fully operated we try to classify them in terms of neutrino energy and will describe outstanding
detectors of those classes in more detail. Neutrinos are detected in a very large energy range
starting from low-energy nuclear β decay up to the largest energies existing in cosmic rays, that
is, ∼eV. This leads to very different requirements in terms of detector technology. At low
energies, due to the weak interaction cross section, the detectors have to allow for a high iden-
tification power against background arising from natural radioactivity and cosmic radiation.
At energies which allow for deep inelastic scattering in nuclei, this is above –,MeV, the
interactions may lead to complex particle production which require good tracking and again
a robust particle identification capability. At very high energies, which are no more achiev-
able by laboratory-based neutrino sources but by cosmic rays, we expect a low neutrino flux.
This requires very large detectormasses and therefore technologies being applicable to very big
detectors. After a short overview of possible neutrino sources and the relevant information on
particle properties, we will describe neutrino detectors in the sequence of neutrino energies
being detected.
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. Neutrino Sources

> Figure  gives an overview of neutrino fluxes of different origins as a function of energy,
whereas > Fig.  illustrates the energy dependence of neutrino cross sections.

Neutrinos are emitted by a variety of sources:

• Solar neutrinos from thermonuclear fusion processes inside the Sun
• Neutrinos from core-collapse Supernova explosions
• Neutrinos from neutron-rich isotopes inside nuclear reactors
• Geoneutrinos from the natural radioactivity of the Earth’s interior
• Atmospheric neutrinos from the decay of cosmic muons
• Neutrinos from the pair annihilation of dark-matter particles
• Cosmic neutrinos from active galactic nuclei and gamma-ray bursts
• Accelerator-based neutrino beams

While artificial neutrino sources – nuclear power reactors and accelerator beams – are studied
primarily to obtain information on neutrino particle properties, neutrinos from celestial bodies
are used as probes in both astrophysics and geophysics. However, many of the most spectacular
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Reaction cross sections for low-energetic neutrinos in a liquid-scintillator detector. The

inverse beta decay (IBD) is the main detection channel for νe. The reactions on C (ν + C) are
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insights into the nature of the neutrino have been obtained by studying the neutrinos emitted
by natural sources.

. Neutrino Properties

The deciphering of the neutrino particle properties has always been closely linked to the detec-
tors employed for their measurement. After establishing the existence of the neutrino by the
Reines–Cowan experiment described in > Sect. ., solar radiochemical experiments returned
a deficit in the measured neutrino flux that was incompatible with astrophysical expecta-
tions (> Sect. .). A similar deficit was observed with atmospheric neutrinos (> Sect. ).
While in the beginning a variety of mechanisms was proposed to account for the measured
deficit, neutrino oscillations emerged as the only explanation around the year , supported
mainly by the evidence of three experiments: the water Čerenkov detector Super-Kamiokande
(> Sect. .), the heavy-water detector SNO (SudburyNeutrino Observatory) (> Sect. .), and
the liquid-scintillator detector KamLAND (> Sect. .).

In the standard model of particle physics, neutrinos are massless, electrically neutral parti-
cles that only interact weakly. There are three generations of particles: For instance, the electron
e− has two cousins, the muon μ− and the tauon τ−, that feature the exact same particle
properties with exception of their larger masses. Accordingly, also the neutrino appears in three
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kinds, commonly known as flavors, that each correspond to a charged lepton: the electron neu-
trino νe , the muon neutrino νμ , and the tau neutrino ντ . When reacting with matter via weak
interactions, a νe will convert into an electron, but never into a μ or a τ. Also the antiparticles of
the neutrino appear in three antiflavors, νe , νμ , and ντ , related to the antiparticle counterparts
of the charged lepton, e+, μ+, and τ+.

Neutrino oscillations become possible if the neutrino is not massless and if there is a mass
difference for the three kinds of neutrinos, called mass eigenstates. However, quantummechan-
ics does not require these mass eigenstates to coincide with the flavor eigenstates that take part
in the weak interaction. In fact, each flavor eigenstate is a mixture of mass eigenstates and vice
versa. This mixture leads to the peculiar phenomenon known as neutrino oscillations: With a
certain probability, depending on the ratio of the distance from the neutrino source to the detec-
tor and the neutrino energy, a neutrino emitted in electron flavor, νe , is detected as νμ or ντ .
Themaximumconversion factors are described by three neutrinomixing angles: θ describing
solar-neutrino oscillations νe → νμ , θ observed in atmospheric neutrino oscillations, and θ
unknown up to now. The distance at which the effect of oscillations becomes visible is known
as the oscillation length, and depends on the mass-squared differences between the neutrino
eigenstates, Δm

, Δm
, and Δm

. Today, solar and atmospheric mixing angles are known
to be large, leading to a dramatic change in the rates observed by the corresponding neutrino
experiments. However, the third mixing angle, θ, is very small and is still searched for in reac-
tor and neutrino beam experiments. Also the mass-squared differences are tiny, resulting in
long oscillation lengths ranging from about  to several , km. However, their exact values
are well determined by now, allowing to set up experiments at an optimal distance from the
neutrino source at which the oscillation effects are most pronounced.

 Reactor Antineutrino Experiments

The natural fluxes of low-energy neutrinos at energies around MeV are far greater than the
ones observed for atmospheric or cosmic neutrinos. On Earth, the highest natural flux is pro-
vided by the neutrinos from solar fusion. However, reactor antineutrinos provide locally even
higher neutrino fluxes if the detector is not positioned too far from the reactor core. In the
following, we will give an overview over the experimental techniques used for the detection
of these neutrinos, starting from the discovery of the neutrino in the Savannah River reactor
experiment.

The neutrinos emitted in the β decays of radioactive isotopes feature typical energies in
the range of .–MeV. A strong natural source of such neutrinos are the radioisotopes of
the uranium and thorium decay chains that are embedded in the Earth’s crust and mantle (see
below). However, an even stronger source are the neutron-rich isotopes produced in nuclear
fission reactors. A commercial nuclear power plant produces electron antineutrinos (νe) at a
rate of ∼ νe per second. The νe ’s emerge from the decay of neutrons that are part of the
atomic nucleus of a neutron-rich fission product:

n → p + e− + νe , ()

where n is the neutron, p the proton, e− the electron.
This source of neutrinos became available in the early s with the rise of nuclear energy

production. At that time, the only hint for neutrinos came from measurements of the electron
energy emitted in β decays.The observation of an electron energy distribution had led Pauli to
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the postulation of the neutrino. Now, F. Reines and C. L. Cowan had the goal to give final prove
to the existence of this particle by an observation of the “free” neutrino at some distance from
the neutrino source (Cowan et al. ).

. The Reines–Cowan Experiment

Reines and Cowan set up their neutrino experiment first at the Hanford (Reines and Cowan
a, b) and later on at the Savannah River nuclear reactor (Cowan et al. ; Reines and
Cowan ; Reines ). The experiment was designed to detect the low-energy νe by an
inversion of the process described by > Eq. . This “inverse β decay” uses the capture of a νe
on a free proton,

p + νe → n + e+ , ()

producing a neutron and a positron (e+) in the end state. The coincident detection of the
emerging positron and the neutron allows for a significant identification power and thus dis-
crimination against natural radioactivity in the detector. A further advantage at that time
was that the cross section of this reaction could be calculated accurately from standard weak
interaction theory.

Originally, Reines andCowan thought of using a nuclear explosion to yield a pulse of neutri-
nos intense enough to override the natural radioactive background. For some time this concept
was under serious discussion, until it was realized that reaction (> Eq. ) bore a great rejection
power so that the first tentative experiment was performed at the fission reactor at Hanford,
Washington. After a fewmonths of operation and aftermodifying the shielding of their detector
several times, Cowan and Reines finally concluded that the reactor-independent background
they were facing was overwhelming (Reines ). Thereafter, the experiment was dismantled.
After a period of reflection and analysis of the data, they decided to place the next experiment
underground, based on the conclusion that the background had to be of cosmic origin.

They performed their next attempt to detect the neutrino at the SavannahRiver Power Plant,
South Carolina. There, again using the inverse-β-decay reaction, a detector was set up which
could discriminate more selectively against reactor-independent as well as reactor-associated
backgrounds. The new location was particularly well suited since the reactor had a compa-
rably high power (MW) and a small physical size. In addition, a well-shielded place was
available only m away from the reactor core and protected against cosmic radiation by a
“rock” overburden of ∼m. The neutrino flux originating from this reactor at that distance
was ∼ . × cm−s−.

The detection principle is illustrated in > Fig. . A νe originating from fission products in
the reactor is incident on a water target that provides the hydrogen for the reaction of > Eq. 
and contains cadmium chloride as an additive. A positron and a neutron are produced in
the water volume. The positron slows down and annihilates with an electron of the detector,
emitting two .MeV gamma rays in opposite directions. The γ rays cross the water and are
detected in coincidence by two large scintillation detectors on opposite sides of the target. The
neutron is moderated in the water and finally captured by the cadmium, thus producing multi-
ple gamma rays, which are also observed in coincidence by the two scintillation detectors.The
cadmium is used for the neutron detection since it has a high neutron absorption cross section.
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Schematic of the neutrino detection principle used by C. Cowan and F. Reines. Electron

antineutrinos interactwith the water target containing cadmium chloride (CdCl). According

to > Eq.  a positron and a neutron are produced. The positron slows down and is

annihilatedwith an electron thus producing two .MeV gammas, which are detected in

coincidence by two scintillation detectors on opposite sides of the target. The neutron is

moderated in the water and finally captured by the cadmium thus producingmultiple

gamma rays, which are observed in coincidence by the two scintillation detectors. The

antineutrino signature consists of a delayed coincidence between the prompt gamma pulse

produced by the e+–e− annihilation and gamma pulses producedmicroseconds later by the

de-excitation of the cadmium

The signature of an νe capture is therefore a delayed coincidence between the prompt
gamma pulse produced by the e+–e− annihilation and gamma pulses produced microseconds
later by the neutron capture on cadmium.

Even though the conditions were muchmore favorable at Savannah River, the whole exper-
iment necessitated a running time of about  days over a period of roughly  year. In the end,
Reines and Cowan succeeded in a definitive observation of the νe in  (Cowan et al. ;
Reines and Cowan ). C. Cowan and F. Reines informed Wolfgang Pauli via telegram about
their discovery and that the measured cross section agreed well with the theoretically expected
one of ∼× −cm (Fermi ). On receiving the news, he replied by telegram: “Thanks for
message. Everything comes to him who knows how to wait. Pauli.” In , the Nobel Prize for
physics was attributed to F. Reines (C. Cowan had died already in ).
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Numerous questions that even today affect neutrino-detector generations later, are of the
same kind as those faced byCowan andReines (Reines ): the transparency of the scintillator
to transmit its own light for a fewmeters, the reflectivity of the inside of the target container, the
chemical stability of the scintillator after addition of the neutron-capturing element, the behav-
ior of the photomultiplier tubes (PMTs), and many more. The experimentalists also realized
soon that their new detector designed to detect neutrinos had unusual properties concerning
other particles such as neutrons and gammas, featuring detection efficiencies near %.They
recognized that detectors of this type could be utilized to study diverse quantities such as neu-
tron multiplicities in fission, muon capture, muon decay lifetimes, and natural radioactivity of
the human body (Reines ).

. The Gösgen Experiment

Even after their detection, neutrinos were still peculiar particles, inviting for a lot of spec-
ulation about properties not accounted for by the standard model of particle physics. The
search for nonstandard effects picked up speed in the s, when the solar-neutrino exper-
iment conducted by Ray Davis in the Homestake mine showed a considerable deficit compared
to the expected rate (see below). Again, nuclear reactors were exploited as an intense neu-
trino source, this time searching for neutrino oscillations that had been proposed by Bruno
Pontecorvo. Compared to solar neutrinos, reactors provided the advantage that the νe offered
a clear detection signature and that the baseline to the neutrino source could be freely chosen.

In these experiments, the signature for neutrino oscillations was the disappearance of
the νe emitted by the nuclear reactor. The inverse β decay (> Eq. ) is only sensitive to
antineutrinos of electron flavor; νμ and ντ are too low in energy to interact in the same way.
Experimental technologies similar to the one of the Savannah River detector were employed,
partly replacing the cadmium by different neutron-absorbing isotopes. For instance, He was
used in neutrino oscillation experiments performed at the research reactor of the Institut
Laue Langevin (Grenoble, France) and at the nuclear power plant in Gösgen (Switzerland)
(Zacek et al. ).

> Figure  shows the detector setup used at the Gösgen reactor in Switzerland in the
early s. Here, the neutron emerging from the inverse beta reaction with an energy of sev-
eral keV thermalizes within µs in the liquid scintillator and diffuses into an adjacent wire
chamber filled with He gas. Capture of thermal neutrons in the He gas yields a proton and
a triton with a reaction Q value of  keV. The He chambers are operated in the propor-
tional region and charge division technique is applied to make counters position-sensitive.
Again, the signature of a neutrino event is the coincident signal from the positron and the
delayed gammas from the neutron capture. To further suppress accidental background, an addi-
tional position correlation of the positron and the neutron event is required. As depicted in
> Fig. , a total of four He gas counters were mounted in between five liquid-scintillator target
cell planes. In order to reduce cosmic-ray background, the detector was completely shielded
by various passive shielding materials. An active muon veto consisting of additional liquid-
scintillator cells surrounding the detector was operated in anti-coincidence. No evidence of
neutrino oscillations could be found as the distance between reactor core and detector was not
sufficient.
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Schematic of the Gösgen reactor experiment (Zacek ; Zacek et al. ). Neutrino

detection principle (left). Realized neutrino detector (right). The central neutrino-detector

unit consists of  liquid-scintillator cells arranged in five different planes for positron

detection and four He-filledmulti-wire proportional chambers (MWPC) for neutron

detection

. The KamLAND Experiment

When it became clear that no evidence of oscillation could be found close to the reactor cores,
experiments had to move further and further away from their neutrino source.This drastically
increased the requirements in target mass and background rejection efficiency, as the observed
neutrino flux and therefore the neutrino rate dropped with the square of the distance. Finally, a
liquid-scintillator detector of ∼, t target mass was deployed in the Kamioka mine in Japan
at a depth of ,mwater equivalent underground. Observing the νe signals from amultitude
of Japanese nuclear power plants at typical distances of ∼ km, the KamLAND (Kamioka
Liquid-Scintillator Anti-Neutrino Detector) was finally able to provide convincing evidence of
νe oscillations.

Also in KamLAND, νe were detected using the delayed coincidence signature of the inverse
β decay. When passing the target volume, a νe can be captured by a free proton of the
hydrocarbon-based scintillator. The positron quickly deposits its energy and then annihilates.
The remaining neutron thermalizes and is captured some µs later on another hydrogen
nucleus, yielding a deuteron and an associated .MeV de-excitation gamma. Positron and
gamma signal again provide a clear signature for the detection of νe .

The energy of the emerging positron is closely related to the one of the incident νe . In Kam-
LAND, this relation could be exploited to perform a spectrally resolved measurement of the
reactor neutrinos. The most striking evidence for the observation of neutrino oscillations was
therefore not only the deficit in the detected neutrino rate, but also the deformation of the
observed neutrino energy spectrum.
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KamLAND consists of an outer detector and an inner detector. The outer detector is a
water Čerenkov detector equippedwith∼ PMTs acting as an active anti-coincidence veto for
cosmic muons, that potentially produce background events in the central detector. The inner
detector is enclosed by a metal sphere which is equipped with ∼, PMTs. A balloon sus-
pended in the sphere contains the target scintillator (∼, t), which acts as both, the detection
and target volume. Between the scintillator in the balloon and the PMTs plainmineral oil is used
to shield against radioactivity originating from the surrounding rocks and the PMTs them-
selves. A similar experimental design was employed in the Borexino experiment (see below,
> Sect. .).

The success of KamLAND depended primarily on the compliance of strict requirements
for the radioactive contamination of all the utilized detector materials – natural radioactivity
levels are orders of magnitude too large. Therefore, the detector had to be designed in a way
that allowed to maintain the required radiopurity levels during the construction and opera-
tion phases. Otherwise, accidental pairing of uncorrelated single events would overwhelm the
neutrino signal. However, the requirements are much less stringent than they would be for a
non-coincident-type signal. Also, the large monolithic volume of liquid provides self-shielding
capabilities, restricting most of the gamma-ray backgrounds caused by the other detectormate-
rials to the outer layers of the target volume. A serious background arises from radioactive
processes that intrinsically produce a delayed coincidence signal similar to that of the inverse
beta decay, and much effort was devoted to characterize and quantify events of that kind.

There is a further background at lower energies, originating from νe produced by the β
decays of natural radioactive isotopes embedded in the Earth’s crust andmantle.These geoneu-
trinos originate mainly from decays of elements in the uranium and thorium chains. While
originally a background to the reactor-neutrino analysis in the region below the endpoint of
the geoneutrino spectrum at .MeV, the statistics gathered in KamLAND are now sufficient
to give a positive evidence of the geoneutrino signal (Araki et al. a). More recently, also the
Borexino experiment performed ameasurement of these neutrinos, increasing the significance
of the result.While the statistics of themeasurements is up to nownot sufficient to deduce quan-
titative results on the Earth’s radiogenic heat production (the statistics in Borexino is ten events
in . years ofmeasurement), future detectorswill be able to performmuchmore accuratemea-
surments of the geoneutrino flux and spectrum, shedding light on the otherwise unaccessible
chemical composition and heat production of the inner layers of the Earth.

 Solar-Neutrino Experiments

Another pioneering effort to detect low-energy neutrinos – this time from the Sun – was
undertaken by Ray Davis in the early s. A different detection approach is referred to as
radiochemical detection. This technique was used at that time to allow for a disentanglement of
neutrinos from natural radioactivity at sub-MeV energies as required for the detection of solar
neutrinos.

Energy inside the Sun is emitted by the exothermal thermonuclear fusion of hydrogen to
helium:

p → He + e+ + νe . ()



Neutrino Detectors  

p + p ® 2H + e+ + ne

2H + p ® 3He

3He + 3He ® 4He + 2p

3He + 4He ® 7Be

7Li + p ® 4He +  4He

7Be + e– ® 7Li + ne
7Be + p ® 8B
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Fusion branches in the Sun. The pp-fusion chain is responsible for ∼.% of the energy

production in the Sun as calculated by present standard solar models (SSMs) (Bahcall et al.

). The figure illustrates the various contributing reactions as well as their branching

ratios; the names used to identify the neutrinos from the different reactions are

marked in red

This fusion reaction takes place deep inside the Sun at temperatures of a fewmillion degrees
Kelvin. The energy released per He fusion process is .MeV. From this total energy only
about % are transferred onto the two νe . The remaining fraction of energy is set free in the
form of thermal energy.Therefore, using the solar constant S = .×  MeV cm− s− one can
estimate the νe flux, Φν , on Earth, which is then

Φν =
S

MeV
= . ×  cm− s− . ()

The energy production mechanism inside the Sun is divided into several sub-cycles, the pp,
Be, pep, B, hep, and CNO cycle (Bethe–Weizsäcker cycle) as depicted in > Fig. . For a more
detailed and accurate description of the solar fusion processes so-called standard solar models
(SSMs) have been developedmainly by Bahcall (Bahcall et al. ) and Turck-Chièze (Turck-
Chièze ). These models provide predictions about the energy and abundance of neutrinos
originating from different branches of the fusion cycles (Bahcall et al. ). > Figure  depicts
the solar neutrino spectrum together with thresholds for different detectors.

. Radiochemical Detectors

.. Chlorine Experiment

It was the goal of the Homestake Chlorine experiment, proposed by RayDavis, tomeasure solar
neutrinos for the first time (Davis ; Bahcall and Davis ).The detection reaction used is:

νe + Cl → Ar + e− . ()
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The solar neutrino spectrum as predicted by the standard solar model (SSM) (Bahcall et al.

). The solar neutrino flux is plotted versus the neutrino energy in MeV. Depending on

the fusion cycle in which the neutrino is generated, that is, two- or three-body process, the

energy spectrum is discrete as in the case of Be and pep and continuous in the case of pp,
B, and hep neutrinos. On the top x axis the energy detection threshold for different

detector types is given

Solar neutrinos, νe ’s, weakly interact with a Cl nucleus transforming one neutron into a
proton thus producing Ar. Ar in turn is unstable and decays via electron capture (EC) back
to Cl with a half-life of ∼d,

Ar + e− → Cl + νe . ()

The decay rate provides the rate of neutrino-produced Ar atoms and thus the solar neu-
trino flux assuming the reaction cross section and the target mass is known.The back-decay of
Ar to Cl yields an energy release of Etot = . keV via X-rays andAuger electrons. However,
the results obtained by Davis et al. yielded only about one-third of the neutrino flux predicted
by SSMs (Davis , ; Cleveland et al. ). The reason for this was that radiochemical
detectors in general are flavor specific, that is, the reaction is only valid for electron neutrinos,
νe . At the time when Davis constructed his detector, neutrinos were still assumed to have no
mass and could thus not oscillate from one flavor to another. Ray Davis was later awarded the
Nobel Prize for physics in  together with Masatoshi Koshiba “for pioneering contributions
to astrophysics, in particular for the detection of cosmic neutrinos.”

.. Gallium Experiments

Radiochemical gallium experiments are especially attractive since they provide information
on the low-energy and predominant part of the solar neutrino spectrum, the pp neutrinos.
At the beginning of the s, two radiochemical gallium detectors each operated by an inter-
national collaboration, started solar-neutrino data taking: GALLEX in Gran Sasso, Italy, later
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in  to become GNO, the Gallium Neutrino Observatory and SAGE, the Soviet American
Gallium Experiment in Bhaksan, Russia. In the following, we will discuss the GALLEX/GNO
experiment.

GALLEX (Gallium Experiment) was a radiochemical detector located in Hall A of the
Laboratori Nazionali del Gran Sasso (L.N.G.S.) with a rock overburden of ∼, m.w.e. The
experimentmeasured solar neutrinos for ∼ years (–) thus monitoring one solar cycle
(∼ y). Electron neutrinos with energies above  keV (see > Fig. ) are detected via the
inverse-electron-capture reaction

νe + Ga → Ge + e− ()

in a target consisting of  t of a GaCl solution in water and HCl, containing . t of nat-
ural gallium. This amount corresponds to  Ga nuclei. Data taking was started by the
international GALLEX collaboration in , interrupted in  for modifications in the data
acquisition electronics and maintenance work concerning the chemical system and continued
in May  under the collaboration name GNO (Gallium Neutrino Observatory).

> Figure  shows a schematic of the GALLEX/GNO experimental procedure.
The neutrino-produced Ge is radioactive, and decays via electron capture (EC) to Ga:

Ge + e− → Ga + νe . ()

The half-life of this decay is of ∼. d, thus Ge accumulates in the solution, reaching equi-
librium when the number of Ge atoms produced by neutrino interactions is just the same as
the number of the decaying ones. When this equilibrium condition is reached, about a dozen
Ge atoms are present inside the chloride solution of GNO. The solar neutrino flux above
threshold is then deduced from the number of Ge atoms produced, using theoretically calcu-
lated cross sections as for example in (Bahcall et al. ).The Ge atoms are identified by their
decay after chemical extraction from the target. The experimental procedure for the measure-
ment of the solar neutrino flux, referred to as a solar run (SR), is the following (see > Fig. ):The
solution is exposed to solar neutrinos for about  weeks; at the end of this time ∼ Ge nuclei
are present in the solution, due to solar-neutrino interactions on Ga. Ge, present in the solu-
tion in the form of volatile GeCl, is chemically extracted (Anselmann et al. ) into water by
pumping ,m of nitrogen through the target solution.The extracted Ge is then converted
into GeH (germane gas), mixed with Xenon as counting gas and finally introduced intominia-
turized proportional counters (MPCs). An efficiency of % is reached for the extraction of Ga
from the solution into the proportional counters where their decay is detected. Extraction and
conversion efficiencies must be under constant control using nonradioactive germanium iso-
topes, such as Ge, Ge, Ge, and Ge alternately as carriers. Ge electron-capture decay is
observed for a period of  months, allowing the complete decay of Ge and a good determina-
tion of the counter background.The intrinsic counter background is minimized by application
of low-level-radioactivity technology in counter design and construction (Heusser ). The
residual background is mostly rejected through application of amplitude and shape analysis to
the recorded pulses. Ge decays produce pulses originating from X-rays corresponding to an
energy around . keV (K peak) or . keV (L peak) and Auger electrons. In the late measur-
ing periods of GNO, the classical pulse-shape analysis is replaced by a neural-network analysis
(Pandola et al. ). Counters are calibrated by an external Gd/Ce X-ray source, in order to
carefully define amplitude and pulse-shape cuts with known efficiency for each measurement.
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Schematic illustration of a solar run (SR) in GNO: After an exposure of – weeks, the

neutrino-produced Ge is extracted by flushing the GaCl solution with nitrogen and by

absorption in water. After concentration of the obtained liquid and synthesis of GeH

(germane gas), the latter is mixed with xenon and filled intominiaturized proportional

counters. The Ge decay is thenmeasured in a low-background environment, followed by

the analysis of the data

The event amplitude and shape selection reduces the mean background rate to less than .
counts per keV and day. The selected data are analyzed with a maximum-likelihood method
to obtain the most probable number of Ge nuclei at the beginning of counting, which (after
correcting for counting, extraction, and filling efficiencies) gives the number of Ge nuclei pro-
duced in the solution during the exposure and, therefore, the Ge production rate.A correction
is applied to account for contributions to the observed signal from processes other than solar-
neutrino capture, producing Ge as well (so-called side reactions), mainly due to interactions
in the solution generated by high-energy muons from cosmic rays and by natural radioactiv-
ity. Another correction is made to account for background signals in the counter that can be
misidentified as Ge decays. The total correction amounts to typically a few percent of the
signal (Altmann et al. ).

Not only did gallium experiments establish the presence of pp neutrinos (Anselmann et al.
) until then only predicted by standard solar models, but also a significant deficit, referred
to as the solar neutrino puzzle, in the sub-MeV neutrino-induced rate (Anselmann et al. ;
Hampel et al. , ). At that time, this was the strongest indication for deviations of neu-
trino properties from the predictions of the standardmodel of particle physics, for example, for
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neutrino transformations on the way between the solar core and the Earth, implying nonzero
neutrino mass (Bahcall et al. ; Kirsten ; Berezinsky et al. ; Altmann et al. ).
GNO, as well as similar measurements of the gallium experiment SAGE in Bhaksan, see Gavrin
et al. (), have improved the quality of the data, added important restrictions on the pres-
ence of possible time variations in the integral solar neutrino flux, and substantially reduced
the total error on the charged-current (CC) reaction rate for pp neutrinos as measured by the
inverse beta decay on gallium (Altmann et al. ).Most important, togetherwith theCl exper-
iment (Bahcall ) and the real-time measurements by Super-Kamiokande (Nakahata )
and SNO (Aharmim et al. ), it was established that neutrino flavor oscillations are by far
the dominant mechanism responsible for the solar neutrino deficit (Wolfenstein ). With-
out radiochemical gallium detectors, the majority (∼%) of all solar neutrinos would still have
remained unobserved.

GALLEX/GNO determined the bulk Ge-production rate with an accuracy of . SNU
( SNU =  interaction per second per  target nuclei). This is based on  solar runs
(SRs),  from GALLEX and  from GNO.The results of GALLEX/GNO and SAGE and their
precision will remain without competition from eventually upcoming low-threshold real-time
experiments for many years to come. The gallium experiments have recorded a fundamental
astrophysical quantity, the solar electron-neutrino flux at Earth, which after detailed measure-
ments of the neutrino oscillation parameters allows to determine the solar neutrino luminosity.
In the astrophysical context, the gallium results shed light also on the relative contributions of
the PP-I, PP-II (see > Fig. ), and CNO cycles to the solar luminosity and on the agreement of
the energy production derived from the photon and neutrino luminosities.

. Water Čerenkov Detectors

.. Kamiokande and Super-Kamiokande

The Kamioka Nucleon Decay Experiment (Kamiokande) (Koshiba ) in the Kamioka mine
(,m.w.e.)  km west of Tokyo, Japan, was a water Čerenkov detector constructed in 
primarily aimed at the search for proton decay. Additionally, it was also capable of detecting
solar B neutrinos and supernova neutrinos via elastic neutrino–electron scattering (ES):

ν + e− → ν + e−. ()

The Čerenkov light emitted by the recoil electron in water (fiducial volume,  t) was
detected by a large number of PMTs surrounding the water target. In addition to radiochemi-
cal experiments, Čerenkov detectors offer the possibility of real-time detection at the cost of a
higher energy threshold (see >Fig. ).The energy threshold (for recoil electrons) was ∼.MeV
at first, and could later be improved to ∼.MeV. Nevertheless, the detector was only sensitive
to the high-energy part of the solar neutrino spectrum (see > Fig. ), the B and hep neutrinos.
The neutrino fluxmeasuredwas only ∼% of the value predicted by the SSM (Bahcall and Pin-
sonneault ) similar to the results of the Cl experiment. However, in  Kamiokande-II
(Hirata et al. ) was able to detect neutrinos emitted by the supernova A. A few of these
events were alsomonitored by the IMB (Bionta et al. ) detector. In ,Masatoshi Koshiba,
from the Kamiokande collaboration, was awarded the Nobel Prize together with R. Davis for
pioneering contributions to astrophysics, in particular for the detection of cosmic neutrinos.
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⊡ Fig. 

Super-Kamiokande detector during water filling

In , an enlarged version of the Kamioka water Čerenkov detector was built with a fidu-
cial volume of , t and an energy threshold of ∼MeV, Super-Kamiokande depicted in
> Fig. . Apart from the detection of the solar neutrinos, this detector was also conceived to
measure atmospheric neutrinos, as well as to search for proton decay. Since this type of detec-
tors exhibits a directional sensitivity, it proved that the neutrinos measured did indeed originate
from the Sun. Again this detector measured only ∼.% of the predicted solar-neutrino event
rate. Further details are given in (Nakahata ).

.. SNO

The SNO (Sudbury Neutrino Observatory) detector depicted in > Fig.  located in the
Creighton mine (,m.w.e) close to Sudbury, Canada, is also a Čerenkov detector with an
energy threshold of ∼MeV (see > Fig. ). The target in this case is provided by ∼, t of
heavy water (DO) contained in an acrylic vessel, monitored by ∼, eight-inch photomulti-
pliers and surrounded by , t of ultrapure water. Neutrinos crossing the DO volume can be
detected via three different reactions:

Charged-current (CC) reaction illustrated in > Fig. :

νe + d → p + p + e− ; ()

Neutral-current (NC) reaction illustrated in > Fig. :

νx + d → p + n + νx ; ()

Electron scattering (ES) illustrated in > Fig. :

νx + e− → e− + νx . ()

Flavor transitions from νe to νμ or ντ can be determined by comparing the interaction rates
measured by the charged-current (CC) reaction and the neutral-current (NC) reaction.

Since only electron neutrinos are produced in the Sun, an excess in the neutral-current
rate can only be attributed to a νμ or ντ component in the solar neutrino flux originating from
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⊡ Fig. 

Schematic of the SNO (Sudbury Neutrino Observatory) detector located at a depth of

∼,m.w.e in the Creightonmine, Canada. . eight-inch photomultiplier tubes (PMTs)

are mounted on an m sphere surrounding the heavy-water vessel. The PMTs are housed

within “hex cells”which are bolted together into panels. The hex cells incorporate dielectric

non-imaging reflectors, which increase the light acceptance of the PMTs. The heavy water is

contained inside a -cm thick transparent acrylic vessel, submerged in light water. The water

serves as a medium for absorption of gamma rays and neutrons that result from activity

within the rock. The vessel is suspended from ropes. The vessel is a -m-diameter sphere

with an -m tall neck section (-m diameter) to provide access for filtering pipes or, for

example, calibration devices

flavor transitions on their way to Earth. The electron scattering (ES) process allows a further
measurement of neutrino interaction and a cross-check of the other two reactions, CC and
NC, however, with less statistic significance. The results reported by the SNO collaboration are
described in detail in Aharmim et al. ().

Results of the measurements by the SNO experiment are shown in > Fig. . The diagram
exhibits the flux of non-electron-flavor active neutrinos (νμτ ) versus the flux of electron neutri-
nos (νe).The error ellipses shown are the %, %, and % joint probability contours for Φμτ

and Φe . The measured value of Φμτ shows that ∼/ of the electron neutrinos have undergone
flavor transition.

The results include three different methods applied for the detection of neutrons from neu-
trino interactions (neutron absorption in D, NaCl, and in He); these were successively used to
reduce systematic uncertainties. For further details see Aharmim et al. ().The SNO exper-
iment has hereby proven that part of the electron neutrinos produced inside the Sun alter their
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Schematic of charged-current (CC) reaction. Via electroweak interaction (exchange of aW

boson) the neutron in the deuterium is changed into a proton, and the neutrino into an

electron. Due to the large energy of the incident neutrinos, the electron will be so energetic

that it emits Čerenkov radiation, which can detected. The amount of light is proportional to

the incident neutrino energy

flavor. Neutrino oscillations being the favored explanation for the neutrino deficit measured
so far by every solar-neutrino experiment except for the NC reaction in SNO. Independently,
Super-Kamiokande could prove strong evidence for neutrino oscillations measuring neutrinos
produced in the atmosphere by cosmic rays (Fukuda et al. ). The idea of neutrino flavour
oscillation was first proposed by Pontecorvo, Gribov, and Bilenky (Pontecorvo ; Gribov
and Pontecorvo ; Bilenky and Pontecorvo ). The theoretical assumptions – involving
nonstandard properties of the neutrinos – on which this theory is based are described in detail
in Beuthe (), Naumov and Naumov ().

. The Borexino Experiment

Water Čerenkov detectors have proven enormously successful in the detection of the solar
neutrino spectrum above MeV. At these comparatively high energies, the solar spectrum
is dominated by B neutrinos, while the majority of the solar neutrino flux lies below
(see > Fig. ). Unfortunately, a further reduction of the detecion threshold in water Čerenkov
detectors is extremely demanding.On the one hand, the amount of photons collected fromneu-
trino interactions is about  per MeV of deposited energy in Super-Kamiokande ( per MeV in
SNO). At an energy of a few MeV, signals consisting of only – photoelectrons distributed
over several thousand PMTs are hard to discern from instrumental backgrounds.Moreover, the
natural radioactivity content of the detector materials begins to play a dominant role at ener-
gies below MeV. At the time of writing, this proves to be an insurmountable obstacle for water
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Schematic of the neutral-current (NC) reaction. The weak interaction (exchange of a Z

boson) causes the deuteronnucleus to break apart. The resulting free neutron is thermalized

in the heavy water. The reaction can be observed due to gamma rays which are emitted

when the neutron is finally captured by another nucleus. The gamma rays produce electrons

which are detected via their Čerenkov light. The neutral-current reaction is equally sensitive

to all three neutrino types; the detection efficiency, however, depends on the neutron

capture efficiency and the resulting gamma cascade. Neutrons can hardly be captured

directly on deuterium. Therefore, SNO – in a second phase of the experiment – enhanced the

neutral-current detection by adding Cl (in the form of NaCl) to the heavy water

Čerenkov detectors, limiting the most recent analysis of SNO data to energies above .MeV
(Aharmim et al. ).

However, experiments based on liquid scintillator offer a viable alternative for the detec-
tion of low-energy neutrinos. Scintillation produces significantly more light than the Čerenkov
effect, by about one to two orders of magnitude. Moreover, the organic liquids used as basis
of the scintillators can be purified very efficiently of intrinsic contaminations with radioactive
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Schematic of electron scattering (ES) reaction where the neutrino scatters off an electron.

The reaction is sensitive to all neutrino flavors, the electron-neutrino contribution

dominates by a factor of ∼. The final-state energy is shared between the electron and the

neutrino, thus there is very little spectral information from this reaction. However, a good

directional information is obtained
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Flux of μ and τ neutrinos versus flux of electron neutrinos. Charged-current (CC),

neutral-current (NC), and electron scattering (ES) fluxmeasurements are indicated by the

filled bands (Aharmim et al. ). The total B solar neutrino flux predicted by the SSM is

shown as dashed lines, and that measured with the NC channel is shown as the solid band

parallel to the model prediction. The intercepts of these bands with the axes represent the

±σ uncertainties. The nonzero value ofΦμτ provides strong evidence for neutrino flavor

transformation. The point representsΦe from the CC flux andΦμτ from the NC–CC

difference with %, %, and % C.L. contours included
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Schematic of the Borexino detector. The experiment is contained in a stainless steel dome of

∼m in diameter and consists of an outer and an inner detector. The outer detector serves

as a shielding against external radioactivity and as an active water Čerenkov veto for

cosmogenic muons. It is filled with , t of ultrapurewater and is equippedwith  PMTs.

The inner detector of Borexino consists of a stainless steel sphere and two nested nylon

vessels for radiopurity purposes. A total of  PMTs are installed inside this sphere. It is

filled with , t of shielding liquid outside and  t of liquid scintillator (with a fiducial

volume of  t) inside the inner nylon vessel. The liquid scintillator is based on

pseudocumene (,,-trimethylbenzene CH(CH)) as it provides a high light yield and

attenuation and scattering lengths suitable for this geometric configuration

isotopes, as distillation or column chromatography are purification techniques well-probed by
(industrial) chemistry.

The liquid-scintillator experiment Borexino was designed for spectroscopy of low-energy
solar neutrinos. In , the detector started data-taking at the Gran Sasso national laboratories
(LNGS) at a depth of ,m.w.e. A sketch of the experimental setup is shown in > Fig. . At
the heart of the detector,∼ t of liquid scintillator serve as the neutrino target.The scintillator
is based on the organic solvent pseudocumene (PC), doped with a wavelength shifter at permill
concentration that allows the scintillation light to escape the reabsorption in PC by shifting the
light to longer wavelengths. The target region is contained in an ultrathin spherical vessel of
transparent nylon. It floats in an inactive buffer of pure PC held by a spherical steel tank of
.m diameter. This steel sphere is again enclosed in a domed steel tank filled with ultrapure
water, that serves both as shielding from external radioactivity and as an active veto for cosmic
muons. It is equipped with  PMTs distributed on the sphere’s outer surface and on the tank’s
floor to detect the Čerenkov light created by muons traversing the water.
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Inside the steel sphere, the scintillation light of neutrino events is detected by  PMTs
mounted on the inner sphere surface. The individual multipliers are equipped with light-
collecting conical mirrors around their photocathode that enhance the light detection area.
Altogether, % of the sphere surface are photosensitive.The scintillator produces about ,
photons per MeV of deposited energy. Due to absorption of the light in the liquid, the lim-
ited wall coverage, and the photomultiplier detection efficiency of about %, merely 
photoelectrons per MeV are registered at last. Nevertheless, the improvement in light yield
compared to water Čerenkov detectors is substantial.

The primary objective of Borexino is the detection of solar Be neutrinos at an energy of
 keV (Back et al. a). Like water Čerenkov detectors, the detection of solar neutrinos
in Borexino relies on the elastic neutrino scattering off target electrons. However, as the signal
of the recoil electron cannot be distinguished from those of the β and γ particles emitted in
radioactive decays, purity of the target liquid is the main challenge of this experiment.

The expected signal induced by Be neutrinos is of the order of . interactions per day
and ton of detector material. To obtain a similar low rate of radioactive decays, the contamina-
tion with elements of the natural decay chains of U and Th must be below − gram
per gram (g/g) scintillator in the target volume. For comparison, the natural uranium con-
tent of the Earth’s crust is about − g/g. A reduction to the required level is only achievable
by application of strict purity requirements during the construction of the detector, the trans-
portation and the filling of the liquid, and the detector operation. In the end, radiopurity levels
of (. ± .) × − g/g for U and (. ± .) × − g/g for Th were achieved (Back
et al. a). The remaining activity in the spectral region of the Be neutrino signal, mainly
caused by the radioactive noble gas Kr dissolved in the scintillator, proved sufficiently low for
detection (Back et al. a).

Radiopurity requirements had not only to be set for the target scintillator, but also for the
materials in contact with the liquid (mainly the nylon sphere, the surfaces of the liquid handling
system, and the nitrogen used for flushing) and for the surrounding detector components.The
latter, especially the radioactivity content of the photomultiplier glass bulbs, contributes to the
background by emission of γ rays. A small fraction reaches the scintillation volume, creating
electron-like signals.Thenecessity arises to limit the neutrinodetection to the innermost  t of
the scintillator volume, as it is shielded from the γ rays by the inactive buffer and the outer layers
of the target liquid.This cut is possible as the spatial position of a neutrino or background event
in the detector can be reconstructed by a comparison of the time-of-flight differences between
the photons detected in individual PMTs. Dependent on event energy, accuracies on the level of
centimeters can be reached. Finally, cosmicmuons crossing the steel sphere near to its verge can
produce low-light signals that can in principle be mistaken as neutrino signals. However, this
background is effectively reduced by the passive shielding provided by theGran Sassomountain
and the active suppression by the external muon veto. It is also possible to reconstruct themuon
track by the light arrival-time patterns of the inner PMTs and the Čerenkov light cones detected
in the water tank.

The science case of Borexino is not limited to Be neutrinos – other contributions of the
solar neutrino spectrum are within detection reach: The B neutrino spectrum can be deter-
mined down to energies of ∼MeV (Bellini et al. b), and – though demanding – signals of
pep, CNO, and even pp neutrinos are in principle accessible (see > Fig. ). The obstacles to be
faced are cosmogenic backgrounds created by muon-induced spallation of carbon nuclei in the
scintillator in the pep/CNO energy detection range, and the natural content of radioactive C
that largely covers the pp signal region. As described in > Sect. ., the detector is also sensitive
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to geoneutrinos (Bellini et al. a): Indeed, the location in central Italy is very favorable, as the
main background to the signal – the flux of reactor neutrinos – is very low due to the distance
to the next nuclear power plants in France and Germany.

 Neutrino Detectors at the GeV Range

Solar and reactor neutrinos have proven very successful in the investigation of neutrino oscilla-
tions connected to themixing angles θ and θ (commonly known as the “solar” and “reactor”
angles). However, neutrino experiments at MeV energies are limited to disappearance searches
of νe and νe , as the masses of μ and τ leptons potentially created by νμ and ντ are too large to be
produced at these energies. However, neutrinos originating from cosmic μ decays in the Earth’s
atmosphere offer a natural source of νμ and νμ at GeV energies. The large energies are directly
correlated to the oscillation length, which is of the order of hundreds to thousands of km.
Dependent on whether atmospheric neutrinos are created in zenith, nadir, or at intermediate
angles, oscillation baselines vary from  to ,km, allowing for a broad range of oscillation
parameters to be tested. In fact, the first evidence for neutrino oscillations of the type νμ → ντ
was found in a disappearance search in the atmospheric neutrino signal of Super-Kamiokande
(> Sect. .).

However, neutrinos at these energies also offer the possibility to search for the appear-
ance of neutrinos of different flavor in an originally pure neutrino beam. This approach is
broadly followed in accelerator-based neutrino experiments, in which the energy of the pro-
duced neutrinos as well as the oscillation baseline can be chosen artificially to obtain optimum
sensitivity. Accelerators producing neutrino beams have been constructed at Fermilab in the
USA, at JPARC laboratory in Japan, and at CERN in Europe. The typical layout of such a long-
baseline experiment is shown in > Fig. . Protons are accelerated in large quantities toward a
solid target of light material, producing charged pions of large kinetic energy. These pions are
selected and bent by a powerful, horn-shapedmagnet to focus either a π+ or π− beamof defined
energy into an evacuated decay tunnel. By the decay π+ → μ+νμ , a collimated beam of νμ ’s is
produced. The accompanying antimuons are stopped at the end of the decay pipe to impede a
further decay of type μ+ → e+νeνμ that would contaminate the beam with unwanted neutrino
flavors. Similarly, beams of νμ ’s can be produced by the decay of π−.

The resulting neutrino beam travels for the length of the oscillation baseline through the
Earth’s matter, aimed at a “far” detector, in which the oscillated neutrino signal is recorded.
Currently, baselines range from hundreds of meters to about  km.The far detector is some-
times accompanied by a smaller “near” detector close to the beam source in order to monitor
flux and spectrum of the original beam. A comparison of “near” and “far” signal yields the
information on neutrino oscillation effects. In the simplest case, the far detector searches for
a disappearance of νμ ’s in the beam that can be explained by conversion to νe or ντ . However,
there is also the possibility to search for the νe or even ντ by the production of electrons or
tauons in the far detector.

In the following, we will describe three experiments in long-baseline neutrino oscillations,
focussing on the far detectors and their techniques to identify neutrinos of different flavors:The
Super-Kamiokande experiment, a large water Čerenkov detector that gave evidence for oscil-
lations in atmospheric neutrinos and is currently also a far detector for a neutrino beam from
JPARC in the TK experiment (TK collab. ). The MiniBooNE experiment is positioned
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about m down-beam of the Fermilab Booster, searching for nonstandard neutrino oscil-
lations at very short baselines (MiniBoone collab. ). And third, the OPERA (Oscillation
Project with Emulsion-tRacking Apparatus) experiment is a highly segmented sandwich detec-
tor, in which inactive sheets of heavy target material alternate with active sheets for particle
detection, see OPERA collab. ().

. Super-Kamiokande

The Super-Kamiokande detector is based on a large cylindrical water tank of m diameter
and m in height, containing a total of about , t of ultrapure water. This volume is sur-
rounded by , PMTs of  inch diameter each. The PMTs are placed at a distance of  cm,
corresponding to a fraction of % of the detector walls that is photosensitive. The detector is
located ,m underground (,m of water equivalent) in the Kamioka mine in Gifu Pre-
fecture, Japan. Data taking started in , and has been going on to the present day, intermitted
only by several breaks for detector upgrades.

Neutrinos are detected by the Čerenkov light of charged leptons (electrons or muons) that
are produced in the interaction with the target material. At energies of several hundred MeVs,
the dominant reaction occurs on single nucleons of the hydrogen and oxygen nuclei inside the
target:

νe + n → p + e−, νe + p → n + e+ ,
νμ + n → p + μ−, νμ + p → n + μ+ .

While the recoil proton or neutron is below the Čerenkov threshold in water and remains
therefore undetected, the emerging electron or muonwill carry awaymost of the kinetic energy
of the incident neutrino. Čerenkov light is emitted in a cone around the track of the recoiling
electron or muon. This light cone is in many respects very similar to the Mach cone that is
created by an airplane moving at supersonic speed through the Earth’s atmosphere. Beginning
from the interaction vertex in which it emerges close to vacuum light speed, the particle gen-
erates light until its velocity drops below the speed of light in water. The emitted light cone
further propagates through the water bulk until it reaches the photoactive surface of PMTs.The
ring-like image that is projected on this surface is evaluated by software analysis to obtain the
particle’s point of origin, its direction of flight, and its initial energy. In addition, the “fuzziness”
of the ring can be used as a discrimination criterion for electrons and muons: Muons that are
much heavier than the electrons of the water atoms in the target follow a straight track through
the liquid. Electrons, however, will scatter repeatedly on target electrons, producing an elec-
tromagnetic shower of e+e− pairs and γ rays that is reflected in a washed-out Čerenkov ring.
The resulting event signatures are shown in > Fig. .

At higher neutrino energies, the analysis becomes more complicated due to the excitations
of nuclear resonances in the neutrino interaction. By their decay, pions are created, that in turn
decay themselves, either to μ± in case of π± or to a pair of high-energetic gamma rays in case
of π. All these particles may also lead to the emission of Čerenkov light and will cause addi-
tional rings overlaying the ring of the primary lepton. Moreover, neutrinos may also interact
by weak neutral currents without creating a lepton in the final state. The methods applied to
extract the signal events from these backgrounds is beyond the scope of this text. However,
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⊡ Fig. 

The flavor recognition in the Super-Kamiokande relies on the “fuzziness”of the observed

Čerenkov rings: In quasi-elastic scattering reactions, neutrinos create single electrons (left)

andmuons (right). As electrons scatter in the detector producing electromagnetic showers,

the resulting ring is washed out, while a muon creates a clear signal

based on a distinct understanding of the reaction cross sections, event signatures, and discrim-
ination efficiencies, it is possible to disentangle signal and background contributions, allowing
for instance a statistic analysis of ντ appearance in atmospheric neutrinos (Hall ) or the
search for νe appearance in the TK neutrino beam experiment (TK collab. ).

. MiniBooNE

TheMini-Booster Neutrino Experiment (MiniBooNE) was built to probe an earlier result from
the LSND (Liquid Scintillator Neutrino Detector) experiment (Hill ) at Los Alamos that
indicated the oscillations of νμ ’s into sterile neutrinos. As the detector is very close to the beam
source, beam intensity is very large. Therefore, MiniBooNE is also performing a precise mea-
surement of neutrino interaction cross sections that will serve as input for the analysis of other
experiments. First results obtained with this experiment can be found in (MiniBoone collab.
).

The Fermilab Booster produces a high-purity beam of ∼. GeV νμ by running protons of
. GeV energy into a beryllium target of  cm length and  cm diameter (see > Fig. ). The
protons arrive in spills of  ×  with a duration of .µs. As the produced neutrinos arrive
in a sharply defined time window in the detector, background due to cosmic variation can be
suppressed very effectively.

The detector is located m from the beryllium beam target. The design is very similar to
the one of KamLAND or Borexino: A large spherical volume with an inner radius of  cm
is filled with  t of pure mineral oil (CH-based). The oil is monitored by  PMTs and
surrounded by a veto region viewed by  PMTs. Unlike in the low-energy experiments, the
oil is only very weakly scintillating. The major part, %, of the light emitted from neutrino
interactions originates from the Čerenkov effect.

To identify the signals of νe , νμ , and interaction vertices of different complexity, the pattern
and the timing of the detected light is analyzed by neural networks. The analysis of νμ → νe
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Neutrino beamline to the MiniBooNE experiment: Protons are accelerated in the Fermilab

Booster ring and are extracted to collide with a fixed beryllium target. The collisions of

protons on light nuclei produce a beammainly consisting of charged pions (and kaons).

A magnetic focussing system (“magnetic horn”) is used to culminate the π+/K+ beam and to

reject other particles or mesons of negative charge. This beam enters into an evacuated

decay tunnel in which the mesons decay to μ+ and νμ . The remainingmesons andmuons

are absorbed in the beam dump ending the tunnel. The neutrinos (νμ ) continue on through

about . km of Earth matter, allowing for a flavor change due to neutrino oscillations. The

MiniBooNE detector at the end of the beamline searches for the appearance of νe as well as
the disappearance of νμ to probe oscillation models

oscillations relies on the isolation of the signals from electron appearance:Themuch larger sam-
ple of νμ eventsmust be reliably rejected. Also neutral-current backgrounds due to interactions
of neutrinos without a charged lepton in the end state play here an important role. Especially
π eventsmay be mistaken as electrons: If one of the π-decay gamma quanta gains most of the
kinetic energy while the other is nearly invisible, the single electromagnetic shower resembles
an electron track from a νe event.

. OPERA

In Europe, long-baseline projects currently focus on the ντ appearance in a νμ beam. For this
purpose, the CNGS (CERN Neutrinos to Gran Sasso) beam at CERN was constructed. Its
main physics objective is to prove explicitly the νμ → ντ nature of the atmospheric neutrino
oscillation.

OPERA (Oscillation Project with Emulsion-tRacking Apparatus) (Agafonova et al. ) is
an experiment aiming at detecting the appearance of ντ in an almost pure νμ beam through
oscillation. νμ neutrinos are produced at CERN and pointed toward the Gran Sasso laboratory
(LNGS).The distance between production and detection is ∼ km.The beam is optimized for
the observation of ντ CC interactions, the average neutrino energy is ∼ GeV.The length of the
baseline and the neutrino energy are therefore at a mismatch, so that the expected oscillation
amplitude is small.

OPERA is a hybrid detector that associates nuclear emulsions to electronic detectors. The
challenge of the OPERA experiment is the detection of the short-lived τ lepton produced in
the charged-current interaction of ντ . This sets two requirements difficult to conciliate: a large
target mass to collect enough statistics and a very high spatial resolution to observe the τ lepton,
the decay length of which being in the millimeter range at the CNGS beam energy.
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⊡ Fig. 

The OPERA (Oscillation Project with Emulsion-tRacking Apparatus) experiment with two

supermodules (right). To reduce the emulsion scanning load, Changeable Sheets (CS) film

interfaces have been used (left). They consist of tightly packed doublets of emulsion films

glued to the downstream face of each brick. A target brick consists of  lead plates of  mm

thickness interleavedwith  emulsion films andweighs ∼. kg

In OPERA, neutrinos interact in a large-mass target made of lead plates interspaced with
nuclear-emulsion films acting as high-accuracy tracking devices. This kind of detector is
historically called Emulsion Cloud Chamber (ECC). It was successfully used to establish the
first evidence for charm in cosmic ray interactions (Niu et al. ) and in the DONUT experi-
ment for the first direct observation of the ντ (Kodama et al. ). OPERA (Acquafredda et al.
), which is depicted in > Fig.  is made of a veto plane followed by two identical super
modules.

Each super module consists in turn of a target section of about  t made of ,
emulsion/lead ECCmodules or bricks, of a scintillator target tracker detector to trigger the read
out and localize neutrino interactions within the target. The super modules are followed by a
muon spectrometer. A target brick consists of  lead plates of  mm thickness interleavedwith
 emulsion films and weighs . kg. Their thickness along the beam direction corresponds to
about ten radiation lengths. In order to reduce the emulsion scanning load, Changeable Sheets
(CS) film interfaces have been used. They consist of tightly packed doublets of emulsion films
glued to the downstream face of each brick.

Charged particles from a neutrino interaction in a brick cross the CS films and produce
signals in the target tracker that allow the corresponding brick to be identified and extracted
by an automated system. Large ancillary facilities are used to bring bricks from the target up
to the automatic scanning microscopes at LNGS and various laboratories in Europe and Japan.
OPERA reported the first positive identification of a ντ appearance event in OPERA collab.
():The corresponding event is depicted in > Fig. . The short track created by the τ from
the neutrino interaction vertex to the particles decay is clearly visible. Extensive information on
the OPERA detector and ancillary facilities are given in (Acquafredda et al. ). > Figure 
shows a picture of the OPERA detector, as well as the submodules OPERA is made of.
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Reconstruction of the first ντ appearance event in the OPERA experiment. The characteristic

decay kink of the short-lived τ is clearly visible

. Further Neutrino BeamDetectors

There is a variety of other neutrino beam detectors, based on radically different detection tech-
niques, that we want to mention here only at a glance: The MINOS (Main Injector Neutrino
Oscillation Search) experiment relies on a sandwich detector of alternating sheets of passive
steel and active scintillator: The experiment explores the disappearance of νμ and νμ by the
comparison of the signals in a near and a far detector, both similarly built but of different sizes
(MINOS collab. ). The NOνA (NuMI Off-axis electron-Neutrino Appearance) detector
currently under construction will be a fully active detector of  ×  × m in dimensions,
highly segmented into individual detector cells of  ×  cm thickness and m in length, filled
with liquid scintillator (Requejo et al. ). BothMINOS andNOνA are located inMinnesota,
 km from the NuMI (Neutrinos at the Main Injector) beamline at the Fermilab in Illinois
producing the neutrino beam.The ICARUS detector has started data taking in the Gran Sasso
laboratory detecting neutrinos from the CNGS beam (Ankowski et al. ): It is the first large-
scale ( t) liquid-argon time-projection chamber, an experimental approach that is currently
discussed also in the context of the large next-generation neutrino observatories presented in
> Sect. .

 High-Energy Cosmic-Neutrino Detectors

. IceCube

IceCube (Abbasi et al. , ) the successor of the AMANDA (Antarctic Muon and Neu-
trino Detector Array) experiment (Ackermann et al. ), is a large-scale neutrino telescope
at the South Pole which monitors neutrinos from the various astrophysical sources: events like
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exploding stars, gamma-ray bursts, and cataclysmic phenomena involving black holes and neu-
tron stars. IceCube has the potential to allow for an investigation of physical processes associated
with the production of themost energetic particles in nature (GeV toTeV energies).The IceCube
detector uses a cubic kilometer of ice to measure cosmic neutrinos as astronomical messengers
from the universe. Due to their weak interaction, neutrinos are not affected by interstellarmag-
netic fields or by obscuring interstellar matter. Huge detectors are required to cope with the
very low flux expected at these energies. To detect them a large volume of ice below the South
Pole is utilized tomonitor their interaction with the watermolecules the ice is made of. Antarc-
tic polar ice has exceptional intrinsic properties: It is transparent, and nearly free of intrinsic
radioactivity; a mile below the surface, blue light travels a hundredmeters or more through the
otherwise dark ice. In the ultra-transparent ice just as in the water Čerenkov detectors described
in > Sect. ., muons generate blue light that is detected by optical sensors (PMTs). The “trick”
used in IceCube is that the muon preserves the direction of the incident neutrino thus allow-
ing to trace back the neutrino to its cosmic source. However, muons produced in the Earth’s
atmosphere just above the detector also interact with the ice and create a huge background.
To remove this undesired atmospheric muon contribution IceCube takes again advantage of
the fact that neutrinos interact so weakly with matter. Since neutrinos can travel through the
Earth unhindered, IceCube monitors the northern skies by “looking” through the Earth and
thus using the planet as a cosmic ray shielding. “Real” cosmic neutrinos, which produce muons
below the detector, are seen in IceCube as upcoming events.

. ANTARES

Another approach for high-energy neutrino spectroscopy is pursued by the ANTARES exper-
iment (Aguilar-Arevalo et al. ), which is presently the largest neutrino telescope operating
in the northern hemisphere. In this case photomultiplier chains similar to those in AMANDA
and IceCube are deployed deep underwater (South of France) to monitor the Čerenkov light
emitted during interactions of high-energy neutrinos from various astrophysical sources.

 Next-Generation Neutrino Observatories

Most of the current neutrino experiments rely on target masses of the order of kilotons to
retrieve a sufficient rate of neutrino interactions and therefore statistical significance. The next
generation of both low-energy astrophysical neutrino detectors and long-baseline neutrino
beam experiments will have to increase their size considerably in order to improve their sensi-
tivity substantially.Therefore, several detector options are discussed for sites in the USA, Japan,
and Europe, varying the possible oscillation baselines to accelerator laboratories and the sensi-
tivity to different sources of neutrinos. In the following, the three European projects GLACIER,
MEMPHYS, and LENA are discussed, as they represent the largest variety of detector technolo-
gies (Autiero et al. ). However, very similar detectors are also discussed in the USA and in
Japan.

There are also plans for a further development of the high-energy cosmic-neutrino detec-
tors. While the DeepCore extension of IceCube that aims at lowering the neutrino detection
threshold, the kmnet collaboration promotes an underwater detector of  km in size in the
Mediterranean (www.kmnet.org).
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. GLACIER

TheGLACIER (Giant Liquid Argon Charge Imaging ExpeRiment) project foresees to apply the
liquid-argon-chamber technique at a scale of  kt. Liquid Argon Time Projection Chambers
(LArTPCs) allow for investigating the topology of interactions and decays of particles due to the
bubble-chamber-like imaging performance. Like in gas-based time-projection chambers, elec-
trons are created by ionizing particles inside the detector. A strong electric field of  kV/m is
applied over the whole of the target volume to drift the electron cloud created along the particle
track toward a two-dimensional detection array.The third dimension is provided by the relative
drift-time differences of the ionization electrons, allowing to fully reconstruct the tracks with
mm precision.

While a gas-filled detector of  kt would be of gigantic proportions, the density of liquid
argon is sufficient to contain the volume in a cylindric cryogenic tank of m diameter and
m in height. Cooling of the target will rely on argon boil-off. The electric field is applied in
vertical direction, limiting the maximum drift length from the bottom of the detector to m.
The ionization signal will be complemented by scintillation light: Argon provides a high light
yield even compared to organic liquid scintillators.The combination of both signals will provide
high trigger efficiency, spatial and energy resolution.

A  kt LArTPC is also considered as a possible far detector for the American LBNE
(Long Baseline Neutrino Experiment) project, investigating neutrino oscillation parameters by
νμ → νe appearance search. Also the physics program of GLACIER is clearly focused to a pos-
sible future long-baseline beam from CERN. The great strength of this detection technique in
comparison to Čerenkov and scintillation detectors is the detailed resolution of GeV neutrino
events, allowing for high beam energies and therefore very long beam baselines of more than
, km.

The largest running LArTPC is ICARUS (Ankowski et al. ), which is operating suc-
cessfully since summer  at the LNGS underground laboratory, Italy. The detector principle
is shown in > Fig. . Since recently ICARUS is taking data utilizing the CERN–Gran Sasso
neutrino beam (CNGS). For more detail we recommend (Ankowski et al. ).

. MegatonWater Čerenkov Detectors

The extrapolation of the Super-Kamiokande experiment by an order of magnitude is currently
discussed in Japan (Hyper-Kamiokande), the USA (LBNE), and in Europe (MEMPHYS). The
aspired target masses range from  kt in the case of LBNE to more than  kt for Hyper-
Kamiokande and MEMPHYS. However, the construction of the large underground caverns
hosting the water volume sets limits to the maximum size of a single detector. Therefore, the
experiment would consist of three egg-shaped subdetectors of smaller size, typically –m
wide and –m in height (de Bellefon et al. ). A recently proposed version considers two
tanks with increased height.

In this context, also the doping of water with gadolinium is discussed. At low energies,
antineutrino detection via the inverse beta decay in water Čerenkov detectors suffers from the
invisibility of the neutron capture on hydrogen, as the .MeV gamma ray released is below
the detection threshold. However, neutron capture on gadolinium produces a gamma cascade
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Schematic and working principle of the TPmodules of ICARUS. The charged particles

pass inside the volume, where a uniform electric field is applied and produce ion–electron

pairs. A fraction of them, depending on the field intensity and on the density of ion pairs,

will not recombine andwill immediately start to drift parallel to the field in opposite

directions. Only the motion of the much faster electrons induces a current on a number of

parallel wire planes located at the end of the sensitive volume

with a total energy of .MeV, a signal that produces sufficient light to be detected. Like in a
liquid-scintillator detector, the coincidence of positron and neutron signal can be used to reject
a variety of background events. Laboratory-scale tests have succeeded and gadolinium doping
is also discussed for the currently running Super-Kamiokande detector.

The main advantage of a megaton water detector is its sheer target size: While lack-
ing vertex reconstruction capabilities in comparison to LArTPCs at high energies and
energy resolution and background discrimination capabilities compared to liquid-scintillator
detectors at low energies, the enormous statistics can compensate for the poorer detector
performance.
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Schematic of the future liquid-scintillator detector LENA for low-energy neutrino astronomy

. LENA

The LENA (Low Energy Neutrino Astronomy) project is discussed as a next-generation liquid-
scintillator detector (Wurm et al. ). The present design shown in > Fig.  foresees a
cylindrical detector of about  m length and  m diameter. An inside part of  m radius
containing  kt of liquid scintillator is separated from a non-scintillating buffer region by a
nylon barrier. A steel or concrete tank separates this inner detector from an outer water tank
that is used both for shielding and as an active muon veto. This onion-shell structure was
already applied in KamLAND and Borexino and is a prerequisite for the favorable background
conditions achieved in these experiments.

About , PMTs of  cm diameter each will be mounted to the internal walls.The pho-
tosensitive area will be further enhanced by conic mirrors (Winston cones) mounted to the
individual PMTs, corresponding to an effective surface coverage of about %. In this way at
least  photoelectrons (pe) per MeV will be detected. The limiting factor for the effective
yields is not the light production, but the transparency of the organic liquid regarding the scin-
tillation light. However, organic liquids featuring attenuation lengths of –m are available,
in principle allowing for a yield of  pe/MeV, comparable to the situation in Borexino.
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Due to the low detection threshold inherent to the liquid-scintillation technique, LENAwill
be the most versatile detector at low energies, providing high-statistics measurements of sub-
MeV solar neutrinos, geoneutrinos, and the rare νe signals of the cosmic Supernova neutrino
background.

A liquid scintillatormight also provide the possibility of particle tracking atGeV energies. In
general, light emission in liquid scintillators is isotropic, impeding a directional reconstruction
at MeV energies where particle tracks are short compared to the spacial resolution of the order
of several centimeters. However, particle tracks become reconstructable when they exceed this
length scale:The resulting light front is deformed from spherical to a conic shape very similar to
the Čerenkov cone. This aspect is currently being studied by European and American groups,
showing first promising results (Peltoniemi ).

 Conclusion

Formore than  years now successful neutrinodetectors have beenoperated andhave obtained
results with profound scientific discoveries. It may be expected, in particular with a view to
next-generation large-volume neutrino detectors that this field of research will develop into
high-statistic-precision measurements. With a neutrino beam from an accelerator there may
be a new window opening for further evaluation of the phenomenon of neutrino oscillation
and a better understanding of the physics involved.
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Abstract: Scintillators find wide use in radiation detection as the detecting medium for
gamma/X-rays, and charged and neutral particles. Since the first notice in  by Roent-
gen of the production of light by X-rays on a barium platinocyanide screen, and Thomas
Edison’s work over the following  years resulting in the discovery of calcium tungstate as
a superior fluoroscopy screen, much research and experimentation have been undertaken
to discover and elucidate the properties of new scintillators. Scintillators with high density
and high atomic number are prized for the detection of gamma rays above MeV; lower
atomic number, lower-density materials find use for detecting beta particles and heavy
charged particles; hydrogenous scintillators find use in fast-neutron detection; and boron-,
lithium-, and gadolinium-containing scintillators are used for slow-neutron detection.This
chapter provides the practitioner with an overview of the general characteristics of scintil-
lators, including the variation of probability of interactionwith density and atomic number,
the characteristics of the light pulse, a list and characteristics of commonly available scintil-
lators and their approximate cost, and recommendations regarding the choice of material
for a few specific applications. This chapter does not pretend to present an exhaustive list
of scintillators and applications.

 Introduction

Scintillators have been used by the radiation detection community since the development of
radiation generators and the discovery of radioactivity. Among the conditions of employment
at an early nuclear physics laboratory was the requirement of good eyesight. Laboratory assis-
tants were expected to examine zinc-sulfide screens under magnifiers to count the number of
blue-green flashes they observed when the screens were exposed to alpha particles. Prospective
employees sat in a dark room until their eyes acclimated to the darkness and were then pre-
sented with screens and sources to determine their visual acuity. Those failing this practicum
were encouraged to seek other careers. Today, of course, electronic means of detecting the light
exist, and students and researchers with relatively poor eyesight are free to pursue careers in
nuclear physics, high energy physics, medical physics, health physics, and other areas making
use of radiation detection. The radiation detection community continues to make heavy use of
scintillators; even zinc sulfide continues to be used.

In the early days, the discovery of scintillators was often accidental. Roentgen found bar-
ium platinocyanide while investigating the effects of different materials on the absorption of
X-rays. This material glowed when exposed to a nearby X-ray tube. Thomas Edison systemati-
cally examined crystal and mineral collections to find those that fluoresced when irradiated.
Many of the first materials to be evaluated were those that were known to fluoresce under
ultraviolet light (carbon arcs lights and gas discharge tubes had been developed by ). Most
materials discovered in these ways had long decay times and were visible to the naked eye. At
the time, these were important characteristics because electronic photosensors did not become
available until the s. The first application of photomultiplier tubes to scintillation counting
was reported by Curran and Baker in a confidential report related to the war effort in , but
not published until .

By , a number of scintillators (NaI:Tlwas shown to scintillate in ,Hofstadter ())
had been demonstrated, and the materials that have been examined since then number in the
thousands. Of those thousands, however, approximately  are in commercial production and
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only a few have light yields greater than NaI:Tl, the most recent of those being the lanthanum
halides, which are commercially available, and SrI:Eu (Cherepy et al. ), which is not com-
mercially available as of . Research on the physical processes responsible for scintillation is
ongoing as is research to discover new, brighter, and more linear scintillators.

 Characteristics of Scintillators

In this section, a general description of the properties of scintillators is given.The interaction of
gamma rays, neutrons, and charged particles with scintillators, and the effects of atomic num-
ber and mass density are briefly described. The processes governing the generation of light are
enumerated and characteristics of the decay of the light pulse are discussed. The section con-
cludes with a brief discussion of the considerations in play when matching a scintillator to a
photosensor.

. Interaction of Radiation with Scintillators

Scintillators depend on the production of charged particles within the scintillating medium
to generate excitation resulting in the emission of light. Consequently, they detect radiation
capable of producing ionization. Incident electromagnetic radiation typically ionizes atomic
electrons or creates electron–positron pairs, which, in turn, ionize other atoms as they lose
energy. Thus, gamma and X-rays are detected by a two-step process (here, step refers to an
event leading to energy transferred to the scintillator) in which a scattering or photoelectric
event must occur first, and the resulting charged particle (or particles, if there are multiple
scatterings) then ionizes the scintillator. Light is produced from excitation of the scintillator
occurring within microns of the track of the charged particles. On the other hand, incident
electrons, positrons, and other charged particles interact directly with electrons in the scintil-
lator, resulting in a one-step process. Neutrons interact only through nuclear interactions and
produce gamma rays by capture and inelastic scattering (three steps: capture/scattering, gamma
produces electrons, electrons ionize scintillator), charged particles (two steps: neutron scatters
a proton or knocks out a proton or alpha particle, charged particle ionizes the scintillator),
or, if sufficiently energetic, additional neutrons (at least three steps: (n, xn) first, then neutrons
participate in capture, inelastic scattering, and charged-particle reactions).

The above description applies to what might be called “pure” materials. When a material
comprises an inertmedium containing particles of scintillator (such as a composite of micro- or
nanocrystals of a scintillating compound suspended in a plastic or otherwise non-scintillating
material) or a solution of scintillating molecules in an inert carrier (such as diphenyl oxazole
dissolved in toluene or polystyrene), an additional step in the production of scintillation light
almost always occurs: The inert medium that can make up more than % of the total will be
ionized and that energy must migrate through the inert component to the scintillating com-
ponent. This step can be important when the light yield of a composite is of prime importance
because electrons lose energy traversing inert medium, which leaves less energy for excitation
of the scintillating component.

The ranges of ionizing radiation differ widely. Between  keV and approximately MeV,
themean free path of electromagnetic radiation ranges from  to  cm. Electrons and positrons
with energy of about MeV have ranges that are approximately mm inmost scintillators, while
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heavy charged particles with energies of a few MeV have a range typically less than μm.
Neutrons interact via a series of scatterings with nuclei, and since the cross sections (away from
resonances) are typically in the range of – barns (excluding, for the present, possibly high
thermal capture cross sections), they tend to travel ten ormore centimeters inmany scintillators.
These rough order-of-magnitude figures for mean free path are important to the understanding
of the operation of scintillators because they imply that light is generated in close proximity to
the track of incident charged particles, while it might be generated at multiple, widely scattered
points throughout the scintillator in the case of incident neutral radiation.

Incident charged particles (α, β
−,+, μ

−,+, π
−,+, etc.) ionize the medium by scattering elec-

trons (the dominant interaction at lower energies) and participating in nuclear reactions. The
energy loss due to the collisions of charged particles of mass M with atomic electrons can be
estimated with the well-known Bethe formula

dE
dx
= −

πze

meβ
nZ [ln(

meβ

I ( − β)
) − β] , ()

where ze is the charge of the incident particle, n is the number density of atoms in the medium,
Z is the atomic number of themedium,me is the electron restmass, β is v/c, and I is the average
excitation potential of the medium. > Equation  is in units of energy per unit length and is
valid for me ≪ M and γ ≈ . > Equation  accounts only for collisions between the incident
particles and electrons and does not include shell or density corrections. It is not correct for
incident electrons and positrons. However, a similar expression was derived by Bethe and is
used in Monte Carlo codes such as Geant and MCNP for electrons,
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and for positrons,
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where γ = /( − β) and T is the kinetic energy of the incident particle.
The stopping power and CSDA (continuous slowing down approximation) range for

electrons in CsI (. g/cm
) as computed byMCNP is shown in > Fig. . Below approximately

MeV, collisional losses account for most of the stopping power. However, bremsstrahlung
becomes dominant above that, increasing proportionally to the energy. The CSDA range is
obtained by integrating > Eq.  and does not account for deviations from straight-line motion
caused by scattering.

At energies below the critical energy Ec, the energy at which ionization and radiative losses
are equal, ionization dominates.The critical energy is∼MeV in uranium, varies approximately
as MeV/(Z + .) in solids and MeV/(Z + .) in gases. For applications involving
natural radioactivity and electrons under ∼MeV, bremsstrahlung is not an important energy-
loss process. At higher energies, and in applications requiring precise knowledge of the track
of an electron or positron, bremsstrahlung must be considered because the mean free path of
photons, possibly beingmuch larger than that of charged particles, implies that the processmay
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deposit energy relatively far from the actual electron or positron track. The calculated critical
energy as a function of atomic number is shown in > Fig. .

Since bremsstrahlung dominates at energies above the critical energy, and the stopping
power of this process increases approximately proportionally to the electron’s energy, the energy
of an electron after traversing a distance x (expressed in g/cm) is conveniently expressed by

E = E e
−

x
X ,
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where X is the radiation length (usually measured in g/cm), and E is the initial energy of
the electron. This characteristic distance is the same as the / of the mean free path for pair
production by high-energy photons. The radiation length has been parameterized in terms of
atomic number and mass as

X =
.A

Z(Z + )ln( 
√

Z
)

(g/cm
)

and is the appropriate parameter to consider when selecting a scintillator for electrons above
the critical energy.

Also of interest to designers of detectors for high energy physics experiments is theMolière
radius, which is the transverse distance containing % of the energy of an electromagnetic
shower. It is given by RM = . X(Z + .), for solids. A small Molière radius, like a
small radiation length, is desirable to minimize the size of the scintillator. Calculated radiation
lengths and Molière radii for the elements are shown in > Fig. .

Both curves were calculated as if all elements are solids; the reader should recalculate the
points for gases. Note that the scale for the Molière radius is linear, while the scale for the
radiation length is logarithmic.

Photons interact with matter via atomic photoelectric absorption, coherent scattering
from atoms (Rayleigh scattering), Compton scattering, and pair production. Each interac-
tion is most important in a different energy regime with photoelectric absorption dominating
below ∼ keV, Compton scattering dominating between ∼ keV and MeV, and pair pro-
duction dominating above ∼MeV. In units of g/cm (i.e., divide by the density to obtain the
mean free path in centimeters), the mean free path of photons in a number of scintillators is
shown in > Fig. .
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A few features of the curves are noteworthy. The K, L, M, etc., edges account for the jagged
shapes below  keV. The interaction cross section falls until the photon becomes sufficiently
energetic to eject an atomic electron from its shell, at which point, the mean free path drops
abruptly. As the photon energy continues to rise, the photoelectric absorption cross section
falls approximately like E−., while the Compton cross section takes over. Between  keV
and ∼MeV, attenuation is governed primarily by Compton scattering. Since the Compton
cross section per atom is proportional to Z, and the number density of atoms is proportional
to ρ/Z to the extent that atomic mass is proportional to atomic number, the linear attenuation
coefficient is approximately independent of Z. This is seen between ∼ keV and MeV in
> Fig. , where all the curves come together. An energy dependence remains, however, because
the Compton cross section has an ln(E)/E dependence.The curves take on the characteristics
of the pair-production cross section and flatten at high energies.

. Processes Governing the Generation and Decay of Light
Pulses

We reviewed in the previous section how various particles interact with materials. That discus-
sion covered only the deposition of energy in the scintillator, but not the processes by which
that energy is converted into light. That topic is the subject of the present section.
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In all cases (crystalline and noncrystalline scintillators), the incident particle first transfers
energy via collisions with electrons.These electrons typically have energy well in excess of their
binding energy and are termed “primary” electrons. Primary electrons leave behind primary
holes; both primary electrons and holes are hot in the sense that the temperature correspond-
ing to their average energies is well above that of the remainder of the scintillator.The next step
is the “cooling” or relaxation of these primary electrons and holes by additional collisions with
atomic electrons, producing secondary electrons, holes, X-rays, plasmons, and other electronic
excitations. The third step is the cooling of the secondary excitations until further ionization is
not possible, resulting in a number of electron–hole pairs. The time required to reach this level
of thermalization is between  and  fs. Strictly speaking, electron–hole pairs and band gap are
applicable to crystals; however, the concept of a band gap applies to individual organic scintil-
lator molecules, which, because of the presence of delocalized electrons (π electrons) confined
to cyclic or polycyclic structures, also exhibit a band structure.

Once the energy of the electrons and holes is insufficient to produce further ionization,
they begin to interact with the scintillator medium via electron–phonon relaxation (essentially
coupling electron and hole motion to vibrations of the lattice or molecules). This process low-
ers the energies of the electron–hole pairs to the band-gap energy, Eg. The number of pairs
surviving to this stage is given by E/kEg, where k varies between . and . for ionic crys-
tals, – for covalently bonded materials, and – for noble-gas scintillators. The last two steps
of the scintillation process are the transfer of energy from thermalized electron–hole pairs to
luminescence centers (typically found in inorganic scintillators), and the de-excitation of the
excited luminescence centers.

Often the energy efficiency, ε, of a scintillator is described as the product of the efficiency
for conversion of incident energy to electron–hole pairs (/k in the previous discussion), the
efficiency, S, of the transfer of energy to luminescent centers (typically found in inorganic scin-
tillators), and the efficiency, Q, with which the excited luminescent center generates light. The
energy efficiency and the light yield, L, are related by

ε =
⟨hv⟩nph

E
= ⟨hv⟩L ,

where ⟨hv⟩ is the average energy of emitted scintillation photons and nph is the number of scin-
tillation photons emitted. Formost purposes, the average energy of the scintillation photons can
be taken to be the energy of the peak of the emission spectrum. Assuming that each electron–
hole pair produces S ⋅Q scintillation photons, and knowing the number of electron–hole pairs
produced (E/kEg), the energy efficiency and light yield can be written as

ε =
⟨hv⟩ SQ
kEg

,

L =
SQ
kEg

. ()

Since SQ can be atmost unity, with the band gap expressed in eV, L has an upper bound of about
/Eg photons/keV for ionic crystals, /Eg photons/keV for covalent materials, and /Eg

photons/keV for noble gases. Thus, CsI:Tl and NaI:Tl should produce no more than about 
photons/keV. In actuality, under gamma-ray or electron irradiation at energies between  keV
and MeV, CsI:Tl produces approximately  photons/keV, and NaI:Tl about  photons/keV,
implying their energy efficiencies are % and %, respectively. The energy efficiencies do
not track the light yields because the wavelengths of peak emission for the two scintillators
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are different. The energy efficiency of CdWO, which has a spectrum similar to CsI:Tl, but a
slightly smaller band gap, is .%, implying the transfer and transport of energy in that intrinsic
(requiring no activator) scintillator crystal is somewhat poorer than in CsI:Tl.

The time characteristics of the light pulse from a scintillator are determined by the kinetics
of the energy transfer, the index of refraction, n, and the oscillator strength of the scintillat-
ing transition. The decay time constant of systems with a single type of luminescent center is
inversely proportional to the square of the energy of the transition, and also approximately pro-
portional to −(n/.) for n in the range .–.. Although the implication is that higher index
of refraction can lead to faster scintillators, the section on matching scintillators to photosen-
sors, below, shows that high indices of refraction lead to light trapping and inefficient transfer
of light to the photosensor.

Some scintillators have multiple components in their light pulse, and this is a consequence
of multiple light-emitting states. Notable among these scintillators are those exhibiting pulse
shapes that vary according to the identity of the ionizing radiation. BCA (an organic liq-
uid scintillator manufactured by Saint-Gobain Crystals) has three components in its light
pulse, with time constants of , , and ns. The proportion of light emitted in the ns
component is measurably larger under heavy-ion irradiation (most work has been done with
protons scattered by fast neutrons) than under electron or gamma irradiation. The phe-
nomenon occurs because in organic scintillators, ionizing particles produce both spin singlet
and triplet excitations of the phenyl rings, and transitions between the different spin states are
severely suppressed by dipole selection rules. However, collisions between molecules can effect
such transitions, and the increased density of excited molecules produced by heavy particles
enhances singlet-to-triplet transitions, while triplet states cannot decay promptly to the sin-
glet ground state and must wait until a second collision transfers energy back to an excited
singlet state.

Of recent interest has been the elpasolitematerial CsLiYCl:Ce and its variants.This crystal
exhibits , , and , ns decay components, but the  ns component disappears when irradi-
ated by neutrons. Neutrons participate in the Li(n,α)t reaction and so produce a MeVα and
a .MeV triton. The  ns component has been attributed to core–valence luminescence (exci-
tation of a core-electron to the conduction band of the crystal with a valence-band electron
subsequently filling the hole in the core), but no theory has yet been proposed to adequately
explain why this process is suppressed by high ionization density. Perhaps, the high number of
ionized electrons enhances the probability that the core holes are filled by them non-radiatively.

Muchof the previous discussionhas revolved around inorganic crystal scintillators.Organic
scintillators differ from inorganic crystals in that the periodic structure established by the
crystal lattice is established by the organic molecules’ polycyclic structure and delocalized elec-
trons. It is not necessary that organic molecules be arranged as crystals; the process is at the
molecular level instead.This property enables the fabrication of organic-liquid (toluene, xylene,
andmineral-oil-based) and polymer scintillators (polyvinyltoluene, polystyrene, polysiloxane-
based), as well as organic crystals (stilbene, anthracene). The generation of light in these
materials does not depend on the presence of an activator. Rather, by adjusting the number and
arrangement of phenyl rings, the molecule’s structure generates a set of energy levels whose
transitions have wavelengths typically ranging from  to  nm.

When organic scintillators are dissolved at the level of –% by weight in a solid polymer
or liquid solvent containing a large number of phenyl rings, the composite material continues
to exhibit the characteristics of the pure scintillator. This is because of two mechanisms. Most
ionization is of the solvent, and benzene-like solvents will fluoresce with the emission of UV
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light with a time constant of about  ns. However, energy transport by resonant dipole–dipole
interactions between nearby phenyl rings, first proposed by Förster in , is an efficient trans-
porter of energy over distances of . nm, which is approximately the average distance between
molecules in a scintillating solution (also termed as “cocktail”). There is no charge transported
by this process, which occurs in about  ns. The decay time constant of the cocktail is signifi-
cantly shortened by the action of resonant interactions. Organic scintillators typically exhibit
multiple decay time constants, with the shortest being that of the scintillating solute and of the
order of – ns.

. Resolution

A scintillator’s resolution is most often quoted as the ratio of the full width at half-maximum
(FWHM) of the peak in the pulse-height spectrum due to the  keV gamma ray from Cs
to the centroid of the peak. That is,

R =
FWHM(keV)

 keV
.

In some applications, though, the resolution is quoted at a different energy, usually in the range
of interest to the application. Resolution is a function of the number of electrons delivered by the
photosensor to the readout and conversion electronics (and, therefore, a function of deposited
energy) and the noise in the electronics. We will concentrate on the delivered electrons in this
section and include electronics noise as a single term that adds in quadrature. Electronics noise
can be measured by injecting a precision pulser into the stream of analog data.

The number of electrons delivered to the electronics is a stochastic variable that depends on
several statistically independent (or nearly so) factors whose variances add in quadrature. The
number of electrons, Ne, delivered to the electronics is given by

Ne = Nph ⋅ εt ⋅G ,

whereNph is the number of scintillation photons, εt is the efficiency for creating photoelectrons
in the readout device, and G is the gain of the readout. A silicon PIN photodiode has a gain of
unity; a photomultiplier can have a gain of . In the case of a photomultiplier, the gain is,
theoretically, the product of the gains of each stage, not all of which need to be equal. However,
for convenience, G will be taken to be

G =
N
∏

i=
gi = gN .

Although in practice the exponent is not the number of stages, but usually closer to N − ,
the value N will be retained below. In addition, it is convenient to set all the gi equal. Energy
dependence enters via the number of scintillation photons.

If the amplitude of the light pulse is sufficiently small, the readout device remains linear and
does not saturate, making these processes statistically independent. Consequently, the relative
variance associated with Ne is then given (to first order) by

R
= (

σNe

Ne
)


= (

σNph

Nph
)



+ (

σεt
εt
)


+ (N

σg
g
)



. ()
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Themean number of scintillation photons in > Eq.  depends on the band-gap energy, the effi-
ciency of the transfer of energy to luminescent centers, and the quantum efficiency of the lumi-
nescent centers.The variance of the number of scintillation photons comes from the (Poisson)
statistics associated with the number of scintillation photons, intrinsic non-proportionality of
the scintillator, and nonuniformities in the material. The latter is caused, for example, by inho-
mogeneous distribution of activators (the Tl present in NaI:Tl or the mixing of organic fluors
in plastics, for examples), defects in the physical structure of the scintillator (lattice vacan-
cies, inclusions, incomplete polymerization of plastics, and phase separations, for example),
and inhomogeneous distribution of unintentional impurities.

Non-proportional response is an intrinsic property of the scintillator and is caused by the
energy dependence of the probability of the excitation of luminescent states by electrons. This
means that the number of electron–hole pairs created per unit deposited energy, taken to be a
constant in the previous section, is actually a function of energy. Birks, noting that the response
of scintillators decreased with increasing ionization density along a particle’s track, proposed
that the light yield per unit path length can be parameterized by

dL
dE
=

L

 + kB dE
dx

,

where dE/dx is given by > Eqs. –, and L (related to the constant k in > Eq. ) and kB are
constants that depend on the scintillator. This equation predicts that for large stopping power,
L will be inversely proportional to the range of the radiation in the scintillator, which is not
proportional to the energy of the electrons. For small stopping power, such as for electrons
between∼ keV and ∼MeV (see > Fig.  for the stopping power of CsI:Tl), Lwill be propor-
tional to the energy of the radiation. It has been observed, however, that for electrons, although
the light yield is decidedly nonlinear, it does not follow the Birks equation.

In the case ofNaI:Tl, when the non-proportionality is defined to be the ratio of the light yield
at energy E to that at  keV (the energy of Compton electrons generated by Cs gamma rays
scattered ○) the ratio rises to . near  keV. This means that a  keV electron produces

L( keV) =
. × L( keV)


,

that is, % more light than expected from the ratio of energies. Since all light production in
scintillators is caused by secondary electrons, and these secondary electrons have a continuum
of energies, the distribution of electron energies is important. > Figure  showsHull’s measure-
ments of the relative light yield of NaI:Tl crystals. The curve rises monotonically to a maximum
near  keV and appears smooth. This is in disagreement with Dorenbos et al. (), who has
reviewedmeasurementsof the relative light yield of NaI:Tl, CsI:Tl, CsI:Na, BGO, LSO, CaF:Eu,
CWO, GSO, YAP, LuAG, and KLaCl and shows that the relative light yield exhibits local min-
ima near the K edges of the constituents. Dorenbos also shows that some crystals are less than
proportional at lower energies (the relative-light-yield curve is never greater than unity). The
effect of variable relative light yield is to increase the variance of Nph above what would be
expected from Poisson statistics.

The second term in > Eq.  accounts for light trapping and collection, and is derived from
an average over all paths to the exit window from points of scintillations and over all points
of scintillation. It accounts for variation in reflectance of materials surrounding the scintillator
and the coupling between the scintillator and the entrance window of the photosensor. It also
accounts for trapping within the window of the photosensor.The last term in > Eq.  accounts
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Relative light yield of NaI:Tl samples. (From Hull et al. ; Original figure ©  IEEE,

reprintedwith permission)

for the fluctuations in the gain of the photosensor. In a typical photomultiplier, each dynode
contributes a factor of ∼.; in a silicon PIN photodiode, the total gain,G, is between ∼. and
, depending on the spectrum of the light and the spectral response of the diode.

Curves similar to > Fig.  have been measured for many scintillators. For energies
above ∼ keV, the variation in light yield is small, and the resolution is dominated by terms
proportional to the number of scintillation photons, which is approximately proportional to
the deposited energy. Practically, this leads to the following relationship between resolution
and incident photon energy:

R
= a + bE ,

where a represents the contribution of the electronics (usually small) and b depends on the
scintillator and construction of the detector.

Dorenbos et al. () provides a description of the effects of statistics on resolution and
provides an expression for the best resolution expected from a scintillator, given the light yield.
> Figure  shows the locus points for commercially available scintillators and their relation to
the best theoretical resolution obtainable for their light yield.

Obviously, almost all scintillators lie far from the theoretical line. Notable exceptions are
LaBr:Ce and YAP:Ce (YAlO:Ce). The poorer resolution point is reported by Rodnyi ();
however, Kapusta et al. () reports a remarkable .% resolution for YAP, which is its
theoretical best resolution. Further improvements in the performance of YAP will require
improvements in photosensors and electronics. LaBr:Ce, which is close to its theoretical
limit, has found wide use in the gamma spectroscopy community because of its much higher
stopping power.
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Best theoretical resolution and observed resolution of scintillators. A photomultiplier

quantum efficiency of % was used in the theoretical calculation

. Considerations in Matching Scintillators
to Photosensors

All scintillators rely on the energy bands of the constituent materials having transitions with
energies ranging from approximately – eV. These transitions result in the emission of light
with wavelengths between  and  nm, which is well matched to the sensitivities of photo-
multiplier tubes and photoconductors.The relationship between transition energy and emission
wavelength is given by

λ(nm) =

E(eV)

, ()

where λ is the wavelength in nm and E is the energy in eV. > Equation  is of importance in the
selection of the scintillator and readout device because it is necessary to match the scintillator’s
emission band to the sensitive band of the readout to maximize the number of photoelectrons
or electron–hole pairs. A photosensor’s sensitivity, S(λ), measured in mA/W, gives the current
liberated per unit incident power at a specifiedwavelength.Thequantumefficiency,QE(λ), gives
the average number of photoelectrons generated per photon absorbed by the photosensor, and
is easily found from > Eq.  to be

QE(λ) =
.
λ

S(λ) . ()
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Manufacturers often quote the sensitivity of a photosensor at the wavelength of the peak of
S; the designer must pay careful attention to this because the response of semiconductors is
often heavily biased toward longer wavelengths. For example, the manufacturer of one photo-
diode quotes S to be mA/W at  nm, making the quantum efficiency at this wavelength
approximately .. Examination of the device’s data sheet, however, provides the information
that S ( nm), a common wavelength of maximum emission of blue-emitting scintillators, is
mA/W, making QE (nm) = .. If the designer uses the values at  nm to estimate
the response at  nm, the contribution to the resolution from charge-generation statistics
would be underestimated by %. Ideally, the response of the photosensor closely matches the
emission spectrum of the scintillator.

It is also important to match the scintillator’s index of refraction to that of the entrance win-
dow of the photosensor. If there is a significant difference between them, thenmuch of the light
can be trapped within the scintillator resulting in loss of light, an artificially lengthened light
pulse (because of multiple bounces within the scintillator volume), or both. For normal inci-
dence, the fraction of light energy reflected (R) from, and transmitted through (T) a dielectric
interface is given by

R = (
n − n

n + n
)


,

T =
nn

(n + n)
 ,

where n and n are the indices of refraction of the two media. For the case of light from
a CsI crystal normally incident on a glass entrance window, nCsI = ., nglass = ., and
R = .. However, for CdWO, nCWO = . and R = .. The reflection coefficient at
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normal incidence for borosilicate-glass–scintillator interfaces is shown in > Fig.  for a con-
tinuum of indices of refraction, and the positions of representative, commercially available,
scintillators are indicated.

Although the reflection coefficient at normal incidence does not seem large, the mismatch
can have a significant effect on light collection. The critical angle, the angle at which light is
totally internally reflected when going from a material of high index of refraction to one of
lower index of refraction n, given by θC = sin−(n/nscint), determines the “cone of acceptance”
(similar in concept to the cone of acceptance of optical fibers) of the interface. Scintillation
light incident on the scintillator–entrance-window interface outside the critical angle must be
reflected from the interface. This lengthens the path of the light within the scintillator and
increases the probability of self-absorption (caused by the overlap of the emission and absorp-
tion bands of the scintillator) by trapping light within the scintillator, and, in the case of large
blocks of scintillator, can increase the decay time of the light pulse. The latter is generally
important only with scintillators larger than about  cm and having decay times of a few
nanoseconds, such as in × ×  cm polyvinyltoluene-based plastics (PVT) used in portal
monitors. Every meter increase of the optical path length increases the apparent decay time by
approximately  ns.

> Figure  shows the critical angle, in degrees, calculated for a scintillator–glass interface
with light entering the glass from the scintillator (left vertical axis), and the fraction of light
striking the interface outside the cone of acceptance (right vertical axis).The calculation related
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Critical angle and fraction of scintillation photons emitted outside the cone of acceptance

for light exiting a scintillator and entering a borosilicate-glass layer with index of

refraction .



  Scintillation Counters

to the cone of acceptance is done for an isotropic emitter above an infinite plane interface, which
implies that the solid angle subtended by the interface relative to any point of scintillation is π.

When the scintillator’s index of refraction is less than ., the critical angle is ○. Con-
sequently, some light from CaF(n = .) can enter a photomultiplier’s faceplate regard-
less of the angle of incidence. However, as the index of refraction rises to that of CsI or
NaI, even though only .% of the light is reflected at normal incidence, approximately
half the light incident on the interface is totally internally reflected; the remainder has a
transmission coefficient that depends on the angle of incidence. The situation rapidly dete-
riorates as the index of refraction exceeds .. For this reason, diffuse reflectors and index-
matching couplants (such as glycerin and silicone greases) are generally used. The reader
is encouraged to consult textbooks on electromagnetic theory for the formulae pertaining
to reflection and transmission coefficients as a function of index of refraction and angle of
incidence.

Photomultiplier tubes are available with different entrance windows. The most common
(and least expensive) is the borosilicate-glass faceplate; this case has been considered above.
Manufacturers, however, list MgF as an optional faceplate material, especially for ultraviolet-
sensitive photomultipliers. This material is not hygroscopic and has an index of refraction of
approximately . in the visible region, rising to . at  nm. Fused quartz is also used
as a faceplate; its index of refraction is . in the visible region, rising to . near  nm.
Sapphire (AlO) is available in a more limited number of models of photomultiplier tubes,
mostly for solar-blind and aerospace applications. The index of refraction of these faceplates
is approximately . in the visible region, rising to . near  nm. It is a birefringent, non-
isotropic material with coefficient of thermal expansion . × −/○C perpendicular to and
. × −/○C parallel to the c-axis, respectively. This is in contrast to the coefficient of ther-
mal expansion of borosilicate glass (an isotropic material) of . × −/○C and implies that
care must be taken when bonding these materials to avoid cracking due to thermal stresses
during normal use. Sapphire–metal brazes are more commonly found than sapphire–glass
bonds.

 Scintillators

It is likely that thousands of materials have been tested for scintillation since the discovery
of X-rays. Papers by Derenzo et al. (), Moses et al. (), and van Eijk () mention
nearly  materials, and the book by Shinonoya and Yen () mentions over ,materials
evaluated as scintillators. Of all these, only three organic crystals and fewer than  inorganic
crystals are commonly available. In this section, the properties and representative applications
of commercially available materials are described.

. Inorganic Crystals

Data in > Table  are compiled from the Review of Particle Physics (Amsler et al. , ),
Wilkinson (), Rodnyi (), Knoll (), and the web sites of Hilger Crystals, Applied
Scintillation Technologies, Hitachi Chemical Company, and Saint-Gobain Crystals, Inc.
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⊡ Table 

Properties of common inorganic scintillators

Emission
maximum Decay time Index of Light yield

Material ρ(g/cm) (nm) constant refractiona (ph/MeV) Hygroscopic?

NaI:Tl .   ns . , Yes

CsI:Tl .  , , ns . , No

CsI:Na .   ns . , Slightly

CaF:Eu .   ns . , No
LiI:Eu .  , ns . , Yes
Li glass . –  ns . , No

BaF . / . μs/. ns ./. ,/, No

YAP:Ce .   ns . , No

YAG:Ce .  ,  ns . , No

LSO:Ce .   ns . , No

LYSO:Ce .   ns . , No

YSO:Ce .   ns,  ns . , No

GSO:Ce .   ns,  ns . , No

BGO .  . μs . , No

CdWO . ,   μs,  μs . , No

PbWO . ,   ns,  ns . ,  No

ZnWO .   μs . , No

LaBr:Ce .   ns . ,b Yes

LaCl:Ce .   ns . , Yes

aIndex of refraction at the wavelength of maximum emission
bReports in the literature are as high as , ph/MeV

The data in > Table  are compiled from the Review of Particle Physics (Amsler et al.
, ), Wilkinson (), Rodnyi (), and the web sites of Hilger Crystals, Applied
Scintillation Technologies, Hitachi Chemical, Bright Crystals Technology, and Saint-Gobain
Crystals, Inc. The reader should take pricing information below as an approximate guide and
must contact a vendor with specific requirements to obtain an accurate quote.

The inorganic scintillator crystals find application in many areas of radiation detection.
NaI:Tl, although one of the first discovered scintillators, has been the workhorse of the industry.
This is because of its low cost, high brightness, and moderate energy resolution of about %.
It can be grown in large ingots, routinely seen as single  ×  ×  cm crystals in detectors
used for homeland security applications. This scintillator, CsI:Tl, and CsI:Na are used for gen-
eral gamma-ray spectroscopy. In thin wafers, NaI:Tl is used in α/β probes in health physics
instruments.

Both CsI:Tl and CsI:Na are sensitive to fast and slow neutrons. NaI:Tl is mainly used for
fast neutrons (see > Table ). Thermal neutrons are captured by iodine, which results in the
production of I, with a half-life of min. This isotope is a β–γ emitter that, when in a
scintillator, produces an unexpected background that builds up according to −−t/, with the
irradiation time, t, inminutes.The cross section for thermal neutron capture inNa is sufficiently
small that a large ambient flux is required before its activity is noticed. However, when Na is
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⊡ Table 

Additional properties of common inorganic scintillators

Neutron Radiation Radiation Price

Material


L

dL

dT
a

sensitive? hardness (Gy)b length (cm) (US$/cm)c
NaI:Tl −. Yes (F)d  . $

CsI:Tl ∼ (fast) Yes (F, S)e  . $

CsI:Na . Yes (F, S)  . $

CaF:Eu −. No . $
LiI:Eu Yes (F, S) . ∼$
Li glass Yes (S) . ∼$, 

BaF −. (slow) No > . $

YAP:Ce No  . $

YAG:Ce −. No . $

LSO:Ce Yes (S) – . $

LYSO:Ce −. Yes (S) – . $

YSO:Ce No  . ∼$–

GSO:Ce −. Yes (S)  .

BGO −. No –, . $

CdWO −. Yes (S) –, . $

PbWO −. Yes (S) > . $–f

ZnWO −. Yes (S) . $

LaBr:Ce ∼ Yes (S)  . ∼$

LaCl:Ce . Yes (S)  . ∼$

aPercent/○C at  ○C. Light yield of all crystals eventually falls with increasing temperature
bDose causing significant loss of transmission at the peak emissionwavelength
cUnless otherwise noted, pricing estimates are courtesy of James Telfer of Hilger Crystals
dF, sensitive to fast neutrons by (n, n) and X-rays by (γ, n) reactions
eS, sensitive to slow neutrons by generating prompt-capture gamma rays and/or generating a radioactive product
subsequent to capture
fApproximate pricing provided by Alexander Gektin of the Institute for Single Crystals, Kharkiv, Ukraine. Dr. Gektin
notes that the price of PbWO may fluctuate significantly as the demands of the high energy physics community
rise and fall

activated, it produces a continuum with an endpoint of .MeV and a half-life of  h. The
activation of Cs by thermal neutrons is not usually a problem because Cs has a half-life of 
years, making it unlikely that sufficient amounts will be made in most situations.

Both these crystals are sensitive to neutrons with energy above MeV because of (n, xn)
reactions. In the cases of Cs and I, the products of (n, n) reactions, Cs and I, are readily
made by a D–T generator. > Figure  shows a spectrum obtained with an HPGe detector from
a  cm diameter,  cm thick CsI:Tl sample exposed to a D–T generator.The sample was placed
 cm from the anode of the generator (in the air), which was operated at approximately  n/s
for  h. After irradiation, the sample was placed  cm from the front face of the HPGe detector
and counted for min.

The spectrum shows three prominent peaks from four gamma rays from Cs and I; two
of the gamma rays are sufficiently closely spaced that they were not resolved by the detector.
The remaining unattributed gamma rays are from natural Bi, Pb, Tl, positron annihi-
lation, Ac, and other decay products from the Th and U decay chains. I has a half-life



Scintillation Counters  

1000

100

10

1
300 400 500 600 700 800 900 1000

Energy (keV)

C
ou

nt
s

126I: 388 keV

126I: 666 keV

583 keV
968 keV

911 keV

126I: 754 keV

609 keV

511 keV

352 keV

132Cs:669 keV

⊡ Fig. 

Spectrum from activated CsI:Tl

of  days, while Cs has a half-life of . days, implying that an activated detector should not
be used for a few months.

Cesium and iodine are not the only elements that are susceptible to neutron activation. W
comprises % of natural tungsten and has a thermal-capture cross section of  barns. W
has a half-life of . hours and is a β–γ emitter. Lu, the radioactive component in LYSO
and LSO, comprises .% of natural Lu but has a thermal-capture cross section of , barns.
Lu has a half-life of . days and is also a β–γ emitter. La, the stable La isotope (.%
abundance) in LaBr and LaCl, has a . barn thermal-capture cross section. The reaction
product, La, has a -hour half-life and is also a β–γ emitter. The thermal-capture cross
section of chlorine, while high, does not lead to significant activation because of the long half-
life of Cl. On the other hand, the thermal-neutron-capture cross section of Br is sufficiently
high that in a high flux, the production of Br (.min half-life) should be noticed. Reactions
with particles capable of inducing (n, n), (n, n), and spallation reactions are too numerous
to be considered here. Suffice it to say that when a detector is to be used in a neutron field or
exposed to energetic particles or X-rays (remember that photonuclear reactions can have the
same reaction products as (n, n) and (n, pn) reactions), the detector designer must consider
the possibility and effects of activation.

CdWO and BGO are also used for general-purpose gamma-ray spectroscopy and have the
characteristic of having extremely low background radioactivity. The latter property, coupled
with their high density and average atomic number, make them attractive for use in positron
emission tomography (PET). However, their relatively slow decay times limit their maximum
count rates, and, therefore, the quality of imaging. The speed of LSO and LYSO, on the other
hand, more than compensates for their poorer linearity and natural radioactivity in medical
instruments. LSO and LYSO are not used for general gamma-ray spectroscopy because of the
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radioactivity of Lu.The natural radioactivity of Lu is less of a problem in PET because a coinci-
dence is required between a pair of  keV gamma rays from the patient, and the coincidence
window is sufficiently short to exclude the natural β/γ activity. GSO has also been used in PET
because of its high stopping power.

In addition to PET, GSO has found application in oil well logging. In this activity, a detec-
tor is lowered behind the drilling head in a module containing a strong Cs or Co source
and a neutron generator.These sources are used for measurements of rock density and compo-
sition, and water, salt, and hydrocarbon concentration at temperatures reaching ○C. GSO
is extremely radiation resistant, and its light yield remains sufficient for spectroscopy even at
high temperature.GSO is also sensitive to thermal neutrons via the ,Gd(n,γ) reactions. In
both isotopes, the reaction products are stable and only prompt-capture gammas and conver-
sion electrons are emitted. However, the overwhelming majority of neutron-capture reactions
occur within mmof the surface of the crystal, preventing a peak corresponding to the Q-value
of the reactions because half of the capture gammas and electrons exit the crystal.

LiI:Eu is almost exclusively used for thermal-neutron detection.Thermal neutrons imping-
ing on the crystal are captured by Li, which results in the deposition of .MeV split between
an alpha particle and a triton. The resulting peak typically occurs at an electron equivalent
energy over MeV, which is higher than the vast majority of naturally occurring gamma rays.
Since only a thin crystal is needed to capture thermal neutrons, the sensitivity to high-energy
gammas can be limited by geometry. This scintillator is used in homeland security applications
and as an alternative detector to He in polyethylene neutron dosimeters. It is rarely, if ever,
used as a replacement for He in a mixed γ/n environment because it has a substantial gamma
response.

Ce-activated Li-glass scintillator is used exclusively for thermal neutron detection.The fact
that it is a glass rather than a crystal means it does not have the long-range ordering needed
for the efficient transport of electrons and holes to activator sites. Consequently, it develops
a continuum gamma-ray spectrum. However, a distinct peak is developed in response to the
Li(n,α) reaction (Applied Scintillator Technolgies quotes the resolution at –%), and so
neutron events are distinguished from gamma events by pulse amplitude. A Li-loaded glass
behaves identically to the Li glass, except for the lack of neutron response, and is used as a
“witness” detector whose counts are subtracted from the Li glass to determine the net neutron
flux from a source.

CaF:Eu finds application in particle detection, and low-energy X-ray detection because of
its low atomic number. The crystal is rugged, inert, and not hygroscopic and can be used in
more extreme conditions than some other crystals. It is bright, but the relatively long decay
time precludes its use in high-count-rate applications.

BaF is one of the few crystals known to exhibit core–valence luminescence, which gives
it an extremely fast light component. It is an intrinsic (undoped) scintillator that is prized for
its combination of timing resolution and stopping power. It has been proposed for use in PET
systems and nuclear and high energy physics coincidence experiments.However, to take advan-
tage of the fast light component, it is necessary to use a photosensor that is sensitive to  nm
light. According to Knoll (), the fast component went unobserved for lack of use of an
appropriate photosensor.

YAP and YAG find application in particle counting, especially in electronmicroscopy.Their
low atomic number makes them of limited utility for gamma-ray spectroscopy. YAP has excel-
lent proportionality, whichmeans resolution is preserved even if gamma rays undergomultiple
scatterings prior to photoelectric absorption. Unfortunately, the low Z necessitates the use of a
larger crystal, and self-absorption of the light decreases net light yield and worsens resolution.
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YAP also is a fast crystal ( ns decay time), and excellent timing resolution can be obtained.
YAG is unusual in that the Ce emission is shifted to  nm, making it less than optimal for use
with photomultipliers; it is a much better match to solid-state readouts. Moszynski et al. ()
reports that the fraction of light in the fast and slow components changes with the type of inci-
dent radiation, making it possible to devise pulse-shape discrimination schemes to distinguish
between β–γ and ions.

Lathanum halides have been reported in the literature since . It is only available from
Saint-Gobain Crystals. The crystal contains lanthanum, which is naturally radioactive, and in
low-background counting applications this will limit the size of a single crystal. If arrays of crys-
tals are needed, the designer needs to be aware that large amounts of lanthanum will have the
effect of raising the local background levels. Kernan () concludes from his measurements
of LaCl :Ce that the rate of , keV emissions in a . cm diameter by . cm thick crystal
will be /s.The crystal emits light between  and  nm, which is within the specifications
of most photomultipliers. However, if it is desired to use solid-state readouts, it is necessary to
obtain blue-enhanced devices. The crystal is not cubic and is prone to cracking if not handled
carefully or subjected to rapid temperature changes.

The good energy resolution, approaching %, makes these crystals a good choice for
high-resolution gamma-ray spectroscopy, and handheld radioactive-isotope identifiers using
LaBr:Ce are on the market today.The crystals are being considered for space applications and
in the oil well logging industry.The latter use is enabled by the small variation of light yield with
increasing temperature, dropping by only % between  ○C and  ○C. Lanthanum halides
are also being considered for medical applications in PET and SPECT imagers.

PbWO is used almost exclusively by the high energy physics community in particle detec-
tors in calorimeters. It is the material of choice because of its speed, high density, and small
radiation length. Melcher () reports that production of PbWO was projected to peak in
 and was similar to worldwide demand for scintillator crystal for PET, SPECT, and X-ray
CT in that year. The light yield is sufficiently small; however, it is not useful for gamma-ray
spectroscopy.

ZnS was not included in the previous tables because it is not a scintillator used for gamma-
ray spectroscopy. It is available only as ZnS:Ag or ZnS:Cu powder and is mixed with a binder
to form thin sheets. The powder is not transparent to its own light, forcing the sheets to be at
most approximately .–mm thick with an areal density of mg/cm. The decay time con-
stant varies with the incident radiation, being ns for heavy particles, but about  ns for
electrons. Birks () gives a discussion of the early work on this scintillator, which reported
a non-exponential decay and decay times for electrons as small as  ns. ZnS scintillators have
been used exclusively as charged-particle detectors in consumer goods (it was the phosphor
in the paint in the infamous radium watch dials of the early twentieth century), and detectors
for scientific purposes (Hornyak buttons for fast neutrons, mixed with LiF, U, or BO for
thermal-neutron detectors).Whenmixing ZnS with LiF or BO, it is necessary to optimize the
size of the particles to maximize the escape of light.

. Organic Scintillators

The data in > Table  was obtained from the web sites of Eljen Technology, Saint-Gobain
Crystals, and Scintitech, Inc. In the case of unloaded plastics, the data covers many varieties
of scintillator; they are aggregated here because the base plastic is polyvinyltoluene and the
phosphors themselves only comprise a small fraction of the whole.
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⊡ Table 

Properties of common organic scintillators

Emission
maximum Decay time Index of Light yield Air

Material ρ(g/cm) (nm) constant refractiona (ph/MeV) sensitive?

Plastics (unloaded) . – – ns . ,–, Slightly (O)

Plastics (B) .–.  . ns . ,–, Slightly (O)

Plastics (Pb) .  . ns . , Slightly (O)

Liquids (HC) .–.  – ns . , Yes

Liquids (FC) .  ∼ ns+ . , Yes

Liquids (DC) .  . ns + . , Yes

Liquids (B) .  .– ns . , Yes

Liquids (MO) .–.   ns + .–. ,–, Slightly

Liquids (Dioxane) .  . ns + . , Yes

Liquids (Gd) .  . ns + . , Yes

Liquids (Sn) .  . ns . , Yes

Stilbene .  . ns . , Yes

Anthracene .  . ns . , Yes

p-Terphenyl .  . ns . , Yes

aIndex of refraction at wavelength of maximum emission
B boron loaded, Pb % lead loaded, Sn % tin loaded, Gd .–.% Gd loaded, HC hydrocarbon (toluene, xylene,
benzene), FC fluorocarbon liquid, DC deuterocarbon liquid, MOmineral oil, + there are additional time constants
not specified by the vendor

The data in > Table  was obtained from the literature, vendors’ web sites, and calculation
by the author. The reader should take pricing information below as an approximate guide and
must contact a vendor with specific requirements to obtain an accurate quote.

Organic scintillators enjoy wide use in homeland security, X-ray detectors, charged-particle
detectors, heavy-ion detectors, fast- and slow-neutron detection, and electron detectors. They
are typically not used for gamma spectroscopy because the primary interaction at low energy is
Compton scattering; no photopeak is generated.The intrinsic resolution of organic scintillators
is fairly poor, being only approximately % at  keV.

Plastics are easy to form by solvent casting for thin films and thermal casting for larger
pieces, easy to machine, are not hygroscopic, and can be handled while wearing gloves. They
are not affected by water, but slightly affected by oxygen. The latter is not usually a problem
unless the scintillator is in a pure oxygen atmosphere for extended periods of time. The base
plastic is polyvinyltoluene (PVT) or, for increased temperature stability, polystyrene (PS), and
the density is always close to  g/cm.

The light yield is a strong function of particle mass. Birks () shows that the light yield
from electrons, protons, and alpha particles in anthracene at energies between  keV and
MeV is in the approximate ratio of  : . : .. At energies from  to MeV in plastic
scintillator, the ratio is approximately  : . : .. Consequently, for the same energy, gamma
rays produce more light than does a proton (or neutron interacting via (n, p) scattering) or
alpha particle. > Figure  shows the conversion as calculated by Cecil et al. () for NE-
(identical to the modern EJ- and BC-A) over the energy range –, keV.The curve is
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⊡ Table 

Additional properties of organic scintillators

Neutron Radiation Radiation Price

Material sensitivity hardness (Gy) length (cm) (US$/cm)c
Plastics Fa  ×  . $.–.

Plastics (B) F, Sb . $–

Plastics (% Pb) F . $

Liquids (HC) F . $.

Liquids (FC) No .

Liquids (DC) No .

Liquids (B) S . $ (B)

$ (natB)

Liquids (MO) F, S . $.

Liquids (Dioxane) F .

Liquids (Gd) S . $.

Liquids (Sn) F .

Stilbene F  ×  .

Anthracene F  ×  .

p-Terphenyl F . ×  .

aF, sensitive primarily to fast neutrons
bS, sensitive to slow neutrons through capture reaction
cPricing data is courtesy of Dr. Charles Hurlbut of Eljen Technolgy, Inc. Solid plastic scintillator is priced for cast
sheet up to mm thick (thicker sheet is less expensive). Loaded plastic is priced for mm diameter by mm
long cylinders. Liquid scintillator is priced for quantities of – liters and reflects only the cost of the scintillator
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in general agreement with the results shown by Birks () and is not linear at proton ener-
gies below approximately , keV. This conversion must be taken into account when a lower
threshold and range of analog and digital electronics is to be established for a detector using
organic scintillator. If care is not taken, the systemmay work perfectly for protons but saturate
for gamma rays of interest.

Some organic scintillators (most of them liquids) also produce different shapes of light
pulse, depending on the type of incident particle. Heavy charged particles tend to shift the
light to longer decay times and this is exploited in pulse-shape discrimination schemes. Chap-
ter  of Knoll () discusses pulse-shape discrimination between neutrons and gamma
rays.

Vendors specify that the temperature variation of the light yield of their scintillators does
not vary from − ○C to + ○C, but then falls by % from + ○C to + ○C. Operation above
 ○C typically is not recommended because plastics soften and liquids are flammable. Some
liquids are made with higher-flashpoint solvents (xylene or mineral oil in place of toluene),
but the flashpoint of these scintillators does not exceed ∼ ○C. Some plastics are made with a
cross-linked polymer and do not soften until ∼ ○C.

The chemistry of hydrocarbons is sufficiently rich to permit the inclusion of boron, tin,
lead, and gadolinium compounds in solid and liquid scintillators. Addition of lithium is diffi-
cult (with the exception, perhaps, of lithium salicylate): lithiated hydrocarbons are pyrophoric.
Boron and gadolinium provide sensitivity to thermal neutrons, while tin and lead enhance
gamma sensitivity. However, the addition of heavy metals rapidly reduces the light yield,
which limits the weight fraction to –%. This amount of tin or lead does not significantly
increase stopping power for gammas between ∼ keV and the critical energy. As can be seen
in > Table , the radiation length is reduced by % by the addition of the few percent of
heavy metal.

B-loaded scintillator is generally used in small detectors because the thermal-neutron-
capture cross section is  b, the reaction products are ions, and the energy deposited in the
scintillator is only .MeV. Consequently, a high concentration of boron is desired and only a
small volume is required.WhenGd captures a thermal neutron, however, the reaction products
are prompt gamma rays, atomic X-rays, and conversion electrons. In a small Gd-based detec-
tor, it is difficult to distinguish neutron reaction products from photoelectrons and Compton
electrons.

A large Gd-based or B-based detector can be made sensitive to fast neutrons by using
sufficient loading to make the capture by Gd or B far more probable than the capture by
hydrogen. In such a detector (–, liters, or larger), fast neutrons are thermalized by mul-
tiple (n, p) scatterings prior to capture by Gd or B. Each scattering produces a light pulse,
and at the end of the sequence of scatterings, a “flash” from the capture occurs. When Gd is
the sensitizer, .MeV (Gd) or .MeV (Gd) is released as prompt gamma rays, atomic
X-rays, and conversion electrons, and if the detector’s volume is sufficiently large, all the
energy is captured, resulting in an identifiable pulse, generally much larger than any gamma-
ray pulses. Additional discrimination may be achieved by demanding the presence of pulses
from (n, p) scattering in some number of microseconds preceding the MeV flash. The same
principle can be applied to a boron-based system, with the exception that the flash is much
smaller (equivalent to only ∼ keV electrons) because the reaction products are heavy ions.
The interested reader is referred to the section in Knoll () on capture-gated neutron
spectrometers.
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 Conclusions

Scintillators have been used to detect radiation since the discovery of X-rays and natural
radioactivity. Since that time, the field has evolved from the trial-and-error approach to the dis-
covery of new scintillators to computational methods to understand and predict the properties
of crystals and compounds. Scintillators have moved from parlor curiosities (much to their
detriment, radium watch dial painters daubed themselves with radium-laced ZnS paint to
amuse friends in the dark) to indispensible components in medical equipment, detectors
for homeland security applications, health physics instruments, and large- and small-scale
scientific experiments. They have moved from the laboratory to being a consumer product
with dozens routinely commercially available, and dozens more under active investigation in
research projects around the world.
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Abstract: The basic principles for the design and operation of semiconductor detectors
are presented. A summary treatment of pn-junction and Schottky-junction formation is
described. Common semiconductor configurations are discussed, including planar and
coaxial detectors for γ-ray spectroscopy, and various detectors for α-particle spectroscopy.

 Nomenclature

A detector contact area n electron concentration
Cdet detector capacitance p hole concentration
Ctot total coupling capacitance q electron charge
E energy of radiation quantum Q charge collected from detector
EA acceptor energy Q charge excited in detector
EC conduction band edge ρc space-charge density
ED donor energy ρs semiconductor resistivity
EF Fermi energy τe electron lifetime
EV valence band edge τh hole lifetime
єs semiconductor permittivity ϕm metal work function
є free space permittivity ϕs semiconductor work function
FWHM full width at half maximum ϕb barrier potential
μe electron mobility V applied detector voltage
μh hole mobility Vbi built-in detector potential
μs majority-carrier mobility ve electron velocity
NA acceptor concentration vh hole velocity
N−A ionized acceptor concentration Vin detector input voltage signal
ND donor concentration Vw weighting potential
N+D ionized donor concentration W detector active-region width
Ns majority impurity concentration w average ionization energy
ni intrinsic concentration χs semiconductor electron affinity
ξe electron extraction factor ψ potential
ξh hole extraction factor Z atomic number

 Introduction

Semiconductors are farmore desirable for energy spectroscopy than gas-filled detectors or scin-
tillation detectors because they are capable of much higher energy resolution. The observed
improvement is largely due to the better statistics regarding the number of signal carriers
(charges) excited by a radiation interaction. On average, it only takes – eV to produce an
electron–hole pair in a semiconductor. By comparison, it takes between  and  eV to
produce an electron–ion pair in a gas-filled detector and between  eV and  keV to pro-
duce a single photoelectron ejection from the photomultiplier tube (PMT) photocathode in a
scintillation/PMT detector (primarily due to light reflections and poor quantum efficiency at
the photocathode). Hence, a semiconductor produces more charge carriers from the primary
ionization event and thus reduces the statistical fluctuation in the energy resolution.
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Semiconductor radiation detectors have many different shapes, sizes, and configurations,
yet there are some basic designs that, in some form or another, can be attributed to practi-
cally all semiconductor radiation detectors. These basic designs include pn-junction diodes,
pin-junction diodes, Schottky diodes, resistive detectors, and photoconductors. The vast field
of semiconductor radiation detectors is much too large to describe in a single book chapter. As
a result, only those concepts needed to understand basic detector operations and characteristics
are offered here. A selected list of literature is included at the end of the chaper that offers much
more detailed accounts of various semiconductor detector configurations, characterizations,
and operations. Example performances of some commercial detectors are listed.

 Definitions

In the following section are listed and described certain basic definitions and concepts used
in discussions of semiconductor detectors. For a more detailed discussion regarding these
concepts, the reader is directed to the reference literature at the chapter end.

. Energy Band Gap

In free space, a single atomhas quantized and discrete allowed energy states.The Pauli exclusion
principle states that no two electrons can occupy the same four quantumnumbers (n, l ,ml ,ms),
where n is the principal number referring to energy, l is the angular-momentumquantumnum-
ber,ml is themagnetic quantumnumber, andms is the spin.However, a solidmaterial, such as a
semiconductor crystal, is a matrix of atoms arranged in a lattice such that the various potentials
of each of the atoms affect the surrounding neighbors and those electrons associatedwith them.
If two atoms are forced into close proximity, each initiallywith identical quantumnumbers, then
something must change such that the exclusion principle is not violated, which is satisfied by
the appearance of degenerate energy states. In other words, the original energy levels split such
that two states appear where there was only one before.

Consider the issue of a solid, where typical atomic densities range from  to  atoms
cm−. The total number of energy states must also split to accomodate the electron density,
which form bands of states in place of what were once individual states for a single atom
(depicted in > Fig. ). These bands may overlap, they may be relatively close to each other
in energy with a small energy gap between them, or may form with large energy gaps between
the bands. Electrons in the bands behave almost as though they are in an energy continuum,
but it is actually a quasi-continuum, in which there is a defined density of available states in each
of the bands. The density of states is still predetermined by the original total number of states
of the individual atoms.

Each of these energy bands has a certain density of allowed energy states that can be occu-
pied by an electron. The electrical conductivity of a solid is determined by many parameters,
which include charge-carrier mobility, the density of free charge-carriers available in a partially
filled energy band, and the availability of unfilled energy states in the partially filled band. As
conceptual examples, > Fig.  shows simplistic band diagrams for (a) insulators, (b) conduc-
tors, and (c) semiconductors. In > Fig. a, the valence band, which is active in chemical binding
of electrons in compounds, is filled, and the next available energy band is devoid of electrons.
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As atoms are brought closer together, their allowed energy states split into degenerate

states. In a solid medium, the high atomic density causes these degenerate states to form

quasi-continua referred to as energy bands

In typical notation, the upper energy limit of the valence band is denoted EV and the lower
energy limit of the conduction band is denoted EC . The energy difference between EC and EV

is a forbidden energy region, referred to as the energy band gap and denoted Eg . If the band-
gap energy is large such that electrons are not thermally excited from the valence band into
the conduction band the material is considered an insulator. Conduction can only take place
provided that there are empty states for charge carriers to occupy in lateral energy space. Since
the valence band is completely full of charge carriers, there are no empty states, hence no con-
duction. Further, the conduction band has empty states, but no charge carriers, hence again
conduction does not take place.

In > Fig. b, there are two examples of conductors. In the first example, the valence band
and the conduction band overlap such that electrons can easily move from the filled valence
band into the partially filled conduction band without a change of energy. Hence, there are
plenty of unfilled states with an overlapping reservoir of electrons (the valence band) that can
move to the conduction band, thereby giving rise to free conduction. In the other example, the
valence band is filled, and the conduction band is partially filled with a high density of electrons,
even at low temperature. Again, the conditions exist for free conduction.
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Shown are depictions of simple band diagrams for (a) insulators, (b) conductors, and (c)

semiconductors. In (b) there are two depictions for conductors, one in which a filled valence

band overlaps the conduction band, and the other in which the valence band is full with a

partially filled conduction band

In > Fig. c, there is a band gap similar to the insulator example, except the band gap is
relatively small. As a result, some electrons are thermally excited from the valence band into
the conduction band where they can freely conduct. However, the density of the electrons
in the conduction band is determined largely by the band-gap energy and the temperature.
At low enough temperature, the electrons will all return to the valence band and the mate-
rial will behave as an insulator. As the temperature is increased, more and more electrons
will cross the band gap into the conduction band, and the material conductivity will continue
to increase. Often this class of materials is separated into semiconductors and semi-insulators,
roughly defined by the band-gap energy. Typically, band-gap energies ranging up to approx-
imately . eV constitute a class of materials commonly designated as semiconductors, while
band-gap energies ranging from . up to  eV are considered semi-insulators. Band gaps
exceeding  eV form the insulator class of materials. However, these ranges are not rigidly clas-
sified, and often semi-insulators and semiconductors are treated as the same, which will be the
case in this chapter.

. Charge-Carrier Concentration

Theprobability distribution of electronswith energy Ee is determined by Fermi–Dirac statistics,

F(E) =


 + exp [
Ee − EF

kT
]

, ()

where k is Boltzmann’s constant, T is the absolute temperature, and EF is the Fermi energy level
(> Table ). The Fermi energy is the energy level, at  K temperature, where all states below it
are filled and all above it are empty. > Equation  can be used to determine the density of
electrons in the conduction band, with knowledge that electrons will not be present in the band
gap, hence > Eq.  is valid for Ee ≥ EC and Ee ≤ EV . From > Eq. , the probability that an
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⊡ Table 

Some useful physical constants

Constant Symbol Magnitude

Avogadro’s number N . ×  molecules mol−

Boltzmann’s constant k .×− J K− = .×− eVK−

Electronic charge q . × − C

Electron volt eV . × − J

Free-electron mass m . × − kg

Permittivity of free space є . × − F cm−

Permeability of free space μ . × − H cm−

Planck’s constant h . × − J s

Velocity of light c  ×  cm s−

Thermal energy at  K kT . eV

electron crosses the band gap to the conduction bandwill increase with increasing temperature,
which should be intuitively obvious.

The concentration of electrons in the conduction band is denoted n and the concentra-
tion of empty states in the valence band is denoted p. These empty states are treated as positive
charge carriers called “holes,” which greatly simplifies calculations. For a purematerial, the elec-
trons in the conduction band arrive at the expense of leaving an equal density of holes in the
valence band. Hence, n = p, which is referred to as the intrinsic case. Typically, the intrinsic
concentration of both electrons and holes is denoted ni . It can be shown that,

n =
∫

∞

EC

N(E)F(E)dE ≈ NC exp(−
EC − EF

kT
) , ()

where N(E) is the function describing the allowed density of states, and NC is the effective
density of allowed states in the conduction band. Similarly, describing the unfilled states or
holes in the valence band,

p =
∫

EV

−∞

N(E)[− F(E)]dE ≈ NV exp(−
EF − EV

kT
) , ()

where NV is the effective density of allowed states in the valence band.

. Dopant Impurities

Dopant impurities are often added to a semiconductor to control the electrical properties.
Dopants that add excess electrons to the chemical binding are called donors, because they need
only a slight amount of energy to liberate these excess electrons into the conduction band.
Dopants that lack an electron to complete the valence bonding are called acceptors, because
they need only a slight amount of energy to accept electrons from the valence band into their
unfilled states.The simplified energy band structures for intrinsic, n-type and p-type materials
are depicted in > Fig. . The concentration of donor atoms is denoted ND with energy level
ED , and the concentration of acceptor atoms is denoted NA with energy level EA. If donors are
added to the semiconductor, then the concentration of holes is reduced.The opposite condition
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The simplified energy band structures for intrinsic, n-type, and p-typematerials.

The electron and hole carrier concentrations are equal for the intrinsic case. Materials doped

n-type have an excess of electrons in the conduction band, andmaterials doped p-type have

an excess of holes in the valence band

is achieved if acceptors are added to the semiconductor. The general relationship between the
free electron concentration and the free hole concentration is

np = n
i . ()

At room temperature, almost all shallow donors and acceptors are ionized, hence NA ≈ p and
ND ≈ n. Combining > Eqs. –, it is easily shown that the intrinsic carrier concentration is

ni =
√

NCNV exp(−
Eg

kT
) . ()

> Equation  clearly indicates that the intrinsic charge-carrier population ni decreases with
increasing band-gap energy Eg and decreasing temperature T.

. Carrier Mobility

The motion of a charge carrier can be influenced by diffusion, magnetic fields, and electric
fields. The strength of this influence is characterized by the carrier mobility. The valence and
conduction bands have different periodic potentials, and for this reason electron mobility in
the conduction band is different than hole mobility in the valence band. Electron mobility is
denoted μe and holemobility is denoted μh.The velocity of a charge carrier can be approximated
with

ve ,h = μe ,hE , ()

where E is the electric field magnitude. > Equation  is a good approximation provided that
the electric field is relatively lower than the saturation field (usually below × V cm−), above
which the charge-carrier velocities begin to asymptotically approach a saturation limit.
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. Carrier Lifetime

Charge carriers in the conduction band are dynamically dropping back into the empty states of
the valence band, while other electrons gain energy to cross the band gap. Overall, a somewhat
constant density of electrons and holes remains in the conduction and valence bands, respec-
tively. The time over which a charge carrier remains in either band is altered by impurity and
defect states that appear in the band gap,which increase the probability of either carrier transfer-
ring from either band to an intermediate state, or eventually to completion of the recombination
process. If a charge carrier falls into a defect state, it is referred to as “trapped,” whereas if the
charge-carrier journey is completed, where an electron falls completely back into a hole in the
valence band, it is referred to as having “recombined.” The average time period over which an
excited electron remains in the conduction band before being trapped or recombining is the
electron lifetime, denoted τe , and the average time period over which a hole remains in the
valence band before being trapped or recombining is the hole lifetime, denoted τh .

. Material Resistivity

The ability of a semiconductor to conduct electrons is referred to as thematerial resistivity, with
units of Ω⋅cm.The resistivity of a semiconductor is found with

ρ =


q(μen + μh p)
, ()

where q is the unit electronic charge, μe is the electron mobility, and μh is the hole mobility.
In the case that n≫ p, > Eq.  reduces to

ρ ≈


qμen
, ()

and in the case that p ≫ n, > Eq.  reduces to

ρ ≈


qμhp
. ()

The resistance of a right parallelepiped block of semiconductor is described by

R = ρ
W
A

, ()

whereW is the detector width or length, and A is the contact area.

 Basic Detector Configurations

Semiconductor detectors can be fashioned into many different device configurations, includ-
ing junction diodes, Schottky-barrier diodes, photoconductors, and photoresistors. To select
the most appropriate device configuration, one must consider the semiconductor material and
the radiation-detection application. Some semiconductormaterials are composed of substances
that are not easily converted into junction diodes, such as HgI and PbI, whereas other semi-
conductors, such as Si andGe, are easily fashioned into junctiondevices. Somematerials, such as
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GaAs, can be fabricated easily into either photoconductors or Schottky-barrier devices, whereas
limited doping selection and other chemical constraints prevent some materials to be config-
ured easily as either reverse-biased diodes or photoconductors. These fundamental designs are
briefly described in the following sections.

. pn Junction

If two blocks of semiconductor material, one doped with ND donors and the other doped with
NA acceptors, are brought into contact, then the p-type side of the junction boundary has an
excess of free-hole charge carriers and the n-type side of the junction has an excess of free-
electron charge carriers. The concentration gradient across the junction boundary will cause
holes to diffuse across the boundary into the n-type side, and electrons to diffuse over to the
p-type side. The free carriers leave behind the immobile host ions, which produce regions of
space charge of opposite polarity, as depicted in > Fig. . The result is the production of an
internal electric field with an applied force in the opposite direction of the diffusion force. The
presence of space charge distorts the band potentials and causes the bands to bend across the
junction boundary. The bands continue to distort and bend until the diffusion force is equal to
the electric field force, thereby, producing a state of equilibrium.
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In the depiction of a pn junction at equilibrium, the free charge carriers are swept from the

space-charge or depletion region, leaving behind a polarized zone that produces an internal

electric field. Diffusion of charges in one direction is balanced by electric field drift in the

other. At equilibrium, the Fermi level is constant across the junction



Semiconductor Counters  

Poisson’s equation is used to determine the space-charge-region width,

∂
ψ

∂x
= −

ρc(x)
єs

=

q
єs
(N−A − N+D − p + n) , ()

where ρc is the volumetric charge density, єs is the semiconductor permittivity, ND is the dopant
density on the n-type side, NA the dopant density on the p-type side, and n and p are the elec-
tron and hole free-carrier densities. Under room-temperature conditions, the ionized acceptor
concentration N−A ≈ NA and the ionized donor concentration N+D ≈ ND . With the assumption
of an abrupt junction and uniform dopant distribution, the depletion width solution is

W = {

єs(Vbi − V)
q

(

NA + ND

NAND
)}

/

, ()

where V is an externally applied negative voltage and Vbi is the built-in potential arising from
the energy-band bending, as shown in > Fig. . The value of Vbi for common pn-junction
diodes is approximately .V. In the case that one side of the junction is doped much higher
than the other side, by at least an order of magnitude, > Eq.  can be approximated by

W ≈ {

єs(Vbi − V)
qNs

}

/

, ()

where Ns is the doping concentration of the lighter doped side. Note that qVbi is equal to the
conduction-band energy difference from the p-type side to the n-type side (see > Fig. ), where

Vbi ≈
kT
q

ln(
NDNA

ni 
) . ()

At room temperature, the material resistivity can be expressed as

ρs =


qμsNs
, ()

where Ns and μs are the background dopant concentration and mobility for the lighter doped
side of the junction, and > Eq.  can be rewritten as

W ≈ {єs μs ρs(Vbi − V)}/ . ()

The electric field magnitude across the device is

∣E(x)∣ ≈
qNs

єs
(W − x),  ≤ x ≤W . ()

The active radiation-sensitive volume of the pn-junction detector is defined by the space-
charge region (or depletion region), and the undepleted regions act as series resistances.
Detectors based on pn-junction diodes are typically operated under reverse bias, which is
regarded as a negative voltage, but is actually a positive voltage applied to the n-type material
with respect to the p-type material. Shown in > Fig.  is the band diagram of a reverse-biased
pn junction. The large energy-band barriers prevent electrons on the n-type side from diffus-
ing over to the p-type side and prevent holes on the p-type side from diffusing into the n-type
side. As a result, the junction suppresses leakage current that would be present if the semi-
conductor were operated as a resistor. This necessary condition reduces the electron current
such that minute charge packets excited in the depletion region by radiation interactions can
be measured.



  Semiconductor Counters

EC

EC

EF

EF

EV

EV

Efn

Efp

+–

Minority-carrier injection

p -Type side n-Type side

Tunneling
Thermal charge-carrier generation

>>

>>n p on n -type side

p n on p -type side

⊡ Fig. 

In reverse bias, the density of available carriers, dominated by theminority-carrier

concentration, determines the leakage current. At higher voltages, bulk generation and

tunnelingmay increase the observed leakage currents

There are some sources of leakage current, as depicted in > Fig. . Although the majority
carriers on the p-type side are holes, according to > Eq.  a small concentration of electrons
is still present. Theseminority charge carriers (electrons) can diffuse into the depletion region,
where they are swept across by the electric field and contribute to the leakage current. A similar
case is true for holes diffusing from the n-type side into the depletion region. Leakage cur-
rent can also occur from thermal generation of electrons directly across the band gap into the
conduction band, producing electron and hole free carriers.Thermal generation of such charge
carriers can be suppressed by cooling the detectorwhile it is operating. Under high-voltage-bias
conditions, charge carriers can also tunnel directly across the band gap, again contributing to
the leakage current. Variations about the leakage current can be a significant source of electronic
noise (shot noise), which decreases the overall energy resolution of the detector. Basically, pn
junctions are employed to minimize leakage currents in semiconductor detectors.

The capacitance of a parallel-contact pn-junction detector is given by

Cdet =
єsA
W

, ()

where A is the device active contact area. Substituting > Eq.  into > Eq. ,

Cdet ≈ A[
єs

μs ρs(Vbi − V)
]

/

. ()

Detector capacitance affects the input-voltage pulse height, with a large capacitance diminishing
the input voltage from the detector that is measured by the amplification circuit, as

Vin ≈
Q
Ctot

, ()

where Ctot is the total capacitance (detector and coupling) and Q is the total charge collected
from the radiation detector after a radiation event. Hence, it is important to reduce detector
capacitance and coupling capacitance between the detector and the shaping electronics. From
> Eq. , it is seen that increasing the reverse-bias voltage decreases the detector capacitance,
but at the expense of increasing the leakage current.
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. pin-Junction Devices

Reverse-biased diode detectors need a sizeable depletion region tomaximize efficient radiation
absorption. As found in > Eq. , the depletion-region width is proportional to the square root
of the applied reverse voltage, indicating that excessive voltage would be required to produce a
sizeable depletion region for a common pn-junction diode. The usual remedy is to construct a
pindiode,whichhas an intrinsic, or high-purity region, between the p-type and n-type contacts.
The p- and n-type contacts can produce either blocking barriers or electrically ohmic contacts to
the material.The application of p-type contacts to p-type material, or n-type contacts to n-type
material, generally produces non-rectifying electrical contacts that follow Ohm’s law.

The device may have a truly intrinsic region between the p- and n-type contacts, in which
the electron and hole populations are identical, or the high-purity region may be a lightly
doped material. Lightly doped p-type material is commonly denoted π-type, and lightly doped
n-type material is commonly denoted ν-type. Analysis of the diode construction should
take into account the “punch-through” voltage, in which the depletion region extends com-
pletely across the high-purity region, whether the material is i-, ν-, or π-type. Semiconductor
pin-diode radiation detectors are commonly operated at biases above the punch-through
voltage.

Intrinsic material either has dopant concentrations below the intrinsic concentration or has
compensation dopants that cause the residual free-carrier concentration to be below the intrin-
sic concentration. In either case, the residual space charge is practically zero (ρc ≈ ), and from
> Eq.  the resulting electric field is constant across the pin diode under reverse bias. Many
detectors are fashioned from high-purity semiconductor materials, yet these actually are not
intrinsically behaving, having some residual dopant concentration that is still above the intrin-
sic concentration. As a result, ρc is nonzero, although small, and the depletion-region width
is determined by Vbi and the applied voltage. If the lightly doped π or ν regions are relatively
thin, the detector might be “fully depleted" without an applied voltage, as depicted in > Fig. .
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Electric field (a), block (b), and band diagrams (c) of pin, pπn, and pνn devices. Note that the
electric field across the intrinsic region of the pin diode is constant, but the lightly doped

pπn and pνn have definite slopes to their electric fields
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Usually, such is not the case and a reverse bias must be applied to extend the depletion region
and electric field across the device as determined from > Eqs.  and > , respectively.

. Schottky Devices

The application of a metal to a semiconductor surface acts to bend the semiconductor bands to
form an energy barrier qϕbn , much like the pn-junction diode, as shown in > Fig. .The Fermi
energies, defined by themetal and semiconductorwork functions (ϕm and ϕs) must align when
the two materials are brought into contact. Because the semiconductor work function changes
with doping concentration, reference is usually made to the semiconductor electron affinity
(qχs), the difference between vacuum level of full ionization and the conduction band edge. As
a result of the junction formation, a built-in potential qϕbi forms and potential barrier qϕbn
forms. Under a reverse bias, this energy barrier serves to reduce leakage current. Typically, the
barrier height is lower than that for pn- or pin-junction diodes, hence detectors based on the
Schottky-barrier diode typically have higher leakage currents than pn or pin diodes. Because
the surfaces of semiconductors have defects, interface states and possible contaminants, the
actual barrier height not only depends upon the choice of metal but also on how the surface
is prepared. These surface states can effectly “pin" the detector barrier height, thereby, pre-
determining the actual value of qϕbn before the metal is applied. The depletion width for a
Schottky-barrier detector is similar to a one-sided pn-junction diode,

W ≈ {

єs(Vbi − V)
qNs

}

/

, ()

where Ns is the dopant concentration in the semiconductor. Just as > Eq.  can be rewritten
as > Eq. , > Eq.  can be rewritten as

W ≈ {єs μs ρs(Vbi − V)}/ . ()

The value of Vbi for common Schottky diodes is .V. Note that Schottky contacts can be
formed on n-type or p-type semiconductors, as depicted in > Fig. . Besides being simple to
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The band configuration depicted for a metal and semiconductor (a) before and (b) after

contact, according to the Schottky–Mott model
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Interface states alter the interface potentials and effectively “pin" the Schottky barrier.

Shown are n-type and p-type Schottky barriers, along with n-type and p-type tunneling

ohmic contacts

construct, Schottky-barrier detectors have a thin entrance region at the contact, unlike most
pn and pin diodes, and energy attenuation in this “dead region” is kept to a minimum. As a
result, Schottky-barrier detectors (sometimes called “surface-barrier detectors”) are attractive
as charged-particle spectrometers.

. Ohmic Contacts

Efficient charge-carrier extraction from a semiconductor detector requires ohmic-behavior
contacts, hence, it is important in some cases that the metal/semiconductor interface not form
a rectifying potential barrier. For instance, metal contacts to the n and p regions of pn and pin
detectors are processed to be non-rectifying, or ohmic, and generally follow Ohm’s law. Unfor-
tunately, due to interface state pinning, a barrier is formed for almost all metals applied to a
semiconductor surface. To remedy this problem, a high concentration of dopants is appliedwith
the metal and diffused, typically through thermal treatment, into the semiconductor. The pro-
cess causes the Schottky barrier to become extremely thin so that electrons can tunnel directly
through the barrier; hence the contact has ohmic behavior. Schottky diodes are typically con-
structedwith one (or more) Schottky contact(s) as a rectifying barrier to reduce leakage current
and one (or more) opposing ohmic contact(s) to allow for efficient carrier extraction, thereby,
reducing electronic noise (see depiction in > Fig. ).

. Resistive Devices

Semiconductor detectors fabricated from wide-band-gap materials (generally > . eV) have
material resistivities high enough to reduce leakage currents to low levels, and as a result do
not require rectifying contacts to suppress leakage currents. The devices typically have ohmic
contacts for electrodes to prevent rectification and the subsequent formation of space-charge
regions (which can limit the active-region volume). Radiation interactions in the detectors
excite electron–hole pairs that are swept out of the detectors by an applied electric field.
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The high resistivity of the device insures that the leakage current is lower than the radiation-
excited current. For example, the current from a common mm (width) × mm × mm
CdZnTe detector of band gap . eV has a resistivity of  Ω cm, giving a detector resistance
of  ×  Ω. A bias of V would produce a  nA leakage current. With average excitation
energy w of  eV per electron–hole pair, a  keV γ ray will excite approximately  × − C.
With a charge sweep-out time across the detector of  ns, the integrated background charge
is . × − C, only % of the charge excited by the γ ray.

. Photoconductive Devices

There is a unique class of semiconductor detectors known as photoconductors. In principle,
such devices are composed of semiconducting material upon which ohmic contacts have been
applied to prevent the formation of a blocking barrier or a space-charge region. From > Eq. ,
the resistivity of a semiconductor material is inversely proportional to the free-carrier con-
centration. A single radiation absorption event will cause the local conductivity to change
spontaneously, yet the small charge cloud is surrounded by higher-resistivity material on all
sides. Further, the charge cloud is dissipated rapidly by an applied voltage.

Suppose instead the semiconductor block is saturated with a radiation pulse such that
electron–hole pairs are evenly distributed throughout the crystal bulk. The conductivity of the
entire semiconductor block changes because of the macroscopic change in the free-carrier con-
centration. This means that, for any constant applied voltage, the current through the device
must increase.The current continues to flow, with well-fabricated ohmic contacts, since Ohm’s
law dictates that every electron exiting the device at the anode is replaced by another electron
injected at the cathode.This photocurrent continues to flow, decaying away as a function of the
charge-carrier lifetimes. Hence, the photocurrent is described as

I(t) = (
VA
W

) q [μe(n + nphe
−t/τe

) + μh(p + pphe
−t/τh

)] , ()

where nph and pph are the excess free-carrier concentrations excited by the radiation pulse,
and n and p are the steady-state free-carrier concentrations just before the radiation pulse is
produced.

This result is important. First, the current decays away as a function of the free-charge-
carrier lifetimes, so that the current continues to flow even after the primary charge carriers
excited in the semiconductor reach the electrodes. Second, the duration of the detector current
pulse can be tailored by changing the free-charge-carrier lifetimes. High-speed photoconduc-
tive radiation detectors can be manufactured by purposely adding lifetime-shortening dopants,
or by shortening the lifetimes with intentional radiation damage. These detectors have been
used for fast timing measurements of radiation bursts.

. Operation

Semiconductor detectors operate on the principle of induced charge, in which mobile charges
drifting through the detector causes charge to flow in an externally connected circuit, typically
a preamplifer for pulse-mode operation.This concept is important, mainly because the detector
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Planar semiconductor detector configuration

produces voltage pulses that depend on the RC time constant of the output circuit, the capac-
itance of the detector, the coupling capacitance, and the charge-carrier velocities. Further, the
voltage pulse induced by the detector begins to form immediately when the charges begin to
move in the detector. From > Fig. , it is seen that electron–hole pairs excited at point xi in a
detector with active region of width W will induce a current according to the scaled motion of
electrons and holes. In general, the induced current on the ith electrode among a set of two or
more electrodes is

ii =
dQi

dt
= −q∇Vi(r) ⋅

dr
dt

= qEi(r) ⋅ v , ()

where v is the charge-carrier velocity, and Ei is the electric field at point r under the condition
that the “potential" at electrode i is normalized to unity (i.e., dimensionless), see e.g., He (),
with all other electrodes grounded (set to zero). This normalized potential is often referred to
as the weighting potential. The weighting potential for a simple planar detector is

Vw ∣planar =
x
W

, ()

which is clearly a linear function of position in the detector. Hence, the current induced is
directly proportional to the distance charge carriers travel across the detector width W within
time t. Suppose electron–hole pairs are created at position xi , and the holes are drifted to posi-
tion x while electrons are drifted to position x.The solution of > Eq.  yields the total change
in the induced charge from the motion of electrons and holes,

ΔQ∣planar = Q
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] . ()

From > Fig.  and > Eq. , it becomes clear that if the holes and electrons reach their respec-
tive electrodes, where x − x = W , the change in the induced charge ΔQ is the same as Q, a
case referred to as complete charge collection. Any condition in which the electrons and/or holes
do not completely reach their respective electrodes results in incomplete charge collection, and
ΔQ < Q.

The induced current is not a linear function of position for detector configurations other
than planar devices. Other basic detector configurations include coaxial designs and spherical
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(hemispherical) designs (see > Fig. ). It can be shown that the weighting potential for a
cylindrical detector is

Vw ∣cylinder = ln(
r
r
) [ln(

r
r
)]

−
, ()

where r is the detector outer radius and r is the detector inner radius.Theweighting potentials
for various r/r cases are shown in > Fig. . With this result, the solution to > Eq.  for a
coaxial detector configuration is
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Cylindrical and spherical semiconductor detector configurations
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Weighting potentials for various values of r/r versus the normalized distance from r to r
for a cylindrical detector
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ΔQ∣cylinder = Q [ln(
r
r
)]

−
ln(

r′
r′
) , ()

where r′ and r′ are the drift radii locations for the electrons and holes. Note that the weighting
potential is not linear for the cylindrical case, and a larger change in the weighting potential
is apparent in the vicinity near the inner electrode at r, and, therefore, the induced current
is much higher for charges moving near the inner electrode than for charges moving near the
outer electrode at r.

Similarly, it can also be shown that the weighting potential for a spherical (or hemispherical)
detector is

Vw ∣sphere = (
r

r − r
)(

r
r
− ) , ()

where r is the detector outer radius and r is the detector inner radius.Theweighting potentials
for various r/r cases are shown in > Fig. . The solution to > Eq.  for a hemispherical
detector is

ΔQ∣sphere = Q
rr
r′r′

[

r′ − r′
r − r

] , ()

where r′ and r′ are the drift radii locations for the electrons and holes. Note again that the
weighting potential is not linear for the spherical case, and a larger change in the weighting
potential is apparent near the inner electrode at r. The induced current is much higher for
charges moving near the inner electrode than for charges moving near the outer electrode at r.
The weighting potential in detectors with complex geometric shapes can be found by solving
> Eq.  through numerical methods.

Because the capacitance of a detector is highly dependent upon the bias voltage, mainly
because the size of the depleted active region changes with bias voltage, it is important that
the preamplifier circuit used to sense the induced current is properly matched to the detector.
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Weighting potentials for various values of r/r versus the normalized distance from r to r
for a spherical detector
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Further, the preamplifier should be a charge-sensitive preamplifier, in which the pulse-height
output is largely insensitive to capacitance changes in the semiconductor detector, and is instead
mainly dependent upon the charge collected from the detector. Commercial detectors generally
have specifications with recommended preamplifier characteristics that can serve to optimize
the detector performance.

 γ-Ray and X-Ray Spectrometers

Properties sought for an ideal γ-ray spectrometer include a wide-band-gap energy, high-Z
material composition, high atomic density, long charge-carrier lifetimes, high resistivity, high
electron and hole mobilities, and a small ionization energy. A wide-band-gap energy (>. eV)
and high resistivity allow room-temperature operation that otherwise would require cryogenic
cooling to reduce electronic noise. High atomic density and high-Z components increase the
γ-ray interaction probability (see > Fig. ). Long charge-carrier lifetimes and high carrier
mobilities increase the charge collection efficiency and produce better spectroscopic results.
Finally, a small ionization energy causes increased numbers of excited charge carriers, thereby,
improving statistics and enhancing spectroscopic energy resolution. Unfortunately, no existing
semiconductor actually has all of these characteristics; hence the investigator should select a
semiconductor detector best suited for the desired application. The basic properties of several
semiconductors used for γ-ray and x-ray detectors are listed in > Table .
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Photon linear attenuation coefficients as a function of photon energy for Si, Ge, CdTe, and

HgI semiconductor materials
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⊡ Table 

Common semiconductors used as radiation detectors and their properties at K

Ionization Dielectric
Atomic energy constant

Semiconductor number (Z) Density (gcm−) Band gap (eV) (eV/e–h pair) (єs/є)
Si  . . . .

Ge  . . . 

GaAs / . . . .

CdTe / . . . .

Cd.Zn.Te (CZT) // . . . .

HgI / . . . .

Intrinsic Electron Hole
resistivity mobility mobility Electron Hole

Semiconductor (Ω cm) (cm/V⋅s) (cm/V⋅s) lifetime (s) lifetime (s)

Si > ×  ,  >− >−

Ge  , , >− >−

GaAs ≈  >,  −–− −–−

CdTe  ,   × −  × −

CZT  ,  −  × −

HgI    >− >−

. X-Ray Detectors Based on Si

Si is a group IV elemental semiconductor with a room-temperature band-gap energy of .
eV. Its low Z number and low density of electrons causes its γ-ray absorption coefficient to be
small. Further, the energy at which the photoelectric effect equals the Compton scattering effect
is relatively low at only  keV. Hence, Si is a poor choice for high-energy γ-ray spectroscopy.
However, its K absorption edge appears at . keV, meaning that the absorption-edge discon-
tinuity does not adversely affect x-ray absorption at higher energies, nor do the appearance of
x-ray escape peaks cause significant issues in spectra. By comparison, the K absorption edge for
Ge is . keV. The fact that higher-energy γ rays have less chance of interacting in Si serves
to reduce background effects. Energy resolution is quoted in terms of energy spread at the full
width at half the maximum (FWHM) of a spectral full-energy peak. Silicon detectors deliver
excellent energy resolution, with a FWHM of

FWHM = [(FWHMnoise)

+ (.

√

wFE)

]

/
, ()

where w is the average energy to produce an electron–hole pair, E is the photon energy, and F
is the Fano factor (typically .). The Fano factor is a correction factor to account for typically
higher energy resolution than predicted frompureGaussian statistics. For these reasons, Si does
have importance as an x-ray spectrometer for applications such as x-ray fluorescence, x-ray
microanalysis, particle-induced x-ray emission (PIXE), x-ray absorption spectroscopy (XAS),
x-ray diffraction, and Mössbauer spectroscopy at energies generally below  keV.
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.. Basic Design

Highly purified Si can be fashioned into a type of pin diode; yet, from > Eq. , these devices are
limited to depleted regions less than  mmwidth, an unsatisfactory thickness for efficient x-ray
absorption. The problem is remedied by compensating the remaining impurities in Si with the
Li-drifting technique, in which Li ions are electrically introduced deep into the semiconduc-
tor under controlled conditions. The resulting devices, denoted as Si(Li) detectors, have active
regions ranging from – mm. The basic design is shown in > Fig. . Although Si(Li) detec-
tors can be operated at room temperature, they perform best when cooled to low temperatures.
Various Si(Li) detectors are available coupled to either liquid-nitrogen (LN) dewars or Peltier
coolers.

The detectors are encapsulated in a protective container with a thin entrance window,
typically constructed from Be. The entrance window of the detector affects the low-energy
sensitivity limit. Shown in > Fig.  is the detection efficiency for various Si(Li) detectors
with different thicknesses and different entrance windows. Note that thicker detectors increase
the efficiency for higher-energy x-rays, while the appropriate choice of entrance window can
increase the efficiency for low-energy x-rays.

Si(Li) detectors can be commercially acquired in a variety of segmented patterns, including
strips, triangular, and square patterns.The detectors consist of pin diode structures individually
fabricated into a single Si substrate, thereby, reducing “dead zones" between neighboring detec-
tors.These detectors offer high x-ray energy resolution and spatial interaction information. Fur-
ther, clever designs can actually improve count-rate efficiency for ion-probe instrumentation,
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p-Type contact

n-Type contact

Reverse-
bias voltage

⊡ Fig. 

General configuration of a Si(Li) detector
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The absorption efficiency of a Si(Li) detector as a function of x-ray energy, depletion

thickness, and entrancewindow. Courtesy Canberra Industries, Incorporated

such as PIXE, by surrounding the target region with multiple detectors. Used in conjunction
with other γ-ray detectors, the segmented Si(Li) detectors can be used for Compton-scatter
γ-ray cameras.

. Detectors Based on Ge

Presently, the most popular high-resolution γ-ray spectrometers are constructed from high-
purity Ge (HPGe). The material is purified through zone-refinement, resulting in a nearly
intrinsic material. Although numerous detector configurations exist, including special-order
devices, a standard unit is a coaxial pπn or pνn design with the rectifying junction on the outer
surface (see > Fig. ). The coaxial design permits large detectors to be fabricated while mini-
mizing the detector capacitance.With the rectifying surface on the outer surface, rather than on
the inner surface, the active volume is increased and the low-energy γ-ray detection efficiency
is improved.

One difficulty with HPGe detector operation is the need to chill the device while operating.
Because of the small band-gap energy (. eV), the intrinsic carrier concentration of electrons
and holes is much too high at room temperature and significant leakage current is produced
when operated at high voltage, which can damage the detector. For this reason, HPGe detectors
are typically attached to a dewar and cooled with LN, or they are attached to a low-noise refrig-
erator system. To ensure that damage does not occur from excessive leakage current should the
LN be exhausted,mostmodern systems have a safety shutoff that disconnects the high voltage
if the HPGe detector increases to a preset temperature. Portable survey detectors and labo-
ratory units are available with either LN dewars or electrically cooled refrigerators. Hybrid
LN/electrical cryostats have become available, where the main cooler is electrical, backed up
with LN cooling in case of a power outage.
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Typical configurations for π-type and ν-type coaxial HPGe detectors

The usual standard for quality comparisons of HPGe detectors is to quote the energy res-
olution for . MeV γ rays from Co. The expected energy resolution can be approximated
by > Eq. , where the Fano factor is approximately .. Efficiency, for historical reasons,
is quoted most often as a comparison to a  in. ×  in. (. cm × . cm) right cylindrical
NaI(Tl) detector with the source placed  cm from the face of either detector. For instance,
a relative % HPGe detector has % of the efficiency expected from a  in. ×  in. NaI(Tl)
detector at . MeV. Although useful as an approximation of detector performance, due to
differences in detector geometries and mounting apparatuses, such sweeping generalizations
can be erroneous for accurate measurements. It is best to characterize the detector efficiency
and resolution, a method described by ANSI/IEEE -. A calibrated National Institute of
Standards Co check source is placed  cm from the front of the detector face. The number
of counts appearing in the full-energy peak for the . MeV γ ray is divided by the number
of emissions over that same time interval, which yields the absolute efficiency. The relative effi-
ciency is found by dividing the absolute efficiency by .× −, which is the standard efficiency
for a  in. ×  in. NaI(Tl) detector under the same irradiation conditions. A comparison of
relative efficiencies and energy resolutions from various HPGe detectors is shown in > Table .

.. Various Designs

HPGe detectors are manufactured in various shapes, although most conform to either a planar
or coaxial design. Small detectors are commonly manufactured as planar detectors. Relatively
large HPGe detectors are manufactured as coaxial devices mainly to keep detector capacitance
low. Small HPGe detectors usually have better energy resolution than larger devices, and the
larger detectors have better γ-ray detection efficiency. The response functions for ν-type and
π-type HPGe detectors are quite different at low energies.
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⊡ Table 

Typically quoted energy-resolution performance for some commercial semiconductor

detectors∗∗

Detector Area (mm) Radiation type Energy (keV) FWHM (keV) Comments Source*
Si(Li) . γ rays . .–. LN cooled C,O

Si(Li)  γ rays . . Peltier cooled B
γ rays . . Peltier cooled

Si(Li) – γ rays . .–. LN cooled C,O

Si(Li)  γ rays . .–. LN cooled C,O

Si(Li)  γ rays . . LN cooled C,O

Si pin  γ rays . .–. Peltier cooled A
 γ rays . .–. Peltier cooled

CdTe  γ rays  ≤. Peltier cooled A
Schottky  γ rays  ≤. Peltier cooled

CdZnTe ≈ γ rays  ≤. Room temp E
hemisphere ≈ γ rays  ≤ Room temp B,E

CdZnTe  γ rays  .–. Room temp E
coplanar  γ rays  .–. Room temp

Implanted  α particles ,  W =  μm C,O
Si diode ,  W =  μm
Implanted  α particles , – W =  μm C,O
Si diode , – W =  μm
Implanted  α particles , – W =  μm C,O
Si diode , – W =  μm
p-Type  α particles , – W =  μm O
SSB α particles , – W =  μm
p-Type  α particles , – W =  μm O
SSB α particles , – W =  μm
p-Type  α particles , – W =  μm O
SSB α particles , – W =  μm
HPGe Relative Radiation
detector eff. (%) type Energy (keV) FWHM (keV) Comments Source∗

p-Type  γ rays  .–. LN cooled B,C,O,P

coaxial  .–. LN cooled B,C,P

 .–. LN cooled B,C,O,P

p-Type  γ rays , .–. LN cooled B,C,O,P

coaxial  .–. LN cooled B,C,P

 .–. LN cooled B,C,O,P

n-Type  γ rays  .–. LN cooled C,P

coaxial  .–. LN cooled C,P

 .–. LN cooled C,P

n-Type  γ rays , .–. LN cooled C,O,P

coaxial  .–. LN cooled C,O,P

 .–. LN cooled C,P

∗A = AmpTek, B = Baltic Scientific, C = Canberra, E = EI Detection, O = Ortec, P = PGT.
∗∗These detectors are only a few representative examples and do not account for the numerous variations

available, nor a complete list of detector sources. Contact vendors to acquire a full listing of detector sizes

and performance statistics.
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High-purity π-type detectors are fabricated with Li, an n-type dopant, diffused at a depth
of approximately  μm thickness around the outer surface. A much thinner implanted junc-
tion of p-type dopant (typically boron), approximately  nm deep, is formed as the ohmic
contact. Consequently, the relatively thick “dead" layer formed by the outer contact signifi-
cantly reduces the detector sensitivity to low-energy photons (typically below  keV). From
> Eqs.  and > , the reverse-bias configuration and geometry cause the average output
pulse to be dominated by hole motion.These pπnHPGe detectors typically have slightly better
energy resolution than pνn HPGe detectors at high γ-ray energies.

High-purity ν-type detectors are fabricated with p-type dopants implanted and activated
at a depth of approximately  nm for the outer rectifying contact. A much thicker diffused
Li junction up to  μm thickness is fabricated as the ohmic contact. As result, low-energy
γ rays and x-rays encounter less “dead" layer in the outer contact, thereby increasing the effi-
ciency for these low-energy photons. To take further advantage of the thin surface contact, these
ν-type detectors are typically packaged in a can that has a thin Be window, thereby, minimiz-
ing γ-ray and x-ray attenuation through the detector container. An additional advantage with
ν-typeHPGedetectors is their increased radiationhardness to neutron radiation.Neutrondam-
age tends to form hole trapping sites, hence the electron-dominated pulses from ν-type HPGe
detectors are somewhat less affected.

Examples of efficiency responses for a few HPGe variations are shown in > Fig. . Notice
in > Fig.  the dip in efficiency at the Ge K absorption edge (. keV). Also note the effi-
ciency reduction below  keV for the p-type HPGe detector, which only becomes an issue for
the n-type devices represented in > Fig.  at energies below  keV. The drop in efficiency is
due to a combination of photon absorption in the detector-contact dead region and the con-
tainer holding the detector. Detectors specifically designed for low-energy γ-ray spectroscopy
typically have thin Be windows that do not appreciably attentuate γ rays entering the device.
Overall, the decision regarding which HPGe detector is best for an application requires some
knowledge of the preferred energy resolution, necessary detection efficiency, and the photon
energy range of interest.

. Compound Semiconductor Detectors

Compound semiconductor detectors have become more important in recent years, with com-
mercial units now available. Typically, these detectors are somewhat smaller than Si- and
Ge-based detectors, mainly due to material imperfections. Regardless, a few materials, namely,
CdTe, CdZnTe, andHgI, have desirable properties for room-temperature-operateddevices, an
advantage not shared by Si(Li) or HPGe detectors. The reason for this advantageous property
is their larger band-gap energies that work to reduce their instrinsic carrier concentrations and
substantially increase their resistivities at  K. Further, CdTe, CdZnTe, andHgI all have rela-
tively high-Z atomic constituents, hence have larger γ-ray absorption coefficients over those of
Si and Ge. Still, because of their typical smaller size, energy resolution for these compound
semiconductor detectors are usually reported relative to  keV γ rays of Cs instead of
. MeV.

The total charge collected is usually affected by crystalline imperfections that serve as trap-
ping sites, which are energy states that remove free charge carriers from the conduction and
valence bands. Charge is inducedwhile these charge carriers are inmotion; hence, their removal
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The absolute detection efficiency for several HPGe detector configurations, showing a (A)

 mm ×  mm thick low-energy ν-type nominally planar HPGe detector, (B)  cm×

 mm thick low-energy ν-type nominally planar HPGe detector, (C) coaxial π-type HPGe
detector with % relative efficiency, (D) coaxial thin-window ν-type % relative efficiency

HPGe detector, and a (E) broad-energy-range π-type , mm × mm thick nominally

planar HPGe detector. After Canberra Industries, Incorporated (references to Canberra

Industries, Inc. and its products are made with the specific permission of Canberra

Industries, Inc. for educational purposes only)

diminishes the output voltage. Although the actual trapping process is complicated, it is typi-
cal to describe the relative charge collection efficiency as a simplified function of trapping. For
planar-shaped detectors, this induced charge is given by

Q
Q

= ξe( − e−x/(ξeW)) + ξh( − e(x−W)/(ξhW)) , ()

whereW is the detector active-region width, Q is the initial excited charge magnitude, x is the
event location in the detector, and

ξe ,h = (
τe ,hve ,h
W

) = (

μe ,hτe ,hV
W  ) , ()

where τ is the charge-carrier lifetime, v is the charge-carrier speed, and V is the applied operat-
ing voltage. Note, that the relative charge collection is dependent upon the interaction location
x, and for low values of ξ, the energy resolution is poor. Typically, good energy resolution is
achieved if ξ >  for both electrons and holes, whereQ/Q has little deviation over the detector
widthW . Otherwise, the energy resolution suffers for higher-energy γ rays (more or less > 
keV).The value of ξ can be increased by decreasing the detector size (W), increasing carrier life-
times (τ) through material improvement, or increasing the applied voltage V . Due to practical
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voltage limitations and the fundamental difficulty with improving materials, most compound
semiconductor detectors aremanufacturedwith small active widths to improve detector energy
resolution, and, hence, the devices are relatively small.The μτ values for electrons and holes are
often quoted measures of quality for compound semiconductors used as γ-ray spectrometers.

.. CdTe

CdTe, with a band-gap energy of . eV, has been explored as a commercial γ-ray detector since
the s, yet due to material imperfections, mainly impurities, these devices continue to be
manufactured as small detectors. Although the band gap is high enough for room-temperature
operation, background impurity contamination causes the leakage currents to be too high.
Dopant compensation, typically with Cl, is used to create high-resistivity material. Still the
detectors must be manufactured as pn-junction or Schottky-junction diodes to reduce leak-
age current to manageable levels. As a result, the detector volumes are usually no more than a
few mm thick. Commercial units are available as small γ-ray spectrometers. Typically, the best
energy resolution is achieved with the assistance of small electronic Peltier coolers.

.. CdZnTe

The introduction of Zn in the growth process of CdTe, nominally between % to %, has led to
the production of CdZnTe detectors. The devices have the same advantage as CdTe detectors,
and, due to improvedmaterials properties, they can bemanufacturedmuch larger than conven-
tional CdTe detectors. The band gap ranges from . to . eV for Zn concentrations ranging
from % to %; hence the detectors can operate at room temperature without leakage-current
issues. Because of the high resistivity, the detectors are typically manufactured with ohmic con-
tacts for the cathodes and anodes and operate as resistive detectors.The detectors have adequate
electron transport properties, but poor hole transport properties. As a result, conventional pla-
nar detectors, similar to the depiction in > Fig. , seldom produce useful energy resolution
for moderate- to high-energy γ rays (≥ keV). Instead, some commercial manufacturers rely
upon clever geometric detector shapes and electrode contact shapes to modify the weighting
potential and electronic signal such that electrons dominate signal formation rather than holes.
Energy resolution below  keV FWHM for  keV γ rays can be achieved at room temperature
for these single-carrierdetector designs. CdZnTe detectors are presently used in handheld γ-ray
spectrometers and for smaller medical imaging apparatuses.

.. HgI

Attractive for its large-Z components, HgI has long been studied as a γ-ray spectrometer with
varying degrees of success. They have fewer commercial applications than CdTe or CdZnTe,
mainly because of process and fabrication issues. The material is known to polarize over time,
which is manifested as a the gradual change in spectra over time. Regardless, the material has
been used for portable x-ray spectrometers for in situ analysis, and modular units are available
for specialized room-temperature spectroscopy applications.
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 Charged-Particle Detectors

Semiconductor charged-particle spectrometers offer high-energy resolution for energetic ions.
Typically, the devices are operated in vacuum, along with the source, to eliminate energy losses
from a charged particle as its passes from the source to the detector.The detectors are typically
designed with thin contacts and/or thin pn junctions in order to reduce particle energy loss in
the nonsensitive (or dead) region of the contact. Because low-Z elements have less problems
with ion backscattering, Si is typically the material choice for particle detectors. The depletion
width as a function of material resistivity (n-type and p-type) is shown in > Fig. . These
detectors can be used for a variety of charged-particle identification and characterization pur-
poses, including high-resolution spectroscopy of α particles, β particles, protons, and heavy
ions, continuous air monitoring, and particle telescopes.

. Surface-Barrier and Implanted-Junction Detectors

Si surface-barrier (SSB) detectors rely upon the production of a thin Schottky barrier for a rec-
tifying junction. A typical SSB-detector cross section is shown in > Fig. . High-purity n-type
or p-type Si is etched, mounted, and epoxied into a ceramic ring. Afterward, a thin layer of Au
or Al, ranging from  to  nm, is applied to the semiconductor surfaces. The thin contact
region minimizes the amount of energy lost by particles that enter the device, a necessary pre-
caution to preserve high-energy resolution. However, these delicate surface-barrier detectors
can be easily damaged by improper handling and are often difficult to clean. Detectors can be
obtained in a variety of sizes, ranging from a few mm to  mm diameter. These detectors are
usually light sensitive and must be operated in darkness, although commercial companies do
offer versions that can operate in ambient light, at the expense of energy resolution. Depletion
depths range from approximately  μm up to, for special cases,  mm.

Implanted-junction detectors rely upon an abrupt junction pn diode for rectification (see
>Fig. ).These devices are commonly fabricated fromhigh-purity n-type Si. Anoxide is grown
on the devices for passivation, followed by etching windows back to the Si surface. Shallow
p-type and n-type dopants are implanted on opposite sides of the Si surface and thermally
activated.This process produces dead-layer junctions on the order of only  nm. Because there
is no thin metalization layer over the detector, they are more robust and easier to clean than
common SSB detectors. Implanted-junction detectors can be used for the same basic detection
functions that SSB detectors are used.

SSB and implanted-junction detectors can be acquired in numerous shapes, sizes, and con-
figurations, making them a versatile choice for particle detection and spectroscopy. Further, the
detectors can be acquired asmultielement arrays for position sensing and timing purposes.The
adaptation of very large scale integration (VLSI) processing technology to Si detectors allows
for detector arrays to be fabricated in a vast number of detector designs, including custom
devices contracted to commercial vendors. The detectors are available as double-sided strip
detectors with spatial resolutions as low as  μm and pad detectors with spatial resolution as
small as . mm. Large arrays of position-sensitive Si detectors can be used in collider facilities,
x-ray scattering, and Compton cameras. Finally, drift-diode configurations, a variant design
that drifts electronic charge carriers laterally along the detector to a small collection contact,
offer low capacitances with large sensitive areas.
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The depletion region as a function of material resistivity and reverse voltage for Si particle

detectors. Also shown are the ranges of α, β (or electron), and proton particles as a function
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⊡ Fig. 

General configurations for Si surface-barrier detectors and implanted-junction detectors

 Neutron Detectors

Semiconductor radiation detectors used as neutron detectors are typically configured as
pn-junction or Schottky-junction diodes coated with a neutron reactive material. The basic
construction of such a detector is shown in > Fig. , where a Schottky- or pn-junction diode
detector has a coating of neutron-reactive material applied to the surface. Typically the devices
have either B or LiF as the active coating. The absorption cross sections for both B and Li
follow a /v dependence. The B(n, α)Li neutron reaction yields two possible de-excitation
branches from the excited B compound nucleus, namely


n +


B $→

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩


He (. MeV) + 

Li
∗

(. MeV) (.%)


He (. MeV) + 

Li (.MeV) (.%) ,

where the Li ion in the % branch is ejected in an excited state, which de-excites through the
emission of a  keV γ ray. Fully enriched B has a microscopic absorption cross section for
thermal neutrons of , b. With a mass density of . g cm−, the solid structure of B has a
macroscopic thermal absorption cross section of  cm−.

The Li(n, t)He neutron reaction yields a single product branch,


n +


Li $→


 H (. MeV) + 

He (. MeV).

The reaction products from the Li(n, t)He reaction are more energetic than those of the
B(n, α)Li reaction and, hence, are much easier to detect and discriminate from background
radiations. Li has a relatively large microscopic thermal neutron absorption cross section of
 b, although it is less than that of B. Unfortunately, Li is a chemically reactive metal, and,
therefore, it is the stable compound LiF, with a macroscopic cross section of . cm−, that is
used as the reactive coating.

For thermal neutrons, the charged-particle reaction products are ejected in opposite direc-
tions, meaning that only one reaction product can actually enter the semiconductor detector.
Further, the reaction products lose energy as they pass through the neutron absorber to the
semiconductor detector, thereby limiting the effective absorber thickness. Detectors of this type
are limited to less than % thermal-neutron detection efficiency.These devices are generally not
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Cross section of a coated semiconductor neutron detector

commercially available as independent units; rather they are sold as an active component inside
some electronic dosimeter modules.

 Conclusions

Semiconductormaterials are attractive as radiation detectors for at least twomain reasons. First,
due to their low average ionization energy w, semiconductors produce a large number of sig-
nal charge carriers per unit energy, thereby decreasing statistical fluctuations beyond that of
gas-filled and scintillation detectors, hence producing much better energy resolution. Second,
semiconductor materials have energy-band structures that allow their electrical properties to
be altered through the addition of impurities. These materials can be manipulated to have a
majority of negative (n-type) electrical charge carriers, or electrons, or positive (p-type) charge
carriers, denoted “holes.” Adjacent n-type and p-type materials can be manipulated to form
detectors with rectifying contacts, which work to reduce both leakage current and electrical
noise.

Semiconductor detectors can be fashioned into various detectors especially designed for
x-ray detection, γ detection, or charged-particle detection. Detector performance is opti-
mized by semiconductor choice and device design. Charged-particle detectors are generally
designed with low-Z material, such as Si, to reduce backscattering. Higher-Z materials, due
to improved absorption efficiency, are generally used for γ-ray detectors. Low-energy x-ray
and γ-ray detectors are often fabricated from Li-drifted Si (Si(Li) detectors), although the
most commonly used semiconductor for photon detection is high-purity Ge (HPGe detectors).
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Both Si(Li) and HPGe detectors must be cooled to low temperature for best operation. Wide-
band-gap semiconductors, such as CdZnTe, can be used as room-temperature-operated γ-ray
spectrometers.

Finally, semiconductor materials can be fashioned into arrays to yield spatial interaction
information. These arrays can be arranged from the tiling of numerous individual detectors, or
they can be fabricated as pixels upon a single semiconductor substrate. Commercial vendors
offer numerous varieties of semiconductor detectors, which include particle, x-ray and γ-ray
detectors, in the form of individual devices or as arrays.

 Cross-References

Although many chapters in the present text may describe uses for semiconductor detectors, the
following chapters that include information related to this chapter may be of particular interest
to the reader.

> Chapter , “Gamma-Ray Detectors,” covers various detectors used for γ-ray spec-
troscopy, including the performance of semiconductor detectors. Also covered are the typical
methods used for energy resolution characterization.

> Chapter , “New Solid State Detectors,” covers some information on recent novel
detector designs.

>Chapter , “Photon Detectors,” also covers some information on detectors used for x-ray
and γ-ray detection.
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Abstract: The common methods of analyzing gamma-ray spectra obtained from detec-
tors capable of energy discrimination are discussed. Gamma-ray spectra generally are in
the form of detector response versus discrete channel number. The methods considered
for gamma-ray spectroscopy are somewhat general and can be applied to other types of
spectroscopy. The general objective of spectroscopy is to obtain, at a minimum, the qual-
itative identification of the source (e.g., source energies or nuclides present). However,
most spectroscopy applications seek quantitative information also, as expressed by, e.g.,
the source strength or the nuclide concentration. Various different methods for qualitative
and quantitative analysis are summarized, and an illustrative example is provided. A review
of detectors used for gamma-ray spectroscopy is included.

 Nomenclature

Most of the symbols used in this chapter are briefly identified here.More complete descriptions
of the symbols are provided within the text.
Symbol Description Symbol Description
A j net peak counts μe,h charge mobility (electrons, holes)
b(h) background density function m number of overlapping peaks
bn background rate in channel n n continuous channel number
Bn background counts in channel n nd discrete channel number
c response density function N number of channels
C response cumulative function N initial number of charge pairs
Ch heat capacity ν number of degrees of freedom
d spacing between crystal planes ξ nuclide concentration
Δ channel width ξe,h carrier extraction factor
E photon energy p vector of model parameters
E least-squares function q unit electronic charge
E’ apparent energy Q total induced charge
Ed energy deposited in detector Q initial excited charge
Ej jth discrete energy emitted by source R detector resolution
en stochastic error in channel n rn response in channel n
f function that relates h to Ed s(E) source density function
F Fano factor sc continuum emission rate
FWHM full width at half maximum sj emission rate at energy Ej
g Gaussian density function S j Ej emission rate over time t
G dynode gain σ standard deviation
Γ full width at half maximum t counting time
h pulse height T absolute temperature
h centroid of pulse-height peak τe,h charge-carrier lifetime
η detector efficiency u detector response function
j subscript for discrete energy ve,h charge-carrier velocity
J number of discrete energies w average ionization energy
k subscript for nuclide W weight factor
k Boltzmann’s constant Wd detector width
K number of nuclides χν reduced chi-square function
λ photon wavelength y response model
M subset of N z composite detector kernel
μ peak channel centroid zjn discrete response kernel
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 Introduction

Gamma rays and X rays are photons of electromagnetic radiation that are capable of causing
ionization. Technically, X rays differ from gamma rays in their source of origin but, for practical
purposes, this is irrelevant and photon spectra can be analyzed by the same methods whether
the source photons are X rays or gamma rays. As a practical matter, photons of energy less than
about  keV are difficult to detect because they are easily absorbed by the detector housing.
The concepts that are discussed here can be applied, in principle, to spectra from photons of
energy less than  keV and also to spectra generated by other particles, such as electrons. For
instance, X-ray photoelectron spectroscopy (XPS) and electron scattering for chemical analysis
(ESCA) lead to electron spectra that can be analyzed by the methods discussed here.Thus, it is
understood that reference to gamma-ray spectroscopy is an oversimplification andmany of the
methods discussed here can be applied to spectra generated by X-rays, gamma rays, or other
types of radiation.

Gamma-ray spectroscopy is a general area of study within which spectra are analyzed in
order to determine qualitative and, if possible, quantitative information about a sample under
investigation. Spectra generally refer to collections of data for which the independent variable
is channel number (or a related quantity such as pulse height, energy, or wavelength) and the
dependent variable is a detector response that depends on the independent variable. Spectra are
generated in various processes, such as energy-dispersiveX-ray fluorescence (EDXRF), neutron
activation analysis (NAA), prompt-capture gamma-ray neutron activation analysis (PGNAA),
XPS, and general counting of unknown radioactive sources. Often, spectroscopy is directed at
the quantitative objective of identifying concentrations of specific elements or isotopes (hence-
forth the generic term “nuclides" is used) that are present in samples, but it also can be employed
in a qualitative manner to identify whether specific gamma-ray-emitting nuclides, such as those
in special nuclear materials, are present in samples.

In general, a sample that is under investigation emits photons whose energies are charac-
teristic of the nuclides present in the sample.The photons may be excited by an external source
or the sample may emit these photons naturally. A careful spectroscopic investigation gener-
ally seeks to determine either the energies emitted and their intensities or the nuclides present
and their concentrations. In the remainder of this chapter, attention is given to photon spectra
that are generated from samples interrogated by any of a number of means, active or passive, to
determine information about the constituents of the sample.

 Basic Concepts

Various photon detectors can provide responses that are proportional to the energy deposited
in the detector.These include proportional counters, scintillation detectors, and semiconductor
detectors. Regardless of the detector, a voltage pulse is created whose amplitude h, generally
called the pulse height, is a function of the energy deposited Ed in the detector, i.e.,

h = f (Ed), ()

where f is some function. For many detectors, f is linear and

h = α + βEd . ()
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However, scintillation detectors, in particular, can exhibit nonlinearities, especially at low pho-
ton energies (Knoll ), and this should be taken into account. (Linearity of a detector is
often expressed in terms of the pulse height per unit energy as a function of energy, which is
constant for a linear detector.) In any event, a good spectroscopist should know f , the functional
relationship between pulse height and energy, for any detector that he or she uses.

In gamma-ray spectroscopy, the pulse height h is measured and the deposited energy is
obtained by inversion of > Eq. , namely

Ed = f −(h), ()

or, if the spectrometer is linear, then

Ed =
h − α
β

. ()

However, the pulse heights produced by repeated deposition of energy Ed in a detector are
not exactly the same; rather, they are distributed about a mean value h. In effect, the detector
systems that produce the voltage pulses operate on the energy depositedwith a spreading kernel
z(Ed → E′) that transforms Ed into a range of “apparent" energies E′, which are centered on
Ed . In gamma-ray spectroscopy, this spreading kernel usually is assumed to have a normal or
Gaussian shape, as depicted in > Fig. . Thus, the distribution of pulse heights is given by the
probability density function (PDF)

g(h∣h, σ) =


√

πσ
e−[(h−h)


/(σ 

)], ()

where h is the mean value or centroid and σ is the standard deviation.
The peak value of the Gaussian PDF occurs at the centroid and is given by

gmax =


√

πσ
.

gmax

gmax/2

g(
h|

h 0
,s

)

h1/2– h0 h1/2+
Pulse height, h

G

⊡ Fig. 

A Gaussian distribution of pulse heights around a centroid of h
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The resolution R of a detector is a function of h and is defined to be the full width at half
maximum (FWHM) Γ of the Gaussian peak divided by the value of the centroid of the peak,
i.e.,

R =

Γ
h

. ()

As shown in > Fig. , the FWHM is the width of the peak when the Gaussian is half the maxi-
mum, which occurs at the two pulse heights of h/− and h/+. For the PDF to have the value
gmax/, it must be true that

e−[(h/+−h)

/(σ 

)]

= .. ()

One can take logarithms of > Eq.  to show that, because Γ = (h/+ − h), the FWHM can
be expressed in terms of the Gaussian standard deviation as

Γ = 
√

 ln σ ≃ .σ . ()

It is worth noting that the energy resolution of semiconductor detectors is, in general, signifi-
cantly better than for scintillation detectors or proportional counters. McGregor () gives a
good comparative description of the resolution of various detector types. Each type of detector
has its advantages and disadvantages. > Section  of this chapter and the chapters in this book
on the various detector types present useful information on the characteristics of some types of
detectors.

The pulse heights are scaled to be within a finite interval (hmin, hmax). Typically, these lim-
its are hmin =  and hmax =  V. In any case, the variables Ed and h are continuous variables.
Whatever the pulse-height limits are, the response of a detector is typically binned into dis-
crete “channels.” Let nd refer to individual discrete channel numbers, N be the total number of
channels, and

Δ =

hmax − hmin

N
be the channel width.The channel numbers are related to the detectedmagnitudes of the voltage
pulses (pulse heights) by the relations

nd = , if hmin < h ≤ hmin + Δ
= , if hmin + Δ < h ≤ hmin + Δ
⋮

= N , if hmin + (N − )Δ < h ≤ hmin + NΔ. ()

Thus, the measured continuous pulse heights are converted into discrete channels and each
pulse registers a count in one and only one channel. Typical spectroscopic systems now operate
with N =  = , channels.

Although there are a finite number of discrete channels, corresponding to the pulse-height
intervals specified in > Eq. , the peak centroid can occur at any continuous value of h. Thus,
it is customary to specify a linear relationship between the continuous values of h and a
continuous channel number n, given by

n =
h − hmin

Δ
, ()

which varies continuously between  and N . Henceforth, the term channel number is used to
mean either the discrete channel number nd or the continuous channel number n; the context
can be used to infer the intended variable.
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 Detector ResponseModels

Consider a source that emits photons with some source distribution s(E) and a spectrome-
ter that detects the photons and produces a pulse-height spectrum. The basic spectroscopic
relationship in its continuous form can be written

c(h) =
dC(h)
dh

=

∫

∞


s(E)z(h∣E)dE + b(h), h ∈ [hmin, hmax], ()

where

• c(h) is the detector response such that c(h)dh is the number of counts within dh about h
per unit time

• s(E) is the source strength, in photons per unit time, such that s(E)dE is the number of
source photons emitted within dE about E per unit time

• z(h∣E) is a composite kernel such that z(h∣E)dh gives the probability that a particle of
energy E strikes the detector and produces a pulse whose height is within dh about h

• b(h) is the background count rate such that b(h)dh is the expected number of counts
within dh about h, per unit time, that are due to background radiation

Note that C(h) =
∫

h
 c(h′)dh′ is the cumulative number of counts per unit time due to pulses

whose heights are less than h and that C(h) − C(h) =

∫

h
h c(h)dh is the total number of

counts per unit time whose pulse heights are between h and h. Note also that z(h∣E)dE is the
probability of transport of source photons whose energies are within dE about E to and within
the detector, deposition of energy Ed in the detector, and spreading of the deposited energy into
an apparent energy E′ that produces a pulse whose pulse height is h.

In general, a source can emit photons at J discrete energies and also over a continuum of
energies. For such sources,

s(E) =
J

∑

j=
s jδ(E − E j) + sc(E), ()

where s j is the emission rate of photons of energy E j from the source, δ(E − E j) is the Dirac
delta function, and sc(E) is the source strength of the photons emitted over a continuum of
energies such that sc(E)dE is the expected number of photons emitted within dE about E per
unit time. For a detector that sorts counts into discrete channels, one can substitute > Eq. 
into > Eq. , integrate over each channel width, andwrite the discrete form of the pulse-height
spectrum in the form

cn =
J

∑

j=
s jz jn +

∫

∞


sc(E)zn(E)dE + bn , n = , , . . . ,N , ()

where cn is the number of counts recorded in channel n per unit time, z jn is the probability
that a particle of initial energy E j that is emitted by the source produces a count within the
nth channel, bn is the expected number of counts recorded in channel n, per unit time, due to
background radiation, and

zn(E) =
∫

nΔ

(n−)Δ
z(h∣E)dh.

In general, spectra are obtained over a counting time t, in order to improve the statistical
precision of the measurements.The total counts obtained over counting time t per channel can
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be obtained by integrating > Eq.  over the counting time. The continuum source term can
be due to photons emitted from the source over a continuum of energies and/or to photons
emitted at discrete energies from the source that scatter into the detector. Because the primary
objective of spectroscopy is to find the E j and s j, for j = , , . . . , J, it is customary to combine
the continuum and background terms into a generalized background. Doing so and integrating
over counting time, one obtains

rn =
J

∑

j=
S jz jn + Bn , n = , , . . . ,N , ()

where rn = cn t is the detector response in channel n, S j = s j t, and

Bn = [
∫

∞


sc(E)zn(E)dE + bn] t. ()

A plot of rn versus n is called a pulse-height spectrum. Integrating over any range of channels
gives the total counts within those channels.

> Equation  poses an inverse problem, in which the specific j and S j, j = , , . . . , J are
sought, givenM ≤ Nmeasured pulse-height responses.The generalized background is typically
not known explicitly, complicating the inversion process. There are different methods that can
be used to solve this inverse problem, and the number of channels,M ≤ N , used dependson the
method chosen. Because most spectrometers have thousands of channels, most spectroscopy
inverse problems are overdetermined in the sense that there are considerably more responses
available than unknowns.

It is noted that a variant of this inverse problem often is posed in terms of the k = , , . . . ,K
nuclides present in a sample, each of which can emit one or more photons at discrete energies.
Rather than look for the J discrete energies and their intensities, one looks for the K nuclides
and their concentrations. The form of this inverse problem is similar to the form of > Eq. 
(see > Eq.  later).

. Spectral Features

Consider a monoenergetic source that emits photons of energy E. A given photon that enters
the detector may experience any of several outcomes, including the following:

. It may be completely absorbed by photoelectric absorption, in which case the deposited
energy is the photon energy, i.e., Ed = E.

. It might undergo a sequence of one or more scatters within the detector and then be
absorbed within the detector by photoelectric absorption, which again leads to Ed = E.

. It might scatter one or more times in the detector and then escape with remaining energy
Er , which leads to a deposited energy of Ed = E − Er .

. If E > .MeV, it might undergo pair production in the detector, producing an electron–
positron pair that usually leads to the production of two .-MeV photons by positron
annihilation (although positron annihilation occasionally takes place at higher than ther-
mal energies and so photons of other energies are rarely produced). If both annihilation
photons deposit all of their energy in the detector, then Ed = E. If one of the annihilation
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photons escapes and the other is absorbed, the energy deposited is Ed = E − . MeV.
If both annihilation photons escape the detector, the deposited energy is Ed = E − .
MeV. If either or both annihilation photons scatter within the detector and then escape, an
intermediate energy within the range E − .MeV < Ed < E is deposited.

. It might not interact at all in the detector and so Ed = .

Note that outcomes  and  both contribute to a “full-energy” peak. Voltage pulses result whose
pulse heights are distributed from zero up to a maximum determined by the energy Ed and
the energy resolution of the detector. Thus, a monoenergetic source produces a pulse-height
spectrum that is distributed over the N channels. An example pulse-height spectrum obtained
from a scintillation spectrometer exposed to the photons from a Na source, which emits .-
MeV photons and .-MeV annihilation photons, is shown in > Fig. .

The features in the spectrum, from right to left, include a full-energy peak centered about
the channel corresponding to E = . MeV, a Compton edge and a continuum extending
from about channel  downward, a full-energy peak due to .-MeV annihilation photons,
a Compton edge andCompton continuum for the annihilation photons, and a backscatter peak.
The maximum amount of energy that a photon can give up in a Compton scatter occurs in a
“backscatter” through an angle of π rad, and so the Compton edge occurs over those channels
that represent Compton scatters in the detector through angles near π. Photons that are emitted
by the source and backscatter (within either the source or the material behind the source) have
energies that are near the energy given by Compton scatter through π rad.The backscatter peak
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The pulse-height spectrumobtained by a NaI(Tl) scintillation detector exposed to a Na

source. The source emits photons at .MeV, as a result of positron annihilations, and at

.MeV, emitted as the product Ne transitions from the excited state to the ground state

(McGregor )
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in the spectrum of > Fig.  is caused by source gamma rays that scatter, in or near the sample,
through angles close to π and then deposit full energy in the detector. This peak typically has
a FWHM that is larger than the FWHM of a full-energy peak for monoenergetic photons. The
larger FWHMoccurs because source photons can backscatter in or near the source over a range
of angles near π rad, and thus, these scattered photons that reach the detector do not all have
the same energy.

. Detector Response Function

A spectrum such as that in > Fig. , normalized to unit concentration, is called the detector
response function for a given radionuclide. Each nuclide has a characteristic detector response
function for each spectrometer for a specified source–detector geometry. Let the subscript k
refer to a specific nuclide. Then the detector response function unk is the expected response
(number of counts) of the spectrometer in channel n per unit concentration of nuclide k.

Detector response functions also can be associatedwithmonoenergetic photons. If a source
of monoenergetic photons of energy E j, in some specific source–detector geometry, irradiates a
detector, then the detector response function un j gives the expected response in channel n per
source particle of energy E j emitted from the source. In either case, it is not only the full-energy
peaks that are of interest; the entire spectrum contains information about the source. Ways to
exploit this fact are considered later.

 Qualitative Analysis

For some purposes, it is necessary only to identify whether or not a sample emits photons at
certain discrete energies E j. This may be the case, for instance, if one wants to know if a sample
contains a particular radionuclide. Alternatively, a procedure such as EDXRF,NAA, or PGNAA
can be used to excite characteristic photons from a sample under investigation. If the elementof
interest is present, the characteristic photons emitted from the sample should create full-energy
peaks in a pulse-height spectrum collected from the sample.

Photons of energy E j that are emitted by the source produce full-energy pulses whose
magnitudes are distributed about a mean value of

h j = f (E j). ()

A pulse of magnitude h j produces a count in discrete channel nd if

hmin + (nd − )Δ < h j ≤ hmin + ndΔ.

For purposes of energy determination, it is useful to consider the continuous channel number
n j corresponding to the pulse height h j of the full-energy peak. Then the gamma-ray energy
can be estimated by determining the generalized channel number n j of the centroid of each
peak.

It is then straightforward to obtain the corresponding h j from

h j = hmin + n jΔ. ()
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For the usual case, where hmin =  and hmax =  V, this reduces to

h j =

N
nj. ()

The expected source energy is then easily obtained from

E j = f −(h j). ()

For a linear detector whose response is given by > Eq. , this is simply

E j =
h j − α
β

. ()

If a nuclide emits several characteristic-energy photons, then one can gain confidence in the
conclusion that the element is present if peaks occur at all energies for which the photon
abundance and the detection efficiency would lead one to suspect that peaks should occur.

The simplest way to estimate the channel corresponding to the peak is by inspection of the
plotted spectrum. This technique often is adequate. One merely estimates the channel number
n j that corresponds to the apparent centroid of the full-energy peak due to photons of energy
E j. For instance, in the spectrum shown in > Fig. , one can obtain estimates of the channel
numbers of the centroids of the two peaks shown. It should be apparent that this procedure is
subjective (different researchers may estimate slightly different centroids) and thus has limited
precision. Nevertheless, this procedure may suffice for some applications.

When estimation of the centroid by inspection is deemed insufficient, other methods must
be employed. The wavelet transform has been used in various spectroscopic applications,
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including nuclear magnetic resonance (Barache et al. ) and Raman spectroscopy (Xu et al.
). However, this approach is not commonly employed in gamma-ray spectroscopy and thus
is not further considered here. Rather, it is common that the centroids of the peaks present are
identified as part of a process that can also determine quantitative information about both the
characteristic energies E j and their relative abundances s j (or S j = s j t). Alternatively, such
methods may seek to identify the nuclide k and the nuclide concentration ξk . Such methods
are discussed in the next section.

 Quantitative Analysis

The model of > Eq.  identifies a general inverse problem in which many channels contain
information about the source distribution. One typically seeks to determine not only the char-
acteristic energies E j emitted by the source but also the individual source strengths s j from the
measured responses. Alternatively, one may use the spectral responses to identify the nuclide k
and its concentration ξk in a sample. Quantitative analysis refers to the determination of quan-
tities such as s j and ξk . There are several approaches to quantitative analysis in spectroscopy,
including the following:

. Area under isolated peaks
. Model fitting
. Spectrum stripping
. Library least squares
. Symbolic Monte Carlo

Summaries of how these methods are typically implemented are given below. In general, one
seeks to obtain both the E j, j = , , . . . , J, and the net areas under each of the Jpeaks. For spectra
that are linearly related to the source strengths, the net area Aj under the jth full-energy peak
is related to S j, the number of gamma rays emitted by the source during the counting time t, by

S j =
Aj

η j
,

where η j is the detector efficiency, presumed known, at energy E j,

Aj =
∫

n

n

(rn − Bn)dn, ()

and n and n are channel numbers that define the peak. Similarly, in linear systems, the
concentration ξk of nuclide k is directly related to the net peak area.

. Area Under the Peak

For isolated peaks, i.e., those that donot overlapwith other peaks, a simple approach canbe used
to estimate the net peak area. Generally, the peak is superimposed on a generalized background,
as shown, for an ideal case, in > Fig. . To obtain the net area A, one identifies the channel



Gamma-Ray Detectors  

1,400

1,200

1,000

800

600

400

200

0
800 810 820 830 840 850

Channel, n

Counts due to
background

A

R
es

po
ns

e,
 r

 (
co

un
ts

)

860 870 880 890 900

⊡ Fig. 

The net area A under the peak but above background

numbers, n and n, at which the peak disappears into the background.Then, the net peak area
is estimated as

A =

n

∑

n=n

rn − (n − n)
rn + rn


. ()

The net area is the total number of counts between channels n and n minus the area under
a linear background between rn and rn . For instance, for the spectrum shown in > Fig. ,
one might choose n =  and n = . The total area between these channels is the sum of
the counts in each channel and the background is the area under the straight line connecting
r and r; thus, the net area A is the area beneath the peak and above the background line
in the figure. This simple procedure cannot be applied to overlapping peaks and gives only
approximate net areas because the backgroundmay not be linear under the peak and identifying
the channels n and n is subjective, especially when the standard deviations of the responses,
σ(rn) and σ(rn), are large relative to the values rn and rn .

. Model Fitting

A second technique, which can be used to obtain both the peak centroid and the area under
the peak, is to fit a model to the data. Each peak is modeled as consisting of a peak function
and a background function. In most gamma-ray spectroscopy applications, the peak function
is assumed to be the product of a magnitude and a Gaussian PDF. Because the integral of the
Gaussian PDF is unity, the magnitude is just the desired net peak area. The background can
be assumed to have any functional form but most often is assumed to be a polynomial. As
a rule of thumb, there is little extra work in treating the background function as quadratic
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(or even cubic) as opposed to linear, and better results are generally obtained if this is done.
If the best fit occurs for a linear background function, the coefficients of the higher-order terms
are determined to be zero (or very small); if not, then appropriate coefficients for the higher-
order terms assume appropriate values. Note that the backgroundmodel is not physically based
but is empirical. Nevertheless, this model-fitting approach works quite well, for both isolated
and overlapping peaks.

.. Isolated Peaks

For purposes of illustration, consider a quadratic background function.Thus, for any apparently
isolated peak, the model has the form

y(n) = Ag(n, μ, σ) + a + an + an, ()

where
g(n, μ, σ) =


√

πσ
e−[(n−μ)


/(σ 

)] ()

is the Gaussian PDF centered at continuous channel μ and having standard deviation σ . The
model of > Eq.  generally is fit to the data only locally near each isolated peak in the spec-
trum. Thus, the values of a, a, and a are generally different for different peaks. This model
is fit to the data by a procedure such as least squares. If the energy resolution of the detector is
well known as a function of energy, then the known value can be used for σ . It is also possible
to consider σ as a model constant to be fit to the data. If the value obtained for σ is greater than
the value expected (for the energy of the peak), then this might be an indication that the appar-
ent isolated peak is actually composed of multiple overlapping peaks. In any event, consider
p = {pk , k = , , . . . ,K} to be the vector of model constants to be determined by fitting the
model of > Eq.  to the spectral data.

The least-squares approach proceeds as follows. For some range of channels (n, n) that
encompasses the peak of interest, form the least-squares function

E
(p) =

n

∑

n=n

[rn − Ag(n, μ, σ) − a − an − an
]


. ()

In order to assure that the entire peak is fit, it is suggested that the channel n be at least σ
below the centroid channel and n be chosen to be at least σ above the centroid channel.This
is because the area under a Gaussian over the range μ ± σ is . of the total area under the
Gaussian and, thus, the parameter A is a very good approximation to the total area under the
Gaussian.

The parameters that best fit the model to the data minimize the least-squares function. The
minima can be obtained by setting the partial derivatives to zero. Thus,

∂
∂pk

E
(p) = , k = , , . . . ,K , ()

forms a system of K algebraic equations in the K unknown parameters. Note that the model is
linear in most of the model constants and nonlinear in only two (μ and σ). Bevington ()
and Press et al. () discuss algorithms for solving systems of equations such as > Eq. .

It is always useful to estimate not only the model parameters but also their standard devi-
ations. The model constants for which the relative standard deviations are small should be
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considered to be good estimates; a large relative standard deviation for a parameter indicates
that the parameter value obtained is not knownvery precisely. Large relative standard deviations
of one or more parameters put in doubt the validity of the assumed response model.

It generally is not possible to obtain exact error estimates. Rather, approximatemethods are
used. The least-squares procedure, in essence, uses a parabolic expansion of the E function
over the parameter space. Bevington () states that the standard deviation in the retrieved
value of parameter pk can be estimated by

σ(pk) ≃ [
N

∑

n=
(

∂pk
∂rn

)



σ 
(rn)]

/

, ()

where the σ(rn) are the standard deviations of the response values. If the spectrum consists
of raw counts (e.g., not net counts obtained after subtracting background), then the standard
deviations are well approximated by assuming the counts to be Poisson-distributed, for which
σ(rn) =

√

rn . In other cases, appropriate methods should be used to estimate the standard
deviations. The partial derivatives in > Eq.  are generally easily estimated for the linear
parameters. If the model is such that the partial derivative for the nonlinear parameters also
can be easily estimated, then application of > Eq.  is straightforward. When this is not the
case, then the partial derivatives can be estimated numerically by difference formulas (see, e.g.,
Press et al. () or Hornbeck ()).

Strictly speaking, this procedure, which requires initial estimates of the nonlinear parame-
ters, is not guaranteed to lead to a global minimum. Thus, it is good practice to select a value
of μ that is near the channel number (by inspection) corresponding to the centroid of the
peak and a value of σ near the presumed energy resolution of the detector at the approximate
channel corresponding to μ. Alternatively, one can estimate the FWHM Γ of the peak and set
σ = Γ/..

Of course, the values of μ and A are of most interest. Once these values are determined, μ is
treated as the generalized channel number and the corresponding pulse height is estimated from
either > Eq.  or > Eq. , as appropriate.Then E is found either from > Eq.  or > Eq. ,
as appropriate. Given A, one can estimate s, the rate at which the source emits photons of energy
E, as

s =
A
ηt

, ()

where, as before, t is the counting time and η is the detector efficiency at energy E.

.. Overlapping Peaks

Sometimes two or more peaks overlap. In cases where a peak is asymmetric or has a FWHM
larger than expected, one can try to fit multiple peaks to the data locally. In such cases, employ
a model of the form

y(n,p) =
m
∑

j=
Aj g(n, μ j , σj) + a + an + an, ()

where m is the number of peaks you suspect might be overlapped. As a practical matter, you
might try m =  first and see if you obtain reasonable results. If not, try larger values of m.
Of course, this model introduces new model constants for each additional peak. The fitting
of multiple overlapping peaks, with asymmetric peak models, to XPS spectra is considered in
detail by Dunn and Dunn ().
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.. Weighted Least Squares

Another approach, perhaps better than standard least squares, is to use weighted least squares.
In this approach, one fits a model such as that given by > Eq.  to the data by forming the
reduced chi-square function

χν =

ν

n

∑

n=n

[rn −∑m
j= Aj g(n, μ j, σj) − a − an − an

]



σ 
(rn)

, ()

where ν = n − n is the number of degrees of freedom and σ 
(rn) is the variance of the pulse-

height response in channel n. Generally, the rn are either gross counts in channel n or, for
background-subtracted spectra, net counts in channel n. (Note that background subtraction
only removes part of the generalized background, the bn t of > Eq. .) If the rn are gross
counts, then one presumes that Poisson statistics apply and σ 

(rn) = rn . If the spectrum is
background-subtracted, then σ 

(rn) = rn + bn . If the rn result from some other process, then
one should use the appropriate variances in > Eq. . In any case, one proceeds as in standard
least squares by setting the partial derivatives of χν with respect to each of themodel parameters
equal to zero and solving the resulting set of equations.

An advantage of this approach is that the better the model fits the data, the closer the value
of χν should be to unity. This is because if the model is an accurate description of the data, then
the square of the deviations between the data and the model in the numerator of > Eq. 
should, on average, be about as large as the natural variance in the data in the denominator of
> Eq. .

This procedure is illustrated in the following example. Suppose you are given the spectral
data in > Table . These data suggest that two peaks overlap.Thus, you might fit a model of the
form

y(n,p) = Ag(n, μ, σ) + Ag(n, μ, σ) + a + an + an ()

to the data.
To implement the χν fitting procedure, it is customary to list the nonlinear parameters first

and the linear parameters next. Thus, in this case, one might choose p = μ, p = σ, p =

⊡ Table 

A portion of a spectrumgiving channels and gross counts
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μ, p = σ, p = A, p = A, p = a, p = a, and p = a. Then, a system of equations is
formed by setting partial derivatives of the χν function to zero, i.e.,

−

∂
∂pk

χν(p) =

ν

n

∑

n=n

[rn − y(n,p)]
σ 
(rn)

∂y(n,p)
∂pk

= , k = , , . . . ,K , ()

where, to be explicit,

∂y(n,p)
∂μ j

= Aj
n − μ j

σ 
j

g(n, μ j, σj), j = , ,

∂y(n,p)
∂σj

=

Aj

σ j

⎡

⎢

⎢

⎢

⎢

⎣

(n − μ j)


σ 
j

− 
⎤

⎥

⎥

⎥

⎥

⎦

g(n, μ j , σj), j = , ,

∂y(n,p)
∂Aj

= g(n, μ j , σj), j = , ,

∂y(n,p)
∂a

= .,

∂
∂a

y(n,p) = n,

∂
∂a

y(n,p) = n. ()

Withmethods discussedby Bevington (), it is possible to perform an iterative search on
the four nonlinear parameters while using matrix inversion to determine the linear parameters.
The procedure proceeds as follows:

• Specify initial estimates for the nonlinear parameters.
• For these specified values, perform a matrix inversion to obtain the best-fit linear

parameters.
• Use a method to update the nonlinear parameter values. Methods that depend on the local

partial derivative of the model for each parameter are better than methods that proceed
blindly, but any method, properly implemented, suffices for the task.

• For the new values of the nonlinear parameters, perform anothermatrix inversion to obtain
the linear parameters.

• Proceed in an iterative manner until the minimum of the reduced χν function is found to
within some convergence criterion.

It is noted that while searching through parameter space for the values of the parameters that
best fit the model to the data, it is possible for unrealistic parameter values to occur. Thus,
it is preferable to introduce constraints on the parameter values. For instance, negative val-
ues of means and standard deviations are not physically meaningful, although they may be
mathematically allowable.

Solutions of the system of equations given by > Eq.  for the data of > Table , produced
the results plotted in > Fig. . The best-fit parameters were as follows:

μ = .± .,

σ = . ± .,

A = ,. ± .,
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A fit of two overlapping peaks with a quadratic background

μ = . ± .,

σ = . ± .,

A = , ± ,

a = −, ± ,

a = .± .,

a = −. ± ..

It is seen that the model fits the data quite well. One would expect that a good model would be
within the error intervals for about % of the data points and this seems to be the case here.
The uncertainty in each of the model parameters is small, relative to the parameter value, which
also indicates a good fit. It is noted that the values of n =  and n =  are well beyond the
σ range for the σ and σ obtained.Thus, the A and A values should be good estimates of the
net areas under the two peaks.

. Spectrum Stripping

If response functions can be collected or generated for all the sources (or nuclides) that are
expected to be present in an unknown sample, and if the dependence of the response model is
linearly related to the source strengths or nuclide concentrations, then the method of spectrum
stripping can be applied. This procedure involves the following:

• Collect a spectrum from an unknown sample.
• Identify the highest-energy peak in the spectrum.



Gamma-Ray Detectors  

• Subtract the response function for that peak, weighted by a constant, such that the peak is
effectively removed.

• Proceed down the spectrum while subtracting other weighted response functions until all
peaks are removed.

If the residuals are randomly distributed about zero or about some smooth background, then the
specific response functions stripped from the spectrum for the unknown identify the nuclides
present and the weighting constants estimate the source strength or concentration of each
nuclide.

. Library Least Squares

Because a detector produces a spectrum, even for a monoenergetic input, one can try to utilize
the entire spectral response, or at least a significant part of it, rather than just the response
values near each peak or set of overlapping peaks.The library least-squares approach, originally
introduced by Marshall and Zumberge (), asks the following question. Why focus only on
the peaks? Basically, the library least-squares (LLS) approach, as implemented, for instance,
by Gardner and Sood () and Gardner and Xu (), involves storing into a library the
detector response functions of all the candidate nuclides that might be present in the sample
being analyzed. Then some fitting technique, such as least squares or weighted least squares, is
used to fit the library spectra to the data.

This approach was not possible many years ago because one could not experimentally mea-
sure good spectra from all candidate nuclides. However, Monte Carlo modeling has become
sufficiently robust that detector response functions can be calculated for essentially any nuclide.
WhenMonte Carlo is used to generate detector response functions, themethod often is referred
to as Monte Carlo library least squares or MCLLS. In this method, one calculates and stores the
detector response functions, for any nuclides suspected to be present in a sample, in a library
and proceeds as follows.

Let unk be the response expected in channel n due to a unit concentration of nuclide k.
For an unknown sample that may contain K nuclides, write the response in channel n in
the form

rn =
K
∑

k=
ξkunk + en , ()

where en is the stochastic error in channel n. Then,

en = rn −
K

∑

k=
ξkunk

and one can fit M ≤ N channels of the spectrum in a weighted least-squares manner, namely

χν =

ν

M

∑

n=
Wnen , ()

where Wn is a weight factor, often taken as Wn = /σ 
(rn), and ν = M − K is the number of

degrees of freedom.The ξk identify the concentrations of the nuclides present. Note that if ξk is
negative or near zero for one or more k, then the corresponding nuclides might not be present
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in the sample. In this case, it is a good practice to remove the detector response functions for
these nuclides and repeat the analysis to see if a good fit is obtained.

The process just described assumes the model is linear in the nuclide concentrations and
thus can be referred to as the linear LLS approach. This approach is very similar to application
of the weighted least-squares process in the model-fitting approach, but attempts to use more
features of the spectrum than just the full-energy peaks. There are instances, however, where
the model is not linear in the nuclide concentrations. One such case, for PGNAA, is considered
in the next subsection and another, for EDXRF, is considered in > Sect. ..

.. Nonlinear Spectra

Generally, in NAA, the samples are small, the mass of the sample can be accurately measured,
and one is generally looking for trace elements. Thus, NAA analysis is well approximated as
a linear process and application of linear LLS is appropriate. However, in bulk samples, the
PGNAA response is nonlinear, primarily for the following reasons:

• Sample mass, which often is not known, affects the flux density within the sample.
• The composition of the sample, which is unknown in advance, affects the spectrum and the

macroscopic capture cross section of the sample. In particular, moisture content strongly
affects the thermal neutron flux density, which is what gives rise to the prompt gamma rays.
Also, neutron absorbers affect the thermal flux density.

Thus, nonlinear models are needed for PGNAA.
The general MCLLS approach in the nonlinear case proceeds as follows.

. Assume values for the concentrations and useMonte Carlo to generate a complete spectrum
for a sample of this assumed composition.

. Keep track of the individual spectral responses for each element within the Monte Carlo
code, so as to provide library spectra unk for each nuclide.

. Use linear LLS to estimate the nuclide concentrations ξk , k = , , . . . ,K , from the sample
spectrum.

. If the calculated ξk , k = , , . . . ,K , match the assumed composition closely enough, you are
done. If not, pick a new composition, based on the calculated concentrations, and repeat the
process.

. Iterate until you converge to the actual composition, to within a desired tolerance.

Results of this general procedure are given, for instance, by Gardner and Xu ().

.. Compton Suppression

Because prompt gamma rays tend to be of high energy (most are MeV < E <  MeV); there is
a large Compton component to the spectra, especially for thin semiconductor detectors.There
are ways to reduce the Compton continuum.One is to partially surround a high-resolution ger-
manium detector with scintillators, such as BGO, which has high efficiency because of its high
density. The basic idea is that a photon that Compton scatters in the germanium detector has a
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reasonable chance of interacting in the scintillation crystals. These interactions occur at essen-
tially the same time as the Compton scatter in the germanium and can thus be suppressed by an
anti-coincidence gate (the gate only accepts pulses in the germanium that are anti-coincident
with the scintillators). Fairly dramatic results can be achieved (Molnar ).

. Symbolic Monte Carlo

In X-ray fluorescence, the responses are due to the elements present, but each element is com-
posed of nuclides and the convention was introduced earlier to refer only to nuclides. Hence in
the discussion below, elemental concentrations will be called nuclide concentrations. Nonlinear
matrix effects lead to absorption and enhancement in EDXRF. For instance, the characteristic
X rays of nuclide a can be absorbed by elementswith lower atomic number, reducing the signal
from nuclide a and enhancing the signals for the lower atomic number nuclides. This means
that themodels in EDXRF also are not linear in the nuclide concentrations. Another implemen-
tation of Monte Carlo has been used in the EDXRF case.The method, originally called Inverse
Monte Carlo (IMC) (Dunn ), was applied to EDXRF byYacout andDunn () for primary
and secondary X-rays. Mickael () extended the work to account for tertiary fluorescence.

The term IMC has been used for other purposes, e.g., to mean solving inverse problems by
iterative Monte Carlo simulations as the unknown parameters are varied until simulated and
measured results agree sufficiently. The acronym IMC also has been used for “implicit Monte
Carlo” (Gentile ). Thus, Dunn and Shultis () recently proposed renaming the version
of IMC that is noniterative in theMonte Carlo simulations symbolicMonte Carlo (SMC) because
the method proceeds by using symbols in the Monte Carlo scores for the unknown parameters.

Symbolic Monte Carlo is a specialized technique in which the inverse problem of estimat-
ing the k and ξk is solved by a system of algebraic equations generated by a single Monte Carlo
simulation. For purposes of illustration, a ternary system (one that contains three elemental
nuclides) is considered. In essence, SMC creates models, with symbols for the unknown con-
centrations ξk , for the areas under all of the various X-ray peaks (e.g., Kα and Kβ) in a single
simulation. The models depend on the detector efficiency as a function of energy; the nuclide
concentrations; the primary, secondary, and tertiary fluorescence produced in the sample; and
the background. For a ternary system, three equations result. The equations are rather com-
plex (see Yacout and Dunn () and Mickael ()) but can be developed using only a single
Monte Carlo simulation. The advantage of this approach is that there is no need to iteratively
run full Monte Carlo simulations as the assumed concentrations are varied. The disadvantage
is that development of the model is involved and the algebraic equations are quite complex.
Nevertheless, the method has been shown to work well in X-ray spectroscopy and can, in prin-
ciple, be applied to other spectroscopy applications, such as PGNAA, where the responses are
nonlinear functions of the concentrations.

 Detectors for Gamma-Ray Spectroscopy

Typical methods of gamma-ray and X-ray spectroscopy can be categorized as either energy
dispersive or wavelength dispersive. Energy-dispersive spectroscopy (EDS) is perhaps the
more popular technique, in which the energy of photons is preserved and recorded.
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Energy-deposition indicators in the detector include light emission, electrical current, and
thermal changes. Wavelength-dispersive spectroscopy (WDS) is a technique in which a spe-
cific photon wavelength is measured by a witness detector. The witness-detector position is
translated in space so as to accumulate a spectrum of different photon wavelengths.

There are numerous detectors that can be used for radiation spectroscopy, which include
versions of gas-filled, scintillation, and semiconductor detectors. However, only those com-
mercial devices commonly used as analytical tools for gamma-ray and X-ray spectroscopy are
described in the present section. EDS devices include scintillation, semiconducting, and cryo-
genic spectrometers. Diffractive spectrometers are classified asWDS devices, and typically use
gas-filled proportional counters as witness detectors.

. Scintillation Spectrometers

Scintillators are generally separated into two classes, those being inorganic and organic. The
method bywhich either produces scintillation light is physically different, hence the distinction.
Inorganic scintillators can be found as crystalline, polycrystalline, ormicrocrystallinematerials.
Organic scintillators come in many forms, including crystalline materials, plastics, liquids, and
even gases. However, organic scintillators, being composed of low-Z materials, are ineffective
as gamma-ray spectrometers, and, thus, are not covered here.

The scintillation principle is quite simple. Radiation interactions occurring in a scintil-
lator cause either the atomic or molecular structure in the scintillator to become excited
such that electrons are increased in energy. These excited electrons will de-excite, some of
which will radiate light energy. The light emissions can then be detected with light-sensitive
instrumentation.

A typical scintillation spectrometer consists of a scintillating material hermetically sealed in
a reflecting cannister. Typical cannisters are cylindrical, with one end of the cylinder being an
optically transparent windowwith all remaining surfaces being Lambertian reflectors.The opti-
cally transparent window is coupled to a light collection device, such as a photomultiplier tube
(PMT), with an optical compound. The optical compound helps match the indices of refrac-
tion between the scintillation cannister and the light collection device so as to reduce reflective
losses. The PMT provides a voltage output that is linear with respect to the light emitted from
the scintillator. Hence, the voltage “spectrum” is a linear indication of the radiation energy spec-
trum deposited in the detector. It is typical for commercial vendors to provide the scintillation
cannister and the PMT as one complete unit, although they can be acquired separately.

.. Inorganic Scintillators

Inorganic scintillators depend primarily on the crystalline energy band structure of thematerial
for the scintillation mechanism. Referring to > Fig. , there is shown an energy band diagram
typical of an inorganic scintillator. A lower energy band, referred to as the valence energy band,
has a reservoir of electrons. It is this band of electrons that participates in the binding of atoms.
The next higher band is commonly referred to as the conduction band, which for inorganic
scintillators is usually devoid of electrons. Between the two bands is a forbidden region where
electrons are not allowed to exist, typically referred to as the energy band gap.

If a radioactive energy quantum, such as a gamma ray or charged particle, interacts in the
scintillation material, it can excite numerous electrons from the valence band and the tightly



Gamma-Ray Detectors  

Conduction
band

Forbidden
band

Forbidden
band

Upper
band

Valence band

Tightly bound
banda b

Band
gap

EC

Eg Eg

E t1

E t0

Ev

⊡ Fig. 

Shown are two basic methods by which an inorganic scintillator produces light. The intrinsic

case (a) has no added activator dopants. Absorbed radiation energy excites electrons from

the valence and tightly bound bands up into the higher conduction bands. These electrons

quickly de-excite to the lowest conduction-band edge, EC . As they drop back to the valence

band, they release light photons. Some intrinsic scintillators emit light through optical

transitions from ionized elemental constituents, which can be of lower energy than the

band gap. The extrinsic case (b) has activator dopants that produce energy levels in the

band gap. Absorbed radiation energy excites electrons from the valence and tightly bound

bands up into the higher conduction bands. These electrons quickly de-excite to the lowest

conduction-band edge, EC , as before. However, many drop into the upper-activator-site

energy state, Et. As they then drop to the activator ground state Et, they release light

photons of lower energy than the scintillator band gap (McGregor )

bound bands up into the conduction bands (see > Fig. a).These electrons rapidly lose energy
and fall to the conduction-band edge, EC . As they de-excite and drop back into the valence
band, they can lose energy through light emissions. Unfortunately, because the radiated energy
of the photons is equivelent to the band-gap energy, these same photons can be reabsorbed
in the scintillator and again excite electrons into the conduction band. Hence, the scintillator
can be opaque to it own light emissions. There are exceptions in which intrinsic scintillators
work well. For example, bismuth germanate (BGO) releases light through optical transitions
of Bi+ ions, which release light that is lower in energy than the band gap, hence is relatively
transparent to its own light emissions.
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However, if an impurity or dopant is added to the crystal, it can produce allowed states in
the band gap, as depicted in > Fig. b. Such a scintillator is referred to as being activated. In the
best of cases, the impurity atoms are uniformly distributed throughout the scintillator. When
electrons are excited by a radiation event, theymigrate through the crystal, many of which drop
into the excited state of the impurity atom. Upon de-excitation, an electron will yield a photon
equal in energy to the difference between the impurity atom excited and ground states. Hence,
it will most likely not be reabsorbed by the scintillator material. Careful selection of the proper
impurity dopant can allow for the light-emission wavelength to be tailored specifically to match
the sensitivity of the light collection device.

NaI(Tl) Scintillation Detectors
The most used inorganic scintillator current with the writing of this handbook is NaI(Tl), the
nomenclaturemeaning that the scintillator is the saltNaI that has been activatedwith the dopant
Tl. NaI(Tl) yields approximately , photons per MeV of energy absorbed in the crystal.
Light is emitted from NaI(Tl) in a continous spectrum, yet the most probable emission is at
 nm, which matches well to typical commercial photomultiplier tubes. The decay time of
NaI(Tl) is  ns, which refers to the time required to release .% of the scintillation photons.
It is the availability of large sizes and the acceptably linear response to gamma rays that makes
NaI(Tl) important.Manydifferent sizes are available, ranging in size fromcylinders that are only
. inch in diameter to almost ameter in diameter. Yet, themost preferred geometry remains the
 inch ×  inch (. cm× . cm) right circular cylinder. It is the most characterized NaI(Tl)
detector size with extensive efficiency data in the literature. Further, it is the standard by which
all other inorganic scintillators are measured.

Because of its high efficiency for electromagnetic radiation (see > Fig. ), NaI(Tl) is
widely used to measure X-rays and gamma rays. X-ray detectors with a thin entrance window
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Intrinsic peak efficiency for NaI(Tl) detectors (McGregor )



Gamma-Ray Detectors  

containing a very thin NaI(Tl) detector are often used tomeasure the intensity and/or spectrum
of low-energy electromagnetic radiation. NaI(Tl) detectors do not require cooling during oper-
ation and can be used in a great variety of applications. The bare NaI(Tl) crystal is hygroscopic
and fragile. However, when properly packaged, field applications are possible because they can
operate over a long time period in warm and humid environments, resist a reasonable level of
mechanical shock, and are resistant to radiation damage. Basically, for any application requir-
ing a detector with a high gamma-ray efficiency and a modest energy resolution, the NaI(Tl)
detector is clearly a good choice. A gamma-ray spectrum from a  ×  right circular cylindrical
NaI(Tl) detector is shown in > Fig.  (see > Sect. .).

Other Inorganic Scintillation Detectors
Since the discovery of NaI(Tl) in , the search has continued for a better scintillator
for higher-energy-resolution gamma-ray spectroscopy. There has been some limited suc-
cess, which includes those scintillators listed in > Table . For instance, CsI(Na) is sim-
ilar in performance to NaI(Tl), but has a longer decay time. CsI(Tl) has much higher
light output than NaI(Tl), but the emission spectrum maximizes at  nm, which does
not couple well to PMTs. However, CsI(Tl) has been coupled to Si-photodiode sensors
quite successfully. Bismuth germanate (BGO) has lower light output, but is much denser
and a better absorber of gamma rays. As a result, BGO is used for medical imaging sys-
tems, which helps to reduce the overall radiation dose that a patient receives during the
imaging procedure. LiI(Eu) is a scintillator that is primarily used for neutron detection,
relying upon the Li content in the crystal. In recent years, LaBr(Ce), a new scintilla-
tor with exceptional properties for gamma-ray spectroscopy, has become available, demon-
strating lower than % FWHM for  keV gamma rays. LaBr(Ce) has much higher light
yield and a much shorter decay constant than NaI(Tl). Further, it is composed of higher-
Z elements, hence is a better gamma-ray absorber than NaI(Tl). However, it is extremely
hygroscopic and fragile, hence is difficult to produce and handle. Although it has recently

⊡ Table 

Common inorganic scintillator materials and properties

Wavelength of Relative PMT
maximum Decay Light yield response

Scintillator emission (nm) time (ns) in photons/MeV compared to NaI(Tl)

NaI(Tl)   , .

CsI(Na)  ,  , .

CsI(Tl)  ,  , .

LiI(Eu)   , .

BGO   , .

CaF(Eu)   , .

GSO(Ce)  ,  , .

YAP(Ce)   , .

YAG(Ce)  ,  , .

LSO(Ce)   , .

LaCl(Ce)   , .–.

LaBr(Ce)   , .
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become commercially available, it is presently  timesmore expensive thanNaI(Tl) due to pro-
duction and fabrication problems. Overall, there are numerous inorganic scintillators available
for special radiation-detection purposes.

.. Light Collection

The light produced from a scintillation detector is collected by a photo-sensitive device, such as
a photomultiplier tube, a photodiode, or a microchannel plate. The light is then converted to a
measureable voltage pulse.

Photomultiplier Tubes
Thephotomultiplier tube (PMT) is commonly used tomeasure the light output from a scintilla-
tion detector. Referring to > Fig. , the basic PMT has a photocathode which is located so as to
absorb light emissions from a light source such as a scintillating material. When light photons
strike the coating on the photocathode, they excite electrons which can diffuse to the surface
facing the vacuum of the tube. A fraction of these excited electrons will escape the surface and
leap into the vacuum tube. A voltage applied to the tube will guide the liberated electrons to
an adjacent electrode named a dynode. As an electron approaches the dynode, it gains velocity
and energy from the electric field. Hence, when it strikes the dynode, it will again cause more
electrons to become liberated into the tube. These newly liberated electrons are then guided to
the next dynode where more electrons are liberated and so on. As a result, the total number of
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The basic mechanism of a photomultiplier tube (PMT). An absorbed γ ray causes the
emission of numerous light photons which can strike the photocathode. A scintillation

photon that strikes the photocathode excites a photoelectron. The photoelectron is

accelerated and guided to the first dynode with an electric field, where it strikes the dynode

and ejectsmore electrons. These electrons are accelerated to the next dynode and excite

more electrons. The process continues through the dynode chain until the cascade of

electrons is collected at the anode, which is used to produce a voltage pulse (McGregor

)
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electrons released is a function of the number of dynodes in the PMT and the photoefficiency
of the photocathode and the dynodes.

The total charge released in the PMT is

Q = qNGn , ()

where q is the charge of an electron, N is the initial number of electrons released at the photo-
cathode,G is the number of electrons released per dynode per electron (the gain), and n is the
total number of dynodes in the PMT. For instance, suppose that a PMT has ten dynodes each
operated with a gain of four. An event that initially releases , electrons (N) will cause over
 electrons to emerge from the PMT.

The photomultiplier tube is an important tool in radiation detection, as it is the device that
allowed scintillation materials to be used as practical detectors. It can take a minute amount
of light produced in a scintillator from a single radiation absorption and turn it into a large
electrical signal. It is this electrical signal, typically converted to a voltage pulse, that is measured
from the scintillation detector system.

PMTs are stable and electronically quiet (lownoise).Modern varieties have exceptional pho-
tocathode and dynode efficiencies, often referred to as quantum efficiency, with gains that can
exceed . However, there is a drawback. PMT materials used as photocathodes are generally
fabricated from alkalinemetals, which aremost sensitive to light in the –nm range. Scin-
tillators emitting light outside of these boundaries can still be used under some circumstances,
yet their effectiveness can be severely compromised.

Microchannel Plates
Microchannel plates are an alternative method of amplifying signals from a scintillator.
Microchannel plates are glass tubes with the insides coated with secondary-electron-emissive
materials. A voltage is applied across the tube length which causes electrons to cascade down
the tube. Every time an electron strikes the tube wall, more electrons are emitted,much like with
dynodes in a PMT. Hence, a single electron can cause a cascade that can eventually produce 

electrons emitted from the other end of the tube. Typically, hundreds of these microchannels
are bonded together to form a plate of channels running in parallel.Themicrochannel plate can
be fastened to a common scintillator, whether organic or inorganic, which operates in a similar
fashion as a PMT. Light photons entering the microchannel plate cause the ejection of primary
photoelectrons, which cascade down the microchannels to liberate millions more electrons.
The main advantage of a microchannel plate is its compact size, in which a microchannel plate
only one inch thick can produce a signal of similar strength as a common PMT.Themain prob-
lem with microchannel plates is that the signal produced per monoenergetic radiation event
is statistically much noisier than that produced by a PMT; hence, the energy resolution for
spectroscopy is typically worse than provided by a PMT.

Photodiodes
Photodiodes are actually semiconductor devices formed into a pn- or pin-junction diode.
When photons strike the semiconductor, usually Si- or GaAs-based materials, electrons are
excited. A voltage bias across the diode causes the electrons to drift across the device and
induce charge much like a gas-filled ion chamber. The quantum efficiency of the semicon-
ductor diode varies with device configuration and packaging. For instance, various different
commercial Si photodiodes have peak efficiencies at wavelengths ranging between  and
nm. Regardless, they are typically more sensitive to longer wavelengths than common
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commercial PMTs. As a result, CsI(Tl) emissions match better to Si photodiodes than PMTs.
Photodiodes operate with low voltage, are small, rugged, and relatively inexpensive, hence offer
a compact method of sensing light emissions from scintillators. However, they typically do not
couple well to light emissions near the nm range (blue-green) and have low gain, if any
at all. Consequently, the signals from photodiodes need more amplification than signals from
PMTs, and scintillator/photodiode systems generally produce worse energy resolution than do
scintillator/PMT systems.

.. Factors Affecting Energy Resolution

Theenergy resolution achievable froma scintillation spectrometer is determined by a number of
factors, including brightness, reflector efficiency, light collection efficiency, PMT quantum effi-
ciency, activator uniformity, and the scintillator-light-yield linearity. Simplistically, the energy
resolution can be described as

R


= R

s + R
p, ()

where Rs is the energy-resolution contribution relating to the scintillation crystal and encap-
sulation and Rp is the energy-resolution contribution relating to the photon detection device.
The term Rs can be described by

R
s = R

n + R
i + R

t + R
d , ()

where Rn is resolution broadening from statistical fluctuations in the number of electrons
excited by monoenergetic absorption events, Rt is resolution broadening from variations in
light transfer to the light detection device,Ri is resolution broadening from inhomogeneity, and
Rd is the nonproportionality of response.The variance R

n can be expected to follow a somewhat
Gaussian distribution, correctedwith the appropriate Fano factor to correct for the energy band
structure.The distribution of dopants in the scintillator may not be homogeneously distributed
in the material, causing spatially dependent variations R

i in the number of electrons diffusing
to the photon-producing activator sites. Although reflectors around scintillator detectors can
be quite efficient, the angle at which photons strike the light collector (PMT, for instance) may
cause variations R

t in the number of photons that actually enter the light detector. Other factors
affecting the light transfer variation include nonuniform clarity of the scintillator, imperfections
in the reflector, and nonuniformity of the coupling compound between the scintillator and the
light detection device. Most scintillators have a nonlinear light yield as a function of absorbed
photon energy, which is especially true in the energy range between a few keV up to MeV. As
a result, there will be a variation R

d in the number of photons produced for monoenergetic
gamma rays, depending on if the photon was absorbed through a single photoelectric event or
numerous Compton scatters.

The light collection terminates at the photo-detection device, typically a PMT, in which the
light is converted into an electron signal.The conversion efficiency and variance R

p of the light
collection efficiency is affected by the wavelength of light striking the device and uniformity of
the collecting layers. For instance, scintillators emit a spectrum of photon wavelengths, which
may or may not match well to the quantum conversion efficiency of the PMT photocathode.
Futher, the photocathode layer will have some amount of variance in thickness, which affects
the variance in the number of electrons ejected from the photocathode per initial gamma-ray
interaction event.
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Absorbed radiation energy excites electrons from the valence and tightly bound bands up

into the higher conduction bands, in a similar manner as excitation occurs in a crystalline

inorganic scintillator. The empty states left behind, referred to as holes, behave as positive

charges. The electrons quickly de-excite to the lowest conduction-band edge, EC , and the

holes rapidly de-excite to the top of the valence band, EV . A voltage applied to the detector

causes the electron and hole charge carriers to drift to the device contacts, much in the

samemanner as electron–ion pairs drift to the electrical terminals in a gas-filled ion

chamber (McGregor )

. Semiconductor Spectrometers

In some way, the operation of a semiconductor detector combines the concepts of the charge
excitation method in a crystalline inorganic scintillator and the charge collection method of a
gas-filled ion chamber. Referring to > Fig. , gamma rays or charged particles that are absorbed
in the semiconductor will excite electrons from the valence and tightly bound energy bands up
into the numerous conduction bands.The empty states left behind by the negative electrons will
behave as positively charged particles generally referred to as holes. The excited electrons will
rapidly de-excite to the conduction-band edge, EC . Likewise, as electrons high in the valence
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band fall to lower empty states in the valence and tightly bound bands, it gives rise to the effect
of holes moving up to the valence-band edge, EV .

A single major difference between a semiconductor and almost all scintillators is that the
mobility of charge carriers in semiconductors is high enough to allow for conduction, whereas
scintillation materials are mostly insulating materials that do not conduct. As a result, a voltage
can be applied across a semiconductor material that will cause the negative electrons and pos-
itive holes, commonly referred to as electron–hole pairs, to drift in opposite directions, much
like the electron–ion pairs in a gas-filled ion chamber. In fact, at one time, semiconductor
detectors were referred to as “solid-state ion chambers.” As these charges drift across the semi-
conductor, they induce a current to flow in an external circuit which can be measured as a
current or stored across a capacitor to form a voltage. Semiconductors are far more desir-
able for energy spectroscopy than gas-filled detectors or scintillation detectors because they
are capable of much higher energy resolution. The observed improvement is largely due to the
better statistics regarding the number of charges produced by a radiation interaction. Typically,
it only takes – eV to produce an electron–hole pair in a semiconductor. By comparison, it
takes between – eV to produce an electron–ion pair in a gas-filled detector and between
 eV and  keV to produce a single photoelectron ejection from the PMT photocathode in a
scintillation/PMT detector (primarily due to light reflections and poor quantum efficiency at
the photocathode). Hence, statistically, semiconductors produce more charge carriers from the
primary ionization event, which determines the statistical fluctuation in the energy resolution
(> Table ).

Most semiconductor detectors are configured as either planar or coaxial geometries, as
shown in > Fig. . Small semiconductor detectors are configured as planar devices and can be
used for charged-particle detection and gamma-ray detection. Large semiconductor gamma-
ray spectrometers are usually configured in a coaxial form to reduce the capacitance of the
detector (which can affect the overall energy resolution). There are three basic methods gen-
erally used to reduce leakage currents through semiconductor detectors. Most commonly, the
semiconductors are formed into reverse-biased pn- or pin-junction diodes, which is the case
for Ge, Si, GaAs, CdTe, and InP detectors. Alternatively, highly resistive semiconductors, such
as CdZnTe and HgI, need only have ohmic contacts because the bulk resistance of the material
is high enough to reduce leakage currents to manageable levels. Finally, large detectors, such
as high-purity Ge detectors and lithium-drifted Si detectors, are chilled with liquid nitrogen
(LN) or a mechanical refrigerator to reduce thermally generated leakage currents.

⊡ Table 

Common semiconductors and properties

Atomic Density Band gap Ionization energy Fano

Semiconductor numbers Z (g cm−) (eV) (eV per e–h pair) factor

Si  . . . ≈ .

Ge  . . . ≈ .

GaAs / . . . ≈ .

CdTe / . . . ≈ .

Cd.Zn.Te // . . . ≈ .

HgI / . . . ≈ .
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The most common designs for semiconductor detectors are the planar and coaxial

configurations (McGregor )

.. Ge Detectors

Although Li drifting allowed for the construction of Ge-based semiconductor gamma-ray spec-
trometers, denoted Ge(Li) detectors, the detectors came with problems. Li is highly mobile in
Ge and must be locked into place by immediately freezing the Ge crystal with LN after the
drifting process is finished. Further, if Ge(Li) detectors were ever allowed to warm up, the Li
would diffuse and redistribute, hence ruining the detectors. As a result, Ge(Li) detectors had to
constantly be kept at LN temperatures, a major inconvenience. Zone refinement of Ge mate-
rials allows for impurities to be removed from the material such that Li drifting is no longer
necessary. Hence, Ge(Li) detectors have been replaced by high-purity Ge detectors, denoted
HPGe detectors. However, HPGe detectors must still be chilled with LN when operated in
order to reduce excessive thermally generated leakage currents.

HPGe detectors have exceptional energy resolution compared to scintillation and gas-filled
detectors. The dramatic difference in the energy resolution between NaI(Tl) and HPGe spec-
trometers is shown in > Fig. , where there is a spectroscopic comparison of measurements
made of a mixed Eu, Eu, and Eu radiation source. HPGe detectors are standard high-
resolution-spectroscopy devices used in the laboratory. Their high-energy resolution allows
them to easily identify radioactive isotopes for a variety of applications, which includes impu-
rity analysis, composition analysis, andmedical isotope characterization. Portable devices with
small LN dewars are also available for remote spectroscopymeasurements, although the dewar
capacity allows for only  day of operation. Hence, a source of LN must be nearby. More
recently, portable HPGe detectors with small mechanical refrigerators have become available,
thereby, eliminating the need for LN.

The gamma-ray absorption efficiency for Ge (Z = ) is much less than that for the iodine
(Z = ) in NaI(Tl). Due to the higher atomic number and generally larger size, NaI(Tl) detec-
tors often have higher detection efficiency for high-energy gamma rays than doHPGe detectors
(but much poorer energy resolution). When first introduced, Ge detector efficiency was com-
monly compared to that of a  inch diameter ×  inch long (×) right circular cylinder of
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Comparison of the energy resolution between a NaI(Tl) and an HPGe detector. The gamma-

ray source is a mixture of Eu, Eu, and Eu (McGregor )

NaI(Tl) for , keV gamma rays from Co. Even today, efficiency of a Ge detector is quoted
in terms of a ×  NaI(Tl) detector (Fairstein ). For instance, an HPGe detector denoted as
% relative efficiency will have % of the efficiency that a  ×  NaI(Tl) detector would have
for , keV gamma rays from Co. HPGe detectors are much more expensive than NaI(Tl)
detectors, hence are best used when gamma-ray energy resolution is most important for mea-
surements. If efficiency is of greatest concern, it is oftenwiser to use aNaI(Tl) detector. Although
very expensive, modern manufacturers do produce larger HPGe detectors with % relative
efficiency.

.. Si Detectors

The problem with Li redistribution does not apply to Si; hence, Si(Li) detectors are still avail-
able. Because Si(Li) detectors have a much lower atomic number than HPGe, their relative
efficiency per unit thickness is significantly lower for electromagnetic radiation. However, for
X-ray or gamma-ray energies less than about  keV, commercially available Si(Li) detectors are
thick enough to provide performance which is comparable to HPGe detectors. For example,
a –mm thick detector with a thin entrance window has an efficiency of % near  keV.
Si(Li) detectors are preferred overHPGedetectors for low-energyX-raymeasurements, primar-
ily due to the lower-energy X-ray escape-peak features that appear in a Si(Li) detector spectrum
as opposed to an HPGe detector spectrum. Further, background gamma rays tend to interact
more strongly with HPGe detectors thanwith Si(Li) detectors, which also complicates the X-ray
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spectrum. Based upon the fact that a majority of the detector applications require a thin win-
dow, Si(Li) detectors are oftenmanufacturedwith very thin berylliumwindows. Typically, Si(Li)
detectors are chilled with LN to reduce thermal leakage currents, improving performance.

High-purity Si detectors, which do not incorporate Li drifting, are also available, but are
significantly smaller than HPGe and Si(Li) detectors. Such devices are typically only a few hun-
dred microns thick and are designed for charged-particle spectroscopy. They range in diameter
from  cm to several cm.The detectors are formed as diodes to reduce leakage currents, and use
either a thin metal contact or a thin implanted-dopant-layer contact to produce the rectifying
diode configuration. The devices are always operated in reverse bias to reduce leakage currents.
Heavy charged particles, such as alpha particles, rapidly lose energy as they pass through a
substance, including the detector contacts. In order to preserve the original energy of charged
particles under investigation, the detector contacts and implanted junctions are relatively thin,
typically being only a few hundred nanometers thick to reduce energy loss in the contact layer.
Further, the measurements are typically made in a vacuum chamber to reduce energy loss oth-
erwise encountered by the alpha particles in air. Because the detectors are not very thick, they
do not havemuch thermal charge-carrier generation and consequently do not need to be cooled
during operation.

.. Compound Semiconductor Detectors

Although HPGe and Si(Li) detectors have proven to be useful and important semiconductor
detectors, the fact that they must be chilled with LN is a considerable inconvenience. Hence,
much research has been devoted to the search for semiconductors that can be used at room
temperature. The main requirement is that the band-gap energy (Eg) be greater than . eV,
which seriously limits the field of candidates. Further, the material must be composed of high
atomic numbers for adequate gamma-ray absorption. As a result, there are only a few candi-
dates, all of which are compound semiconductors, meaning that they are composed of two or
more elements. Hence, the issues regarding crystal growth defects and impurities become far
more problematic. Still, there are severalmaterials that show promise, three of which are briefly
mentioned here.

HgI, CdTe, and CdZnTe Detectors
Mercuric iodide (HgI) has been studied since the early s as a candidate gamma-ray spec-
trometer, and has been used for commercial X-ray spectrometry analysis tools.The high atomic
numbers of Hg (Z = ) and iodine (Z = ) make it attractive as an efficient gamma-ray
absorber, and its large band gap of . eV allows it to be used as a room-temperature gamma-
ray spectrometer. However, the bright red crystals are difficult to grow and manufacture into
detectors. The voltage required to operate the devices is excessive, usually ,V or more for
a device only a few mm thick. HgI detectors can degrade over time, an effect referred to as
polarization, which is another reason why they do not enjoy widespread use.

Cadmium telluride (CdTe) has been studied since the late s as a candidate gamma-ray
spectrometer.They have relatively good gamma-ray absorption efficiency, withCd (Z = ) and
Te (Z = ).Theband gapof . eVallowsCdTe to be operated at room temperature. Compared
to HgI, the crystals are easier to grow and are not as fragile. Further, although still difficult to
manufacture, detectors are easier to produce than HgI.There are commercial vendors of CdTe
detectors, although the devices are relatively small, typically being only a fewmmthickwith area
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of only a fewmm. CdTe detectors have been used for room-temperature-operated low-energy
gamma-ray spectroscopy systems, and also for electronic personal dosimeters.Over time, CdTe
detectors also suffer from polarization.

Cadmium zinc telluride (CdZnTe or CZT) has been studied as a gamma-ray spectrometer
since . By far, the most studied version of CZT has % Zn, % Cd, and % Te molar
concentrations, which yields a band-gap energy of approximately . eV. CZT detectors offer an
excellent option for low-energy X-ray spectroscopy where cooling is not possible. Although the
detectors are quite small compared toHPGe and Si(Li) detectors, they aremanufactured in sizes
ranging from . cm to . cm, depending on the detector configuration. Still, due to their
small size, they perform best at gamma-ray energies below .MeV. Various clever electrode
designs have been incorporated into newCZTdetectors to improve their energy resolution, and
CZT has become the most used compound semiconductor for gamma-ray spectroscopy. Some
detector cooling (near − ○C), usually performed with miniature electronic Peltier coolers,
improves the resolution performance, although excellent performance can be achieved at room
temperature. The average ionization energy is . eV per electron–hole pair, which is greater
than Ge (. eV) or Si (. eV). Hence, the resolution of CZT detectors is not as good as HPGe
or Si(Li) detectors, although much better than gas-filled and scintillation detectors.When LN
chilling is not an option, CZT detectors are a good choice for radiation measurement appli-
cations requiring good energy resolution (> Fig. ). Typically, CZT detectors do not show
polarization effects.

.. Factors Affecting Energy Resolution

The energy resolution achievable from a semiconductor spectrometer is largely determined by
the average ionization energy, leakage currents, electronic noise, mean free drift times, and the
charge-carrier mobilities. Energy resolution is quoted in terms of energy spread at the full width
at half the maximum (FWHM) of a spectral full-energy peak,

FWHM = [(FWHMnoise)

+ (.

√

wFE)

]

/
, ()

where w is the average energy to produce an electron–hole pair, E is the photon energy, and F
is the Fano factor (typically .). The Fano factor is a correction factor to account for typically
higher energy resolution than predicted from pure Gaussian statistics (see > Table ). For
semiconductor detectors with short charge-carrier mean free drift times τe ,h and low charge-
carrier mobilities μe ,h , the energy resolution will suffer from loss of charge carriers during the
collection process, hence a variance in the current measured from monoenergetic gamma-ray
events as a function of the interaction position and detector size.

The total charge collected is usually affected by crystalline imperfections that serve as trap-
ping sites, which are energy states that remove free charge carriers from the conduction and
valence bands. Charge is inducedwhile these charge carriers are inmotion; hence, their removal
diminishes the output voltage. Although the actual trapping process is complicated, it is typi-
cal to describe the relative charge collection efficiency as a simplified function of trapping. For
planar-shaped detectors, the induced charge is given by

Q
Q

= ξe( − e−x/(ξeWd)
) + ξh( − e(x−Wd)/(ξhWd)

), ()
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where Wd is the detector active-region width, Q is the initial excited charge magnitude, x is
the event location in the detector, and

ξe ,h = (
τe ,hve ,h
Wd

) = (

μe ,hτe ,hV
W 

d
), ()

where v is the charge-carrier speed,V is the applied operating voltage, and the e and h subscripts
denote properties for electrons and holes, respectively. Note that the relative charge collection
is dependent upon the interaction location x, and for low values of ξe ,h , the energy resolution
is poor. Typically, good energy resolution is achieved if ξe ,h >  for both electrons and holes,
where Q/Q has little deviation over the detector width Wd . Otherwise, the energy resolution
suffers for higher-energy γ rays (≳  keV).The value of ξe ,h can be increased by decreasing the
detectorwidthWd , increasing carrier mean free drift times τe ,h throughmaterial improvement,
or increasing the applied voltage V . Due to practical voltage limitations and the fundamental
difficulty with improving materials, most compound semiconductor detectors are manufac-
tured with small active widths to improve detector energy resolution, and, hence, the devices
are relatively small. The μτ values for electrons and holes are often quoted measures of quality
for compound semiconductors used as γ-ray spectrometers.
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. Cryogenic Spectrometers (Microcalorimeters)

Microcalorimeter detectors are energy-dispersive spectrometers that measure the thermal
change ΔT in an absorber rather than the change in charge concentration ΔQ. The detector
consists of an absorber in contact with a type of low-temperature (mK range) thermometer.
When absorbed, an X-ray produces heat in the absorber material which can then be mea-
sured as ΔT ≈ E/Ch , where Ch is the heat capacity of the absorber and E is the initial
X-ray energy. Hence, a measurement of the thermal rise in temperature can yield the photon
energy.

Early microcalorimeters used semiconductor thermistors as the thermometer. An X-ray
absorption causes the resistance in the thermistor to increase, hence producing a change in
voltage for current-biased devices. These voltages can be measured as an indication of the ΔT
observed in the detector. Although effective, yielding energy resolutions below  eV for . keV
gamma rays from Fe, the resolution is limited by the heat capacity of the absorbers.

The heat capacity is a function of the absorber volume and T. In general, the change in
FWHM can be approximated by

ΔFWHM ≈ .η
√

kTCh , ()

where k is Boltzmann’s constant, T is the absolute temperature, and η is an experimental con-
stant dependent upon thermal conductance and heat capacity. From > Eq. , it becomes
clear that the energy resolution improves as the sample volume decreases, yet this resolution
improvement comes at the expense of detection efficiency.

Another form of the microcalorimeter utilizes superconducting transition edge sensor
(TES) thermometers.The device is chilled well below the transition edge, and heated ohmically
by applying a constant voltage bias to the absorber.Thebias is adjusted such that the temperature
of the device is maintained slightly below the transition edge.The absorption of an X-ray causes
the superconducting absorber to become normal conducting, thereby increasing the resistance
and decreasing the current.The current is measured through induction with a superconducting
quantum interference device (SQUID) current amplifier.

Typically, the choice of absorber depends greatly upon the photon energy of interest. Energy
resolution of below eV has been achieved for . keV gamma rays from Fe using Bi absorbers
on Mo–Au TES thermometers. Higher-energy gamma rays, yet generally below  keV, have
good results from superconducting Sn, producing an energy resolution below  eV for  keV
gamma rays.

The response time is limited by the heat capacity, in which the reset time is dependent upon
the time it takes to return the detector temperature to equilibrium, where the cooling time
is represented by τ = Ch/G, where G is the thermal conductance between the thermome-
ter and the cryostat. Arrays of microcalorimeters can be used to maintain fast response time
while increasing detection efficiency. > Figure  shows comparison spectra for a typical HPGe
semiconductor detector and a TES microcalorimeter array.

. Crystal Diffractometers (Wavelength-Dispersive
Spectroscopy)

Ultrahigh resolution can be achieved for low-energy gamma and X rays with wavelength-
dispersive spectroscopy (WDS), which can yield X-ray peak resolution better than



Gamma-Ray Detectors  

104

103

102

101

96 98 100
Energy (keV)

C
ou

nt
s 

/ 1
0 

eV
 b

in

102 104

Np Kα2 U Kα1

239Pu

241Am

238Pu

Pu
Kα2

Np Kα1

Sn escape
X-rays

μCal

241Am

241Pu
Pu Kα1

240Pu

Ge

⊡ Fig. 

Pu spectrum from amicrocalorimeter array using data from  of  active pixels. The

combined array resolution is approximately  eV. At this resolution, the broad X-ray peaks

can be readily distinguished from gamma-ray peaks. The solid curve is a spectrum taken

with a conventional HPGe detector (Bacrania )

semiconductor or cryogenic detectors.Themethod utilizes Bragg scattering, in which the Bragg
condition must be satistified,

nλ = d sin θ, ()

where n is an integer, d is the spacing between crystalline planes, λ is the wavelength of the
photon under inspection, and θ is the angle at which radiation intersects the crystal from
the parallel condition. It is difficult to make a portable system; hence, these instruments are
generally attached to an electron microprobe or scanning electron microscope.

> Figure  shows a common arrangement for the tool, in which a sample under inspection
is irradiated with an electron beam, thereby producing characteristic X rays from the sample.
These X rays intersect a slightly bent diffraction crystal. Those X rays satisfying the Bragg con-
dition will diffract into a detector and be recorded, whereas other X rays are absorbed, scatter
randomly, or pass through the crystal. Because only the number of counts at a given diffrac-
tion angle need be recorded, the detector need not be a high-resolution spectrometer; hence, a
gas-filled proportional counter is commonly used as the X-ray detector. During operation, the
crystal and detector are rotated through a Rowland circle, which allows for the Bragg condition
to be maintained as the arrangement rotates through a continuum of wavelengths.

As a result, the X-ray detector records the number of counts as a function of wavelength.
The stringent requirement for the Bragg condition results in ultrahigh resolution, which can
be plotted as a function of photon energy (see > Fig. ). The important advantage of WDS is
the superior identification ability it provides to the user. Unfortunately, the system can be used
only on photons of energy low enough to Bragg diffract. Several commercial systems have a
rotating rack of different diffraction crystals that extend the sensitive range. WDS systems are
laboratory based, hence are not generally considered portable.
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 Conclusions

Gamma-ray spectroscopy seeks to determine, first, the gamma-ray energies emitted by a sample
or the nuclides (which emit gamma rays of certain energies) present within a sample.This goal
can be called qualitative analysis. However, generally, one also seeks either the source strength
of the particular gamma rays or the concentration of the nuclide emitting the gamma rays.This
often is referred to as quantitative analysis.

One achieves the objectives of gamma-ray spectroscopy by analyzing spectra. In this chap-
ter, pulse-height spectra in which number of counts are specified by discrete channel number
are considered.This approach is used because channel number is directly proportional to pulse
height and photon energy can thenbe obtained frompulse heightwhether or not the spectrome-
ter is linear. Spectroscopic analysis techniques begin by attempting to determine the continuous
channel number that corresponds to the centroids of the full-energy peaks in the spectrum that
are of interest. The MCLLS approach focuses on the entire spectrum and seeks to determine
the parameters of models that best fit all or major portions of the spectra. The symbolic Monte
Carlo approach holds promise for spectroscopic applications in which the model is nonlinear
in terms of the nuclide concentrations of samples.

Depending upon the need, there are several devices that can be used for gamma-ray
spectroscopy. Efficiency with adequate energy resolution can be provided with large-volume
scintillators, whereas high-energy resolution can be achieved with semiconductor detectors.
Both scintillator and semiconductor detectors can be acquired as portable units with good
detection efficiency for gamma rays. For ultrahigh energy resolution, microcalorimeters or
WDS diffractometers offer excellent performance. Yet, microcalorimeters andWDS spectrom-
eters are generally restricted to laboratory-based instrumentation for low-energy gamma rays
and X rays. Note that the spectrometers discussed in the present chapter represent only a
select sample of variations commercially available. More information can be found in the book
chapters dedicated to semiconductor and scintillation detectors.

 Cross-References

> Chapter , “Scintillation Counters”
> Chapter , “Semiconductor Counters”
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Abstract: When a charged particle passes through an optically transparent medium with
a velocity greater than the phase velocity of light in that medium, it emits prompt photons,
called Cherenkov radiation, at a characteristic polar angle that depends on the particle
velocity. Cherenkov counters are particle detectors that make use of this radiation. Uses
include prompt particle counting, the detection of fast particles, the measurement of par-
ticle masses, and the tracking or localization of events in very large, natural radiators
such as the atmosphere, or natural ice fields, like those at the South Pole in Antarctica.
Cherenkov counters are used in a number of different fields, including high energy and
nuclear physics detectors at particle accelerators, in nuclear reactors, cosmic ray detectors,
particle astrophysics detectors and neutrino astronomy, and in biomedicine for labeling
certain biological molecules.

This chapter begins with a brief history of the Cherenkov effect. It then describes
some salient features of the radiation that leads to its unique value in particle detection.
Several different classes of Cherenkov detectors will be described, along with the technol-
ogy needed to build them.The chapter will conclude with a review of a number of different
Cherenkov counters, including some historically important counters, more recent devices
now in operations, and devices that remain under research and development that make
use of innovative technologies.

 Introduction

More than  years ago, Marie and Pierre Curie enjoyed seeing beautiful, if slightly eerie,
bluish-white luminescence from their concentrated radioactive solutions (Curie ), but
their observations occurred long before the complex light-emitting effects in these solutions
were understood, or, indeed, before the health dangers of the ionizing radiation producing the
effects were realized. Early investigations were deterred not only by competing effects, such as
fluorescence, but by the very limited number of photons emitted, and by the lack of light detec-
tors with sufficient sensitivity. Thorough, inventive experimental investigations to fully explore
the phenomena, now called Cherenkov radiation, were carried out with quite simple appara-
tus beginning in  by P. Cherenkov (see, for example, the earliest in a series of papers by
Cherenkov ). These detailed observations both agreed with and were fully explained theo-
retically by I. Frank and I. Tamm using classical electromagnetic theory in a landmark paper in
 (Frank and Tamm ), resulting in the award of the Nobel Prize to these three physicists
in .

 Basic Cherenkov Theory

Cherenkov light is an electromagnetic analog of the more familiar sonic boom produced by an
aircraft moving faster than the speed of sound in air, and is possible only because the phase
velocity of light in transparent materials with refractive index n is slower than the speed of light
(c) in a vacuum.The shock wave (sometimes called the Mach cone) can be observed as a very
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prompt pulse of light emitted uniformly in azimuth (ϕc) around the particle direction with the
characteristic Cherenkov polar opening angle (θc),

cos θc =


n(λ)β
,

where β = vp/c, vp is the particle velocity, and n(λ) is the index of refraction of the material.
Since the index of refraction, n, is a function of the photon wavelength, in normal optical mate-
rials there is an intrinsic Cherenkov-angle resolution smearing that depends on the bandwidth
of the detected photons. No Cherenkov light emission occurs below a particle threshold veloc-
ity βt = /n. Since γt = / ( − βt )

/, βtγt = pt/m = /(η + η)/, where pt is the threshold
particle momentum for a particle with rest massm, and η = n − .

Cherenkov emission is a weak effect, and, as such, causes no significant loss to the particle
energy. The number of Cherenkov photons Nphotons produced by a charged particle of charge
z, within the total Cherenkov bandwidth, is given by the Frank–Tamm equation (Frank and
Tamm )

Nphotons = L
αz

re mec ∫
sin θc(E)dE,

where L is the length of the particle path through the radiator in cm, E is the photon energy
in eV. The integral is taken over the region where n(E) is greater than , and α

/(re mec) =
 cm− eV−.

As first shown in a classical paper by Tamm in  (Tamm ), the conical Cherenkov
radiation shell is not quite perpendicular to the Cherenkov propagation angle in normal optical
media, which are always dispersive. With angles defined in > Fig. , the half-angle of the cone
opening (ηc) is given by,

cot ηc = [
d
dω
(ω tan θc)]

ω

= [tan θc + βω n(ω)
dn
dω

cot θc]
ω

,

where ω is the central value of the small frequency range under consideration. As Motz and
Schiff pointed out in  (Motz and Schiff ), the presence of the second term means
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⊡ Fig. 

Schematic showing the Cherenkov cone and angles defined in the text
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that the Mach-cone half-angle (ηc) is the complement of the Cherenkov angle (θc) only for a
nondispersivemediumwhere dn/dω = .Though subtle and unimportant in many Cherenkov
applications, this can affect the performance of many modern devices that either are large, or
that have very fast photon timing.

In principle, since three measurements (a space point (x, y) and a propagation time (tp))
may be made at a fixed z location to measure the two Cherenkov angles (θc , ϕc) with respect to
a known track, there is a nominal over-constraint, even for a single photoelectron. In practice,
exploiting the time dimension requires very fast photon detectors and/or rather long propaga-
tion times, such as those that occur with the DIRC or large water detectors discussed later, so
it is less frequently utilized.

For pedagogical purposes, it is useful to recall specifically how the measured quantities are
related to the Cherenkov angles. Consider a frame (q), as shown in > Fig. a, where the particle
moves along the (z) axis.The direction cosines of the Cherenkov photon emission in this frame
(qx , qy , and qz) are related to the Cherenkov angles by,

qx = cos ϕc sin θc ,
qy = sin ϕc sin θc ,

qz = cos θc .

Defining the emission point (ze) and the detection point (zd ), the propagation time tp over
a length Lp is given by

tp =
Lpng

c
=

(zd − ze)ng

cqz
,

(0, 0, ze)

(xd, yd, zd) (x1, y1, z1)
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Schematic of typical Cherenkov cones and reference frames: (a) with respect to the particle

path, and (b) in the lab coordinate system
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where the photon group velocity (vgroup = c/ng) must be used rather than the photon phase
velocity (vphase = c/n) since, in a dispersive medium, energy propagates at the photon group
velocity. This is another way to understand why the conical Cherenkov radiation shell is not
quite perpendicular to the Cherenkov propagation angle in a dispersive medium. In a real
counter, the photon measurements are made in a lab frame such as that defined in > Fig. b,
perhaps after further reflections and focusing (not shown). The photon emission coordinates
are not necessarily well known, but, if the photons are focused, it may not be necessary to know
all emission coordinates well, in order to derive Cherenkov angular information. In any case,
measured positions and times for photons must be transformed from the measurement frame
such as > Fig. b back to one like that of > Fig. a typically using additional tracking and
timing information, taken either from outside detectors, or from the correlations between the
photons measured within the event itself.

The relationship between group and phase velocities, as a function of photon wavelength
(λ), is usually derived in a simple one-dimensional picture (see, for example, Jackson ),
and leads to the following relationship between the group and phase refractive indices:

ng(λ) = n(λ) − λ dn(λ)/dλ.

ng(λ) is typically several percent larger than n(λ) for photons in the visible and UV energy
range and,more importantly for the resolution performance of a counter that uses time focusing
(as discussed below), the dispersion of ng(λ) is also substantially greater.

 Cherenkov Counters

Cherenkov counters are particle detection devices that utilize Cherenkov radiation. They are
sometimes thought of as being useful mostly as particle identification (PID) detectors for accel-
erator physics experiments. PID detectors provide a measure of the mass of charged particles
(and thus, determine their identity) by combining ameasurement of the velocity of each charged
particle made in the PID detector with a measurement of the particle’s momentum made in a
tracking chamber system that tracks the trajectory of the particle in a magnetic field, using

m =
p

γβc
.

However, in practice, the use of Cherenkov counters extends over a broad range of
applications including, for example, () fast particle counters in accelerator instrumentation;
() hadronic PID in high energy physics particle detectors; () tracking detectors performing
complete event reconstruction in neutrino astronomy; and () making quantitative radia-
tion measurements in biology and medicine. Examples of applications from each category
include: () the BaBar luminosity detector (Ecklund et al. ); () the hadronic PID detec-
tors at the B factory detectors – DIRC in BaBar (Adam et al. ) and the aerogel threshold
Cherenkov in Belle (Abashian et al. ); () large water Cherenkov counters such as Super-
Kamiokande (Ashie et al. ) (see > Chap. , “Neutrino Detectors”); and () quantitative
measurements of beta particles in microfluidic chips (Cho et al. ).

Cherenkov counters contain two main elements: () a radiator through which the charged
particle passes, and () a photodetector. As Cherenkov radiation is a weak source of photons,
light collection and detection must be as efficient as possible. The refractive index n and the
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particle’s path length through the radiator L appear in the Cherenkov relations allowing the
tuning of these quantities for particular applications.

Cherenkov detectors utilize one or more of the properties of Cherenkov radiation discussed
in > Sect. : the prompt emission of a light pulse; the existence of a velocity threshold for
radiation; and the dependence of the Cherenkov-cone half-angle θc and the number of emitted
photons on the velocity of the particle and the refractive index of the medium.

In practical detectors, Cherenkov radiation is nearly always observed using a sensitive
photon detector that converts individual photons into photoelectrons. The number of photo-
electrons observed by a typical detector for a particle of unit charge is

Npe = L
∫

є(E) sin θc(E)dE,

where є(E) is the energy dependence of the photon transducer, and the integral is taken over
the detector bandwidth.

The quantities є and θc are functions of the photon energy E. As the typical energy-
dependent variation of the index of refraction is modest, a quantity called the Cherenkov
detector quality factor N can be defined as

N =
αz

re mec ∫
є dE,

so that, taking z =  (the usual case in high energy physics),

Npe ≈ LN⟨sin θc⟩.

This definition of the quality factor N is not universal, nor, indeed, very useful for those
common situations where є factorizes as є = єcollєdet with the geometrical photon collection
efficiency (єcoll) varying substantially for different tracks while the photon detector efficiency
(єdet) remains nearly track independent. In this case, it can be useful to explicitly remove (єcoll)
from the definition of N. A typical value of N for a photomultiplier detection system work-
ing in the visible and near UV, and collecting most of the Cherenkov light, is about  cm−.
Practical counters, utilizing a variety of different photodetectors, have values ranging between
about  and  cm− .

In theory, in a nondispersive medium, the shock-cone wavefront is arbitrarily thin, so that
the light-pulse duration is a delta function. In practice, since all media are dispersive, light col-
lection systems are not synchronous, and all photon detectors have finite time resolution; the
observed pulse duration will be finite as will the pulse rise time. A short pulse with a very rapid
rise time could lead to the development of very fast counting devices that would have many
applications. Recent experiments have been able to demonstrate a time resolution of ×− s,
which is dominated by the photon detector timing response of the Micro-Channel Plate
Photomultiplier Tubes (MCP-PMTs, see also > Chap. , “Photon Detectors”) that are used
to detect the Cherenkov photons (Va’vra et al. ). This remains a very active area for R&D.

. Cherenkov Counter Components: Radiators

There are many transparent radiators available, ranging from light gases to dense glasses, which
allow counters to be designed to cover an extremely wide range of particle momenta. > Table 
compares theCherenkov threshold gamma (γt) for a number of different radiator typeswith dif-
fering indices of refraction. In addition to refractive index, the choice requires consideration of
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⊡ Table 

Threshold and radiator length (R.L.) required to obtain  photoelectrons for a β =  particle

for a number of different radiator materials assuming the typical photodetector described in

the text with N = 

Index of refraction γtβt R.L. (cm)

He (gas) . . .

Ne (gas) . . .

N (gas) . . .

CF (gas) . . .

Aerogel (low density) . . .

Aerogel (high density) . . .

Argon (liquid) . . .

CF (liquid) . . .

HO (liquid) . . .

SiO (solid) . . .

LiF (solid) . . .

Diamond (solid) . . .

factors such as material density, radiation length and radiation hardness (see also > Chap. ,
“Radiation Damage Effects”), transmission bandwidth, absorption length, chromatic disper-
sion, optical workability (for solids), availability, and cost. Tables giving the properties of a
variety of commonly used radiatormaterials can be found or are referenced in the Particle Data
Group Reviews (Amsler et al. ).

When the momenta of particles to be identified are high, the refractive index must be set
close to , so that the photon yield per unit length is low and a long particle path in the radiator
is required as shown in > Table . The gap in refractive index that has traditionally existed
between gases and liquid or solid materials has been partially closed with transparent silica
aerogels with indices that range between about . and ..

. Cherenkov Counter Components: Detectors

Cherenkov counters became a practical technique for particle detection following the invention
and developmentof the photomultiplier tube (PMT) (Jelley ) over  years ago. Even today,
photon detectors for Cherenkov counters are challenging as they must detect single photons
with high efficiency and little noise. Very fast timing resolution is essential in time-imaging
counters, and is useful in any case to reject background. Good segmentation in space may be
needed to obtain adequate angular resolution in ring imaging counters (RICH, see below), and
is also useful to reject backgrounds. On the other hand,muchof the costs scale with the number
of pixels and must be strictly controlled. Detectors continue as an active arena for R&D (RICH
Workshop Series).

There are several distinct types of photon detectors in use or proposed (see also >Chap. ,
“Photon Detectors”).

Vacuum photon detectors include dynode-based PMTs, micro-channel plate (MCP) PMTs,
hybrid PMTs (HPMTs), etc. All use a photocathode in vacuumbut with different techniques for
obtaining gain. A wide variety of photocathodes are available that are sensitive to wavelengths
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from the UV cutoff of the window material (LiF cuts off around  nm) to the near IR. They
have an illustrious history in Cherenkov detectors, asmost successful counters used PMTs until
the s. They are still very widely used, with many opportunities for further development.
As a class, they are very sensitive, versatile, fast, and have high gain and low noise. Many are
also quite robust in operation. Many types are commercially available, but all are difficult to
produce and develop in a normal laboratory without a large infusion of capital and expertise.
The usual types are quite sensitive to magnetic fields, but some will work in fields of over  T in
the appropriate direction. Development continues and highly pixelated fast types have become
available commercially recently.

Gaseous detectors (see also >Chap. , “Gaseous Detectors”) can provide inexpensive cov-
erage of a large photon collection area with good point resolution. The single photoelectrons
are typically read out with proportional chambers and/or time projection chambers. (Recently
built instruments may use other devices like the gaseous electron multiplier (GEM).) Gaseous
(tetrakis-dimethylaminoethylene (TMAE) or Tri-ethyl-amine (TEA)) and solid (CsI) photo-
cathodes have been employed. Operational characteristics can be especially challenging. Since
the photocathodes work near the UV-window cutoff, the number of photoelectrons is mod-
est, and there is substantial chromatic dispersion. Performance at high luminosities is limited
depending in detail on the photocathode and readout. Devices with TMAE photocathodes are
quite slow, but TEA and CsI devices can be moderately fast. They can be used in a magnetic
field but are not an option for a time imaging RICH.

Solid-state photon detectors (see also > Chap. , “Semiconductor Counters”) are an
intriguing possibility for certain future applications. They are very compact, highly segmented,
fast, and efficient. Major challenges are noise performance, radiation resistance, and cost.

 Counter Types

Cherenkov counters may be classified as either imaging or threshold types, depending on
whether they do or do not make use of Cherenkov angle (θc) information. Imaging counters
may be used to track particles as well as identify them.The use of very fast photodetectors such
as micro-channel plate PMTs (MCP-PMTs) also potentially allows very fast Cherenkov-based
time-of-flight (TOF) detectors of either class (RICHWorkshop Series).

. Threshold Counters

Threshold Cherenkov detectors (Litt and Meunier ), in their simplest form, make a yes/no
decision based on whether the particle is above or below the Cherenkov threshold velocity
βt = /n. A straightforward enhancement of such detectors uses the number of observed pho-
toelectrons (or a calibrated pulse height) to discriminate between species or to set probabilities
for each particle species (Bartlett et al. ). This strategy can increase the momentum range
of particle separation by a modest amount (to a momentum some % above the threshold
momentum of the heavier particle in a typical case).

Careful designs give ⟨єcoll⟩ ≳ %. For a photomultiplier with a typical bialkali cathode,
∫

єdet dE ≈ . eV, so that

Npe/L ≈  cm− ⟨sin θc⟩ (i.e., N =  cm−).
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Suppose, for example, that n is chosen so that the threshold for species a is pt , that is, at
this momentum species a has velocity βa = /n. A second, lighter, species b with the same
momentum has velocity βb , so cos θc = βa/βb , and

Npe/L ≈  cm−
m

a −m
b

pt /c +m
a
.

For K/π separation at p = pt =  GeV/c, Npe/L ≈  cm− and at p = pt =  GeV/c, Npe/L ≈
. cm− for π’s while, by design, Npe =  for K ’s.

For limited path lengths, Npe will usually be small. The overall efficiency of the device is
controlled by Poisson fluctuations, which can be especially critical for separation of species
where one particle type is dominant. Moreover, the effective number of photoelectrons is often
less than the average number calculated above due to additional equivalent noise (ENF) from
amplification statistics in the photodetector (Amsler et al. ).

It is common to design for at least  photoelectrons for the high-velocity particle in order
to obtain a robust counter. As rejection of the particle that is below threshold depends on not
seeing a signal, electronic and other background noise can be important. Physics sources of
light production for the below-threshold particle, such as decay to an above-threshold particle
or the production of delta rays in the radiator, often limit the separation attainable, and need to
be carefully considered.

. Imaging Counters

Imaging counters make the most powerful use of the information available by measuring the
ring-correlated angles of emission of the individual Cherenkov photons. Since low-energy pho-
ton detectors can measure only the position (and, perhaps, a precise detection time) of the
individual Cherenkov photons (not the angles directly), the photons must be “imaged” onto a
detector so that their angles can be derived (Ratcliff ). It is helpful to consider two quite
distinct imaging device types.

The first device type, the correlated Cherenkov Tracking Calorimeter (see also > Chap. ,
“Calorimeters”), uses Cherenkov imaging as a relatively inexpensive technique to instrument a
very large volume of material for particle detection as is necessary to search for or study very
rare processes such as neutron decay or neutrino interactions.These are complete experimental
detectorswith the capability to track particles, vertex events, identify charged particles, measure
energies via calorimetry, reject backgrounds, and self trigger (Amsler et al. ).The photode-
tectors are distributed either on the surface or throughout the volume of a very large radiator of
a kiloton or more. The radiator might be either an optically transparent natural material (such
as glacial ice, or deep-sea or lake water) or large tanks of purified material such as mineral oil
or water. The photodetectors are usually large PMTs.

The reconstruction makes use of all available (space, time) information for each measured
photon (xm , ym , zm , tm) as shown in > Fig.  above. Since, in this instance, there is no tracking
informationavailable fromoutsidedetectors, and thephotonemissionpoints areunknownat the
outset, thenumberand locationsof tracksmustbe iterativelyderivedbycombining themeasured
information from the photons with the constraint that Cherenkov photons emerge from source
tracks, acting as line sources for theCherenkov radiation, at a constant polar angle θc.The recon-
structionmethodology is quite complex, not only because events can contain many tracks, with
different lengths and vertices, but also because, in practice, even a single particle can shower and
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produce many overlapping rings (RICHWorkshop Series). However, once reconstructed, these
showers provide useful separation between particle species, since non-showering particles such
as muons, pions, and protons produce sharp rings, while showering particles such as electrons
and photons produce diffuse rings. The number of photons observed provides a measure of the
particle energy.The energy for showering particles is essentially linearwith the observed photon
number, but the relationship for more massive particles is complex. Careful energy calibration
is essential. Examples of this detector type are described more extensively in > Sect. .

The second device type, generically referred to as a RICH counter, contains separable radi-
ator and photon detector regions (Séquinot and Ypsilantis ) (see also > Chap. , “Particle
Identification”). The detector and its optics constitute a “camera.” Typically the camera optics
map the Cherenkov cone onto (a portion of) a distorted “circle” at the photodetector. Though
the imaging process is generally analogous to familiar imaging techniques used in telescopes
and other optical instruments, there is a somewhat bewildering variety of methods used in a
wide variety of counter types with different names. Some of the imaging methods used include
() focusing by a lens; () proximity focusing (i.e., focusing by limiting the emission region
of the radiation); and () focusing through an aperture (a pinhole). In addition, the prompt
Cherenkov emission coupled with the speed of modern photon detectors allows the use of ()
time imaging, a method, which is little used in conventional imaging technology.

It should be noted that there are additional Cherenkov imaging device types that partially
bridge the gap between these two, but that are not always called RICH detectors. As a particular
example, the imaging atmospheric Cherenkov telescopes use the atmosphere as a very large
radiator to convert high-energy gamma rays into electromagnetic showers.These are observed
by a ground-level Cherenkov telescope, which measures the position and energy of the shower
origin, and provides some information about the type of particle initiating the shower (RICH
Workshop Series).

Typical RICHdetectors are usually components of a larger detector in an accelerator physics
experiment. In a simple model of such a RICH, the fractional error on the particle velocity (δβ)
is given by

δβ =
σβ
β
= tan θc σ(θc) ,

where

σ(θc) =
⟨σ(θi)⟩
√

Npe
⊕ C,

and ⟨σ(θi)⟩ is the average single-photoelectron resolution, as defined by the optics, detector
resolution, and the intrinsic chromaticity spread of the radiator index of refraction averaged
over the photon detection bandwidth. C combines a number of other contributions to resolu-
tion including, () correlated terms such as tracking, alignment, andmultiple scattering, () hit
ambiguities, () background hits from random sources, and () hits coming from other tracks.
The actual separation performance is also limited by physics effects such as decays in flight and
particle interactions in the material of the detector. In many practical cases, the performance is
limited by these effects.
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For a β ≈  particle of momentum (p) well above threshold entering a radiator with index
of refraction (n), the number of σ separation (Nσ ) between particles of mass m and m is
approximately

Nσ ≈
∣m

 −m
∣

pσ(θc)
√

n
− 

.

In practical counters, the angular-resolution term σ(θc) varies between about . and
 mrad depending on the size, radiator, and photodetector type of the particular counter. The
range of momenta over which a particular counter can separate particle species extends from
the point at which the number of photons emitted becomes sufficient for the counter to operate
efficiently as a threshold device (∼% above the threshold for the lighter species) to the value
in the imaging region given by the equation above. For example, for σ(θc) =  mrad, a fused-
silica radiator (n = .), or a fluorocarbon gas radiator (CF, n = .), would separate
π/K ’s from the threshold region starting around . () GeV/c through the imaging region up
to about . () GeV/c at better than σ .

Many different imaging counters have been built during the last several decades (RICH
Workshop Series). Among the earliest examples of this class of counters are the very-
limited-acceptance Differential Cherenkov detectors, designed for particle selection in high-
momentumbeam lines.These devices use optical focusing and/or geometricalmasking to select
particles having velocities in a specified region. With careful design, a velocity resolution of
σβ/β ≈ − to − can be obtained (Litt and Meunier ).

Practical multi-track RICH counters in accelerator particle physics detectors are a more
recent development, which have had substantial impact as PID detector in particle physics dur-
ing the last two decades. RICH counters have used a variety of different radiators, imaging
arrangements, and photon detectors that will be described in more detail below.

 Examples of Cherenkov Counters

Cherenkov counters play an important role in many modern experiments in particle physics,
nuclear physics, and particle astrophysics. This section presents a brief review of Cherenkov
detectors used in current or past experiments as well as those planned in the near future. Rather
than attempting a comprehensive review, a few select detectors will be described that can be
considered as representative of a class of Cherenkov counter, with a focus on counters which
may be either historically significant or state of the art.

. Accelerator-Based Particle Identification Detectors

The typical use of Cherenkov counters in detectors at accelerators is to identify and thus to
separate hadronic particle types. A closely related use is to separate electrons from hadrons in
a hadron-rich environment such as a heavy-ion collider like RHIC (Tserruya ).
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.. Threshold Cherenkov Counters

Among the earliest applications of Cherenkov counters for hadronic PID were threshold coun-
ters. The Aerogel Cherenkov Counter (ACC) of the Belle experiment (Sumiyoshi et al. )
is one of the most complex threshold counters to date. The Belle detector at the asymmetric
KEKB e+e− collider studies the decays of particles produced on or near the Υ(S) resonance.
For the primary physics goal of Belle, the measurement of CP violation, excellent pion/kaon
separation in hadronic decays of Bmesons is crucial.

The radiator for the Belle ACC is silica aerogel. Fine-mesh PMTs are used for photon detec-
tion in the . Tmagnetic field of the Belle solenoid. Due to the asymmetric beam energies, and
the resulting correlation between particle momentum and polar angle of the decay products
from B mesons, the Cherenkov thresholds for different particle species vary as a function of
the polar angle. Therefore, the best separation is obtained by carefully selecting the refractive
indices in each kinematic region so that most pions produce Cherenkov radiation while most
kaons are below Cherenkov threshold.The resulting optimized refractive indices of the aerogel
go from n = . in the backward part of the barrel up to n = . in the forward region of the
barrel ACC, and n = . in the endcap ACC.

During more than  years of successful operation, the Belle ACC achieved a kaon identi-
fication efficiency of up to % with a pion misidentification probability as low as % (Iijima
et al. ).

.. Imaging Cherenkov Counters: RICH

Imaging RICH (see also > Chap. , “Particle Identification”) counters are sometimes classified
by “generations” that differ based onhistorical timing, performance, design, and photodetection
techniques.

Prototypical examples of first-generation RICH counters are those used in the DELPHI and
SLD detectors at the LEP and SLC Z factory e+e− colliders (RICH Workshop Series). In both
cases the RICHwas designed to efficiently identify charged particles with momenta from about
. to  GeV/c. This large momentum range required the use of two types of radiators, liquid
(CF, n = .) and gas (CF, n = .), the former being proximity imaged with the lat-
ter using mirrors. The phototransducers are a TPC/wire-chamber combination. They are made
sensitive to photons by doping the TPC gas (usually, ethane/methane) with ∼.% TMAE
(tetrakis(dimethylamino)ethylene). Great attention to detail is required, () to avoid absorbing
the UV photons to which TMAE is sensitive, () to avoid absorbing the single photoelectrons
as they drift in the long TPC, and () to keep the chemically active TMAE vapor from inter-
acting with materials in the system. In spite of their unforgiving operational characteristics,
these counters attained good e/π/K/p separation over the wide momentum ranges during
several years of operation at LEP and SLC (Joram et al. ; Va’vra et al. ). Related but
smaller-acceptance devices include the OMEGA RICH at the CERN SPS, and the RICH in the
balloon-borne CAPRICE detector (RICHWorkshop Series).

Later-generation counters generally operate at much higher rates, with more detection
channels, than the first-generation detectors just described. They also utilize faster, more for-
giving photon detectors, covering different photon detection bandwidths. Radiator choices
have broadened to include materials such as lithium fluoride, fused silica, and aerogel.
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Vacuum-based photodetection systems (e.g., single- or multi-anode PMTs, MCP-PMTs, or
hybrid photodiodes (HPD)) have become increasingly common. They handle high rates, and
can be used with a wide choice of radiators. Examples include () the SELEX RICH at Fermilab,
which mirror focuses the Cherenkov photons from a neon radiator onto a camera array made
of ∼, PMTs to separate hadrons over a wide momentum range (to well above  GeV/c
for heavy hadrons) (Engelfried et al. ); () the HERMES RICH at HERA, which mirror
focuses photons from CF (n = .) and aerogel (n = .) radiators within the
same volume onto a PMT camera array to separate hadrons in the momentum range from 
to  GeV/c (De Leo ); and () the LHCb detector at the LHC (Harnew ). It uses two
separate counters.One volume, like HERMES, contains two radiators (aerogel andCF) while
the second volume contains CF. Photons are mirror focused onto detector arrays of HPDs to
cover a π/K separation momentum range between  and  GeV/c.

Other fast detection systems that use solid cesium-iodide (CsI) photocathodes or TEAdop-
ing in proportional chambers are useful with certain radiator types and geometries. Examples
include () the CLEO-III RICH at CESR that uses a LiF radiator with TEA-doped propor-
tional chambers (Sia ); () the ALICE detector at the LHC that uses proximity-focused
liquid (CF) radiators and solid CsI photocathodes (Molnar et al. ) (similar photode-
tectors have been used for several years by the HADES and COMPASS detectors), and the
hadron blind detector (HBD) in the PHENIX detector at RHIC that couples a low-index CF
radiator to a photodetector based on electron multiplier (GEM) chambers with reflective CsI
photocathodes (Tserruya ).

A DIRC (Detection [of] Internally Reflected Cherenkov [light]) is a distinctive, compact
RICH subtype first used in the BaBar detector (Adam et al. ). A DIRC “inverts” the usual
RICH principle for use of light from the radiator by collecting and imaging the total internally
reflected light rather than the transmitted light. It utilizes the optical material of the radiator
in two ways, simultaneously; first as a Cherenkov radiator, and second, as a light pipe. The
magnitudes of the photon angles are preserved during transport by the flat, rectangular-cross-
section radiators, allowing the photons to be efficiently transported to a detector outside the
path of the particle where they may be imaged in up to three independent dimensions (the
usual two in space and, due to the long photon paths lengths, one in time). Because the index
of refraction in the radiator is large (n ∼ . for fused silica), the momentum range with good
π/K separation goes up to – GeV/c although it is plausible, but difficult, to extend it up to
about  GeV/c with an improved design.

The BaBar experiment at the asymmetric PEP-II e+e− collider studied CP violation in
Υ(S) decays. Excellent pion/kaon separation for particle momenta up to  GeV/c was
required. The BaBar DIRC used . m long, rectangular bars made from synthetic fused
silica as radiator and light guide. The photons were imaged via a “pin-hole” through an
expansion region filled with , L of purified water onto an array of , densely
packed photomultiplier tubes placed at a distance of about . m from the bar end. Dur-
ing more than  years of operation, the BaBar DIRC achieved π/K separation of . stan-
dard deviations or more up to the  GeV/c momentum. For a pion identification rate
around %, the DIRC provided a kaon misidentification rate well below % up to  GeV/c
(Adam et al. ).

NewDIRC detectors are being developed that take advantage of the new, very fast, pixelated
photodetectors becoming available, such as flat panel PMTs and MCP-PMTs. They typically
utilize either time imaging or mirror-focused optics, or both, leading not only to a precision
measurement of the Cherenkov angle, but in some cases, to a precise measurement of the
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particle’s time of flight, and/or for the correction of the chromatic dispersion in the radiator.
Examples include: () the time-of-propagation (TOP) counter being developed for the Belle
II upgrade at KEKB, which emphasizes precision timing for both Cherenkov imaging and
TOF (Inami et al. ); () the fully three-dimensional imaging FDIRC for the SuperB detec-
tor at the Italian SuperB collider, which uses precision timing not only for improving the angle
reconstruction and TOF, but also to correct the chromatic dispersion (Schwiening et al. );
and () the barrel and endcapDIRCs being developed for the PANDA detector at FAIR that use
focusing optics and fast timing (Föhl et al. ).

. Astroparticle Physics

A diverse range of Cherenkov counters is found in astroparticle physics experiments that study
neutrinos, protondecays, γ rays, and charged cosmic rays. Fromneutrinodetectors located deep
underground to anti-matter searches at the International Space Station, the range includes large
arrays of air shower detectors and strings of photon detectors submersed in deep lakes or the
polar ice cap, imaging devices like the stereoscopic air Cherenkov telescopes and large-volume
tracking calorimetric devices used in the study of nucleon decays or neutrino interactions.

.. Underground Neutrino Detectors

The study of neutrinos requires large detector volumes to improve the likelihood of observing
a neutrino interaction inside the active volume. Purified water or heavy water is often used as
an inexpensive Cherenkov radiator with large hemispherical PMTs as photon detectors. The
radiator has to be shielded from muons produced in the atmosphere by high-energy cosmic
radiation, which can be realized by placing the detector deep underground.

ThefirstmassiveCherenkov imaging detector of this typewas the  kt IMB (Becker-Szendy
et al. ), which began operations in an Ohio, USA, salt mine in , motivated both by the
search for neutrino oscillations and protondecay.The even larger Super-Kamiokande (Super-K)
experiment (Fukuda et al. ) is placed in the Kamioka Mozumi mine in Japan at ,m
depth. The active volume is , t of pure water in a cylindrical stainless steel tank,  m in
diameter and  m in height. The detector is sensitive to decay products from nucleon decay;
neutrinos from the sun, the atmosphere, and extra-terrestrial sources; as well as cosmic rays. To
distinguish these contributions, the Super-K detector is divided into an inner fiducial volume of
, t, viewed with some , large  cm PMTs and a , t outer zone, viewed by some
,  cm PMTs.

A neutrino can interact with the electrons in the water target and transfer enough energy
that the electronswill produce Cherenkov radiation.The number of photons produced provides
a measure of the energy of the Cherenkov-light-emitting particles. Differences in the responses
of the inner and outer detector as well as the sharpness of the ring image and track lengths
are used to separate electrons from muons and thus, for instance, events caused by neutri-
nos produced in the earth beneath the detector from muons produced by cosmic rays in the
atmosphere.

The Super-K experiment has been in operation since  and has made measurements of
neutrino oscillations and provided stringent limits to the proton lifetime.The detector has been
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upgraded several times and, since , is also used for detecting man-made neutrinos as part
of the TK experiment to study long-baseline neutrino oscillations (Trung Le: Le ()).

Another recent detector of this type is the SNO detector located at a depth of , m in
the Creighton mine near Sudbury, Canada (Boger et al. ). SNO uses an acrylic spherical
fiducial vessel filled with , t of heavywater, situatedwithin a mbarrel-shaped cavity filled
with normal water and the photon detectors.The SNO device is unique in that it is sensitive to
all three neutrino types – thereby providing precise measurements of the rates and flavors of
solar neutrinos that reach Earth.

.. Neutrino Detectors in Natural Water or Ice

When instrumentedwith sensitive photon detectors, naturally occurring water in the sea, lakes,
or ice allows the creation of neutrino experiments with active volumes several orders of magni-
tude larger than those used by the underground water Cherenkov detectors. Strings of photon
detectors are suspended in the active volume to form a three-dimensional matrix of space and
time coordinates used to reconstruct the Cherenkov image and reject backgrounds.

The DUMAND detector proposed for the deep ocean near Hawaii was the earliest of these
detector concepts (Roberts ), and though significant prototyping occurred, a complete
detector was never built. ANTARES (Astronomy with a Neutrino Telescope and Abyss envi-
ronmental RESearch) is the first neutrino telescope constructed in the deep sea (Bertin et al.
). It is located in the Mediterranean Sea  km off the coast of Southern France at a depth
of , m. Twelve lines of photon detectors are anchored to the sea floor, each comprising 
large ( cm diameter) PMTs, looking downward at an angle of ○ to be sensitive to Cherenkov
light from upward-going muon tracks produced in interactions of extraterrestrial neutrinos
after traversing the Earth. The PMTs are contained in optical modules,  cm diameter glass
pressure spheres, where they are shielded from the Earth’s magnetic field by a mu-metal cage.
Each line is divided into  stories, . m apart, with three optical modules at each story. At
a pitch of – m, the lines cover an area of . km with the PMTs suspended between 
and  m above the sea floor. The spacing between the optical modules is driven by the trans-
parency of the water at , m depth (Aguilar et al. ). Installation of the lines started in
 and was completed in .

The observed background of . kHz cm− is dominated by bioluminescence from micro-
organisms, radioactive decay of K, and short bursts of bioluminescence from macro-
organisms. Readout and triggering are based on an all-data-to-shore concept. The PMT signals
are digitized and sent via multiplexed gigabit links to a computer farm on shore, where software
reduces the trigger rate to typically – Hz.

Analysis of the data based on five lines of photon detectors has shown that the flux of
atmospheric muons agrees with the expectation from Monte Carlo simulation (Aguilar et al.
).

ANTARES is a first step toward the construction of a Cherenkov detector with an active
volume of a cubic kilometer in the Mediterranean Sea as part of the KMNeT project (Bagley
et al.).The data obtained byANTARES andKMNeT are complementary to the results obtained
by the AMANDA (Wischnewski et al. ) and IceCube (Achterberg et al. ) experiments,
located at the South Pole, since ANTARES and KMNet are sensitive to neutrino sources in
the southern hemisphere while the Antarctic experiments will cover sources in the northern
hemisphere.
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.. Imaging Air Cherenkov Telescopes

In order to study very-high-energy cosmic rays, the atmosphere can be used as the Cherenkov
radiator, while the radiation is imagedonto single-photon-sensitive detectorplanes of telescopes
with large parabolic mirrors. Such ground-based Imaging Air Cherenkov Telescopes (IACTs)
(see also > Chap. , “Astrophysics and Space Instrumentation”) can be sensitive to an energy
range from a fewGeV to more than  TeV. A γ ray interacting in the atmosphere will produce
an air shower of secondary particles at an elevation of – km. The shower particles produce
Cherenkov light and the resulting light cone will cover a disk with a radius of – m at the
ground level with an intensity of – photons m−. A telescope looking up at the night sky
will be able to detect the Cherenkov light and measure the intensity, orientation, and shape of
the air shower, which are related to the primary energy and direction of the γ ray. Among the
pioneering detectors of this type was the m WHIPPLE telescope located at over ,m in
elevation in Arizona, USA (Krenrich et al. ). Substantially improved performance can be
obtained with systems of several telescopes that provide multiple views of the same air shower.

A number of these stereoscopic telescope systems are now in operation, including VERI-
TAS (Holder et al. ), H.E.S.S. (Bernlöhr et al. ), MAGIC (Cortina et al. ), and
CANGAROO (Kubo et al. ). As an example, the H.E.S.S. (High Energy Stereoscopic Sys-
tem) experiment is an array of four IACTswith mdiameter telescopes situated in the Khomas
Highland in Namibia at an altitude of , m above sea level and has been in operation since
. Each telescope consists of  roundmirror facets of  cm diameter,made of aluminized
glass with a quartz coating, focusing the light on a focal plane equipped with  PMTs. The
combination of the images recorded by the four telescopes allows stereoscopic viewing of the
air shower. This improves the sensitivity, the angular and energy resolution of the experiment,
and provides better background rejection and dead time.

H.E.S.S. has performed surveys of the galactic plane, discovering  new sources of very-
high-energy (E >  TeV) γ rays (Chaves et al. ). An upgrade of the H.E.S.S. experiment
is under way. The mirrors of the four IACT telescopes will be refurbished by applying new
coatings and a fifth telescope will be added at the center of the array. At  m mirror area,
this telescope will more than double the active area of the experiment, becoming the largest
Cherenkov telescope to date. It is expected to be ready for operation in .

 Conclusions

Cherenkov light was first observed, although not immediately understood,more than  years
ago, and fully explicated experimentally and understood theoretically within classical electro-
magnetic theory some three to four decades later. Today, more than  years after the first
Cherenkov counters became operational, new detectors that exploit the special characteristics
of Cherenkov radiation continue to be developed.

Important properties of the radiation that are utilized in varying ways by these devices
include the rapid emission of a sharp light pulse; the existence of a velocity threshold for radia-
tion; the direct dependence between the track length and the number of photons emitted; and
the dependence of the Cherenkov cone half-angle θc and the number of emitted photons on
the velocity of the particle and the refractive index of the medium. Moreover, useful numbers
of photons are emitted in the visible and UV photon range where optical materials and large
natural radiators, such as water and the atmosphere, are transparent, and where highly efficient
photodetectors have been developed.

http://dx.doi.org/10.007/978-3-642-13271-1_23
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Cherenkov detectors have benefited substantially from numerous technological advances
over the last half-century.The first photomultiplier tubes, which allowed efficient photon count-
ing, were especially crucial to the early adoption of Cherenkov devices and continue to be
developed.Modern PMTs are muchmore efficient, have better single-photon counting charac-
teristics, come in many different sizes and shapes, and include a number of very fast, pixelated
types. Additional photodetection options include gas detectors and solid-state devices such
as Geiger-mode APDs. Radiator options have expanded due to the development of modern
materials and industrial applications, often for high-technology purposes. These include very
transparent fused silica, fluorocarbons, aerogels with a refractive index that can be tuned to a
wide range of applications, and the ability to clean large volumes of water.

Cherenkov detectors are now found in a wide variety of unique applications throughout
physics, astrophysics, and biomedicine, with more powerful, and/or larger devices continuing
to be developed and implemented. Particular examples include the many detectors at particle
accelerators that rely on powerful imaging detectors for hadronic particle identification, the
large water Cherenkov detectors used for neutrino detection both for astrophysics and acceler-
ator studies, and the imaging air Cherenkov telescopes used to study very-high-energy γ rays
in cosmic radiation.
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Abstract: Thedetection of muons and themeasurement of their momenta is an important
task both in astroparticle physics and in elementary particle physics. In cosmic ray physics,
the need formuon detectors is obvious since atmospheric showers consist mainly ofmuons
when reaching the surface of the earth. In accelerator-based experiments, the muon plays
a special role as a long-lived particle with only electromagnetic interactions; it can easily
be identified, and muons provide in many theoretical models a characteristic signature for
new physics. A muon spectrometer consists of a position-sensitive detector that records
tracks of charged particles, and a magnetic field so that charge and momentum can be
deduced from the track curvature. The identification of muons often relies on the large
amount of absorber material in front of the muon detector, which allows only muons (and
neutrinos) to pass. We first describe the general detector layout and discuss the related
uncertainties. Then we present several examples of muon spectrometers that were or are
successfully operated in accelerator physics or in cosmic ray physics. We include alsomuon
detectors without a magnetic field. Finally, we report on the application of muon detectors
outside particle and astroparticle physics.

 Introduction

Muon spectrometers play a central role in particle and cosmic ray physics. Pioneering experi-
ments used muon spectrometers for the measurement and identification of elementary parti-
cles. Almost all modern general-purpose detectors at electron–positron or proton colliders use
muon spectrometers of multifunctional design with various magnetic field configurations.

 General Considerations

Muons can be detected via their electromagnetic interactions in matter (see > Chap. ,
“Interactions of Particles and Radiation with Matter”):

• In modern detectors, often the ionization of gas molecules (Blum et al. ) or the cre-
ation of electron–hole pairs in semiconductors (Spieler ) is exploited to recognize the
passage of a muon and to measure at the same time space points along the trajectory. A
resolution of  μm to some  μm can be achieved, while the detection efficiency is near
%. Gaseous detectors have been used for particle detection in many variations, from
Geiger–Müller counters to spark chambers and multi-channel drift chambers. In earlier
experiments the ionization of fluids along a particle’s trajectory was made visible in Wilson
and bubble chambers.

• Also chemical processes can be exploited, notably in nuclear emulsions; this technique is
still used today (OPERA Coll ), since it provides a three-dimensional spatial resolution
of the order of a μm.

• Scintillators yield light through excitation and de-excitation of molecules, see > Chap. ,
“Scintillation Counters”. In some applications like veto counters, only a very crude position
measurement is provided, while modern scintillating fiber detectors allow for resolutions
of better than  μm.

http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_15
http://dx.doi.org/10.007/978-3-642-13271-1_15
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• Cherenkov and transition radiation are also suitable to detect relativistic muons, see
> Chap. , “Cherenkov Counters”. Examples are water tanks of air shower observatories
like Auger (Pierre Auger Coll ) or the transition radiation tracker (ATLAS Coll )
in the ATLAS detector.

Since we focus here on spectrometers which need a precise tracking of muons, mainly
gaseous and semiconductor detectors are considered in the following. We concentrate on rela-
tivistic muons and on detectors specializing onmuonmeasurements. See >Chap. , “Gaseous
Detectors” and > Chap. , “Tracking Detectors” for more details on these detection methods.

Relativistic muons can be identified in different ways. The most suitable property distin-
guishing muons from other long-lived charged particles is their relatively small energy loss in
matter. The reach of electrons and hadrons is limited by the corresponding shower lengths of
∼X and ∼Λ; for water, this translates into  and m. Muons on the other hand lose in
water only about

dE
dx
∼ .

GeV
m

()

through ionization and can penetrate several km for momenta in the TeV regime.
In accelerator experiments, the electromagnetic and hadronic calorimeters, and additional

absorber material like iron of the magnet yoke, stop nearly all charged particles before reach-
ing the outer muon chambers. Cosmic ray experiments are often carried out in underground
caverns, thus the overburden provides the required shielding.

Themomentum and simultaneous charge measurement of muons require the combination
of a magnetic field and a tracking detector.We will discuss the resolution achievable with these
muon spectrometers in > Sect. .

The energy of a high-energy muon (but not its charge) can also be determined from the
amount of multiple scattering when passing a material of thickness l with radiation length X

(Particle Data Group ):

θ rms
≈

MeV
p

√

l
X

. ()

In this formula, θ rms is the r.m.s. width of the scattering-angle distribution projected onto a
plane containing the incoming particle direction.

For ultra-relativistic muons, the amount of bremsstrahlung accompanying the track is a
measure of its energy. Above the critical energy of (Grupen and Shwartz ; Particle Data
Group )

Ec ≈
TeV
Z + 

()

(for solids) bremsstrahlung becomes the dominant energy-loss mechanism for muons.

 Magnetic Spectrometers

Inside a homogeneous magnetic field, a particle with unit charge follows a circular path with
radius

R =
p
⊥

e B
= .m ⋅

p
⊥

/(GeV/c)
B/T

, ()

http://dx.doi.org/10.007/978-3-642-13271-1_18
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http://dx.doi.org/10.007/978-3-642-13271-1_11
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Left: Sagitta measurement in magnetic spectrometer. Right: Momentum resolution as a

function of momentum (for component perpendicular to magnetic field) (Grupen and

Shwartz )

where p
⊥

is the momentum component perpendicular to the B field.The direction of the bend-
ing depends on the sign of the charge. Since momentum components parallel to the B field are
not affected, the trajectory will be a helix in general.

> Equation  is the basis for all magnetic spectrometers. In the following, we consider only
the movement of the particle – muon or antimuon – in the plane perpendicular to the B field. A
high-energymuon cannot be “trapped” in themagnetic field; it will enter the field region, follow
a short arc of a circle with a large bending radius R, and leave the field in a slightly different
direction, see > Fig. . Often the sagitta s as defined in the figure is measured. To determine p

⊥

we need

• A strong and large magnet with a well-known field strength
• Several precise measurements of the particle’s position along its trajectory inside and/or

outside the magnetic field with (nondestructive) tracking detectors

And we have to keep the principal “adversary” under control:

• Multiple scattering in the materials traversed by the muon, faking magnetic bending.

. Magnets

Dipoles, solenoids, and toroids are common geometries. For example, at the LHC, the ATLAS
experiment uses a large air-core toroid (plus a smaller solenoid) and CMS a solenoid, see
> Fig. . LHCb with its fixed-target-like detector geometry relies on a dipole magnet.

Often superconducting coils are used, with B fields up to T.The length of the field region
can reach several meters and the stored energy up to .GJ (CMS Coll ). Magnetized iron
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Top: Bending in CMS solenoid, bottom: ATLAS toroid and solenoid (C. Mai, , private

communication)

is sometimes used to increase the B field inside a conventional coil or to guide the field lines
outside a solenoid (return yoke), see > Fig.  (CMS and ATLAS (via hadron calorimeter)).

. Tracking Detectors

Space points along the muon’s path can be measured precisely with silicon pixel or silicon strip
trackers reaching a resolution of σx ∼  μmor drift chambers achieving typically σx ∼  μm.
The number of points N measured varies between  and  for most detectors. In addition,
other constraints can be exploited, in particular the collision vertex, see > Fig. . In > Sect. ,
some tracking detectors are described in detail.

A nice summary of momentum measurements for different spectrometer geometries can
be found in Grupen and Shwartz (). Here we discuss only the configuration as shown in
> Fig. , and assume that the N points were all measured in the magnetic volume of length L,
with equidistant spacing and equal spatial resolution σx . The resulting momentum resolution
σ(p

⊥

)

tracking was already calculated by R.L. Gluckstern about  years ago (Gluckstern ).
For N ≫ :

σ(p
⊥

)

tracking

p
⊥

=  ⋅ − ⋅
σx/μm

B/T ⋅ L
/m
⋅

√

N + 
⋅

p
⊥

GeV/c
. ()

Example: In the CMS inner detector (CMS Coll ) (T solenoid plus silicon tracker of .m
radius), a resolution of

σ(p
⊥

)

tracking

p
⊥

= . ⋅ − ⋅
p
⊥

GeV/c
()

can been reached. In addition, multiple scattering (MS) has to be included, see > Eq. , so that
the total momentum resolution, assuming the particle is moving perpendicular to the B field,
is given by
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σ(p)
p
=

σ(p)tracking

p
⊕

σ(p)MS

p
, ()

σ(p)MS

p
=

.
B/T ⋅

√

L/m ⋅
√

X/m
. ()

Here X is the effective radiation length in the magnetic volume of length L. The relative
importance of the two terms in > Eq.  is illustrated schematically in > Fig. . For very high
momenta, the resolution is further degraded by bremsstrahlung, see Eq. .

Example:Themuon spectrometer of the ATLAS experiment (ATLAS Coll ) consists of
an air-core toroid, thus minimizing the MS term, and Monitored Drift Tube chambers (MDT)
with a spatial resolution of better than  μm.The resultingmomentum resolution for centrally
produced muons can be parametrized as

σ(p)
p
= . ⋅ −

p
GeV/c

⊕ .. ()

Including also the inner tracking systems inside the solenoid magnet the resolution is fur-
ther improved, in particular at low momenta. In cosmic ray physics, often the maximum
detectable momentum pmdm is used to characterize the momentum resolution (Grupen and
Shwartz ); it is defined as the momentum value for which the resolution equals its value:
σ(pmdm)/pmdm = .

 Muon Detectors at Accelerator-Based Experiments

Muon spectrometers play a key role in accelerator-based experiments, since muons in the final
state often constitute the “golden channel” in the search for new particles. Besides their main
task of muon identification, precise muon momentum and charge measurements are required
in order to allow for the reconstruction of invariant mass(es) and kinematics of the primary
physics reaction. A popular example is the search for theHiggs boson decaying into four leptons
via H → ZZ(∗) → ℓ+ℓ−ℓ+ℓ− (with ℓ = μ, e), as seen in > Fig. . Such events are reconstructed
via the invariant mass of both Z bosons based on the measured lepton momenta, which are
subsequently combined to reconstruct the Higgs invariant mass. Other potential new phenom-
ena or particles, ranging from supersymmetry to extra dimensions to heavy vector bosons, are
also searched for with muons in the final state.

To select interesting physics events, a muon level- trigger relies onmuon identification and
momentum determination. To provide the information within O(μs), detector response and
readout have to be sufficiently fast. Rate capability and aging are a lesser problem than for inner
detectors due to the lower occupancy as only muons should arrive. However, calorimeter leak-
age and punch through may occur (especially around pseudorapidity η =  where the particle’s
track length through the calorimeter is minimal), thus increasing the rates from O(Hz/cm)
to O(Hz/cm). In muon spectrometers with iron, only the first station is affected as the iron
acts as additional absorber.

For reactions such as the Higgs boson decaying into four muons, hermeticity and accep-
tance are key parameters as the efficiency goes with є. In order not to align insensitive areas
along a particle’s path, stations are staggered as can be seen in the event display of > Fig. .
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Searching for the hypothetical Higgs boson, through its decay into four leptons (“golden

channel”). On the left, an example for a simulated Higgs boson decaying into pairs of muons

and electrons in the CMS detector is shown. The close-up on the right shows individual hits

in the rϕ projection in four consecutivemuon stations allowing a precise stand-alone

tracking. Horizontal lines represent the hits in the orthogonal rz projection which is not

instrumented in the outermost station

An unavoidable exception is often the interface region between barrel and endcaps, resulting in
a slightly reduced trigger efficiency for these pseudorapidities.

In this section, technology implementations for muon systems are discussedwith the intent
to illustrate their diversity on selected examples. Detectors at accelerators may be arranged in
fixed-target geometry (layered structure perpendicular to the incident beam) or in cylindrical
layers around a central collision point.The latter geometry is farmore commonatmodern accel-
erators. Examples are: the Tevatron experiments CDF (CDF Coll ) and D (D Coll ),
at CERN’s LHC the ATLAS (ATLAS Coll ), ALICE (ALICE Coll ), and CMS (CMS
Coll ) experiments, or the BELLE (BELLE Coll ) and BaBar (BaBar Coll ) detec-
tors at the B-factories. The cylindrical layers around the interaction point (often referred to
as “barrel” detectors) cover pseudorapidities up to O(∣η∣ ≤ ), and these are complemented by
disks of “forward” detectors (also referred to as “endcap”) extending the reach in pseudorapid-
ity up to O(∣η∣ ≤ .), see > Fig.  for a typical example. Due to the lower center-of-mass
energy, fixed-target experiments are rarely being built anymore, with the notable exception
of neutrino experiments, OPERA (OPERA Coll ) in the CERN-to-Gran Sasso neutrino
beam, and MINOS (MINOS Coll ) at the end of the long-baseline neutrino beam from
Fermilab.Many earlier experiments around –were of fixed-target type, with the excep-
tion of e+e− machines, until the era of UA and UA at the CERN proton–antiproton collider.
Although it is a colliding-beam experiment, LHCb (LHCb Coll ) is constructed in fixed-
target geometry, since the strongly boosted Bmesons, the subject of LHCb’s research, flymainly
in the forward/backward direction with one of the hemispheres being instrumented. > Figure 
shows the LHCb muon spectrometer in such a fixed-target arrangement, while > Fig.  dis-
plays the ATLAS muon spectrometer at the LHC in colliding-beam geometry. In LHCb, the
active muon stations are interleaved with iron (also found in many other experiments such as
D, CMS, BaBar, Belle, and OPERA), an arrangement often implemented as it is convenient
to insert the muon chambers in the return yoke of the magnet. In addition to the absorber
function, the iron causes multiple scattering of the muons, thus limiting the overall resolution



  Muon Spectrometers

M1 M2

LHCb

M3 M4 M5

R1

y

z

258 m
rad

R2

R3

R4

M
uon filter 4

M
uon filter 3

M
uon filter 2

M
uon filter 1

C
alorim

eters

16 m
rad

⊡ Fig. 

The muon system of LHCb is built in a fixed-target geometry (LHCb Coll ) with

increasing cell size as the distance from the interaction point increases. The muon chambers

are interleavedwith iron

(as discussed in > Sect. ). This is not the case for the ATLAS muon system with its air-core
toroid, where the chamber resolution is actually the limiting parameter and, hence, has been
maximized to yield the presently best stand-alone momentum resolution of a muon system.

Common to all detectors is the position of the muon system as the outermost subsystem,
given that muons are the only charged particles passing several interaction lengths of material
with little energy loss. Consequently, identification of muons based on their reach is the main
task of themuon system. Before the start of the LHC era, a signal based on , , or  hits inmuon
detectors was sufficient for many experiments. Momentum measurement and tracking were
provided by the inner tracker. Such an example is shown in > Fig.  in form of the D muon
system (D Coll , ) using layers of /′′ thick scintillator planes with PMT readout
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The ATLAS detector with its muon system (ATLAS Coll ) exploiting several detection

technologies based on gaseous detectors

along with layers of drift-tube chambers, either mini drift tubes or proportional drift tubes.
Like in many systems, a muon from the interaction point can pass up to three stations. Below
the detector, regions of poor coverage are present around the feet. Modern muon systems at
the LHC are independent tracking detectors providing stand-alone track segments with up to
O() muon hits, an example of which is shown in > Fig. , of O() μm point resolution
along with charge and momentum determination independently of the tracker.

As a consequence of their location at large radii, muon systems have to cover large areas of
the order –m, limiting the technology choice to scintillators or gaseous detectors. Scintil-
lator is sufficient if the identification of a muon as such is the only task of the muon system and
has been used for the Tevatron detectors. To observe a track segment based on many hits and
to make a precise momentum measurement, gaseous detectors have a large advantage as their
cost per channel is moderate while being able to provide a track resolution better than  μm.
Therefore, this has been the choice of all LHC experiments. As the oldest particle detection
technology, a large variety of gaseous detectors have been developed, notably for applications
in muon systems. The key types are discussed in the following sections.

The history of searches for new physics often required new detectors and increasing resolu-
tion to cope with the tiny cross sections. Detectors at the LHC with their muon systems being
essentially stand-alone trackers are a good example of this development.
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The D detector (D Coll ), exploiting in the muon system proportional and

mini-drift-tube chambers (D Coll ) and scintillators

. Drift-Tube Detectors

Drift tubes with either round, hexagonal, or rectangular cross section and a central anode wire
operating in avalanche or driftmode are very common. Inmuon spectrometers, tubes of O(cm)
diameter are typically arranged in layers of O(–) m area. Examples are depicted in > Fig. .
They are usually operated with a standard drift gas, often an Ar/CO mixture (ATLAS, CMS),
or CH-based mixtures (D). Even relatively slow gas mixtures can be used given the very low
occupancy in muon systems. For example, the mixture of % Ar with % CO exhibits a drift
velocity of ∼ μm/ns at nominal pressure and electric field of O(E =  kV/cm), yielding a
maximal drift time for the CMS drift chambers of  ns (max. drift distance =  cm), thus
integrating over  bunch crossings at the LHC.

All modern applications measure the drift time for electrons in the gas with respect to the
time when the muon passed (time given by the accelerator clock or external trigger counters), a
method pioneered by drift chambers, yielding a resolution which is about  times better than a
pure “digital” readout where only the signal wire is identified. Such a resolution can be improved
considerably when operating at overpressure, e.g., the point-resolution of the ATLAS drift tubes
at  bar is about  μm (ATLAS Coll ) to be compared to  μm at nominal pressure.The
ATLAS tubes are assembled and tested individually before being glued together to form either
rectangular or even trapezoidal chambers (by varying the length of the individual drift tubes).
Each drift-tube station measures the two-dimensional rϕ projection of the muon track in the
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Implementations of drift tubes in muon systems. From the top: Dmini drift tubes (D Coll

); ATLASmonitored drift tubes (MDT) (ATLAS Coll ) combine two groups of three

layers measuring the transverse projection (here shown opened up). CMS barrel drift-tube

chambers (DT) (CMS Coll ) combine three superlayers of four individual layers and

measure both projections
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magnetic field of the air-core toroid of . T with a momentum resolution given by > Eq. .
The third dimension is determined by resistive-plate chambers, coupled to the drift chamber.

A similar tube geometry is implemented in the OPERA muon systems, where -cm drift
tubes are used as well, although of -m length arranged in three large stations of parallel layers.
Also OPERA measures the muon momentum through bending of the muon track with dipole
magnets. Being a neutrino experiment, the occupancy is very low and multiple hits along the
drift tube are practically absent. In general, multiple hits can be resolved with a resolution of
O(cm) by determining the travel time of electrons along the anode wire or by using a multi-hit
time-to-digital converter (TDC).

CMS uses  ×  cm drift cells with a -μm gold-plated steel wire, operated at ambient
pressure.These cells are not pre-fabricated as individual tubes but by gluing together large alu-
minum plates with a set of spacers forming these rectangular cells. This so-called MIT design
was first used for UA with cell sizes of  ×  cm, almost one order of magnitude larger than
the CMS cells, reflecting the increasing resolution requirement for muon systems. The CMS
drift chambers are located in the iron return yoke for the inner solenoid magnet. The iron is
magnetized (B ∼ . T), but the field is largely contained in the iron and the intermediate gaps
hosting the chambers are essentially field-free, except for the large-η regions. The muon track
is bent when passing through the iron with its bending direction inverted in the middle of the
track, see > Fig. . Per cell a resolution of about  μm is achieved. Three of the four CMS
muon barrel stations are arranged as three superlayers of four individual layers each. While
two such superlayers (separated by  cm) measure the rϕ projection, the rz projection is mea-
sured by a third superlayer which is rotated by ○ with respect to the other two (see > Fig. ).
This yields an arrangement of hits as shown in > Fig. . This way, every muon station allows
to reconstruct a D track segment and the resistive-plate chambers provide a complementary,
redundant measurement.

Drift tubes have to be constructed with a precision of O() μm, and especially the wire
position in the center has to be precise. Wires are strung with a tension to avoid sagging. This
force has to be held either by the tube wall (which should not flex) or by a dedicated support.

The drift of electrons to the anode wire is influenced by the magnetic field which exhibits
a Lorentz force. The resulting deviations from the straight drift path change the drift time. In a
magnetic environment, one should preferentially operate insensitive detectors such as RPCs or
detectors with very short drift distances to minimize the impact of magnetic effects.

. Resistive-Plate Chambers (RPC)

Resistive-plate chambers were developed as spark chambers which provide a large signal ampli-
tude while being relatively simple in their construction. It is one of the few implementations of
gaseous detectors without anode wires. A thin (mm) gas gap is enclosed between highly resis-
tive plates (either Bakelite with ρ ≈ − Ω cm or glass with ρ ≈  Ω cm) covered with a
conductive graphite coating on the outside. The movement of the charge in the gas-filled gap
induces a signal outside the plates, which is subsequently picked up by external readout strips
(or pads), usually crossing each other and thus providing a -dimensional readout. Together
with the small thickness, a -dimensional space point is provided by an RPC station. > Figure 
shows a double-gap RPC with a common readout strip enclosed between both chambers.

Due to the very short distance, the response time is short, of the order  ns, thus making
RPCs a good choice for triggering chambers at high interaction rates, as is done for all four
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Principle of a double-gap RPC

LHC experiments. The chamber design allows one to produce thin, large-area detector panels
to cover hundreds of m area andmay even fit in thin gaps, as for example in the dipole magnets
of the OPERA experiment (OPERA Coll ) or the instrumented flux return of BaBar (BaBar
Coll ), as shown in > Fig. , and Belle (BELLEColl ).The achievable spatial resolution
(O(cm–mm)) dependson the resistivity of the plates, which prevents the charge from spreading
out, and the granularity of the readout strips. Depending on the operating voltage (usually of the
order of  kV), the amplification varies between O() in avalanche or proportional mode, for
example, in ATLAS, CMS, STAR, and ALICE TOF, and O() in streamer mode, for example,
in BaBar, Belle, and ALICE. The high electric field strengths related to sparks may potentially
damage the inner Bakelite coating, followed by a small but constant reduction of the efficiency,
as seen by BaBar (Anulli et al. , , ). It appears that, besides the amplification, other
quality parameters of the gaps also play a role, such as the surface coating and variations of the
gap thickness. Given that the BaBar interaction rate is much lower than that at LHC, where all
four experiments exploit RPCs, an intensive R&D program was initiated. As a source for such
damage, roughness of the inner surface has been identified. Little bumps on the surface receive
higher charges due to the smaller gap which may yield damage with time. To some extent, the
surface roughness can beminimized by applying a thin film of oil. Another aspect is the amount
of charge generated for the signal. By lowering the voltage, the efficiency drops slightly but also
the damage potential is reduced. Therefore, the RPC chambers of the CMS muon system are
operated at only . kV. The lower efficiency is compensated by combining two chambers as
shown in > Fig. .

ATLAS andCMS instrumented , and ,m, respectively, in themuonbarrel and the
forward systems. Both RPC systems are operating in avalanchemode.While the CMS chambers
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RPCs in the BaBar detector (Anulli et al. )

provide redundant information to the high-resolution muon drift and cathode strip chambers,
the ATLAS RPCs provide the necessary third projection complementing the D information of
the precision drift tubes.

. Multi-Wire Chambers

Under the label of multi-wire proportional chambers, we want to summarize all implemen-
tations of gaseous detectors where several wires arranged as a plane share a gas volume. The
important aspect here is the plane, to be distinct from drift chambers, where many (–)
wires are arranged concentrically inside a gas-filled cylinder ofO(m) diameter. Such drift cham-
bers are used as central tracking chambers, but not for the outside muon systems. Also, the
planar, multi-wire chambers have been used as inner trackers (e.g., HERA-B) but also find
implementation in muon systems, for example, in LHCb (see > Fig. ) and the CMS forward
muon system (see > Fig. ).

The conceptual design of multi-wire chambers is shown in > Fig. . The anode wires are
arranged in planar layers spaced by d = –mm.Theminimal distance is limited by electrostatic
forces, just as in drift chambers. If wires are read out individually, their separation distance
determines the spatial resolution, but cost constraints may force the user tomatch several wires
onto one readout channel. The layer of wires is enclosed between two cathodes and the gap
is filled with an appropriate gas mixture for generating primary electrons and amplifying the
signal near the anode wires, just like with drift tubes.

The anode signal is fast, determinedby the drift velocity, but the positively charged ions drift
about a factor of , times slower to the cathode.While the previously described detectors do
not use the cathode signal, multi-wire chambers with a segmented cathode do, and this prin-
ciple is sketched in > Fig. . The charge spreads over several strips, and charge interpolation
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In a multi-wire chamber, wires are arranged in planes and enclosed between cathodes with

identical spacing. If the cathodes are segmented and read out in addition to the wires, the

design is referred to as cathode strip chamber (CMS Coll ). The example shows a

multi-wire proportional chamber from the LHCbmuon system (LHCb Coll )

provides a resolution better than the strip width divided by
√

. This way a high-resolution
D space point can be extracted while keeping the number of readout channels at a reasonable
level. Combining the information of the cathode strips and anode wires provides a D space
point. Such cathode strip chambers are the precision detector component of the CMS muon
endcaps (> Fig. ) and instrument the regions of high pseudorapidity of the ATLAS muon
endcaps (see region indicated in > Fig. ). Their main advantages in these forward regions are
their capability to handle larger occupancies than drift tubes and to be rather insensitive to the
magnetic field due to their short drift distances. Most of the ATLAS endcap region is instru-
mented with thin-gap chambers (TGC), multi-wire proportional chambers with a signal based
on anode wires.

 Muon Spectrometers for Cosmic RayMeasurements

Several multipurpose detectors, built for accelerator-based particle physics, have also been
used to measure cosmic muons, see > Chap. , “Indirect Detection of Cosmic Rays”. Their
large effective surfaces and/or their excellent spectrometers based on a huge magnetic volume
allow for precise measurements of the flux as a function of momentum, charge, and direction.
Recent examples are the extended LEP detectors Cosmo-Aleph (Grupen et al. ), Delphi

http://dx.doi.org/10.007/978-3-642-13271-1_24
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Top: One of twomuon endcaps of the CMS experiment (CMS Coll ) fully instrumented

with trapezoidal cathode strip chambers arranged in two rings. The four muon stations are

interleavedwith the disks of the iron return yoke. Bottom: one quadrant of CMS with the

forwardmuon stations colored in red and barrel drift-tube chambers in gray
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Left: Muon-bundle event recorded by the L+C detector (L Coll ). Right: Muon

charge-ratiomeasurements as a function of vertical momentum component (CMS Coll )

(Travnicek and Ridky ), and L+C (L Coll ), the underground neutrino detectors
MINOS (MINOS Coll ) and OPERA (OPERA Coll ), and the CMS experiment (CMS
Coll ) at the LHC collider. > Figure  shows a multi-muon event recorded in the L+C
detector. The deep underground detectors (at depths of a few km of water equivalent) com-
bine the measurement of momentum and charge inside the detector with the angle-dependent
energy loss in the overburden, thus allowing a charge and momentum measurement even for
multi-TeV muons. > Figure  shows the recently measured ratio of the fluxes of positive to
negative cosmic muons, as a function of the vertical momentum component, together with
model fits (CMS Coll ).

Dedicated cosmic spectrometers are operating at the top of the atmosphere (balloons) or
above (satellites) to measure the primary cosmic particles, nuclei, and electrons. Atmospheric
muons produced as secondary particles in air showers can be detected at earth’s surface or
underground. Detectors are built to measure either individual muons or to reconstruct the
whole air shower – by sampling the secondary particles on the ground, muons, and also elec-
trons and hadrons, depending on shower energy, altitude, and zenith angle. In addition, cosmic
neutrino experiments like ANTARES (ANTARES Coll ) or IceCube (IceCube Coll )
detect the muons created in charged-current neutrino interaction in liquid or frozen water.

In the following, we first present three examples for cosmic muon spectrometers and then
we discuss briefly the measurement of the muon component of air showers.

. AtmosphericMuon Detectors

The Okayama muon telescope (Yamashita et al. ) is shown in > Fig. . It was set up in
the year  at the Okayama University in Japan at sea level. Its alt-azimuthal mount can –
like an optical telescope – move the apparatus in all directions, in particular zenith angles from
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The Okayamamuon telescope (Tsuji et al. )

○ to ○ can be accessed. The magnet consists of an iron cube with dimension  cm and a
conventional coil.Themagnetic field has a strength of .T.The geometrical acceptance is rather
small,  cm sr. Drift chambers (wall-less multi-wire proportional chambers, PC, PC, PC in
the figure) measure the trajectory (both coordinates) with a resolution of .mm per point.
Scintillators are used for triggering. The maximum detectable momentum pmdm is GeV/c.
The Okayama telescope has been used to measure the flux of cosmic muons in the momentum
range .−GeV/c for a variety of zenith angles, and also the charge ratio (Tsuji et al. ).
In addition, the azimuthal angular dependence was investigated, clearly showing the east–west
effect for low-energy muons, caused by the geomagnetic field. Searches for point sources were
unsuccessful.

The MACRO detector (Monopole, Astrophysics, Cosmic Ray Observatory) was installed
in the Gran Sasso underground laboratory, at an average depth of . km (water equivalent)
(MACRO Coll ). Data were taken from  till end of . The multipurpose detector
consisted of six supermodules of dimensions . m (length) ×  m (width) × . m (height).
> Figure  shows a cross section. A muon traversing the detector from the top passes through
three scintillator planes (top, middle, bottom), streamer tubes (at the top and in lower hemi-
sphere), and track-etch detectors.This detector design was optimized for searches for magnetic
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Left: The MACRO detector, cross section (MACRO Coll ). Right: Near vertical momentum

spectrumof atmospheric muons (MACRO Coll )

monopoles, slow and strongly ionizing particles. MACRO analyzed – among other topics –
the flux of downgoing atmospheric muons, and measured also upgoing muons from neutrino
interactions in the earth.

The direction ofmuons passing through the detector could bemeasuredwith a resolution of
about .○. TheMACRO detector included neither an active magnet nor magnetized iron com-
ponents.Nevertheless, the localmomentum (but not the charge) ofmuons could be determined.
For this purpose, transition radiation detectors (TRD), foam radiators plus proportional coun-
ters, were installed in the empty upper hemisphere of theMACRO detector.The TRDsmeasure
γ = Eμ/(mμc) so thatMACROwas able to determine the local muon energy from . to  TeV.
As an alternative method, the determination of the amount of multiple scattering in the rock
absorber layers inside the detector had been proposed – it allows for momentummeasurements
up to GeV.The local muonmeasurement can be combined with the calculable muon energy
loss in the overburden to determine the momentum spectrum at the surface.

Even without any momentum measurement inside the MACRO detector the near verti-
cal muon energy spectrum at the earth’s surface could be determined, exploiting the complex
topography of the surface, resulting in a variation of the depth from  to  km (water equivalent),
depending on the muon direction: The underground muon intensity was measured for differ-
ent angles, corresponding to different rock thicknesses, and with the help of a simple model for
the energy dependence of the flux (power law Φ ∼ E−γ), the surface muon spectrum could be
fitted, in the range .–TeV, see > Fig. .

Normally, the BESS detector (Balloon-borne Experiment with a Superconducting Spec-
trometer) is airborne – several balloon flights were undertaken in the Antarctica from  to
. In addition, measurementsof atmosphericmuonswere performed at various heights, and
also at ground level.The “BESS-TeV” spectrometer (Haino et al. ) is depicted in > Fig. .
The following components are relevant for precisemuonmomentumand chargemeasurements:

• The uniform magnetic field is provided by the superconducting solenoid of m diameter
and m length, with a field strength of  T.
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Left: The BESS-TeV spectrometer, cross section (Haino et al. ). Right: Near vertical

momentum spectrum of atmospheric muons (Haino et al. )

Three kinds of tracking devices measure the muon trajectory, over a distance of up to .m:

• The jet-type central drift chamber (JET)
• Inner drift chambers (IDC), inside the coil
• The outer drift chamber (ODC)

In total about  measurements are made, the typical spatial accuracy is  μm per point.
The small scintillating fiber system (SciFi) was used for calibrating the ODC. The maximum
detectablemomentum pmdm is .TeV/c.Themeasured atmosphericmuon spectra (Haino et al.
) are shown in > Fig. , for zenith angles smaller than ○. They are complementary to
the MACRO results in the TeV regime, see > Fig. .

. Air Shower Detector Arrays

The first air showers were measured by P. Auger et al. in the Swiss Alps using Geiger tubes at
distances of up to m (Auger et al. ). Some of the larger air shower detectors built later
were equipped also with muon track detectors, covering a small fraction of the total array. An
example is the KASCADE detector (KASCADE Coll ) with its underground setup of lim-
ited streamer tubes to measure the direction of muons, but not their momenta.The biggest air
shower detector today, the , km large Auger observatory (Pierre Auger Coll ), uses
water tanks in which charged particles generate Cherenkov light, which is detected by photo-
multipliers. For inclined showers (zenith angle >○), the muons are the dominant component
at the earth’s surface.
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 Muon Radiography

Muon detectors can also be used to localize absorbing material through the resulting reduction
in the flux of cosmic muons or via multiple scattering of muons – we speak of “muon radio-
graphy.” The possible applications reach from archaeology (Alvarez et al. ) and geology
(Macedonio and Martini ) to the detection of smuggled nuclear weapons (Szeptycka and
Szymanski ), see also > Chap. , “Accelerator Mass Spectrometry and its Applications
in Archaeology, Geology, and Environmental Research,” > Chap. , “Particle Detectors Used
in Isotope Ratio Mass Spectrometry, with Applications in Geology, Environmental Science and
Nuclear Forensics,” and > Chap. , “Technology for Border Security”.

As a first example, we present the search for cavities in pyramids. This idea, illustrated in
> Fig. , was put forward by L. Alvarez who searched in the s – unsuccessfully – for hidden
chambers in the Chephren Pyramid in Egypt (Alvarez et al. ). He used a stack of m

large spark chambers placed in a void beneath the pyramid and measured the counting rate
as a function of direction. The typical counting rate in a ○ × ○ bin was of the order of /h.
No significant local maximum, as expected for reduced absorption, was found. Recently, the
Pyramid of the Sun in Mexico has been selected for similar measurements using multi-wire
proportional chambers (Alfaro et al. ).

Another application ofmuon detectors is the use of the m large drift-tube (DT) chambers
designed for the CMS experiment to inspect transport containers from the outside (Benettoni
et al. ; Pesente et al. ). > Figure  shows the principle: The size of the Coulomb
scattering angle θ of a downward going cosmic muon is a measure of the amount of material.
As can be seen from > Eq. , the scattering angle depends on the size l of the object, its mass
density ρ, and atomic number Z:

θ ∝

√

l ρ Z
p

. ()

A typical projected scattering angle for iron and l =  cm, p = GeV is mrad, to be compared
with the angular resolution of about mrad. The momentum is not measured, but since the

⊡ Fig. 

Principle of muon radiography of pyramids
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Left: Principle of muon radiography with CMS-typemuon chambers (Benettoni et al. ;

Pesente et al. ). Right: Radiography result with CMS-type chambers (Benettoni et al.

; Pesente et al. ). A lead and an iron block are detected

cosmic momentum spectrum is known, a statistical analysis can reveal the enclosed material.
> Figure  shows the result obtained for a test setup with a lead and a bigger iron block placed
in between the chambers, obtained in  h of data taking. The color scale is a measure of the
scattering angle.

Also the moon has been seen via particle radiography – this is again an astroparticle appli-
cation of muon detectors.The absorption of primary cosmic particles causes a reduction of the
atmospheric muon flux in the direction of the moon – after correcting for geomagnetic effects.
In the last couple of years, for example, L+C (L Coll ), ARGO-YBJ (ARGO-YBJ Coll
), IceCube (Boersma et al. ), ANTARES (Distefano ), and MACRO (MACRO
Coll ) have observed the moon shadow.These measurements can be translated into limits
on the cosmic antiproton flux (reversed bending in the earth’s magnetic field), and they allow
to determine the detector’s angular resolution, since the moon’s diameter is only .○.

 Conclusions

Muon spectrometers have played a central role in particle and cosmic ray physics since the
discovery of atmospheric muons in form of charged-particle tracks bending in the magnetic
field of a cloud chamber in the year . Today it is a “must” for all big particle detectors
at lepton or hadron colliders to include sophisticated muon detectors embedded in strong
magnetic fields. Muons are on the one hand easy to detect, on the other hand they provide
clear signatures for many processes involving new physics. Due to their long range in matter,
muons have also become interesting tools for various radiography applications, measuring the
thickness of materials not directly accessible. By now we have seen an enormous variety of
muon spectrometer types, combining different detection methods with various magnetic field
configurations.



Muon Spectrometers  

References

Alfaro R et al () Searching for possible hid-
den chambers in the pyramid of the sun. Pro-
ceedings of the th International Cosmic Ray
Conference, Mexico City

ALICE Coll () The ALICE experiement at the
CERN LHC. J Instrum :S

Alvarez L et al () Search for hidden chambers in
the pyramids. Science :

ANTARES Coll () Measurement of the atmo-
spheric muon flux with a  GeV threshold in the
ANTARES neutrino telescope. Astropart Phys
:

Anulli F et al () The BaBar instrumented
flux return performance: lessons learned. Nucl
Instrum Methods A :

Anulli F et al () Mechanisms affecting perfor-
mance of the BaBar resistive plate chambers and
searches for remediation. Nucl Instrum Methods
A:

Anulli F et al () Performance of second gener-
ation BaBar flux resistive plate chamber. Nucl
Instrum Methods A :

ARGO-YBJ Coll, Wang Y et al () Preliminary
results of the Moon shadow using ARGO-YBJ
detector. Nucl Phys Proc Suppl :

ATLAS Coll () The ATLAS Experiment at the
CERN LHC. J Instrum :S

Auger P et al () Extensive cosmic-ray showers.
Rev Mod Phys :

BaBar Coll () The BaBar detector. Nucl Instrum
Methods A:

BELLE Coll () The Belle detector. Nucl Instrum
Methods A:–

Benettoni M et al () Muon radiography with
the CMS muon barrel chambers. Proceedings
of the  IEEE nuclear science symposium,
Honolulu, Hawaii

Blum W, Riegler W, Rolandi L () Particle
detection with drift chambers. Springer, Berlin,
Germany

BoersmaDJ et al for the Icecube Collaboration ()
Moon shadow observation by ice-cube. Proceed-
ings of the st international cosmic ray confer-
ence, Lodz, Poland

CDF Coll () The CDF II Technical Design
Report. Fermilab-Pub---E, November


CMS Coll () The CMS experiment at the CERN
LHC. J Instrum :S

CMS Coll () Measurement of the charge asym-
metry of atmospheric muons with the CMS
detector. Physics Analysis Summary CMS-PAS-
MUO--

D Coll () The upgraded D Detector. Nucl
Instrum Methods A:–

D Coll, Baldin B et al () Technical design of the
central muon system. D Note ,  March


Distefano C for the Antqres Coll () Detection of
the moon shadow with the ANTARES neutrino
telescope. International workshop on very large
volume neutrinotelescopes, Athens, Greece

Gluckstern RL () Uncertainties in track momen-
tum and direction due to multiple scattering
and measurement errors. Nucl Instrum Methods
:

Grupen C, Shwartz B () Particle detectors. Cam-
bridge University Press, Cambridge, New York

Grupen C et al () Cosmic ray results from the
CosmoALEPH experiment. Nucl Phys B –
:

Haino S et al () Measurements of primary and
atmospheric cosmic-ray spectra with the BESS-
TeV spectrometer. Phys Lett B :

IceCube Coll () First year performance of
the IceCube neutrino telescope. Astropart Phys
:

KASCADE Coll () The cosmic-ray experi-
ment KASCADE. Nucl Instrum Methods A
:

L Coll () The L+C detector, a unique tool-set
to study cosmic rays. Nucl Instrum Methods A
:

L Coll, Achard P et al () Measurement of
the shadowing of high-energy cosmic rays by
the Moon: A search for TeV-energy antiprotons.
Astropart Phys :

LHCb Coll () The LHCb detector at the LHC. J
Instrum :S

Macedonio G, Martini M () Motivations for
muon radiography of active volcanoes. Earth
Planets Space : and references therein

MACRO Coll () Vertical muon intensity mea-
sured with MACRO at the Gran Sasso Labora-
tory. Phys Rev D :

MACRO Coll () The MACRO detector at Gran
Sasso. Nucl Instrum Methods A :

MINOS Coll () Measurement of the atmospheric
muon charge ratio at TeV energies with the
MINOS detector. Phys Rev D :

OPERA Coll () Measurement of the atmospheric
muon charge ratio with the OPERA detector.
arXiv:.v,  March 

Particle Data Group, Amsler C et al () Review of
particle physics. Phys Lett B :, and references
therein



  Muon Spectrometers

Pesente S et al () First results on material identi-
fication and imaging with a large-volume muon
tomography prototype. Nucl Instrum Methods A
:

Pierre Auger Coll () Properties and performance
of the prototype instrument for the Pierre Auger
Observatory. Nucl Instrum Methods Phys Res A
:

Spieler H () Semiconductor systems. Oxford
University Press, New York

Szeptycka M, Szymanski P () Remarks on myon
radiography. In: Begun V, Jenkovszky LL, Polan-
ski A (eds) Progress in high energy physics and
nuclear safety. Springer, Dordrecht, pp –

Travnicek P, Ridky J () Cosmic multi-muon bun-
dles measured at DELPHI. Nucl Phys B :

Tsuji S et al () Measurements of muon at sea level.
J Phys G Nucl Part Phys :

Tsuji S et al () Atmospheric muon measurements
II: zenith angular dependence. Proceedings of
the th International Cosmic Ray Conference,
Hamburg, Germany

Yamashita Y et al () An altazimuthal counter
telescope with a magnet spectrometer tracing
Cygnus X-. Nucl Instrum Methods A :



 Calorimeters
Richard Wigmans
Texas Tech University, Lubbock, TX, USA

 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Functions and Properties of Calorimeters . . . . . . . . . . . . . . . . . . . . . 
. Calorimeters in Modern Particle Physics Experiments . . . . . . . . . . . . . . 
. Important Calorimeter Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Calorimeter Types . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Electromagnetic Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Hadron Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Cryogenic Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Natural Calorimeters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Further Reading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

C. Grupen, I. Buvat (eds.), Handbook of Particle Detection and Imaging,
DOI ./----_, © Springer-Verlag Berlin Heidelberg 



  Calorimeters

Abstract: Calorimeters were originally developed as instruments that measure energy
deposits through changes in temperature. In nuclear and particle physics, this class of
instruments is used tomeasure the properties of particles carrying energies ranging from a
small fraction of  eV to  eV ormore. And these properties are not limited to the energy
carried by these particles, but concern the entire four-vector, including the particle mass
and type. In many modern experiments, large calorimeter systems play a central role. In
this chapter, we review this role, and the important calorimeter properties deriving from it.
We also give an overview of the most common types of calorimeters, classified according
to the type of particles and the energy range for which they are intended.

 Introduction

The term “calorimetry” (literally: Heat measurement) has its origin in thermodynamics. One
calorie is defined as the amount of energy needed to increase the temperature of  g of water by
○C. Many readers probably remember the demonstrations in high school in which the specific
heat of some material was measured, or (on sunny days) the solar constant. Calorimeters were
the thermally isolated boxes containing the substance under study. A thermometer provided
the experimental information.

Modern, highly sophisticated versions of these instruments are in use in nuclear weapons
laboratories, where they are used for the assay of fissionable material. For example, Pu pro-
duces heat at a rate of mWg−. Calorimetry can provide an accurate measurement of the
amount of plutonium in a sample, in a noninvasive manner.

In nuclear and particle physics, calorimetry refers to the detection of particles, and
measurement of their properties, through total absorption in an instrument called a calorimeter.
Calorimeters exist in a wide variety, but they all have the common feature that themeasurement
process through which the particle properties are determined is destructive. Unlike, for exam-
ple, wire chambers that measure a particle’s properties by tracking it in a magnetic field, the
particles are no longer available for inspection by other devices once the calorimeter is done
with them. The only exception to this rule concerns muons. The fact that these particles may
penetrate the substantial amount of matter represented by a calorimeter without losing much
of their energy is actually an important ingredient for their identification as muons. Other par-
ticles (neutrinos and particles hypothesized in the context of Supersymmetry) do not leave any
trace in a calorimeter, or in any other detector component. Yet, calorimeters are also crucial
tools for recognizing these particles, and measuring their properties.

In the absorption process, almost all the particle’s energy is eventually converted into heat,
hence the term calorimetry. However, the units of the energy involved in this process are typ-
ically very different from the thermodynamic ones. The most energetic particles in modern
accelerator experiments are measured in units of TeV ( TeV =  eV = , GeV), whereas
one calorie (. J) is equivalent to about  TeV.The rise in temperatureof the particle detector
is thus, for all practical purposes, negligible, and therefore other ways tomeasure the deposited
energy are employed. These methods are typically based on the measurable effects of atomic
or molecular excitation (ionization charge, scintillation light), or on collective effects such as
the production of Čerenkov light or sound in the absorbing medium. There is, however, one
class of particle detectors in which thermal effects are being exploited, e.g., the transition from
the superconducting to the normally conducting material phase. Such detectors are used in the
search for very specific phenomena in which miniscule amounts of energy are transferred.
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In the following, we first describe the functions that calorimeters typically fulfill in mod-
ern experiments, and the relevant calorimeter properties deriving from that. Then, we give an
overview of the most common types of calorimeters used in such experiments.

 Functions and Properties of Calorimeters

. Calorimeters in Modern Particle Physics Experiments

Calorimeters measure the energy released in the absorption of (sub)nuclear particles enter-
ing them. They generate signals that make it possible to quantify that energy. However, typi-
cally these signals provide also other information about these particles, and about the event in
which they were produced. The signals from a properly instrumented absorber may be used
to measure the entire four-vector of the particles. By analyzing the energy deposit pattern, the
direction of the particle can bemeasured.Themass of the showering particle can be determined
in a variety of ways, of which we mention:

• The E/p method, in which the energy measured in the calorimeter is compared with the
momentum measured with a tracker in a magnetic field. This method only works for
charged particles and relatively low energies.

• By analyzing the energy deposit profile.This method is frequently used to identify electrons.
Especially in calorimeters with high-Z absorber material, em showers are much more shal-
low and concentrated around the shower axis than hadronic showers. This feature is also
exploited in preshower detectors (> Fig. a).

• By measuring the time structure of the calorimeter signals. An example of electron identifi-
cation on the basis of this method is shown in > Fig. b.
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Apart from these methods, which are geared toward identifying electrons, calorimeters are
also used to identify muons and neutrinos. High-energy muons usually deposit only a small
fraction of their energy in the calorimeter and produce signals in downstream detectors. Neu-
trinos typically do not interact at all in the calorimeter. If an energetic neutrino is produced in
a colliding-beam experiment, this phenomenon will lead to an imbalance between the energies
deposited in any two hemispheres into which a π detector can be split. Such an imbalance,
usually referred to as missing transverse energy, led to the discovery of the W boson (Arnison
et al. ).

The latter is an example of the energy-flow information a calorimeter system can provide.
Other examples of such information concern the total transverse energy and the production
of hadronic jets in the measured events. Since this information is often directly related to the
physics goals of the experiment, and since it can be obtained extremely fast, calorimeters usu-
ally play a crucial role in the trigger scheme, through which interesting events are selected and
retained for further inspection off-line.

. Important Calorimeter Properties

The calorimeter’s properties should be commensurate with the role it has to play in the
experiment. Relevant properties in this context are:

• The energy resolution. Just as for any other detector, the precision of the measured infor-
mation determines the quality of the scientific studies that can be performed with it.
The importance of the energy resolution is illustrated in > Fig. , for two very different
instruments used in energy ranges differing by seven orders of magnitude.

The energy resolution is determined by fluctuations in the absorption process. If these
fluctuations are stochastic, i.e., obey Poisson statistics, then the relative energy resolution
should improve with increasing energy as

σ
E
=

a
√

E
. ()

This is an attractive feature, which distinguishes calorimeters from almost all other particle
detectors. However, often non-stochastic fluctuations play a role as well, and these tend to
dominate the calorimeter performance in the high-energy range.

• The size. An example of the non-stochastic effects mentioned above is the fluctuations in
leakage that occur when the calorimeter is not large enough to contain the showers. The
effects of shower leakage on the energy resolution depend on the average containment level,
which itself varies with energy. Therefore, there is no simple expression such as > Eq.  to
describe these effects for a given detector.The effects also depend very strongly on the type
of leakage. > Figure  shows that the resolution is much more sensitive to the effects of
longitudinally escaping shower particles than to lateral non-containment. Even more con-
sequential are the effects of albedo, i.e., shower leakage through the detector’s front face, but
the energy involved in this process is usually negligible in calorimeters intended for theGeV
domain and up. A calorimeter should thus first and foremost be sufficiently deep to con-
tain the highest-energy showers at the desired level. As a rule of thumb, the contribution of
longitudinal leakage fluctuations to the energy resolution is about the same as the average
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Signal distributions measured with calorimeters. (a) shows the spectrumof nuclear γ rays
from the decay of natural uranium ore, measured either with a NaI(Tl) scintillator, or with a
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A comparison of the effects caused by different types of shower leakage on the energy
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level of non-containment. If the average longitudinal containment is %, one should thus
not expect energy resolutions better than %.

In > Sect. , the relationship between the absorber depth and the average level of shower
containment is discussed, both for electromagnetic and hadronic showers.

• The signal speed. Especially in experiments in which the event rates are very high, and the
calorimeter is crucial for selecting the small fraction of potentially interesting events, signal
speed is crucial. This is particularly true for experiments at CERN’s Large Hadron Collider,
where this fraction amounts to only ∼−, at the nominal  GHz event rate. A high signal
speed can be obtained either by using an intrinsically fast signal-generating mechanism,
such as Čerenkov radiation, or by electronic means, i.e., fast signal shaping, in the case
of a slower mechanism (e.g., drifting ionization charge in noble liquids). A slow signal-
generatingmechanismmay also lead to detection inefficiencies. For example, wire chambers
operating in the Geiger mode need some time to recover after recording a passing shower
particle, and are insensitive to other particles during that period.

• Hermeticity. If one wants to use the calorimeter for accurate measurements of energy-flow
variables such asmissing (transverse) energy, it is very important that the entire phase space
be covered. In colliding-beam experiments, this means that the calorimeter has to cover the
entire π solid angle around the interaction vertex.This requirement creates a conflict with
the necessity to transport detector signals to the outside world. For this reason, a number
of new readout schemes have been developed over the years. Some of the schemes used for
calorimeters based on light detection are shown in > Fig. a.The classical “sandwich” struc-
ture (> Fig. a) does not allow for a very hermetic coverage. Better opportunities are offered

Wavelength shifter
(fluorescent emission
at λ2 > λ1)

Scintillating
tiles

Wavelength-
shifting fibers

Scintillating
fibers

Scintillator
        (emission at λ1)

a

Absorber

Particles

λ2
λ1

b d

c

⊡ Fig. 

Schematic representation of frequently used readout techniques for scintillation

calorimeters: scintillator plates individually coupled to PMTs (a). Scintillator plates read out

by WLS plates (b). Scintillating fibers coupled via a light guide to a PMT (c). Longitudinally

oriented scintillator tiles read out by WLS fibers (d)
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by using wavelength-shifting plates (b) or fibers (d), or longitudinally oriented scintillating
fibers (c). For calorimeters based on direct charge collection, hermeticity is in general some-
what easier to achieve, although the cryogenic requirements for calorimeters based on noble
liquids tend to create their own set of problems.

 Calorimeter Types

One frequently distinguishes between homogeneous and sampling calorimeters. In a homoge-
neous calorimeter, the entire detector volume is sensitive to the particles andmay contribute to
the generated signals. In a sampling calorimeter, the functions of particle absorption and signal
generation are exercised by different materials, called the passive and active medium, respec-
tively. The passive medium is usually a high-density material, such as iron, copper, lead, or
uranium. The active medium generates the light or charge that forms the basis for the signals
from such a calorimeter.

In some non-accelerator experiments, the calorimeter is also the source that generates the
particles to be detected.As examples, we mention large water Čerenkov counters built to search
for proton decay and the high-purity Ge crystals (Günther et al. ) or the Xe liquid
(LePort et al. ) used to study ββ decay.

. Electromagnetic Calorimeters

Electromagnetic (em) calorimeters are specifically intended for the detection of energetic elec-
trons and γs, but produce usually also signals when traversed by other types of particles. They
are used over a very wide energy range, from the semiconductor crystals that measure X-rays
down to a few keV to shower counters such as AGILE, PAMELA, and FERMI, which orbit the
Earth on satellites in search for electrons, positrons, and γs with energies> TeV (Atwood et al.
).

Because of the peculiarities of em shower development (see > Chap. , “Interactions of
Particles and Radiation with Matter”), these calorimeters don’t need to be very deep, especially
when high-Z absorber material is used. For example, when  GeV electrons enter a block of
lead, ∼% of their energy is deposited in only  kg of material.

As was shown in > Sect. ., good energy resolution can only be achievedwhen the shower
is, on average, sufficiently contained. > Figure a shows the required depth of the calorimeter,
as a function of the electron energy, needed for % longitudinal containment.The figure shows
this depth requirement, needed for energy resolutions of %, for calorimeters using Pb, Sn, Cu,
and Al as absorber material. The fact that the four curves are not identical indicates that the
radiation length (X), which is commonly used to describe the longitudinal development of em
showers (see > Chap. , “Interactions of Particles and Radiation with Matter”), is not a perfect
scaling variable. It should also be noted that γ-induced showers require about one radiation
length more material in order to be contained at a certain level than do electron showers of the
same energy (Wigmans and Zeyrek ).

The effects of lateral shower leakage on the energy resolution are much smaller than for
longitudinal leakage. According to > Fig. , as much as % leakage can be tolerated before the
induced energy resolution resulting from leakage fluctuations exceeds %. > Figure b shows
the average lateral leakage fraction as a function of the radius of an infinitely deep calorimeter

http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_1
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Size requirements for electromagnetic shower containment. The depth of a calorimeter

needed to contain electron showers, on average, at the % level, as a function of the

electron energy. Results are given for four different absorbermedia (a). Average lateral

containment of electron-induced showers in a copper- and an aluminum-based calorimeter,

as a function of the radius (expressed in Molière radii, ρM) of an infinitely deep cylinder

around the shower axis (b). FromWigmans ()

centered on the shower axis. It turns out that a radius of ρM is more than adequate for %
lateral containment.This number is almost independent of the shower energy and the absorber
material, in stark contrast with the depth requirements.The figure also indicates that em show-
ers tend to have considerable radial tails. In order to capture % instead of % of the shower
energy, the detector mass has to be increased by an order of magnitude.

By far the best energy resolutions have been obtainedwith large semiconductor crystals, and
in particular high-purity germanium. These are the detectors of choice in nuclear γ-ray spec-
troscopy, and routinely obtain resolutions (σ/E) of .% in the MeV energy range. An example
is shown in > Fig. a, which alsomakes a comparison with the next best class of detectors, scin-
tillating crystals. The latter are often the detectors of choice in experiments involving γ rays in
the energy range from  to  GeV, which they measure with energy resolutions of the order
of %. Excellent performance in this energy range has also been reported for liquid-krypton
and -xenon detectors, which are bright (UV) scintillators. Other homogeneous detectors of
em showers are based on Čerenkov light, in particular lead glass. Very large water Čerenkov
calorimeters (e.g., SuperKamiokande, Fukuda et al. ) should also be mentioned in this
category.

> Table  lists materials commonly used as homogeneous calorimeters in particle physics
experiments and some of their relevant properties. Not mentioned in this table is the light yield
of thesematerials.The for practical purposes relevant strength of the signals depends sensitively
on the effects of self-absorption and other factors that cause light losses, as well as on the quan-
tum efficiency of the detector that converts the light into electrical pulses. These effects may
vary strongly for different detectors based on materials listed in the table. Of these materials,
NaI(Tl) is the brightest source of photons: ≈, per MeV deposited energy. CsI(Tl) and the
scintillating liquids generate light at the same order of magnitude.The light yield in BGO is one
order of magnitude less, while PbWO generates three orders of magnitude less light than the
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⊡ Table 

Relevant properties of a variety of light-based detectors that are used as homogeneous

electromagnetic calorimeters in particle physics experiments

Detector
ρ X λint λemis τ σ/E
(g cm−) (cm) (cm) (nm) (ns) at  GeV

Scintillating crystals

NaI(Tl) . . .   .%

CsI(Tl) . . .  , .%

BGO . . .   .%

PbWO . . .   .%

Scintillating liquids

LKr . .   ∼ .%

LXe . .   ∼ .%

Č calorimeters

Lead glass . .  λ−  %

Water . . . λ−  .%

brightest scintillators. The light yield deriving from the Čerenkov mechanism is four orders of
magnitude less than that of sodium iodide, and photoelectron statistics tends to dominate the
electromagnetic energy resolution of detectors based on this mechanism. As illustrated by the
last column of the table, light yield is not the dominant limiting factor for the energy resolution
of the mentioned scintillators, at least not in the GeV domain.

Sampling calorimeters, which are typically much cheaper, become competitive at higher
energies. In properly designed instruments of this type, the energy resolution is determined by
sampling fluctuations. These represent fluctuations in the number of different shower particles
that contribute to the calorimeter signals, convoluted with fluctuations in the amount of energy
deposited by individual shower particles in the active calorimeter layers. They depend both on
the sampling fraction, which is determined by the ratio of active and passive material, and on
the sampling frequency, determined by the number of different sampling elements in the region
where the showers develop. Sampling fluctuations are stochastic and their contribution to the
energy resolution is thus described by > Eq. , with

a = .
√

d/ fsamp ()

in which d represents the thickness of individual active sampling layers (in mm), and fsamp

the sampling fraction for minimum-ionizing particles (mips). This expression describes data
obtained with a large variety of different (non-gaseous) sampling calorimeters reasonably well
(> Fig. ).

> Table  lists some characteristics of a representative selection of sampling calorimeters
used in particle physics experiments. Above  GeV, the resolution of all calorimeters men-
tioned above is ∼%, and systematic factors, such as stability of the electronic components, the
effects of light attenuation, or temperature variations of the light yield, tend to dominate the
performance.

An important characteristic of these sampling calorimeters is that the sampling fraction,
i.e., the fraction of the energy that is deposited in the active calorimeter layers, decreases as
the shower develops. This is because the spectrum of the γs that produce the shower parti-
cles that constitute the signals (electrons, positrons) becomes much softer. In the early stages,
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⊡ Table 

A representative selectionof electromagnetic sampling calorimetersused inpast andpresent

particle physics experiments. The energy E is expressed in GeV, the sampling fraction fsamp

refers to minimum-ionizing particles. For the energy resolution, only the E−/ scaling term,

which dominates in the practically important energy range for these experiments, is listed

Calorimeter
Experiment structure X (cm) fsamp σ/E
KLOE (Frascati) Pb/fibers . % .%/

√
E

ZEUS (DESY) U/scintillator . % %/
√
E

NA (CERN) Pb/LAr . % .%/
√
E

ALEPH (LEP) Pb/gas – .–.% %/
√
E

SLD (SLAC) Pb/LAr . % %/
√
E

these γs mainly convert into energetic e+e− pairs, but beyond the showermaximum, Compton
scattering and photoelectron production become more and more dominant (see > Chap. ,
“Interactions of Particles and Radiation with Matter”). Because of the Z dependence of the lat-
ter processes (Z for the photoelectric effect), the soft γs almost exclusively react in the high-Z
absorber material (lead or uranium), and the resulting electrons are thus much less efficiently
sampled by the signal-producing calorimeter layers than the e+e− pairs that dominate the early
part of the shower. This phenomenon may cause large, nontrivial problems for the calibration
of longitudinally segmented calorimeters (Albrow et al. ; Cervelli et al. ; Aharrouche
et al. ; Wigmans ).

http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_1
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. Hadron Calorimeters

The energy range covered by hadron calorimeters is in principle even larger than that for em
ones. Calorimetric techniques are used to detect thermal neutrons, which have kinetic energies
of a small fraction of  eV, to the highest-energy particles observed in nature, which reach the
Earth from outer space as cosmic rays carrying  eV or more. In accelerator-based particle
physics experiments, hadron calorimeters are typically used to detect protons, pions, kaons, and
fragmenting quarks and gluons (commonly referred to as jets) with energies in the GeV–TeV
range. In this subsection, we mainly discuss the latter instruments.

The development of hadronic cascades in densematter differs in essential ways from that of
electromagnetic ones, with important consequences for calorimetry. Hadronic showers consist
of two distinctly different components:

. An electromagnetic component; πs and ηs generated in the absorption process decay into
γs which develop em showers.

. A non-electromagnetic component, which combines essentially everything else that takes
place in the absorption process.

For the purpose of calorimetry, the main difference between these components is that some
fraction of the energy contained in the non-em component does not contribute to the signals.
This invisible energy, which mainly consists of the binding energy of nucleons released in the
numerous nuclear reactions, may represent up to % of the total non-em energy, with large
event-to-event fluctuations.

The appropriate length scale of hadronic showers is the nuclear interaction length (λint),
which is typically much larger (up to  times for high-Z materials) than the radiation length.
Many experiments make use of this fact to distinguish between electrons and hadrons on the
basis of the energy deposit profile in their calorimeter system. > Figure a shows an example
of this. Since the ratio λint/X is proportional to Z, particle identification on this basis works
best for high-Z absorbermaterials. Lead and depleted uraniumare therefore popular choices for
the absorber material in preshower detectors and the first section of a longitudinally segmented
calorimeter, which is therefore commonly referred to as the electromagnetic section.

Just as for the detection of em showers, high-resolutionhadron calorimetry requires an aver-
age longitudinal containment better than %. In iron and materials with similar Z, which are
most frequently used for hadron calorimeters, % longitudinal containment requires a thick-
ness ranging from λint at  GeV to λint at  GeV. > Figure a shows how these numbers
changewhen the containment requirement is relaxed to %. (>Figure a is based on data from
the CDHS experiment (Abramowicz et al. ). More recent data (Adragna et al. ) sug-
gest that iron-based calorimeters have to be significantly deeper to contain % of the shower
energy. However, the (ATLAS) detector used for the latter studies had a much coarser longitu-
dinal sampling (. λ, vs .–. λ for CDHS), and was mainly focused on leakage beyond great
depths.) Just as for em showers, lateral shower containment is less critical for the energy resolu-
tion than longitudinal containment, albeit to a much lesser extent than suggested by > Fig. .
> Figure b shows that % lateral containment requires a radius of .–λint. Interestingly, the
average lateral shower leakage fraction from a given calorimeter decreases at increasing energy.
This is the result of increased π production. The large event-to-event fluctuations in π pro-
duction, which have no equivalent in em shower development, are also responsible for the fact
that the hadronic energy resolution is much more sensitive to the effects of side leakage than
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Size requirements for hadronic shower containment. The depth of an iron-based calorimeter

needed to contain pion showers, on average, at the % or % level, as a function of the

pion energy (a). Average lateral containment of pion-induced showers in a lead-based

calorimeter as a function of the radius of an infinitely deep cylinder around the shower axis,

for three different pion energies (b)

the em energy resolution. Hadronic energy resolutions of % thus require not only longitudinal
shower containment at the % level, but also lateral containment of % or better.

Energetic πs may be produced throughout the absorber volume, and not exclusively in
the em calorimeter section. They lead to local regions of highly concentrated energy deposit.
Therefore, there is no such thing as a “typical hadronic shower profile”(Green ).This feature
affects not only the shower containment requirements, but also the calibration of longitudi-
nally segmented calorimeters (Albrow et al. ; Cervelli et al. ; Aharrouche et al. ;
Wigmans ), and the applicability of Particle Flow Analysis techniques (Adloff et al. ;
TESLA ) in which one tries to improve the quality of calorimetric energymeasurements of
jets with an upstream tracker, which can measure the momenta of the charged jet constituents
with great precision.

The properties of the em shower component have also important consequences for the
energy resolution, the signal linearity, and the response function. The average fraction of the total
shower energy contained in the em component has been measured to increase with energy fol-
lowing a power law (Acosta et al. ; Akchurin et al. ), confirming an induction argument
made to that effect (Gabriel et al. ):

⟨ fem⟩ =  − [E/E]
k−, ()

where E is a material-dependent constant related to the averagemultiplicity in hadronic inter-
actions (varying from . GeV to . GeV for π-induced reactions on Cu and Pb, respectively),
and k ∼ .. For proton-induced reactions, ⟨ fem⟩ is typically considerably smaller, as a result
of baryon-number conservation in the shower development (Akchurin et al. ).
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Let us define the calorimeter response as the conversion efficiency from deposited energy
to generated signal, and normalize it to electrons. The responses of a given calorimeter to the
em and non-em hadronic shower components, e and h, are usually not the same, as a result of
invisible energy and a variety of other effects. Such calorimeters are called non-compensating
(e/h ≠ ). Since their response to pions, ⟨ fem⟩ + [− ⟨ fem⟩]h/e, is energy dependent (> Eq. ),
they are intrinsically nonlinear.

Event-to-event fluctuations in fem are large and non-Poissonian. If e/h ≠ , these fluc-
tuations tend to dominate the hadronic energy resolution and their asymmetric distribution
characteristics are reflected in the response function (> Fig. a). It is often assumed that the
effect of non-compensation on the energy resolution is energy independent (“constant term”).
This is incorrect. The measured effects of fluctuations in fem (> Fig. a) can be described by a
term that is very similar to the one used for its energy dependence (> Eq. ). This term should
be added in quadrature to the E−/ scaling termwhich accounts for all Poissonian fluctuations:

σ
E
=

a
√

E
⊕ a[(

E
E
)

l−

], ()

where the parameter a = ∣ − h/e∣ is determined by the degree of non-compensation (Groom
), and l ∼ .. > Equation  is represented by the solid curve in > Fig. b, for param-
eter values that are typical for many calorimeters. In the energy range covered by the current
generation of test beams, i.e., up to  GeV, it runs almost parallel to the dotted line, which
represents a single stochastic termwith a somewhat larger coefficient (a = . instead of .).
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⊡ Table 

Hadron calorimeters used in some particle physics experiments. If the calorimeter systemhas

an em section of different composition, its structure is given as well. For π calorimeters, the

depth is given at pseudorapidity . The energy E is in GeV

Experiment Calorimeter structure Depth Resolution σ/E
CDF (FNAL) (Pb+Fe)/scintillator .λint %/

√
E⊕ %

D (FNAL) U/liquid-argon .λint %/
√
E⊕ ./E⊕ %

ATLAS (CERN) Pb/LAr + Fe/scintillator λint %/
√
E + .%

CMS (CERN) PbWO + brass/scintillator λint %/
√
E + %

MINOS (FNAL) Fe/scintillator λint %/
√

E (MC)

This solves an old mystery, since it means that experimental data might also be described by an
expression of the type

σ
E
=

a
√

E
+ a, ()

i.e., a linear sum of a stochastic term and a constant term. Many sets of experimental hadronic
energy-resolution data exhibit exactly this characteristic.This is illustrated in > Table , which
lists properties of some calorimeter systems used in the present generation of Particle Physics
experiments.

High-quality hadron calorimetry is deemed essential for the success of experiments at a
future Linear e+e− Collider. The mentioned effects of non-compensation on resolution, lin-
earity, and line shape, as well as the associated calibration problems (Abdullin et al. ) are
absent in compensating calorimeters (e/h = .). Compensation can be achieved in sampling
calorimeters with high-Z absorber material and hydrogenous active material. It requires a very
specific sampling fraction, so that the response to shower neutrons is boosted by the precise
factor needed to equalize e and h. For example, in Pb/scintillating-plastic structures, this sam-
pling fraction is ∼% for showers (Bernardi et al. ; Acosta et al. ; Suzuki et al. ).This
small sampling fraction sets a lower limit on the contribution of sampling fluctuations, while
the need to efficiently detect MeV-type neutrons requires signal integration over a relatively
large volume during at least  ns. Yet, calorimeters of this type currently hold the world record
for hadronic energy resolution (σ/E ∼ %/

√

E, Acosta et al. ()).
The Dual-Readout approach aims to achieve the advantages of compensation without these

disadvantages. The energy carried by the non-em shower component is mostly deposited by
nonrelativistic shower particles (protons), and therefore does not contribute to the signals of a
Čerenkov calorimeter. By measuring simultaneously dE/dx and the Čerenkov light generated
in the shower absorption process, one can determine fem event by event and thus eliminate (the
effects of) its fluctuations. The correct hadron energy can be determined from a combination
of both signals.

This principle was first experimentally demonstrated by the DREAM Collaboration
(Akchurin et al. ), with a Cu/fiber calorimeter. Scintillating fibers measured dE/dx, quartz
fibers the Čerenkov light. The response ratio of these two signals is related to fem as

Q
S
=

fem + . ( − fem)
fem + . ( − fem)

, ()
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where . and . represent the h/e ratios of the Čerenkov and scintillator calorimeter
structures, respectively. The hadron energy can be derived directly from the two signals
(Groom ):

E =
χ ⋅ S − Q
χ − 

, with χ =
[ − (h/e)Q]

[ − (h/e)S]
= . and E in GeV. ()

The merits of this method are illustrated in > Fig. , which shows that the energy reso-
lution improved, the signal distribution became much more Gaussian, and, most importantly,
the hadronic energy was correctly reproduced in this way. This was true both for single pions
as well as for jets. It was shown that similar results can also be obtained with high-Z crystal
calorimeters (PbWO, BGO), whose signals can be separated into scintillation and Čerenkov
components (Akchurin et al. a,b).

. Cryogenic Calorimeters

There is a class of highly specialized detectors that employ calorimetricmethods to study a series
of very specific phenomena in the boundary area between particle physics and astrophysics:
dark matter, solar neutrinos, magnetic monopoles, nuclear double β decay, etc. All these issues
require precise measurements of small energy deposits. In order to achieve that goal, the men-
tioned detectors exploit phenomena that play a role at temperatures close to zero, in the few-mK
to K range. These phenomena include:

. The fact that some elementary excitations require very little energy. For example, Cooper
pairs in superconductors have binding energies in the μeV–meV range and may be broken
by phonon absorption.

. The fact that the specific heat for dielectric crystals and for superconductors decreases to
very small values at these low temperatures.

. The fact that thermal noise in the detectors and the associated electronics becomes very
small.

. The fact that some materials exhibit specific behavior (e.g., change in magnetization, latent
heat release) that may provide detector signals.

Most of the devices that have been proposed in this context are still in the early phases of the
R&Dprocess. Inmany cases, this R&D involves fundamental research in solid-state physics and
materials science. Among the devices that have reached the prototype stage are

• Bolometers, which are based on principle ().These are calorimeters in the true sense of the
word, since the energy deposit of particles (in an insulating crystal at very low temperature)
is measured with a resistive thermometer. Detectors with masses in excess of  g have been
developed, and sensitivity to energy deposits of a fraction of  eV has been demonstrated.

• Superconducting Tunnel Junctions, in which the quasi-particles and -holes (Cooper pairs)
excited by incident radiation tunnel through a thin layer separating two superconducting
materials.

• Superheated SuperconductingGranules, which are based on the fact that certain type-I super-
conductors can exhibit metastable states, in which the material remains superconducting in
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external magnetic fields exceeding the critical field.These detectors are usually prepared as
a colloid of small (diameter – μm) metallic granules suspended in a dielectric matrix
(e.g., paraffin). Heat deposited by an interacting particle may drive one of several gran-
ules from the superconducting to the normal state. The resulting change in magnetic flux
(disappearance of the Meissner effect) may be recorded by a pickup coil.

There is a considerable amount of effort going into the development of these and many related,
similarly ingenious devices. However, this highly specialized work falls somewhat outside the
scope of this book. The interested reader is referred to reviews of this field that can be found in
Twerenbold (), Pretzl (), Enss ().

. Natural Calorimeters

All calorimeters discussed in the previous sections wereman-made. In this section, we look into
efforts to use our natural environment as a calorimeter. The driving force behind these efforts
is the opportunity to create a very large instrument in this way. Typical detector volumes are
measured in units of km, i.e., at least four orders of magnitude larger than SuperKamiokande
(Fukuda et al. ), which has one of the largest instrumented volumes of any man-made
calorimeter. Such large volumes are needed to achieve the scientific goals of the experiments,
which usually focus on the study of very rare natural phenomena. Examples of such phenom-
ena include the absorption of extremely high-energy protons, αs, or heavier atomic nuclei of
extraterrestrial origin in the Earth’s atmosphere and interactions of extra-galactic neutrinos in
the Earth itself.

Almost all natural calorimeters are based on light as the source of experimental information.
In one noteworthy exception, radio signals are exploited. Usually, the Čerenkov mechanism is
the source of the signals, especially in detectors where sea water or Arctic ice serves as the
absorber medium. Čerenkov light is usually also an important source of experimental infor-
mation in detectors using the Earth’s atmosphere as a calorimeter. In some experiments of the
latter type, scintillation light is used as well.

The technique to measure the Čerenkov light signals produced by extremely high-energy
neutrinos of cosmic origin in water was pioneered in Lake Baikal (Siberia) by a consortium of
Russian and German scientists (http://baikalweb.jinr.ru/). A telescope consisting of a lattice of
 large PMTs spread over a large open volume at a depth of ∼ km looks for upward-traveling
muons produced in neutrino interactions in water in the vicinity of the detector. Since the angle
between the parent neutrino and the muon produced in the interaction is very small, high-
resolution astronomy is in principle possible.The direction of the particle can be inferred from
the measured arrival times and amplitudes of the Čerenkov photons observed in the various
PMTs. The same technique is applied, on a much larger scale, in the Antarctic ice near the
Amundsen–Scott South Pole station. The IceCube experiment (Klein et al. ) has currently
installed , PMTs covering a volume of ∼ km at a depth ranging from , to , m
below the surface (> Fig. ).

Another structure of similar dimensions is planned for installation somewhere in the
Mediterranean. Exploratory work in that context has been carried out by the ANTARES (http://
antares.inp.fr/), NEMO (http://nemoweb.lns.infn.it/), andNESTOR (http://www.nestor.noa.
gr/) Collaborations. Some advantages of ice over water in a lake or sea include the absence
of light-emitting organisms and underwater currents that may jeopardize the integrity of the

(http://baikalweb.jinr.ru/)
http://antares.in2p3.fr/
http://antares.in2p3.fr/
http://nemoweb.lns.infn.it/
http://www.nestor.noa.gr/
http://www.nestor.noa.gr/
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One of the Digital Optical Modules used in the IceCube experiment. Shown are a schematic

drawing of this module (left), the real thing assembled (center), and being lowered to its

final position in the ice (right)

detector structure. On the other hand, light scattering by air bubbles trapped in ice may limit
the possibilities to reconstruct the direction of the incoming particles.

The operation of detectors of this type is of course very different from those in accelerator
laboratories. Whereas muons are usually referred to as “minimum ionizing particles” (mips)
in accelerator-based experiments, IceCube uses the non-mip nature of these particles to cali-
brate the energy scale of their detector, exploiting the fact that the specific energy loss (dE/dx)
depends logarithmically on the muon energy in the region of interest (TeV–EeV). The angular
resolution of their instrument (<.○) is measured using the shadow of the Moon, which mea-
surably affects the rate of down-going atmospheric muons. With this kind of resolution, one
might hope to detect point sources of extraterrestrial neutrinos.

The Antarctic ice cap is also the source of signals for the ANITA experiment (http://
www.phys.hawaii.edu/~anita/web/), which aims to detect the radio component of the coherent
Čerenkov signals produced as a result of the charge asymmetry in high-energy em show-
ers, the so-called Askaryan effect (Askaryan ). This mechanism may also be exploited in
other media that are transparent to such radio signals, for example, large rock-salt formations
(Gorham and Saltzberg ).

Experiments using the Earth’s atmosphere as a calorimeter are primarily looking for exten-
sive air showers caused by very-high-energy charged cosmic particles. At sea level, the atmo-
sphere represents an absorber with a total thickness of ∼λ, or ∼X, enough to absorb even
the highest-energy particles to a very large extent.The Čerenkov light produced in the absorp-
tion process is relatively easy to detect, provided that it is emitted in the direction of the telescope
that is looking for it (> Fig. ). Because of the very small refraction index of air, the Čerenkov
angle is very small and only energetic shower particles produced in the early stages of the
shower development emit Čerenkov light. As a result, this light is highly collimated, a shower
starting at the typical altitude of  km produces a light cone at ground level with a radius

http://www.phys.hawaii.edu/~anita/web/
http://www.phys.hawaii.edu/~anita/web/
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⊡ Fig. 

One of the Čerenkov telescopes used in the HEGRA experiment at La Palma. Photo courtesy

K. Bernlohr

of only ∼ m. Therefore, modern experiments looking for hadronic showers complement
the Čerenkov telescopes with additional detectors, looking for (isotropically emitted) fluo-
rescent light (produced by transitions in molecular nitrogen and in N+ ions), for muons
from decaying shower particles (π,K), and/or shower particles themselves. Examples of such
experiments includeAUGER (http://www.auger.org/) andKASKADE-Grande (http://www-ik.
fzk.de/KASCADE/) (hadronic showers) and VERITAS (http://veritas.sao.arizona.edu/) and
HESS (http://www.mpi-hd.mpg.de/hfm/HESS/) (em showers).The angular resolutions of these
experiments are even better than those obtained with IceCube. Apart from the shadowing effect
of theMoon (Hoffman et al. ), one can also use the signals from some known point sources
of γ rays for this purpose. The signals from the strongest of these sources, the Crab nebula, are
also a valuable tool for the energy calibration. Variations of the order of % between the dif-
ferent experiments that use this technique (Aharonian et al. ) are indicative for the relative
uncertainty in the energy scale.

 Concluding Remarks

Calorimeters are instruments for measuring energy. The history of physics in general, and of
nuclear and particle physics in particular, is filled with examples proving that measurement
precision pays off. A better, more accurate instrument allows more precise measurements.
More precise measurement results make it possible to discover new phenomena, and/or to
better understand old ones.

http://www.auger.org/
http://www-ik.fzk.de/KASCADE/
http://www-ik.fzk.de/KASCADE/
http://veritas.sao.arizona.edu/
http://www.mpi-hd.mpg.de/hfm/HESS/
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The history of calorimetry itself illustrates this process in a nutshell. Calorimeters were
originally invented as crude, cheap instruments for some specialized applications (e.g., detec-
tion of neutrino interactions). Initially, their performance was often perceived as somewhat
mysterious by their users. Only after the physics on which calorimeters are based was under-
stood in detail did it become possible to develop these detectors into the precision instruments
that they are nowadays andwhich form the centerpiece ofmanymodern experiments in particle
physics.

In nuclear spectroscopy, the advent of germanium-based solid-state detectors with their
unprecedented energy resolution caused a revolution in the s (see > Fig. ). We are now at
the brink of an era in which calorimetry will allow themeasurementof fragmenting quarks and
gluons and other elementary particles with nuclear-spectroscopic precision. And calorimeters
are also making their mark in the relatively new field of astroparticle physics, where innova-
tive low-temperature devices and ever larger instrumented volumes are used to explore new
frontiers. If nature is kind to us, a new world might open up as a result of all this.
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Abstract: Contemporary particle accelerators for fundamental research in particle physics
like Fermilab’s Tevatron and CERN’s Large Hadron Collider (LHC) provide researchers
with higher and higher luminosities. This sets the pace for the need for radiation-
hard detector materials for both beamline instrumentation and the physics experiments
themselves.

Silicon pixel and silicon microstrip detectors are well-developed devices for track-
ing applications in these high-energy physics experiments. However, these detectors are
expected to reach the end of their lifetime within a few years due to their exposure to harsh
radiation, of which the yearly level amounts to up to several  hadrons/cm during the
foreseen  years of operation in the case of LHC experiments.

In order to protect sensitive experimental devices from adverse beam conditions,
chemical vapor deposition (CVD) diamond, an artificially generated diamond material, is
more and more being used in systems called Beam Condition Monitors (BCM).The radi-
ation level these sensors are exposed to is even higher than in the case of position-sensitive
tracking detectors. An example are the CVD diamond sensors of the BCM of the LHCb
experiment at CERN, which is meant to withstand  hadrons/cm during  years.

Preparation of CVD diamond sensors for BCM applications is discussed in detail,
together with the properties of this new material as a candidate for position-sensitive
devices in high-energy physics experiments, addressing also operational questions like
the appearance of erratic dark currents in polycrystalline diamond bulks. Other new
materials for position-sensitive devices such as CdZnTe and CdTe are discussed as well and
compared to the well-established silicon, together with a compilation of their properties
relevant to particle detection.

Recent advances in the field of passive radiation monitors, where thermoluminescent
sensors made from lithium fluoride now cover a dynamic range from several μGy up to
 Gy, are also discussed briefly.

 Radiation Environment at Contemporary Hadron
Accelerators

Particle physics experiments installed at high-luminosity hadron accelerators such as the Large
Hadron collider (LHC) at CERN, the European Organization for Nuclear Research, need to
cope with possible adverse conditions of the hadron beams they are using, resulting in expo-
sure of their sensitive detection equipment to high levels of ionizing radiation. In the case of the
LHC, these are particularly hadronic showers from misaligned beams hitting structure mate-
rial, or failures of components upon particle injection into the LHC from its pre-accelerator
chain. In such a case, beam particles would interact with matter, causing a significant buildup
in ionizing-radiation dose which potentially destroys sensitive detector components.

A prominent example is the Vertex Locator of the LHCb experiment installed at the LHC
(Bates et al. ).This detector is one out of twomovable devices along the LHCring; it consists
of  silicon detectormoduleswhich are beingmoved close to the LHC beams during operation
in order to do B tagging, i.e., the identification of b- and c-hadron decays, on which the physics
analysis of the LHCb experiment will focus.
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That is why a system called Beam-ConditionsMonitor (BCM) has been installed, consisting
of sensors around the beam pipe, which is meant to trigger a beam abort from the LHC in case
of adverse beam conditions. At the location of the innermost sensors of this BCM, which have
a surface of mm× mm out of which mm× mm are active, already under normal opera-
tion of the LHC, the particle flux is expected to be  particle/(collision ⋅ cm) ≈  ⋅  particles/
( years ⋅ cm

).

 Artificial Diamond as a Sensor Material

In order to cope with this flux in a way that the lifetime of the BCM extends at least over ten
years, polycrystalline CVD diamond has been used as the sensor material for this application.

Diamond as a sensor material features the following properties:

• Low atomic number (Z = ) can be considered a tissue-equivalent sensor material, thus
low absorption of radiation

• Relative radiation hardness as compared to other sensor materials
• Wide band gap of . eV, so virtually no thermally generated noise
• High mobility of both electrons and holes
• Low capacitance
• Low leakage currents
• High thermal conductivity
• Operation at ambient or even higher temperatures, no need for cooling

. Chemical Vapor Deposition (CVD) Diamond

Chemical vapor deposition (CVD) diamond detectors are more and more becoming consid-
erable alternatives to silicon detectors due to their high radiation hardness. Nevertheless, their
operation differs in various respects from that of the well-established silicon devices.

.. Production of Artificial Diamond

The production principle of CVD diamond in a plasma-enhanced process with hydrogen and
methane as the reactants is as follows: The substrate surface in the CVD process is hydrogen-
saturatedwhile the surrounding gas containsmethane (CH).The highly active hydrogen atoms
are able to break the C−Hbonds of themethane and createH−Hbonds.The resulting free space
is then filled by carbon atoms. Until , it was expected that graphite is formed (Eversole et al.
), but in fact, a diamond structure builds up instead. During the chemical vapor deposition
process, the diamond grows from a substrate of Pt(  ) (Shintani ) or silicon oxide at a rate
of several μm per hour.The CVD process is shown in > Fig. , from which it can be concluded
that the presence of hydrogen is essential.

During the carbondeposition process, grains of different sizes are formed: > Figure  shows
a side view of a polycrystalline diamond as it grows in the chemical vapor deposition process.
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The typical processes during chemical vapor deposition of carbon: The surface (Pt(  ), for

instance) is saturatedwith hydrogen, but reacts with hydrogen radicals from the gas phase

(left). Carbon atoms are added at spots where no hydrogen is present anymore (center).

The process continues, forming a carbon bulk in the form of the diamond lattice (right)

(Sauerbrey )

⊡ Fig. 

A polycrystalline CVD diamond seen from the side. The structure originating from the

growing process from bottom to top is clearly visible (Meier )

The grains are smaller at the bottom, close to the substrate, and larger toward the top. The dif-
ferent grain sizes are considered to be due to impurities interfering with the growing process
close to the substrate.

With respect to this, for applications in particle detection, single-crystal diamond is of
course best suited.Grown on a diamond substrate, it is available already in surface sizes of about
 cm ×  cm, at significantly higher costs. The material commonly being used for beam moni-
tors at particle accelerators is called polycrystalline. Here, the effective grain size is enlarged by
mechanical removal of material from the substrate side. Typically, the grain size is then on the
order of  μm or larger.

The grain size is crucial for the use of diamonds as particle detectors, since the detection
principle is based on ionization of lattice atoms along the trajectory of a crossing particle. In
the band model, electrons are shifted from the valence band into the conduction band. Then,
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diamond, which by definition is an insulator due to its large band gap, can therefore be consid-
ered a semiconductor where it is possible to supply electrons to the conduction band through
the interaction with ionizing particles.

. Diamonds as Solid State Detectors

The basic working principle of particle detection with solid state detectors is the creation
of electron–hole pairs in a sensitive volume with an external electric field applied, which is
followed by an amplification stage.The intrinsic charge-carrier density inside the sensitive vol-
ume is low. If semiconductors like silicon or germanium are used as detectors, the sensitive
volume is the depleted zone in an asymmetrically doped, reversely biased diode.

Also in the case of (CVD or natural) diamond, the intrinsic charge-carrier density inside
the sensitive volume is low.The energy loss of charged particles passing through the detector is
given by the Bethe–Bloch formula, based on which a restricted energy loss can be calculated,
which takes energy loss by escaping secondary particles into account and represents the energy
deposited in the bulk. This restricted energy loss generates free charge by producing electron–
hole pairs, which then move to the contact electrodes. The collected charge is proportional to
the energy deposition by ionization in the detector volume.

Due to the larger band gap (. eV as compared to . eV for silicon and . eV for germa-
nium, all measured at a temperature of  K), diamond is an insulator at room temperature,
so it is depleted by itself, thus the detector noise is low and dark currents are negligible.

As a result of phononic excitation, the electron–hole pair-production energy is larger than
the band gap, namely  eV, three to four times higher than for silicon. The average ionization
density for a minimum-ionizing particle is  electron–hole pairs per μm only, so sensitive
frontend electronics needs to be used for readout.

Instead, both an electron mobility of , cm/(V s) and a hole mobility of , cm/(V s)
(as compared to , cm/Vs and  cm/(V s) for silicon) make diamond detectors good
candidates for fast detectors with response times on the order of a few nanoseconds.

When it comes to the question of radiation hardness, the high lattice displacement energy of
– eV (Koike et al. ) as compared to  to  eV for silicon is expected to be an advantage
of diamond over silicon and germanium.

. Charge Collection in Polycrystalline CVD Diamonds

The lifetime of charge carriers in silicon or monocrystalline CVD detectors is theoretically
unlimited. But any defect in the lattice of diamond helps electrons and holes to recombine or
simply traps charge, limiting the lifetime of charge carriers and thus the charge collection effi-
ciency of the sensor. The corresponding parameter is called charge collection distance, often
referred to as CCD. This is somehow unfortunate, since the acronym CCD also stands for
charge-coupled device andmay thus be a source of confusion. Here, the symbol δq is being used,
since the charge collection distance can be understood as the thickness of an ideal diamond, in
which no charge is being trapped or recombination of electrons and holes takes place. δq is thus
smaller or equal to the physical thickness d of the diamond. Both parameters aremeasured par-
allel to the lines of the electric field the sensor is biased with. For contemporary polycrystalline
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CVD diamond sensors, δq used to have a value between  and  μm.Theminimum energy
necessary to produce one electron–hole pair is on the order of  eV (Meier ).

Oh describes the effect of charge-carrier lifetime by the following ansatz (Oh ) (also cit-
ing from (Schleich )): An ionization process creates a free electron. After Ramo’s theorem,
its movement in the electrical field induces a current, which is

I = ev/d ()

with the electron charge e, the drift velocity v, and the distance between the metalization
electrodes d. Accounting for the carrier lifetime τ, the total charge Qm seen outside the
detector is:

Qm =
e
d ∫

τ


v dt =

e
d
vτ, ()

where the schubweg δ := vτ = μEτ can be expressed in terms of the charge-carrier mobility
μ and the electric field strength E. In the following calculations, the statistical nature of elec-
tron capture and local variations of the schubweg have to be taken into account, and finally the
following approximation can be made:

Qm ≈ Qi
δ
d
, ()

where Qi is the total charge created by ionization and δ = 
d ∫

d
 δ(z)dz. z is counted along

the axis parallel to the electric field. Accounting for both, electrons and holes, one obtains the
expression (Oh ):

Qm = Qi
δq
d

()

with a parameter called the charge collection distance:

δq = δe + δh = E(μeτe + μhτh). ()

It can be interpreted as an average separation distance of electron–hole pairs before they
recombine. It is important to notice that the charge-carriermobility depends on the electric field
E and that dδq/dE ∝ 

E with the electric field strength approaching saturation. Measurements
(Fernandez-Hernando et al. ) with diamond samples similar to the ones used in LHCb
have shown that δq =  μm at  V. Applying a voltage four times as high increases δq only
by %. In addition, the signal-to-noise ratio decreases considerably above  V bias voltage
(Müller ). Due to the saturation of the charge collection distance above  V and erratic
dark currents occurring especially at higher field strengths, a bias voltage value below that value
was chosen for the Beam-Conditions Monitor of the LHCb experiment.

. Radiation Effects

Radiation causes damage to the diamond bulk, resulting in a decrease of the charge-carrier
lifetime,which reduces the charge collectiondistance. Exposure to protons of GeVhas shown
that the charge collection distance remains constant up to a fluence of  ⋅ /cm (Adam et al.
). However, protons of  MeV only, instead, degraded the charge collection properties of
polycrystalline CVD diamond significantly after exposure to fluences on the order of /cm.

The effect of several types of radiation on artificial diamond is summarized in > Table .
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⊡ Table 

Performance of diamond sensors after irradiation

Effect on charge

Radiation Energy Fluence or dose collection distance Reference

Protons  GeV  ⋅  cm− No degradation Adam et al. ()

Protons  MeV . ⋅  cm− % of initial value Domke et al. ()

Neutrons  MeV  ⋅  cm− % of initial value Adam et al. ()

Pions  MeV . ⋅  cm− % of initial value Adam et al. ()

Alpha particles  MeV  ⋅  cm− % no degradation Dulinski et al. ()

Photons  keV . MGy No degradation Dulinski et al. ()

Photons  MeV  MGy No degradation Dulinski et al. ()

Schleich () explains the reversible effect of ionizing particles as being linked to the
ionization density: This is nonuniform for hadrons, which leads to polarization effects dimin-
ishing the electric field and the charge collection distance of the detector. In contrast, electron
and gamma radiation excite a constant ionization density leading to filling of traps. This effect
increases the charge collection distance.

This is called pumping. Most polycrystalline CVD diamond detectors can only be used after
having received a certain radiation dose to fill up the charge traps in their electronic band
structure.

An adverse effect of radiation is the occurrence of erratic dark currents. These are current
spikes lasting several hundred milliseconds, well exceeding nominal signals by several orders
of magnitudes. As they only occur in polycrystalline CVD diamonds, grain boundaries seem
to play a role in their generation. These erratic dark currents can be suppressed by a magnetic
field of the order of .–. T, which is oriented perpendicularly to the grain boundaries or by
lowering the bias voltage to . V per μm of sensor thickness (Edwards et al. ).

The radiation hardness of chemical vapor deposition (CVD) diamond has exhaustively been
investigated by the RD collaboration at CERN (http://rd.web.cern.ch/rd) up to fluences
of  ⋅  protons per cm (Kagan ).

.. The Beam-Conditions Monitor of the LHCb Experiment:
An Application Example

For the Beam-Conditions Monitor of the LHCb experiment (The LHCb Collaboration ),
polycrystalline CVD diamond sensors are being used.These sensors are arranged in the LHCb
experimental cavern around the beam pipe of the Large Hadron Collider in a way that the
sensitive area of the innermost sensor starts at a radial distance of . mm from the beam
axis. From the mechanical dimensions and the relative permittivity of . for diamond, the
capacitance of one sensor can be calculated to be . pF (Schleich ).

The charge collection distances of the LHCb BCM diamonds range from  to  μm
with the exception of one diamond showing a charge collection distance of  μm (Schleich
). In order to estimate the particle flux through the sensors at LHCb, simulation results for
a detector in close proximity are used (Lieng ): During  years of LHCb operation,  ⋅ 

neutrons and . ⋅  charged hadrons per cm are expected, so no significant reduction of

http://rd42.web.cern.ch/rd42
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the charge collection distance is expected to take place. The simulated minimum bias signal of
the BCM detectors (Lieng ) under normal running conditions according to the simulated
radiation field will then be between  and  nA.

Diamond sensors show a linear relationship between the flux of particles and the current
signal over up to nine orders of magnitude, as shown in > Fig. . This is essential for applica-
tions in beamline instrumentation at particle accelerators, where diamonds are more andmore
being used to protect other detectors sensitive to excess radiation. Here it is essential that the
diamond sensor yields a measurable current signal under normal operating conditions, and a
much higher signal when it comes to a malfunction of the accelerator. This sounds trivial at
a first glance, but saturation effects upon excessive exposure to radiation that prevent the sen-
sor from yielding sufficiently high a current onto which a beam abort trigger is based must
be excluded. The linearity could be demonstrated by shining protons of  GeV onto a poly-
crystalline diamond sensor of the Beam-Conditions Monitor of the CMS experiment at CERN
(Chong et al. ).

In order to validate the durability of metal contacts under irradiation, two different contact
systems (titanium–silver and titanium–gold with a glued-on copper strip) were exposed to 

protons/mm at an energy of MeV over a period of  h. Although the diamond bulk suffered
from radiation damage, it could be demonstrated that both contact systems maintained their
ohmic properties and will thus depass the lifetime of the diamond sensor itself.

The CVD diamond sample used in the irradiation test was a prototype sensor for the
Beam-Conditions Monitor of CERN’s LHCb experiment (The LHCb Collaboration ), as
described above and shown in > Fig. . A metalized area of mm × mm covered the central
part on both sides of the sensor. Upstream, with respect to the beam direction, the contact was
made of a -nm gold layer with  nm of titanium as the undermetal. For the downstream
contact, the gold layer was replaced by a silver layer of  nm, respectively.

In this design, the electrical contact is established with a glued-on copper-cladded HFS
strip, using Epotecny E silver-doped conductive glue (see list of equipment providers at the
end of this article). The advantage of this design is the large surface of the contact, in case read-
out at high frequencies is intended. A disadvantage is the danger of silver atoms diffusing into

⊡ Fig. 

A single polycrystalline CVD sensor of the Beam-Conditions Monitor of the LHCb experiment
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Decrease of the sensor current during exposure to protons of  MeV over a surface of
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Diamond sensor response to the a fluence of  GeV protons, as measured by a scintillator

hodoscope of  mm ×  mm cross section, by Na- dosimetry in aluminum, LiF
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(Chong et al. )
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⊡ Fig. 

Irradiation damage in polycrystalline CVD diamond

the diamond bulk. In order to prevent this from happening, the layer of the undermetal tita-
nium was chosen to be significant ( nm), i.e., equal to the thickness of the gold contact itself.
Of course, bonding techniques are also an option. Initially, the resistivity of this glued contact
system was measured to be below  Ω.

After an exposure to  protons/mm at an energy of MeV shined on a surface of mm,
both contacts havemaintained their ohmic properties. Despite the fact that the metallic contact
was still operational after exposure, showing no measurable degradation, the current signal
from the diamond had completely vanished. Over min, this effect was further studied at a
previously unexposed spot of the diamond sensor. The current decrease is shown in > Fig. .

The conclusion that can be drawn is that an electrical contact as described above shows, in
terms of radiation damage, a lifetimewell depassing that of the artificial diamondmaterial itself.

Sauerbrey () applied a number of analysis methods to the irradiated sensor. After
removal of the metalization as shown in > Fig. , he could confirm that no new crystalline
structures inside the diamond had formed.

By scanning electron microscopy, it was shown that also no change in grain size or other
visible damage had taken place. Also, by energy-dispersive X-raymicroanalysis (EDX), it could
be shown that no gold or silver had diffused into the diamond sensor.

By absorption spectroscopy, the presence of nitrogen in the bulk could be determined,
which had formed green color centers.These damages have spoilt the charge collection capacity
of the sensor.

For completeness, in > Fig. , the vanishing of the damage is shown under heating. Curing
radiation-damaged sensors in real applications is certainly not an option, as the metalization
would suffer from the heat, at least diffusion of atoms from the metalization into the diamond
bulk would take place, deteriorating its charge collection properties.

In > Table , the influence of radiation of various types on diamond sensors is given.
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⊡ Fig. 

Healing of a radiation-damaged diamond sensor by heating

Recently, a new way of metalizing diamond sensors using a diamond-like carbon (DLC)
layer has been proposed. This way of applying a metallic contact to the diamond sensors
promises to transfer higher current densities. First tests with this new metalization are very
promising (Galbiati et al. ).

 Cadmium Telluride and Cadmium Zinc Telluride as
Sensor Materials

Cadmium telluride (CdTe), a cadmium and tellurium compound material, is widely used as a
solar cell material in photovoltaics. For this application, a pn junction is created between CdTe
and layers of CdS (cadmium sulfide).

With the highest (linear) electro-optic coefficient among all known II-VI compound
materials (rrr), CdTe is also used as an electro-optical modulator.

For detector applications, CdTe is used in the form of various alloys, such asHgCdTe, which
is sensitive to infrared radiation. Doped with chlorine, CdTe is in use as a radiation detec-
tor also sensitive to electrons and alpha particles. But of particular importance for radiation
measurements is its alloy with zinc.

Cadmium zinc telluride (CdZnTe or CZT) is an alloy of cadmium telluride and zinc tel-
luride. It is a room-temperature direct-bandgap semiconductor directly sensitive to X-rays and
gamma rays. CZT is the outcome of intensive research with the goal of finding a sensor mate-
rial with better detection properties than silicon and germanium: CZT can be operated at room
temperature and saturates only beyond a photonfluxof /(mm

⋅s). Also, the energy resolution
of CZT, important for spectroscopic applications, is better than that of scintillation detectors.
Combining good energy resolution and high count-rate capability in a detector operating at
room temperaturemakes CZT an interestingmaterial for applications in fundamental research,
medicine, industry, and homeland security.

Theproperties ofmost of the discussed sensormaterials including diamond are summarized
in > Table .
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⊡ Table 

Properties of detectormaterials. Zincblende (ZnS) has a cubic crystal system, its lattice type

is face centered. The diamond structure is fairly similar, but obviously consists of carbon

atoms only. (Based on data published by Sze (), Dulinski et al. (), Schieber et al.

(), Lindner (), Nuclear Institute of Standards and Technology (), collected by

Klaiber-Lodewigs ())

Material Si Ge GaAs CdTe (CdZnTe) Diamond (C)

Lattice structure Diamond Diamond Zincblende Zincblende Diamond

Bandgap type Indirect Indirect Direct Direct Indirect

Atomic number – Z     

Atomic mass – A

[atomicmass units] . . . . .

Density – ρ [g/cm] . . . . .

Ionization potential

Vi [eV] . . . . ≈ 

Bandgap width

Egap [eV] . . . . .

Medium electron–

hole production

energy – Eeh[eV] . . . . ≈ 

Electron mobility

μe [cm/(V s)] , , , , ,

Hole mobility

μh [cm/(V s)]     

Specific resistance

Rs [Ω cm] .⋅  – – > 

Differential energy

loss for minimum-

ionizing

particles [eV/μm] . . . . .

Energy-dependent

intrinsic energy

resolution

ΔE/E [(eV/E)/] . . . . .

 New Passive Thermoluminescence Detectors

Also in the field of passive radiation sensors, new developments have taken place. Here, the term
“passive radiation sensor” is used to describe a system that changes certain properties under the
influence of ionizing radiation. After exposure, these properties are measured. This way, the
passive sensor is read out and the integrated value of the energy dose the sensor was exposed
to can be determined. Especially for thermoluminescence detectors, advancements could be
achieved.
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Thermoluminescence is a form of luminescence shown by certain crystallinematerials, such
as lithium fluoride. Energy previously absorbed from exposure of the crystal to electromagnetic
radiation or other ionizing radiation is re-emitted as light when the material is heated up to
several  ○C. The way light is emitted during this heating process is described by the glow
curve of the material.

Radiation creates excited electronic states in crystalline materials. In some materials, these
states are trapped by lattice defects. Although stable in time, energetically, these states are
not stable. Heating the material enables the trapped states to interact with lattice vibrations
(phonons), rapidly decaying into lower-energy states. This process leads to the emission of
photons.

Thermoluminescent (TL) dosimeters made from lithium fluoride are routinely used to
monitor absorbed doses in many kinds of radiation fields which contain photons, electrons,
and neutrons.

Lithium-fluoride detectors dopedwithmanganese, copper, and phosphorus (LiF:Mg,Cu,P),
usually referred to as MCP detectors, show a very high sensitivity and a simple signal-to-dose
relation.They can be considered a de facto standard inmodern environmental thermolumines-
cence dosimetry. According to Obryk et al. (), these sensors are capable of measuring doses
at μGy levels and even below.

The shape of the glow curve resulting from doses ranging from a μGy to a kGy is practically
identical (Obryk et al. ). The glow curve represents the light emission of the sensor when it
is heated up at a given rate. However, significant changes of their glow-curve shape at high and
very high doses have been discovered (Bilski ; Olko et al. ). High-temperature peaks
start to grow at doses above  kGy and continue to grow up to doses of about  kGy when a
completely new peak appears in the MCP’s glow curve beyond ○C.

Using these properties, one single sensor covers a dynamic range of nine orders of magni-
tude. A dynamic range covering five orders of magnitude can be seen in > Fig. . This feature
opens up applications of thermoluminescence dosimeters also in the field of dosimetry at con-
temporary particle accelerators in fundamental research, where the expected dose cannot easily
be determined beforehand.
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Dynamic range of MCP TLD (LiF:Mg,Cu,P) (Obryk et al. )
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 Conclusions

Coping with the radiation environment at modern high-luminosity particle accelerators, such
as the Large Hadron Collider at CERN or Tevatron at Fermilab, represents a major challenge.
Accelerators need to be equipped with radiation-hard sensors to provide input to their control
systems. Chemical vapor deposition diamond can already be considered an established sensor
material for these applications. Activities are going on to develop this material further, in order
to use it also for position-sensitive devices in high-energy physics experiments, the way the less
radiation-hard silicon is used today.

When energy resolution at relatively high particle fluxes is needed, cadmium zinc telluride
can be used for sensors which can be operated at room temperature.

Also in the field of passive sensors for longer-term radiation monitoring, for instance in
experimental caverns, developments have taken place. New thermoluminescence detectors
made from lithium fluoride dopedwithmanganese, copper, and phosphorus (LiF:Mg,Cu,P) are
very sensitive, offer a simple signal-to-dose relation, but nevertheless cover a dynamic range of
nine orders of magnitude.
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Abstract: Radiation damage is an important issue for the particle detectors operated
in a hostile environment where radiations from various sources are expected. This is
particularly important for high energy physics detectors designed for the energy and inten-
sity frontiers. This chapter describes the radiation damage effects in scintillating crystals,
including the scintillation-mechanism damage, the radiation-induced phosphorescence,
and the radiation-induced absorption. The radiation damage mechanism in crystal scintil-
lators is also discussed. While the damage in halides is attributed to the oxygen/hydroxyl
contamination, it is the structure defects, such as the oxygen vacancies, which cause the
damage in oxides. Various material analysis methods used in investigations of the radia-
tion damage effects as well as the improvement of crystal quality through systematic R&D
are also presented.

 Introduction

Total-absorption shower counters made of inorganic crystal scintillators have been known for
decades for their superb energy resolutions and detection efficiencies (Gratta et al. ). In
high energy and nuclear physics experiments, large arrays of scintillating crystals of up to m

have been assembled for precision measurement of photons and electrons. These crystals are
working in a radiation environment, where various particles, such as γ rays, neutrons, and
charged hadrons, are expected. >Table  (Mao et al. ) lists the basic properties of the heavy-
crystal scintillators commonly used in high energy physics detectors.They are NaI(Tl), CsI(Tl),
undoped CsI, BaF, bismuth germanate (BGO), lead tungstate (PWO), and Ce-doped lutetium
oxyorthosilicate (Lu(SiO)O or LSO(Ce)) (Melcher and Schweitzer ). All have either been
used in, or actively pursued for, high energy and nuclear physics experiments. Some of them,
such as NaI(Tl), CsI(Tl), BGO, LSO(Ce), and cerium-doped lutetium–yttrium oxyorthosilicate
(Lu(−x)YxSiO:Ce, LYSO) (Cooke et al. ; Kimble et al. ) are also widely used in the
medical industry.

All known crystal scintillators suffer from radiationdamage (Zhu ).There are three pos-
sible radiation damage effects in crystal scintillators: () the scintillation-mechanism damage,
() the radiation-induced phosphorescence (afterglow), and () the radiation-induced absorp-
tion (color centers). A damaged scintillation mechanism would reduce the scintillation light
yield and cause a degradation of the light output. It may also change the light-response uni-
formity along the crystal length since the radiation dose profile is usually not uniform. The
radiation-induced phosphorescence, commonly called afterglow, causes an increase of the dark
current in the photodetectors, and thus an increase of the readout noise.The radiation-induced
absorption reduces the light attenuation length (Ma and Zhu ), and thus the light output
and possibly also the light-response uniformity.

> Table  summarizes γ-ray-induced radiation damage effect for various crystal scintilla-
tors. There is no experimental data supporting a scintillation-mechanism damage. All crystal
scintillators studies so far, however, suffer from the radiation-induced phosphorescence and the
radiation-induced absorption.

The radiation-induced absorption is caused by a process called color-center formation,
which may recover spontaneously under the application temperature through a process called
color-center annihilation. If so, the damage would be dose-rate dependent (Ma and Zhu ,
; Zhu ). If the radiation-induced absorption does not recover, or the recovery speed is
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⊡ Table 

Properties of some heavy-crystal scintillators

Crystal NaI(Tl) CsI(Tl) CsI BaF BGO PWO LSO(Ce)

Density (g/cm) . . . . . . .

Melting point (○C)       

Radiation length (cm) . . . . . . .

Molière radius (cm) . . . . . . .

Interaction length (cm) . . . . . . .

Refractive indexa . . . . . . .

Hygroscopicity Yes Slight Slight No No No No

Luminescenceb (nm)       

(at Peak)   

Decay timeb (ns)       

 . 

Light yieldb,c   .   . 

. . .

d(LY)/dTb,d (%/○C) −. . −. −. −. −. −.

.

Experiment Crystal CLEO KTeV TAPS L CMS KLOE

Ball BaBar BELLE ALICE SuperB

BELLE PrimEx

BES III Panda

aAt the wavelength of the emissionmaximum
bTop line: slow component, bottom line: fast component
cRelative light yield of samples of . X and with the PMT QE taken out
dAt room temperature

⊡ Table 

Radiation damage in crystal scintillators

Item CsI(Tl) CsI BaF BGO PWO LSO/LYSO

Scintillationmechanism No No No No No No

Phosphorescence (afterglow) Yes Yes Yes Yes Yes Yes

Absorption (color centers) Yes Yes Yes Yes Yes Yes

Recover at room temperature Slow Slow No Yes Yes No

Dose-rate dependence No No No Yes Yes No

Thermally annealing No No Yes Yes Yes Yes

Optical bleaching No No Yes Yes Yes Yes

very low, the color-center densitywould increase continuously under irradiations until all defect
traps are fully filled. In this case, the corresponding radiation damage effect is not dose-rate
dependent.

Color centersmay also be annihilated thermally by heating the crystal to a high temperature
through a process called thermal annealing, or optically by injecting light of variouswavelengths
to the crystal through a process called optical bleaching (Ma and Zhu , ). The recov-
ery process, either spontaneous or manual through thermal annealing or optical bleaching,
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reduces the color-center density or the radiation-induced absorption. At the same time, it also
introduces an additional instability for the crystal’s light output because of the variation of the
crystal’s transparency. In this case, a precision monitoring system is mandatory to follow the
variations of the crystal’s transparency.

The radiation damage caused by neutrons and charged hadrons may differ from that caused
by γ rays. Studies (Huhtinen et al. , , ) on proton-induced radiation damages in
PWO crystals, for example, show a very slow (or no) recovery at room temperature, contrary
to the radiation damage caused by γ rays. This leads to a cumulative damage in PWO with no
dose-rate dependence for hadrons.

The radiation damage level is also different at different temperatures for crystals with
dose-rate-dependent damage since the spontaneous recovery speed is temperature dependent.
PWO crystals used at low temperature, for example, suffer more damage than that at high
temperature (Semenov et al. , , ).

Commercially available mass-produced crystals usually do not meet the quality required
for high energy physics detectors. The quality of mass-produced crystals, however, may be
improved by removing harmful impurities and defects in the crystal.

The rest of this chapter discusses γ-ray-induced radiation damage phenomena in scintillat-
ing crystals, the origin of the radiation damage in halides and oxides, as well as the improvement
of crystal quality through systematic R&D. All data presented in this chapter are measured for
full-size crystals adequate for calorimeter construction, which is typically – X long. Since
both the radiation-induced phosphorescence and absorption are a bulk effect, it is important
that only the full-size crystals are used in such studies.

 Scintillation-MechanismDamage

Experimental facts show that the crystal’s scintillation mechanism is not damaged. This is
observed for irradiations of γ rays, neutrons, as well as charged hadrons (Batarin et al. ;
Huhtinen et al. , , ; Batarin et al. , ). A common approach is to compare
the shape of the emission spectra measured before and after irradiations. Direct comparison of
the overall intensity of the emission spectra suffers from a large systematic uncertainty caused
by the sample position and orientation, the surface quality, and the internal absorption which
may be induced by the radiation.

The top plots of > Fig.  show the photoluminescence spectra measured before (blue) and
after (red) γ-ray irradiations for a PWO sample (left) and an LYSO sample (right).These spectra
are normalized to the integration around the emission peaks as shown in the figure.The relative
difference between these normalized spectra (green) is shown in the bottom plots. Also shown
in the bottom plots are the averages of the absolute values of the relative difference.The numer-
ical values are .% and .%, respectively, for PWO and LYSO, which are much less than the
systematic uncertainty of these measurements, indicating that no statistically significant differ-
ence is observed between the photoluminescence spectra taken before and after irradiations for
both PWOand LYSO.This observation consists with no damage to the scintillationmechanism.
Similar studies show that there is no scintillation-mechanism damage observed for BGO (Wei
et al. ; Zhu et al. ), BaF (Zhu ), and CsI(Tl) (Zhu et al. ) as well. This con-
clusion is also supported by more complicated measurements of the light-response uniformity
before and after irradiations with a nonuniform dose profile (Batarin et al. , , ).
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⊡ Fig. 

Normalized photoluminescence spectra measured before (blue) and after (red) γ-ray
irradiation and corresponding difference (green) are shown as a function of wavelength for a

PWO sample (left) and an LYSO sample (right)

 Radiation-Induced Phosphorescence and
Energy-Equivalent Readout Noise

The radiation-induced phosphorescence can be measured as the residual photocurrent after
the radiation is turned off. The left plot of > Fig.  shows the γ-ray-induced photocurrent,
normalized to that during the irradiations, as a function of time during and after the γ-ray
irradiations for several crystal samples: PWO, BGO, and LSO/LYSO. All samples are of full size
adequate for calorimeter applications. The amplitude of the normalized phosphorescence is at
a level of − for BGO and PWO,  × − for LYSO, and  × − for LSO. The LYSO samples
are also observed as having a smaller phosphorescence than the LSO sample.

The right plot of > Fig.  shows γ-ray-induced anode photocurrents as a function of the
γ-ray dose rate applied to several LSO and LYSO samples. Consistent slopes are observed for all
samples indicating similar light yield for these samples. The slope may be used to calculate the
readout noise in the number of electrons for a certain integration gate and be converted to the
energy-equivalent readout noise by normalizing to the crystal’s light output (Mao et al. a,
b). Because of its high light yield ( times PWO and  times BGO) and short decay time
( ns), the energy-equivalent readout noise in LSO and LYSO is an order of magnitude lower
than that in PWO for both γ-ray and neutron irradiations.

 Radiation-Induced Absorption

The main consequence of radiation damage in scintillation crystals is the radiation-induced
absorption or color-center formation. Depending on the type of the defects in the crystal, the
color centersmay be electrons located in the anion vacancies (F center) and holes located in the
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Left: Normalized anode current is shown as a function of time during and after γ-ray
irradiations for the BGO, PWO, LSO, and LYSO samples. Right: γ-ray-induced anode

photocurrent is shown as a function of the dose rate applied to several LSO and LYSO

samples

cation vacancies (V center), as well as interstitial anion atoms (H center) or ions (I center), etc.
Radiation-induced absorption is observed by comparing the longitudinal optical transmittance
spectra measured after and before the irradiations.

> Figure  shows the longitudinal transmittance spectra as a function of wavelength mea-
sured before and after several steps of irradiations for four halide crystals: CsI(Tl) (top left) and
BaF (top right) and two oxide crystals: PWO (bottom left) and LYSO (bottom right).While the
color-center width is narrow in CsI(Tl), it is relatively wide in other crystals. It is interesting to
note that the CsI(Tl) sample SIC- suffers much less radiation damage than other two CsI(Tl)
samples since it was grown with a scavenger in the melt to remove the oxygen contamination,
which is an effective approach to improve radiation hardness for the halide crystals as discussed
in > Sect. . For the BaF sample, we also notice that the fast dose rate (top) is up to a factor of
 of the slow rate (bottom) while the damage levels of the longitudinal transmittance are iden-
tical for the same integrated dose. This is expected since no recovery at the room temperature
was observed for BaF as discussed in > Sect. ..

It is also interesting to note that the radiation-induced absorption is much smaller in LSO
and LYSO than that in other crystals. > Figure  shows an expanded view of the longitudinal
transmittance spectra measured before and after several steps of γ-ray irradiations for a PWO
(left) and an LYSO (right) sample. Also shown in the figure is the corresponding photolumines-
cence spectra (blue) and the numerical values of the photoluminescence-weighted longitudinal
transmittance (EWLT), which is defined as:

EWLT = ∫
LT(λ) Em(λ)dλ
∫

Em(λ)dλ
. ()
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The longitudinal transmittance spectra measured before and after several steps of the

irradiation are shown as a function of wavelength for several CsI(Tl) (top left), BaF (top

right), PWO (bottom left), and LYSO (bottom right) samples

The EWLT values represent the crystal’s transparency more accurately than the transmit-
tance at the emission peak, which is commonly used in various radiation damage studies. This
is particularly true for LSO and LYSO, which have a non-negligible self-absorption since their
emission spectra are not entirely within the transparent region of the crystal (Chen et al. ,
).
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Degradation on EWLT for a PWO sample (left) and an LYSO sample (right)

. Recovery of Radiation-Induced Absorption

Depending on the color-center depth, the radiation-induced absorption may recover sponta-
neously at the room or application temperature. > Figure  shows the recovery behavior of the
longitudinal optical transmittance measured after the γ-ray irradiations up to , and  h,
respectively, for two PWO samples at  nm (left) and four LSO and LYSO samples at  nm
(right).Three recovery time constants were determined by using exponential fits for these PWO
samples. While the short time constant is at a few tens of hours, the medium time constant is
at a few thousand hours, and the third time constant is much longer, which may be considered
no recovery for the time scale of these measurements. It is also interesting to note that the LSO
and LYSO samples show very slow recovery speed, which is consistent with no recovery. Simi-
larly, the radiation-induced absorption does not recover at the room temperature for BaF (Zhu
) and CsI(Tl) (Zhu et al. ) as well.

In addition to the spontaneous recovery at the room or application temperature, the radi-
ation damage level may also be reduced by heating crystals to a high temperature (thermal
annealing) or injecting light of various wavelengths to the crystal (optical bleaching).The γ-ray-
induced absorption can be thermally annealed entirely at ○C for BaF (Zhu ), BGO (Wei
et al. ; Zhu et al. ), and PWO (Zhu et al. , , , , ), or ○C for LSO
and LYSO (Chen et al. , ). Optical bleaching was also found effective for BaF (Zhu
), BGO (Wei et al. ; Zhu et al. ), and PWO (Zhu et al. , , , , ).
On the other hand, the γ-ray-induced absorption in CsI(Tl) can neither be annealed thermally
or bleached optically (Zhu et al. ). Optical bleachingmay be used to reduce the color-center
density for crystals of poor radiation hardness. It has been extensively studied for BaF (Ma and
Zhu ) and PWO (Zhu et al. , , , , ) in the past and is actively pursued
for PWO (Semenov et al. , , ). In this case, a precision monitoring is manda-
tory to follow the variations of the crystal’s light output caused by the variations of the crystal’s
transparency.
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The recovery of γ-ray-induced transmittance damage is shown as a function of time after

the irradiation for a PWO sample (left) and an LSO/LYSO sample (right)

. Radiation-Induced Color Centers

The longitudinal transmittance data can be used to calculate the light attenuation length of the
crystal according to (Ma and Zhu )

LAL =
ℓ

ln{[T( − Ts)]/ [

√

T
s + T

( − T
s )


− T

s ]}

, ()

where T is the longitudinal transmittancemeasured along crystal length ℓ, and Ts is the theoret-
ical transmittance assuming multiple bouncing between two crystal ends and without internal
absorption:

Ts = ( − R) + R
( − R) +⋯ = ( − R)/( + R), ()

and

R =
(ncrystal − nair)



(ncrystal + nair)
, ()

where ncrystal and nair are the refractive indices for crystal and air, respectively.
The radiation-induced absorption coefficient, or the color-center density D, can be calcu-

lated according to (Ma and Zhu , )

D = /LALafter − /LALbefore , ()

where LALafter and LALbefore are the light attenuation lengths after and before the irradiation.
The radiation-induced absorption-coefficient spectrum can also be presented as a function

of the photon energy and be further decomposed to a sumof several color centers withGaussian
energy distributions (Wei et al. ; Zhu et al. ).
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The radiation-induced absorption-coefficient spectra (lines with stars on top) are shown as a

function of the photon energy for four doped BGO samples. The spectra are decomposed to

sums of three color centers (plain solid lines)

D =
n
∑

i=
Aie

−

(E−E i)


σi , ()

where Ei , σi , and Di denote the energy, width, and amplitude of the color center i, and E is the
photon energy.

> Figures  and >  show the radiation-induced color-center densities plotted as a func-
tion of the photon energy, respectively, for four BGO samples doped with Ca, Mn, Pb, and Cr
(left) and two PWO samples in the equilibrium under the γ-rays irradiations with dose rate of
 rad/h and , rad/h (right). It is interesting to note that although the overall shapes of
these radiation-induced absorption coefficients are rather different, the Gaussian decomposi-
tions show the color centers located at the same energy and with the same width. While there
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The radiation-induced absorption-coefficient spectra (data points with error bars) are shown

as a function of the photon energy for two PWO samples in the equilibrium at two different

dose rates. The spectra are decomposed to sums of two color centers (dot-dashed lines). Also

shown in the figure is the emission spectrum of PWO

are three color centers peaked at ., ., and . eV for all BGO samples, the PWO samples
show two color centers peaked at . and . eV.

These observations hint that the color centers in these oxide crystals are caused by crystal-
structure-related defects, such as oxygen vacancies, not particular impurities. The readers are
referred to the corresponding references (Wei et al. ; Zhu et al. , , , , ,
) for more discussions about these color centers.
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. Dose-Rate Dependence and Color-Center Kinetics

Because of the balance between two processes – the color-center creation (irradiation) and the
color-center annihilation (room-temperature recovery) – the radiation damage may be dose-
rate dependent. Assuming that the annihilation speed of the color center i is proportional to
a constant ai and its creation speed is proportional to a constant bi and the dose rate (R), the
differential change of color-center density when both processes coexist can be expressed as (Ma
and Zhu , ):

dD =
n
∑

i=
{−aiDi dt + (Dall

i − Di) biR dt} , ()

where Di is the density of the color center i in the crystal and the summation goes through all
the centers.The solution of > Eq.  is

D =
n
∑

i=
{

biRDall
i

ai + biR
[ − e−(ai+bi R)t

] + D
i e
−(ai+bi R)t

} , ()

where Dall
i is the total density of the trap related to the color center i and the D

i is its initial
value.The color-center density in the equilibrium (Deq) depends on the dose rate (R):

Deq =
n
∑

i=

biRDall
i

ai + biR
. ()

Following this equation, the optical transmittance, and thus the light output, would decrease
when crystals are exposed to a radiationwith a certain dose rate until they reach an equilibrium.
At the equilibrium the speed of the color-center formation (damage) equals to the speed of
the color-center annihilation (recovery), so that the color-center density (radiation-induced
absorption) does not change unless the dose rate applied changes. More detailed discussions
on the behavior of the color centers with bleaching light can be found in Ma and Zhu (,
).

> Equation  also indicates that the damage level is not dose-rate dependent if the recovery
speed (ai) is small, which is the characteristics of the radiation damage caused by deep color
centers. For crystals with no dose-rate dependence, an accelerated irradiation with a high dose
ratewould reach the same result as a slow irradiation with a low dose rate provided that the total
integrated dose is the same.This is clearly shown in the transmittance data of a BaF crystal in
the top right plot of > Fig. .

 Light-Output Degradation

The light output of a crystal scintillator is a convolution of the crystal’s emission spectrum, the
light propagation inside the crystal, and the quantum efficiency (QE) of the photodetector. All
these are wavelength-dependent. Although the crystal emission and photodetector QE are not
affected by the radiation, the efficiency of the light propagation is affected by the variations of
the light attenuation length and thus the radiation damage.

The left plot of > Fig.  shows the normalized light output as a function of time when the
γ rays are applied at a defined dose-rate step by step from  rad/h up to  rad/h for a PWO
sample. The dose-rate dependence of the γ-ray-induced radiation damage in PWO is clearly
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Left: The normalized light output is shown as a function of time during several steps of the

γ-ray irradiations with the dose rate up to  rad/h for a PWO sample. Right: The light

output is shown as a function of the integration time after several steps of γ-ray irradiations
with integrated dose up to  Mrad for an LYSO sample

shown. The right plot of > Fig.  shows the light output as a function of the integration time
together with the exponential fits to the scintillation decay time for a LYSO sample after several
steps of irradiations with the cumulated dose up to  Mrad. It is clear that while the light output
degrades the scintillation decay time remains the same, which is consistent with no damage to
the scintillation mechanism.

The radiation hardness of LSO and LYSO crystals against γ rays (Mao et al. a), neu-
trons (Mao et al. b), and charged hadrons (Nessi-Tedaldi et al. ) has been found to
be excellent. > Figure  shows the expanded longitudinal transmittance spectra (left) and the
normalized average light output (right) for four LSO and LYSO samples. For the light-output
measurement the seed/ID end of these samples is coupled to the readout device: XP PMT
(top) and two S- APDs (bottom). All samples tested have a consistent radiation resis-
tance, with the degradations of the EWLT and the light output of approximately % for a γ-ray
dose of  MRad. Because of these advantages, LYSO crystals are being considered for several
future HEP experiments, such as SuperB and the CMS endcap calorimeter upgrade.

 Light-Response Uniformity

An adequate light-response uniformity along the crystal length is a key for maintaining the
crystal precision at high energies. The light-response uniformity of a long crystal may be
parameterized as a linear function

LY
LYmid

=  + δ(x/xmid − ), ()
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The light-response uniformity as a function of the distance to the small end and the end

coupled to the PMT for a PWO sample (left) and an LYSO sample (right), respectively, after

several steps of γ-ray irradiations

where (LYmid) represents the light output measured at the middle point of the crystal, δ
represents the deviation from the flat response, and x is the distance from one end of the crystal.

> Figure  shows the light-response uniformity after several steps of the γ-ray irradiations
for a PWO sample (left) and an LYSO sample (right). The γ-ray irradiations were carried out
step by step under a fixed dose rate in each step for the PWO sample. It is clear that the shape
of the light-response uniformity was not changed for both crystals, indicating that the energy
resolution is not compromised by the γ-ray irradiations.This is due to the fact that the degraded
light attenuation length is long enough to maintain the light-response uniformity as predicted
by a ray-tracing simulation for the light propagation inside the crystal (Zhu ).

 DamageMechanism in Alkali Halide Crystals and CsI(Tl)
Development

Material analysis is crucial for identifying the radiation damage mechanism. The Glow Dis-
charge Mass Spectroscopy (GDMS) analysis was used to search for correlations between the
trace impurities in the CsI(Tl) crystals and their radiation hardness. Samples were taken
– mm below the surface of the crystal to avoid surface contamination. A survey of  ele-
ments, including all of the lanthanides, indicates that there are no obvious correlations between
the detected trace impurities and the crystal’s susceptibility to the radiation damage.This indi-
cates an important role of the oxygen contaminationwhich cannot be determined by theGDMS
analysis.

Oxygen contamination is known to cause radiation damage in the alkali halide scintillators.
In BaF (Zhu ), for example, hydroxyl (OH−) may be introduced into crystal through a
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hydrolysis process and later decomposed to interstitial and substitutional centers by radiation
through a radiolysis process. > Equation  shows a scenario of this process:

OH− → H
i +O

−

s or H−s +O

i , ()

where the subscript i and s refer to the interstitial and substitutional centers, respectively. Both
the O−s center and the U center (H−s ) were identified (Zhu ).

Following the BaF experience, significant improvement of the radiation hardness was
achieved for CsI(Tl) crystals by using a scavenger to remove oxygen contamination (Zhu et al.
). > Figure  (left) shows the normalized light output as a function of the integrated dose
for several CsI(Tl) samples, and compared to the BaBar radiation-hardness specification (solid
line) (Zhu ). While the late samples SIC-, , , and  satisfy the BaBar specification, early
samples SIC- and  do not.

The improvement of the CsI(Tl) quality was achieved following an understanding that the
radiation damage in the halide crystals is caused by the oxygen or hydroxyl contamination. Var-
ious material analyses were carried out to quantitatively identify the oxygen contamination in
the CsI(Tl) samples. Gas Fusion (LECO) was found not sensitive enough to identify the oxygen
contamination in CsI(Tl) samples.The identification of oxygen contamination was achieved by
using the Secondary Ionization Mass Spectroscopy (SIMS) analysis. A Cs ion beam of  keV
and  nA was used to bombard the CsI(Tl) sample. All samples were freshly cleaved prior
to being loaded into the UHV chamber. An area of . × . mm on the cleaved surface
was analyzed. To further avoid the surface contamination, the starting point of the analysis is
at about  μm deep inside the freshly cleaved surface. The right plot of > Fig.  shows the
depth profile of the oxygen contamination for two radiation-soft samples (SIC-T and SIC-)
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Left: The progress of the CsI(Tl) radiation hardness is shown for CsI(Tl) samples together with

the BaBar radiation-hardness specification. Right: The depth profile of the oxygen

contamination is shown for two rad-soft CsI(Tl) samples (SIC-T and SIC-) and two rad-hard

samples (SIC-T and Khar’kov)
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and two radiation-hard samples (SIC-T andKhar’kov). Crystals with poor radiation resistance
have oxygen contamination of  atoms/cm or . PPMW, which is five times higher than the
background count (×  atoms/cm, or . PPMW).

 DamageMechanism in Oxide Crystals and PWO
Development

Similarly, GDMS analysis was carried out for BGO and PWO crystals, and was found to have
no particular correlation with the crystal’s radiation hardness. This hints an important role of
the structure-related defects in the crystal which cannot be determined by the GDMS analysis.
Crystal structure defects, such as oxygen vacancies, are known to cause radiation damage in
oxide scintillators. In BGO, for example, three common radiation-induced absorption bands
at ., ., and . eV were found in a series of  doped samples (Wei et al. ; Zhu et al.
) as shown in > Fig. . Observations in the PWO crystals are similar with two color centers
peaked at . and . eV as shown in > Fig. . Following these observations, effort was made
to reduce the oxygen vacancies in PWO crystals. An oxygen compensation approach, which
was carried out by a post-growth thermal annealing in an oxygen-rich atmosphere, was found
effective in improving PWO’s radiation hardness for samples up to  cm long (Zhu et al. ,
, , , ). This approach, however, is less effective for longer ( cm) crystals
which show a variation of the oxygen vacancies along the crystal. In practice, yttrium doping,
which provides a local charge balance for oxygen vacancies and so prevents the color-center
formation, was found effective for PWO (Zhu et al. , , , , ). > Figure 
shows the normalized light output as a function of time for three PWO samples under the
γ-ray irradiationswith a dose rate of  rad/h. PWO samples, produced in late with yttrium
doping, are much more radiation hard than the early samples.

This improvement of PWO quality was achieved following an understanding that the
radiation damage in the oxide crystals is caused by the oxygen vacancies. Various material
analyses were carried out to quantitatively identify the stoichiometry deviation and the oxy-
gen vacancies in the PWO samples. Particle-Induced X-ray Emission (PIXE) and quantitative
wavelength-dispersive Electron Micro-Probe Analysis (EMPA) were tried. PWO crystals with
poor radiation hardness were found as having a non-stoichiometric W/Pb ratio. Both PIXE
and EMPA, however, does not provide the oxygen analysis. X-ray Photoelectron Spectroscopy
(XPS) was found to be very difficult because of the systematic uncertainty in oxygen analysis.
Electron Paramagnetic (or Spin) Resonance (EPR or ESR) and Electron-Nuclear Double Res-
onance (ENDOR) were tried to find unpaired electrons, but were also found to be difficult to
reach a quantitative conclusion.

The identification of the oxygen vacancies is achieved by using the Transmission Electron
Microscopy (TEM) coupled to Energy Dispersion Spectrometry (EDS) with a localized stoi-
chiometry analysis. A TOPCON-B Scope was first used at  kV and  µA. The PWO
samples were made to powders of an average grain size of a few µm and then placed on a sus-
taining membrane. With a spatial resolution of  Å, the lattice structure of the PWO samples
was clearly visible. > Figure  (left) shows a TEM picture taken for a sample with poor radi-
ation hardness. Black spots of a diameter of – nm were clearly seen in the picture. On the
other hand, the samples with good radiation hardness show a stable TEM picture with no black
spots, as shown in > Fig.  (right). By employing TEM/EDS, a localized stoichiometry analysis
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The progress of PWO radiation hardness is shown for PWO samples from SIC
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TEM pictures of a PWO crystal of poor radiation hardness (left), showing clearly the black

spots of ø– nm related to oxygen vacancies, as compared to that of a good one (right)
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⊡ Table 

Atomic fraction (%) of O, W, and Pb in PWO samples measured by TEM/EDS (Yin et al. )

As-grown sample

Element Black Spot Peripheral Matrix Matrix
O . . . .

W . . . .

Pb . . . .

The same sample after oxygen compensation

Element Point Point Point Point
O . . . .

W . . . .

Pb . . . .

was carried out. The system is a JEOL JEM- scope and a Link ISIS EDS.The spatial resolu-
tion of this system allows a localized stoichiometry analysis in a region of a diameter of . nm.
Black lack spots were observed in an as-grown sample. Localized stoichiometry analysis was
carried out for points inside and surrounding the black spots, as well as points far away from
the black spots.The uncertainty of the analysis is about %.The resultant atomic fractions (%)
at these areas are listed in > Table  (Yin et al. ).

A clear deviation from the atomic stoichiometry of O:W:Pb = :: was observed for
samples taken inside these black spots, pointing to a severe deficit of the oxygen component. In
the peripheral area, the oxygen deficit was less, but still significant. There was no oxygen deficit
observed in the area far away from the black spots. As a comparison, the same sample after a
thermal annealing in an oxygen-rich atmosphere was reanalyzed. No black spot was found.The
result of the analysis is also listed in >Table . In all randomly selectedpoints no stoichiometric
deviation was observed.This analysis thus clearly identified oxygen vacancies in PWO samples
of poor radiation hardness.

 Conclusion

Crystal scintillators suffer from radiation damage with possible effects including: () the
scintillation-mechanism damage, () the radiation-induced phosphorescence, and ()
the radiation-induced absorption. No experimental evidence has been observed for the
scintillation-mechanism damage in any crystals studied so far. All crystals show the radiation-
induced phosphorescence and absorption. The radiation-induced phosphorescence increases
the dark current of the photodetector, and thus the readout noise.The energy-equivalent noise
is low for crystals with high light yield.The predominant radiation damage effect in the crystal
scintillators is the radiation-induced absorption, or color-center formation. The radiation-
induced absorption may recover spontaneously at the application temperature and leads to
dose-rate dependence. Thermal annealing and optical bleaching are also found to be effective
for shallow color centers, but not for all crystal scintillators.

The radiation damage in the alkali halide crystals is understood to be caused by the oxy-
gen and/or hydroxyl contamination as shown by the SIMS analysis. By using a scavenger
to remove the oxygen contamination, the radiation hardness of the mass-produced CsI(Tl)
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crystals is improved. The radiation damage in the oxide crystals is understood to be caused
by the stoichiometry-related defects, for example oxygen vacancies, as shown by the localized
stoichiometry analysis with TEM/EDS. By using yttrium doping, the radiation hardness of the
mass-produced PWO crystals is improved.
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Abstract: Instrumentation for particle and high-energy photon measurements in space
must provide high levels of performance while meeting the severe constraints imposed
by flight. Direct measurements are required spanning over  decades in energy and cov-
ering species ranging from photons to the heaviest nuclei in the periodic table. Indirect
measurements increase the energy range by another five decades. Many of the detection
techniques used are shared with accelerator instruments and other ground-based applica-
tions, but the implementation is often unique to space.This chapter sets the context for the
required measurements and reviews representative instruments for direct measurements
of photons and particles from  eV to  eV and indirect measurements to over  eV.

 Introduction

Instruments to measure high-energy photons, X-rays and γ-rays, and energetic particles are
key tools in modern astronomy and astrophysics. High-energy photons are produced by a
wide variety of processes in which particles, particularly electrons, are accelerated to rel-
ativistic velocities, or in which material is elevated to extreme temperatures. The particle
acceleration processes that produce high-energy photons are also likely sources of highly ener-
getic particles. Detected at velocities approaching the speed of light, these particles, known
as cosmic rays, include atomic nuclei and electrons, as well as positrons and antiprotons.
Direct high-energy photon and particle detection spans  orders of magnitude in energy
from X-rays of ∼ eV to particles near the “knee” of the cosmic-ray spectrum at about
 eV. The instrumentation required varies greatly depending on the energy and species to
be observed (> Chap. , “Interactions of Particles and Radiation with Matter”). Indirect mea-
surements extendmore than another five orders of magnitude to above  eV, see >Chap. ,
“Indirect Detection of Cosmic Rays.” In this chapter, the techniques used for high-energy astro-
physics measurements from flight platforms are reviewed and representative instruments are
discussed.

Designers of space instrumentation face a number of special challenges. Whether for bal-
loons, sounding rockets, or satellites, instruments must conform to strict weight, dimension,
and power limits. Size is a particular issue. Larger, heavier instruments cost more to build and
test. For space-based instruments, higher weight also demands more powerful launch vehi-
cles with accompanying, often dramatic, increases in cost. Balloon payloads are limited by the
capacity of the balloon vehicles and payload weight determines the altitude, and therefore the
level of residual atmosphere, that can be reached. This is a compound problem because heav-
ier payloads require stronger balloons, which themselves are heavier. Power is usually supplied
by photovoltaic arrays that have limited area, supplemented by batteries whose weight has to
be considered. Heat generated by the electronics of flight instruments must be dissipated by
radiation to space because even at balloon altitudes (∼ km) the atmosphere is too thin to
support convective cooling. At the same time, instruments must contend with the heat load
of exposure to unobstructed sunlight. Instruments must be reliable and largely autonomous
while incorporating the versatility to allow reconfiguration on command to change operational
modes or compensate for degradation. Space-based instruments must contend with the rigors
of the launch environment including shock, vibration, and acoustic loads. Balloon instruments

http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_24
http://dx.doi.org/10.007/978-3-642-13271-1_24
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have to survive transportation to remote launch locations and shocks at parachute deployment
and landing. For all instruments, cost is a major factor.

 Photon Instruments

In this section, we review space and suborbital instrumentation for the direct measurement of
highly energetic photons (X-ray, γ-ray), covering an energy range from ∼. keV to ∼GeV.
Given the large number of current instruments in this category, we can only select representa-
tive missions and discuss their instrumentation as exemplary of other missions using similar
techniques. The techniques discussed include collimation (RXTE), grazing-incidence focusing
optics (Chandra), coded aperture mask (Swift-BAT), and pair-production tracking (Fermi-
LAT).The need to carry out X-ray observations above the Earth’s atmosphere is apparent when
considering that a  keV photon has an interaction length of m in air. Starting in the hard
X-ray range, suborbital observations become possible with balloon-borne or sounding rocket
payloads. The first X-ray observations were conducted as early as  (Giacconi et al. )
employing Geiger counters on board a sounding rocket to demonstrate detection of an X-ray
source outside the solar system.

. X-Ray Calorimeters

TheRossi X-RayTiming Explorer (RXTE) is the longest operating of the currently active NASA
X-ray missions. RXTE was launched in December , into a  km circular orbit with ○

inclination, and the instrument is still providing data.The main science objective of RXTE is a
time variability study of X-ray emissions in the energy range from  to  keV with microsec-
ond time resolution and moderate energy resolution for bright sources. The RXTE spacecraft
has the ability to quickly repoint the observatory to highly variable sources, such asGamma-Ray
Bursts (GRBs).

The nonimaging and non-focusing X-ray detector system of RXTE is a good starting point
for this discussion, since similar techniques (proportional and scintillation counters) had been
used in earliermissions (>Chap. , “GaseousDetectors,” >Chap. , “ScintillationCounters”).
RXTE employs large-area collimated X-ray detectors giving a narrow field of view of the target
region and reducing unwanted background detection.

RXTE is composed of three main instruments: a large-area Proportional Counter Array
(PCA, in > Chap. , “Gaseous Detectors”) covering the range – keV (Jahoda et al. ),
the High Energy X-ray Timing Experiment (HEXTE) (Gruber et al. ) with an energy range
of – keV, and an All Sky Monitor (ASM) operating in the – keV energy range (Levine
et al. ). The spacecraft can point the fixed PCA in any desired target direction except for a
○ exclusion zone in the direction of the Sun. Two star trackers provide pointing information
to better than  arcsec and the spacecraft maintains a pointing accuracy for the PCA of better
than  arcmin. The spacecraft can be brought on target with a slewing rate of ○ in  min.
> Figure  shows the RXTE spacecraft with location of the detector systems.

The PCA is made up of five identical modules with a total collection area of , cm.
Each PCAmodule has two sealed gas volumes.Themain detection volume is filledwithXe/CH

gas and has four layers of proportional counters. Each layer is made up of a frame with 

http://dx.doi.org/10.007/978-3-642-13271-1_11
http://dx.doi.org/10.007/978-3-642-13271-1_15
http://dx.doi.org/10.007/978-3-642-13271-1_11
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cells, each nominally . cm × . cm ×  cm, with an anode wire in the center. The second
gas volume is filled with propane and uses a single layer of proportional cells, placed on the
Xe volume, that serves as an entrance veto and is similar in construction to the other layers.
In addition, the anode signals of the lower (fourth) layer and the outermost cells in the remain-
ing layers of the Xe volume are used to form a three-sided anticoincidence. Both gas volumes are
maintained at ∼ atm of pressure.The sides and bottom of the PCA employ a passive graded-Z
shielding of tantalum, tin, and the aluminum housing to reject cosmic rays or X-rays that do
not enter through the front. The remaining  anode wires in each of the three Xe layers define
the active detection volume of the calorimeter. Collimators in front of the PCA provide a ○

(FWHM) field of view (FOV). The entrance window to the propane volume and the divider
between the propane and Xe volumes are thin aluminized Mylar.

Telemetry bandwidth limits do not permit transmission of the digitized pulse heights of all
anode signals. To maintain high internal background rejection and good detection efficiency, a
signal encoding scheme was incorporated.The anode signals of the side cells and of the bottom
layer are combined into a single veto signal that is sensitive both to penetrating radiation from
the sides and to partially contained events.The anode wires of the propane layer are combined
to build an anticoincidence to reject incident cosmic rays. In each layer, the remaining anode
signals of alternate cells are combined to form a total of six signals in the active volume. Each of
the six anode signals and two veto signals is individually discriminated and digitized. Anominal
good event requires there to be no signal in any of the veto layers and a signal in only a single
proportional cell.

Incident X-rays below  keV predominantly lose energy through photoelectric absorption
in the Xe gas. The X-ray produces a photoelectron which in turn creates electron–ion pairs in
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the Xe.The number of pairs is directly proportional to the energy of the incident X-ray.The pro-
portional cell amplifies the signal and generates a measurable charge pulse on the anode wire.
A pressure transducer and temperature sensor on each PCA unit record the state of the gas and
thus the gas amplification. An Am source in the PCA provides gain calibration. Time tagging
of events is fast enough to allow for detection of microsecond-time-scale X-ray flux changes.
The instrument has a sensitivity of .mCrab and an energy resolution of % at  keV. Higher-
energy X-rays lose energy through Compton scattering and spread their energy deposit over
a larger volume in the PCA. An increased number of proportional cells with a signal from a
high-energy X-ray reduces the background rejection of the PCA and thus sets the upper energy
limit of ∼ keV.

The High-Energy X-ray Timing Experiment (HEXTE), which is co-aligned with the PCA,
provides high-energy measurements from – keV. HEXTE is divided into two clusters
each employing four phoswich detectors with an effective collection area of ∼ cm and a
FOV of ○. To veto charged particles entering the phoswich detectors, the sides of the clus-
ter are surrounded by a particle anticoincidence shield of four plastic-scintillator tiles, each
viewed by two photomultipliers (PMT) via wavelength-shifting light guides positioned along
two sides. This anticoincidence provides prompt vetoing of spurious background from effects
such as Cherenkov radiation in the PMT glass and secondary particles generated in the colli-
mators. Each cluster can tilt off target by ±.○. The tilts for the two clusters are in orthogonal
planes and the tilt motion always maintains one cluster on target while the other is sam-
pling off-target background data. The on-target dwell time is programmable between – s.
Much like the PCA, each phoswich scintillator individually records the arrival time and energy
of incident X-rays.

Each HEXTE phoswich detector is contained in an opaque, sealed housing, which pre-
vents stray light and moisture from entering and provides magnetic shielding, see > Chap. ,
“Scintillation Counters.” The detector material is an inorganic scintillator, NaI(Tl) (. cm
diameter, . cm thick), followed by a . cm thick CsI(Na) crystal, which serves as an antico-
incidence.The scintillation light is viewed by a . cm PMT. X-rays enter the detector through
a Pb honeycomb collimator, restricting the FOV to ○, and a .mm thick Be entrance win-
dow. The two scintillator materials have different characteristic rise times. NaI(Tl) emits light
after roughly .µs whereas CsI(Na) has a rise time of .µs. A pulse-shape analysis of the
PMT signal can discriminate a purely fast NaI(Tl) signal (i.e., a good event) from an event
with a slower CsI(Na) component. The latter class of events are rejected since they could result
from an incident cosmic ray, partial energy containment in the detector by an X-ray with a
Compton-scatter electron escaping the NaI(Tl) crystal, or an X-ray entering from the side.
The energy resolution of the detector, % at  keV, relies on a calibration of measured PMT
signal amplitude as a function of incident X-ray energy. The scintillation light yield is pro-
portional to the X-ray energy deposit in the NaI(Tl) and the signal amplitude of the PMT is
proportional to the collected scintillation light. Each phoswich module has a gain calibrator
mounted in one cell of the collimator. The calibrator uses a plastic scintillator doped with a
small amount of Am and viewed by a . cm PMT. The plastic scintillator is placed directly
in front of the entrance window. The primary decay scheme of Am yields a  keV X-ray
in coincidence with a MeV alpha particle. The X-ray, leaving the plastic scintillator, provides
a spectral line for gain calibration of the PMT, and the alpha, which stops in the plastic, pro-
vides a coincidence signal. To maintain uniform response across the phoswich aperture, both
crystals are highly polished, optically coupled to the PMT, and wrapped in a diffuse Teflon
reflector.
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. Grazing-IncidenceOptics

The instruments discussed in the previous subsection do not provide imaging of X-ray sources,
but rather obtain temporal or spectroscopic observations from a given region in the sky defined
by the viewing angle of the collimator. Here we will discuss current X-ray instruments for
astrophysical observations, which employ focusing optics. Given the strong absorption of
X-rays traversing matter, refractive optics used in telescopes for visible light are not applica-
ble. However, X-rays can be reflected off mirror surfaces provided the incident angle is shallow
and the glancing angle is less than the critical angle, as Compton pointed out in . For this
grazing-incidence technique, the critical angle depends on mirror material and X-ray energy.
The critical angle is inversely proportional to the photon energy. Mirror surface materials with
increasing Z have larger critical angles at the same photon energy, and most grazing-incident-
angle X-ray telescopes employ high-Z gold- or iridium-coated mirrors. The grazing-incidence
technique had been explored for X-ray microscopy when in the early s Hans Wolter sug-
gested three geometries for focusing X-rays. In the mid s a prototype of a Wolter Type-I
X-ray telescope was developed and later flown on a sounding rocket to image the soft X-rays
from the Sun. The first space-based imaging X-ray telescope (Wolter Type-I) was onboard
NASA’s second High Energy Astrophysical Observatory, HEAO-. The satellite, later renamed
Einstein Observatory, was launched in late , collecting data for  years and providing,
among other important studies, the first high-resolution X-ray study of supernova remnants.
Focusing systems have a much higher signal-to-noise (background) performance than non-
focusing systems because the X-rays collected over a large area are imaged on a much smaller
sensor. As a consequence, focusing systems are less likely affected by spurious background
events. Presently, a number of space-based grazing-incident telescopes are in operation, most
notably the European Space Agency’s X-rayMulti-Mirror Mission (XMM-Newton) andNASA’s
Chandra X-ray Observatory (Chandra or CXO). These latter two missions have similarities in
their basic design and have complementary science goals. Here we will illustrate the technique
with Chandra.

Chandra, formerly known as the Advanced X-ray Astrophysical Facility (AXAF), was con-
ceived as a large, high-sensitivity telescope serving the astrophysical community by accessing
the entire sky with an availability of greater than % at any time, providing spectroscopy and
imaging, including achieving modest energy resolution (E/ΔE ≈ –) for spatially resolved
spectroscopy. The optical system achieves imaging better than . arcsec FWHM. The instru-
ment suite covers the energy range from . to  keV and has an effective collection area of
 and  cm at . and  keV, respectively. An artist’s view of the Chandra spacecraft is
shown in > Fig.  and instrumental details can be found on the Chandra X-ray Center web site
(cxc.harvard.edu).

The observatory was launched into a low Earth orbit with the Space Shuttle Columbia
(STS-) in July ; the Inertial Upper Stage booster rocket carried the spacecraft into a highly
elliptic orbit (apogee height ∼, km, perigee height ∼, km) with a period of approxi-
mate . h ().The first-light image was taken of Cassiopeia A and was released on August
, .

The main science components of Chandra are the High-Resolution Mirror Assembly
(HRMA), which focuses incoming X-rays onto the Science Instrument Module (SIM) at the
far end of the Optical Bench Assembly (OBA). The SIM contains the High-Resolution Cam-
era (HRC) and the Advanced CCD Imaging Spectrometer (ACIS). Each instrument type is
divided into an imager (-I) and spectrometer (-S) subset. The ACIS imagers have moderate

cxc.harvard.edu
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intrinsic spectral resolution, but in conjunction with the Low- (LETG) or High-Energy Trans-
mission Gratings (HETG), which can be inserted into the beam, both photosensor instruments
(HRC, ACIS) provide high-resolution spectra.

The science topics that can be addressed by an observatory with high availability, large
collection area, and high-resolution imaging and spectroscopy are wide ranging, and these
capabilities enable observation of faint sources, distant sources, or the investigation of
the structure and physical processes in astrophysical objects.

The HRMA utilizes a Wolter Type-I design comprised of four concentric, nested,
grazing-incident X-ray mirror segments fabricated from Zerodur glass with a Å irid-
ium coating. The outer mirror segment has a diameter of  cm and the inner segment
 cm. The paraboloid followed by hyperboloid mirror sections are each  cm long and
together with the thermal pre- and post-collimator and aperture plate, the HRMA has a
total length of  cm. The HRMA has a weight of , kg and a focal length of m.
The precision achieved in the HRMA drives the spatial resolution of . arcsec for Chandra
and provides an order of magnitude improvement over previous instruments.

The ACIS is made up of ten planar, charged-couple devices (CCDs) each with ,× ,
pixels, see > Chap. , “Semiconductor Counters.” An incident X-ray deposits its energy via
photoelectric interaction in the CCDs.The hit pixel and the amount of charge stored character-
ize the incident location and energy of the X-ray. The CCDs are exposed with a frame time of
∼. s and read out with transfer time of ∼ms. Telemetry limitations of the spacecraft permit
only the transmission of data from up to six preselected CCDs. Four CCDs are arranged in a
×  array (ACIS-I) and used as an imager, the remaining six CCDs are arranged in a linear
×  array (ACIS-S) and are either used for imaging or as a grating readout. The ACIS has the
capability to simultaneously acquire high-resolution images and moderate-resolution spectra.
Most of the CCDs in the ACIS are front-illuminated except for two back-illuminated CCDs
in the ACIS-S, which have a lower threshold. Since the CCDs are sensitive to the detection of
visible light and X-ray photons, they are covered by a visible/UV-blocking filter, which is a thin
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composite of polyimide sandwiched between two thin layers of aluminum. The quantum effi-
ciency of the CCDs matches the energy range of the HRMA. To achieve high-quality spectra
of point and slightly extended (few arc-seconds) sources, the linear ACIS-S array is arranged
in the expected diffraction direction of the transmission grating system.The ACIS instrument
can be used in conjunction with the HETG or LETG, but in normal operation is mostly used
with the HETG.

The HETG is mounted on a support frame that can be swung into the beam behind the
HRMA and contains two grating patterns: the Medium-Energy Grating (MEG) and the High-
Energy Grating (HEG). The MEG, covering the range .–. keV, places the grating behind
the outer two mirror segments, whereas the HEG, covering the range from .– keV, places
the grating behind the inner two mirror segments. The nominal grating parameters for the
HEG (MEG) are as follows: The grating lines are ,Å (,Å) thick gold deposited on a
, Å (,Å) thick polyimide film. The periodicity is ,.Å (,.Å) and the bars
have a width of ,Å (, Å). The ruling patterns on the HEG and MEG form an X on the
ACIS-S, allowing it to separate the different diffraction patterns.

The second instrument in the focal plane of the HRMA is the High-Resolution Camera
(HRC), which employs a chevron-type microchannel plate (MCP) coated with CsI to enhance
photoelectric conversion and read out by a crossed-grid charge detector.The HRC has a spatial
resolution of ∼µm. To eliminate cosmic-ray background, the HRC incorporates a plastic-
scintillator anticoincidence detector. Passive tantalum shielding on the inside of the titanium
housing rejects X-rays entering from the side. The HRC has two subsets, one optimized for
imaging (HRC-I) and the other (HRC-S) serving as the readout for the LETG, which is similar
in its function to theHETGdiscussedabove but optimized for low-energy observations starting
at  eV. The HRC-I provides the largest FOV (∼′ × ′) on the observatory, has an energy
threshold below that of theACIS, and has a good time resolution of∼ µs, but lacks the spectral
resolution of the ACIS.

In order to smooth out the pixel-to-pixel variation, the instantaneous image is spread over
different pixels by dithering the spacecraft over the target in a Lissajous pattern. The amount
and period of the dithering depends on the instrument in use and is  arcsec for the HRC and
 arcsec for the ACIS with a nominal period of  s (pitch) and , s (yaw). The controlled
motion of the spacecraft has to be taken into account to obtain final images.

Other mirrors used to focus X-rays using grazing incidence employ foil substrates instead
of glass, allowing segments to be packed closer and weigh less. Foil mirrors were used in the
Japanese ASCA (formerly Astro-D) satellite, which was launched on February , , and
operated for over  years. This mission is also noteworthy since it was the first X-ray satellite
mission to use a CCD imager. New high-resolution mirrors developed for the NuStar mission
(Koglin et al. ) use thin thermally formed glass shellswith graded-depthmultilayer coatings
to extend focusing into the hard X-ray band from  to  keV.

. Coded ApertureMasks

X-ray focusing using conventional grazing-incidence mirrors with single-layer coatings is
technically feasible up to energies of ∼ keV. This method provides high angular resolution
(. arcsec, previous section) but has a narrow field of view of ∼○ and a small collection area.

In the energy range above ∼ keV, where conventional grazing-incidence focusing is less
effective, and below ∼MeV, where pair production can be used to reconstruct the energy and
direction of the incident photon, other imaging techniques are needed. One way to accomplish
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imaging above ∼ keV is similar to a pinhole camera, where a position-sensitive photosensor
is placed under a mask with a pinhole. A point source will illuminate a particular region of the
photosensor and this location determines the arrival direction of the photons. By replacing the
pinhole with a coded aperture mask, which for a given source direction casts a unique pattern
on the photosensor, very large collection areas and good angular resolution can be achieved.
To obtain the image of the source, the detected photons over the entire photosensor need to be
deconvolved. Encoding incident photons can be done in one of two ways, temporally or spa-
tially. Most present missions employ a spatial-coded aperture mask, which we discuss below.
An example of current temporal encoding can be found on the All Sky Monitor (ASM) of
RXTE. In the ASM three narrow FOV detectors sweep in different planes over the region
of interest in the sky. Each detector records the detected count rate as a function of time
(direction). The direction of a point source is marked by the time (direction) for which the
photon flux is the greatest.The three scans in different planes constrain the source location.

While the image in a focusing X-ray telescope is only affected by the noise of pixels in the
immediate vicinity of the focused image, in the coded-aperture technique noise from the entire
photosensor affects the quality of the image.

Current space missions using coded aperture masks are the International Gamma-Ray
Astrophysics Laboratory (INTEGRAL) and Swift. We will use the latter to illustrate this tech-
nique. INTEGRAL was launched by the European Space Agency (ESA) in late  and is
an active mission. INTEGRAL is dedicated to the fine spectroscopy (E/ΔE = ) and fine
imaging (angular resolution:  arcmin FWHM) of celestial γ-ray sources in the energy range
 keV–MeVwith concurrent sourcemonitoring in theX-ray (– keV) and optical (V-band,
 nm) energy ranges and employs a number of coded-aperture-mask instruments.

Swift is the latest activemission that utilizes a coded aperturemask and has the largest mask
ever deployed.This mission is conducted as an international collaboration among Italy, the UK,
and the USA, funded in the USA by NASA. The main science focus of the Swift mission is
to study GRBs (Gehrels et al. ). Swift has a complement of three co-aligned instruments to
view GRBs and their afterglows at γ-ray, X-ray, ultraviolet (UV), and optical wavelengths: the
Burst Alert Telescope (BAT), the X-Ray Telescope (XRT), and the Ultraviolet/Optical Tele-
scope (UVOT) (Gehrels et al. ). Swift was launched November , , and detects
∼GRBs/year, localizing ∼GRBs/year.

The largest instrument on board Swift is the BAT (Barthelmy et al. ), which can view
approximately one sixth of the sky at any time or . sr (half-coded). The BAT can detect and
acquire high-precision locations for GRBs and then relay a position estimate accurate to within
– arcmin to the ground in approximately  s. > Figure  shows the detector plane of the BAT
instrument.The main components of the BAT are the coded aperture mask, the detector array,
and the graded-Z shielding. The detector array covers an area of .m× . m and has ,
pixels. Each pixel is a mm× mm× mmCdZnTe crystal operated in photon counting mode.
To maintain signal uniformity across the detector plane, the detector-array temperature is kept
at ±  K. The energy range of the detector is from  to  keV with an energy resolution of
∼ at  keV. The coded aperture mask has a D-shape with an area of .m and is placed m
above the detector array. The approximately , Pb coding titles are mm× mm× mm
and are mounted to a composite substrate. The mask uses a completely randomized pattern
(% open and % closed) rather than the commonly used Unified Redundant Array (URA)
pattern. To reduce the effect of cosmic rays on the detector array by %, a graded-Z shield
surrounds the sides and the underside of the array. The average BAT background event rate is
, events s− (or about . count s− per pixel), with orbital variations of a factor of two
around this value.This yields a GRB fluence sensitivity of  × − erg cm− s− (– keV).
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. Pair Conversion

Above a fewMeV, the dominant interactionmechanismof γ-rays withmatter is their conversion
to e+e− pairs in the electric field of a nucleus or an electron. Pair production has a threshold of
.MeV for interactions in the field of the nucleus and the rate of production goes as Z. The
threshold for production by interaction in the field of an electron is ∼MeV and the production
rate for atomic electrons is proportional to Z. Thus, in heavy materials, the interaction takes
place primarily near the nucleus. Pair production can be used as the basis for a high-energy
γ-ray observatory by tracking the momentum vectors of the e+ and e− and measuring their
combined energy, see > Chap. , “Tracking Detectors.” The directions of the particles are
rapidly altered bymultiple Coulomb scattering, and it is important tomeasure the tracks before
scattering has a significant effect. Provided the e+ and e− have not deviated too much from
their original track before measurement, the photon momentum vector is approximately the
vector sum of the momenta of the particles. Similarly, the energy of the incident photon is the
small recoil energy plus the sum of the energies of the e+ and e−. The latter can be measured
using a calorimetric technique or, at low energies, by measuring the rate of multiple Coulomb
scattering.

The pair-conversion telescope technique was pioneered in the NASA SAS- (Small Astron-
omy Satellite ) instrument that flew from November  to June  and measured γ-rays in
the –MeV range using a spark-chamber tracking systemwith thin tungsten plates for pair
production. Energy was measured by determining the rate of multiple scattering. This was fol-
lowed by the ESACos-B instrument thatwas launched in  and operated for . years, ending
in , producing a catalog of  γ-ray sources, a γ-ray map of the Milky Way disc, and detec-
tion of the first extragalactic γ-ray source C. Cos-B was able to add a crystal calorimeter
to improve energy resolution, see > Chap. , “Calorimeters.” The promise of high-energy
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γ-ray astronomy was realized in the EGRET (Energetic Gamma-Ray Experiment Telescope)
instrument on the NASA Compton Gamma-Ray Observatory (CGRO) that launched in 
on the Space Shuttle Atlantis and operated until it was deorbited in . EGRET used a spark
chamber for pair production and tracking and had more than  times the geometry factor
(area × solid angle) of its predecessors. The energy of the e+e− pair was measured using a
NaI(Tl) crystal calorimeter. A plastic-scintillator anticoincidence dome vetoed charged-particle
background. EGRETmeasured γ-rays from MeV to GeV and revolutionized γ-ray astron-
omywith the first all-sky survey above MeV, detections of γ-ray pulsars and blazars (a class of
active galactic nuclei) as well as observations of diffuse γ-ray emission, delayed emission from
GRBs, and γ radiation from high-energy solar flares.

The Large Area Telescope (LAT) on the Fermi Gamma-ray Space Telescope (Fermi)
(Atwood et al. ) was designed to clarify and extend EGRET observations. Fermi (for-
merly the Gamma-ray Large Area Space Telescope) was launched in June . Fermi-LAT
was designed to provide the observations needed to understand the nature of the high-
energy photon sky including identification of sources, determining the origins of the diffuse
emission, understanding the mechanism of particle acceleration, using γ-rays to probe the
nature of dark matter, and using γ-rays to study the early universe and the evolution of
γ-ray sources. LAT released a catalog of , sources in , the largest γ-ray source catalog
to date. About half the sources are either blazars (∼) or pulsars (∼). Other source classes,
some newly discovered, include pulsar wind nebulae, supernova remnants, globular clusters,
starburst galaxies, Seyfert galaxies, and X-ray binaries. In addition, the LAT has proven to be a
highly effective detector for high-energy electrons withmeasurements of the electron spectrum
to energies approaching  TeV.

The central design goal of Fermi-LAT was to measure the directions, energies, and arrival
times of incident γ-rays over a wide FOV so that much of the sky is viewed on each orbit.
All of the detector technologies used were based on current practice at particle accelerators.
The LAT is designed to span the energy range from below MeV to above GeV using a
pair-conversion telescope based on a silicon-strip-detector (SSD) tracking system interleaved
with thin tungsten converter layers.The energies of the e+e− pair are measured in a fully active
CsI(Tl) crystal calorimeter. The use of a monolithic anticoincidence limited the upper energy
range of EGRET due to self-vetoing by backsplash albedo from interactions in the calorimeter.
To eliminate this problem, LAT uses a highly segmented anticoincidence detector (ACD) to
detect charged particles entering the FOV of the telescope.There is only a small probability of
a backsplash event coincident in the same ACD tile as an incident γ-ray, and the ACD is not
automatically included as a veto in the trigger. The instrument is arranged in  modules or
towers, each incorporating both a tracking section and a calorimeter section. The tracker array
is completely covered on the outside by the ACD. LAT dimensions are .m× .m×  cm.
The instrument weighs , kg and consumes W.The effective area is , cm at normal
incidence and the FOV is . sr. A schematic view of the Fermi-LAT is shown in > Fig. .

The LAT converter–tracker has  tracking planes, each with two layers (x and y) of single-
sided SSDs with µm pitch and µm thickness. The top  layers are preceded by thin
tungsten converter foils with . radiation length (X) thickness (. cm) over the first  lay-
ers and . X (. cm) foils over the last four layers. Each tracker layer has about . X

of support and detector material. The use of thin converters in the upper layers improves the
point spread function (PSF) for the lowest energies. The thicker foils at the back of the tracker
enhance the effective area and FOV at high energies while reducing the angular resolution at
 GeV by less than a factor of . The lowest two tracker planes do not have converter material
overlaying. The detectors and foils are supported in low-mass carbon-composite “trays” with
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Schematic view of the Fermi-LAT (Atwood et al . )

aluminum honeycomb cores. Each tray is about  cm thick and carries two single layers of
detectors, a converter foil, and front-end electronics. A detector layer is at the top and bot-
tom of each tray and the foil is located above the lower detector layer. The SSD strips at the
top and bottom of a tray are parallel, but successive trays are rotated by ○ to place x and
y layers together. The tracker defines the FOV and provides the principal instrument trigger.
The tracker design is compact, giving an aspect ratio for the full telescope of . to maximize
the FOV.

The LAT calorimeter, below the tracker, has  CsI(Tl) crystals in each module, each
. cm×  cm× . cm.This gives a lateral segmentation of  Molière radius and a longitudinal
segmentation of . X. The crystals are optically isolated using reflective wrapping material
and are arranged in  layers of  crystals each. Each layer is rotated ○, forming an x, y
hodoscope.The total depth of the calorimeter is . X. Combined with the converter–tracker,
the full depth of the LAT is . X. Each crystal is read out by two photodiodes at each end,
one with an area of mm and the other with an area of mm, to span the needed dynamic
range.The relative light levelsmeasured at the ends of each crystal give ameasure of the shower
position. By fitting the profile of particle cascades, the longitudinal segmentation (segmenta-
tion in calorimeter depth) allows the energy of incident particles to be measured even if the
shower produced by the particle is not fully contained in the calorimeter.This technique extends
the energy measurements to ∼ TeV, although for uncontained showers the energy resolution is
limited by fluctuations in shower leakage.

As noted, the LAT uses a highly segmented ACD to avoid self-vetoing by backsplash from
high-energy showers in the calorimeter. The ACD is required to have a very high detection
efficiency for charged particles, .% averaged over the full FOV, and to impose as little
interaction mass in the photon beam as possible. This was achieved using an array of plastic-
scintillator tiles read out by wavelength-shifting optical fibers coupled to PMTs at the periphery
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of the ACD. Each tile is read out by two PMTs for redundancy. Tiles are overlapped in one
dimension to eliminate gaps.The remaining gaps between tiles are closed by scintillating optical
fiber ribbons with >% detection efficiency for singly charged particles.

The LAT measures γ-rays and electrons with an energy resolution ranging from % at
MeV to % at GeV.The single-photon angular resolution ranges from ○ at MeV to
less than .○ for energies above GeV.The instrument normally operates in a scanningmode
in which the axis of the instrument alternates on successive orbits between +○ from zenith
and toward the pole of the orbit and −○ from zenith. For the .○ inclination  km Fermi
orbit this gives virtually uniform sky coverage every two orbits ( h). The telescope can also be
pointed to address targets of opportunity.

 Cosmic-Ray Instruments

Cosmic rays, high-energy charged particles traveling at speeds that can approach that of light,
are a rich source of information on the chemical evolution of the Galaxy as well as on some
of the most extreme environments and exotic processes in the universe. Cosmic rays have
been detected with energies exceeding  eV. Except at the highest energies, cosmic rays
are isotropized by intergalactic, galactic, and heliospheric magnetic fields and their arrival
directions do not point back to their sources.

The majority of cosmic rays are atomic nuclei from hydrogen to the heaviest elements in
the periodic table, with energies spanning more than  orders of magnitude and steeply falling
spectra decreasing by a factor of ∼ per decade in energy. Protons make up about % of
cosmic-ray nuclei and helium about %. Galactic cosmic-ray (GCR) nuclei are most likely
accelerated in supernova remnants and their elemental and isotopic composition probe nucle-
osynthesis, nuclear interactions with the interstellar medium (ISM), the distribution of freshly
synthesized elements, and the mechanism of supernova explosions.

Primary cosmic-ray nuclei are produced directly in nucleosynthesis processes. Secondary
cosmic-ray nuclei, including Li, Be, and B, and those elements directly below Fe in the peri-
odic table are produced mainly by fragmentation of more abundant nuclei in interactions with
the ISM. Both elemental and isotopic measurements are important. Measurements of stable
secondary-to-primary ratios such as B/C and sub-Fe/Fe provide important information on the
path length of ISM traversed by the GCRs. Measurements of radioactive secondary GCRs such
as Be, Al, Cl, Mn, and C can be used as “clocks” to determine the age of the cosmic rays
and the fraction of time spent in the galactic halo.The abundances of other radioactive isotopes
such as Ni that decay by electron capture probe the time between nucleosynthesis and acceler-
ation.Measurements of isotopes such as Ne and the abundances of elements heavier than iron
probe the origins of GCRs and the mechanisms by which nuclei are selected for acceleration.

The spectra of cosmic-ray nuclei reflect both source and transport effects (Strong et al.
). At energies above the influence of solar modulation, the GCR nuclear spectrum falls
rapidlywith an all-particle differential spectral index of about E−. to an energy of about  eV.
At this point, known as the “knee,” the spectrum steepens. The reason for this is uncertain,
but is commonly attributed to progressive failure of the supernova acceleration mechanism.
Knee energies are at about the limit of direct measurements and most of the data comes from
ground-based measurements (> Chap. , “Indirect Detection of Cosmic Rays”).

http://dx.doi.org/10.007/978-3-642-13271-1_24
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Between  and  eV, an extragalactic ultrahigh-energy cosmic-ray (UHECR) com-
ponent progressively becomes dominant and above the “ankle” at about  ×  eV the
spectrum flattens again. Both the nature of the cosmic acceleration engines responsible for
such extreme energies and the composition of the UHECRs are uncertain and are the sub-
jects of intense study. Candidate UHECR sources include active galactic nuclei, neutron
stars, galaxy clusters, and the progenitors of GRBs. UHECRs are almost certainly atomic
nuclei, but models of UHECR chemical composition range from pure protons, through mix-
tures of light, intermediate, and heavy species, to pure Fe. Current data from the Pierre
Auger Observatory favor a heavier overall composition at the highest energies, but data from
HiRes do not.

At energies above a few times  eV,UHECRs interactwith cosmicmicrowave and infrared
background photons.The details of this interaction depend on the composition of theUHECRs.
Protons interact by photoproduction, yielding pions, protons, and neutrons. Heavier nuclei
undergo photodisintegration in which nucleons are scattered from the nucleus. Either process
results in the loss of energy and causes a dramatic steepening of the cosmic-ray spectrum known
as the GZK effect, named after Greisen, Zatsepin, and Kuzmin who predicted this suppres-
sion in . In , HiRes published the first significant observation of the GZK suppression,
confirmed by the Pierre Auger Observatory. UHECRs measured with energies above the GZK
cutoff must come from sources within a radius of about megaparsecs of Earth. Particles at
these energies have large gyroradii in extragalactic and galactic magnetic fields and their arrival
directions should point back to their sources. This opens the possibility of charged particle
astronomy by identifying and characterizing individual sources.

The interactions that produce the GZK cutoff also produce ultrahigh-energy neutrinos,
known as GZK neutrinos or cosmogenic neutrinos. The expected flux of these neutrinos
depends strongly on the UHECR composition. UHECR proton interactions produce e.g., π+

that decay to a νμ and μ which then decay to a νμ , a νe , and an e. This process produces a
spectrum of neutrinos extending to ultrahigh energies. Neutrons are also produced and can
decay to produce neutrinos, but this is a minor component. Similarly, if nucleons resulting
from photodisintegration of UHECR nuclei are above the pion photoproduction threshold
then neutrinos are produced. The neutrino flux from this process depends on the opacity of
the photon backgrounds to UHECR nuclei and the spectrum of the nuclei before photodis-
integration. Oscillations over astrophysical distances result in a :: ratio between the three ν
flavors. Because the ν are not absorbed during propagation through the universe, the spectrum
of cosmogenic ν arriving at the Earth should reflect the accumulated contribution of sources
extending to high redshift.

Other cosmic-ray components include electrons, positrons, and antiprotons. While these
are largely the result of interactions of nuclear cosmic rays with the ISM, they may have
other origins. Positrons and electrons can be produced directly in astrophysical objects such
as pulsars, and features in their spectra can provide important insights into nearby sources.
Cosmic-ray particles may also be produced directly by the annihilation of dark-matter candi-
dates such as neutralinos andKaluza–Klein particles.Details of the spectra of resulting particles,
especially positrons, electrons, and antiprotons, provide important constraints on the nature of
dark matter.

The energy spectra of cosmic-ray species other than nuclei also reflect both their origins
and transport to Earth. Electrons are largely secondary and the spectrum from the superpo-
sition of distant sources falls approximately as E− and softens rapidly above  TeV. Electrons
lose energy quickly by synchrotron and inverse Compton processes and any detected with TeV
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energy must have been accelerated within about  years and can have traveled at most a few
hundred parsecs. At energies above  TeV, features from discrete sources might become evident
in the high-energy cosmic-ray electron spectrum.A significant feature in the electron spectrum
below TeV might also indicate a nearby source of electrons, a pulsar, or dark-matter annihi-
lation. Recent measurements of the high-energy electron spectrum differ considerably. ATIC
and PPB-BETS report a feature in the – GeV range. Measurements by Fermi-LAT and
H.E.S.S. show some excess flux near  TeV compared to model predictions, but not a distinct
feature. H.E.S.S. measurements also indicate that the spectrum steepens above  TeV.

The positron spectrum also exhibits interesting features. PAMELA measurements show a
significant excess of positrons over expectations of secondary production for energies above
GeV. Two general classes of explanation have been offered for the e+ excess observed by
PAMELA: the signature of a nearby pulsar, or group of pulsars, and annihilation radiation from
a dark-matter clump. There is ample evidence that e− and e+ pairs are produced by primary
e− accelerated within pulsars and that the e− and e+ are subsequently accelerated to ultra-
relativistic velocities. However, the mechanism by which the particles might escape the pulsar
is unclear. Models for the dark-matter source are constrained by measurements of antiprotons
from BESS and PAMELA. Most cosmic-ray antiprotons are secondaries produced by interac-
tions of GCRs with the ISM. Production kinematics and the energy spectra of the primary
cosmic rays give a characteristic secondary antiproton spectrum with a peak around GeV
and sharp decreases below and above the peak. The presence of an additional source such as
dark-matter annihilation might be seen as a deviation from the secondary spectrum above or
below the peak. Thus far, precision measurements from BESS-Polar and PAMELA have shown
no significant excess.

The Sun acts both as a source of energetic particles and as a modifier of the GCR flux.
Particles are emitted by the Sun in the solar wind and in coronal mass ejections (CMEs).
Solar energetic particles (SEPs) are accelerated by impulsive solar flares and by interplanetary
shocks from CMEs. In addition, matter from the local ISM can enter the solar system as neu-
trals and then be ionized by the solar wind.These ions can then be picked up by the solar wind
and subsequently accelerated at the solar-wind termination shock, becoming anomalous cosmic
rays (ACRs). The ACRs sample matter from the local ISM.

The magnetic fields entrained in the outflowing solar wind reduce the energies of GCRs
entering the heliosphere.This effect, known as solar modulation, acts to redistribute the GCRs
to lower energies and is often simplified as a spherically symmetric force field opposing the
incoming GCRs (Fisk ). Solar modulation has a significant effect on the measured GCR
spectrum below ∼GeV/nucleon. This effect is not constant, but tracks the -year cycle of
solar activity, having its greatest influence at solar maximum. Solar modulation depends on the
magnetic polarity of the Sun as well, and particles of different charge sign, e.g., electrons and
positrons or antiprotons and protons, are affected differently depending on the magnetic polar-
ity of the Sun (Bieber et al. ). Understanding this charge-sign-dependent solar modulation
is critical to developing detailed models of low-energy antiparticle fluxes.

. Time-of-Flight Versus EnergyMeasurements

Ions with energies below a few MeV/nucleon, often reached by SEPs, CMEs, corotating-
interaction-region (CIR) ions, and ACRs, can be measured with isotopic resolution using a
time-of-flight (TOF) mass spectrometer (> Chap. , “Particle Identification.”) A representative
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  Astrophysics and Space Instrumentation

Entrance harp
Accelerating

harp

Typical secondary
electron path

0 5 10

Scale (cm)

Electrostatic
mirrorPosition-sensing

anode

Stop MCPs

Start #1

Position-sensing
anode

Thin

Sliding iris
(partly open)

ULEIS telescope cross section

Start #2

Solid-state
detector array

Typical
ion path

Sunshade

foil

⊡ Fig. 

Cross-sectional view of the ultralow-energy isotope spectrometer onboard ACE (Mason

et al. )

detector using this technique is the Ultralow-Energy Isotope Spectrometer (ULEIS) (Mason
et al. ) on the Advanced Composition Explorer (ACE) mission, launched in . A
schematic cross-sectional view of ULEIS is given in > Fig. . An ion entering the ULEIS
acceptance cone passes through a series of thin metal foils, causing the emission of sec-
ondary electrons. The ion is then stopped in a solid-state detector, which measures its resid-
ual energy. The secondary electrons emitted from the foils are accelerated to ∼ keV and
deflected onto microchannel plates (MCPs) using electrostatic mirrors. The resulting MCP
pulses are discriminated and the time between pulses is measured. The secondary electron
optics are isochronous so that the point of impact on the foil does not influence the mea-
sured time. The first two foils give redundant start times while the last foil gives a stop.
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TOF is measured with ∼ ps resolution and with a  cm flight path ULEIS can measure
ions with energies up to a few MeV/nucleon.The lower energy of ∼ keV/nucleon is set by the
thicknesses of the foils and the front contact of the solid-state detector.The total kinetic energy
of the particle, E = mv/, corrected for the energy loss in the foils and detector contact, and
themeasured velocity v = L/t, where L is the flight path in the detector, give the mass of the ion:
m = E (t/L). ULEIS cannot measure charge. Particle species are determined by comparison
to solar system abundances to determine the dominant isotope among isomers (same mass but
different charge). This does not contribute significant ambiguity. ULEIS uses MCPs with areas
of  cm×  cm and an array of solid-state detectors with an area of  cm to give a geometric
factor of . cm sr. Simplified implementations of this technique can reach lower energies using
thinner foils. A wide range of energies can be measured in a single instrument by replacing the
single solid-state detector with a dE/dx-E telescope.

. dE/dx Versus Total Energy

For energies below a few hundredMeV/nucleon, one of the most common techniques used for
the identification of GCR or SEP nuclei is the simultaneous measurement of specific ionization
energy loss, dE/dx, and total kinetic energy, E. This dE/dx-E technique, often implemented as
dE/dx-total E or dE/dx-residual E methods, is capable of determining the charge, mass, and
energy of incident particles.

In its simplest form, a dE/dx-E telescope utilizes two detectors, usually silicon diodes, to
separately measure dE/dx and E. The thickness of the entrance detector, which measures
dE/dx, sets the effective lower energy limit of the device and this detector is often as thin
as possible. The second detector must be thick enough to stop particles within the energy
range of interest. dE/dx is approximately dE/ (dL sec(θ)), where dL is the thickness of the
entrance detector and θ is the angle of the particle with respect to the telescope axis. Similarly,
the particle’s kinetic energy is approximately the energy deposited in the stopping detector if the
dE/dx detector is thin. Ionization energy loss is proportional to Z

/v and kinetic energy equals
mv/. Thus, the product dE/dx × E is proportional to Zm/ and is independent of velocity.
As illustrated in > Fig. , when dE/dx is plotted against total E, the result is a series of hyperbo-
las in constant Zm/. Elements are separatedmore than isotopes, so the telescope functions to
determine both the charge andmass of the nucleus. In order to achievemaximum resolution, θ
must be either limited by a combination of collimation and detector geometry or the trajec-
tory of the particle must be measured. This is most commonly accomplished with position-
sensitive solid-state-detector hodoscopes, although other methods including drift chambers
and scintillating-optical-fiber hodoscopes have also been used.

The modern dE/dx-E telescope was introduced on the IMP- (Explorer ) satellite,
launched in . This telescope used thin solid-state entrance detectors with a CsI(Tl) crystal
as a stopping detector. ISEE-, launched in , incorporated two instruments that provided
measurements of the incoming particle trajectory, one using a drift chamber and one with
position-sensitive solid-state detectors. Since then, dE/dx-E telescopes of great sophistication
have beenused onmanymissions includingVoyager (I and II), CRRES, SAMPEX,Wind,NINA,
Ulysses, ACE, and STEREO. Some representative examples are discussed below.

Inmost high-resolution solid-state telescopes, the charge andmass of detected particles are
identified based on the energies they deposit coming to rest in a stack of detectors rather than
in a single detector. This allows the instrument to stop particles of much higher energy than
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dE/dx vs E technique used with ACE/CRIS (Stone et al. c)

could be achieved with a single stopping detector. In addition, the resolution improves when
dE/dx is measured in a detector or set of detectors whose thickness is a significant fraction
of the particles range. Use of a stack of detectors allows optimization of the thicknesses of the
detectors for dE/dx measurements over an extended energy range. An iterative technique for
solving for mass is discussed in Stone et al. (a).

The ULYSSES Cosmic and Solar Particle INvestigation (COSPIN) incorporated five
instruments (Dual-Anisotropy Telescopes (ATs), Low-Energy Telescope (LET), High-Energy
Telescope (HET), High-Flux Telescope (HFT), and Kiel Electron Telescope (KET)) measuring
nuclei and electrons from .MeV to several hundredMeV, depending on species.TheHETwas
designed tomeasure elemental and isotopic composition of nuclei from hydrogen to nickel.The
lowest energymeasuredwas about MeV for protons and extended to MeV/nucleon for Fe.
The telescope utilized a hodoscope formed of six ,µm thick Li-drifted silicon (Si(Li)) detec-
tors incorporating a multi-strip readout with position determined by voltage division. These
were arranged in two groups of three detectors with successive detectors rotated by ○, and
measured both trajectory and dE/dx. The resultant resolution was about µm, giving a tra-
jectory resolution on the order of ○. These were followed by a stack of six ,µm Si(Li)
detectors. For particles penetrating these detectors, dE/dx was accurately measured.The stack
also stopped incident nuclei and provided the total E measurement. Finally the telescope was
terminated in a ,µm Si(Li) diode acting as a penetration detector. The full telescope was
surrounded in a scintillator anticoincidence shield.The geometric factor of the HET depended
on particle species and energy and ranged from about . cm sr at the highest energies to
∼ cm sr at the lowest.

ACE includes  dE/dx-E telescopes: the Solar Energetic Particle Ionic Charge Analyzer
(SEPICA); the Electron, Proton, and Alpha Monitor (EPAM); the Solar Isotope Spectrometer
(SIS) (Stone et al. b); and the Cosmic-Ray Isotope Spectrometer (CRIS) (Stone et al. c).
SIS and CRIS both measure nuclei from He to Zn with isotopic resolution. The instruments are
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complementary. SIS spans the energy range from about MeV/nucleon to MeV/nucleon
to measure nuclei accelerated in SEP events, ACRs, and low-energy GCRs. CRIS measures
from approximately MeV/nucleon to MeV/nucleon, focusing onmeasurementsof GCR
composition.

SIS uses a pair of identical telescopes composed of a stack of  solid-state detectors.
The top two elements are µm thick ion-implanted x, y (matrix) position-sensitive detectors
with  cm active areas thatmeasure energy loss and particle trajectories. Eachmatrix detector
has  readout strips in x and y each µm wide and separated by µm. Following these
are  ion-implanted silicon stack detectors with  cm active areas and thicknesses ranging
from µm for the top two stack detectors, increasing in thickness progressively to .mm.
Finally, the stack has a mm detector acting as a penetration counter. A collimator limits the
opening angle of the instrument to ○ full angle. The SIS geometric factor ranges from . to
. cm sr. Special care was taken in mapping both the thicknesses of the SIS detectors and the
thicknesses of the dead layers.

The CRIS instrument consists of a scintillating-optical-fiber-trajectory (SOFT) hodoscope
for measuring the trajectory of nuclei, and four silicon solid-state detector telescopes for
measuring dE/dx and E. The SOFT system consists of a hodoscope composed of three x, y
scintillating-fiber planes (six fiber layers) and a trigger detector composed of a single fiber
plane (two fiber layers). The hodoscope and trigger fibers are coupled to an image intensi-
fier that is then coupled to a CCD camera for readout, and to photodiodes to obtain trigger
pulses. Fully redundant image-intensifiedCCD camera systems view opposite ends of the fibers.
Only one of these camera systems is operated at any given time because of power and bit-rate
limitations. CRIS contains four detector telescopes to achieve a large collecting area and to pro-
vide redundancy. Each consists of stacks of  silicon detectors. The individual detectors are
 cm in diameter and mm thick Si(Li). CRIS has a geometric factor of  cm sr for isotope
measurements.

. Magnetic Rigidity Spectrometers

Magnetic rigidity spectrometers use measurements of the curved trajectory of charged parti-
cles in a strong magnetic field to identify incident particles by directly measuring their charge
(Z), charge sign, magnetic rigidity (R = cp/Ze, where p is momentum and Ze is electric
charge), and velocity (β). This information is subsequently used to derive their p, mass (m),
and kinetic energy (Ek). Magnetic rigidity spectrometers are unique in their ability to measure
the charge sign and so are the principal instruments used for antiparticle (positron and anti-
proton) measurements and in searches for heavier (∣Z∣ ≥ ) antinuclei. They can also provide
isotope resolution to much higher energies than dE/dx-E telescopes, limited mainly by velocity
resolution, the bending power of the magnet, and multiple scattering. Magnetic rigidity spec-
trometers require a strong magnet to deflect incident particles and a precise tracking system
to measure their trajectories. Most of the instruments built to date have used superconducting
magnets and gas-based tracking systems, multi-wire proportional counters or drift chambers,
and have flown on balloons. However, recent advances in NdFeB permanent-magnet alloys
with saturation magnetization exceeding . T coupled with silicon position-sensing detectors
with resolutions of a few µm have opened the way for space-based magnetic spectrometers.
This section will consider both a balloon-borne superconducting magnet instrument,
BESS-Polar (Balloon-borne Experiment with a Superconducting Spectrometer – Polar)
(Yamamoto et al. ) and space-based permanent-magnet instruments, PAMELA (Payload
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for Antimatter andMatter Exploration and Light-nuclei Astrophysics) (Picozza et al. ) and
AMS- (Alpha Magnetic Spectrometer – ) (Kounine et al. ).

In the s, Luis Alvarez of the University of California, Berkeley, recognized that a
persistent-mode superconducting magnet could be successfully operated on a balloon or space
platform. Single-coil balloon-borne magnetic spectrometers were developed at Berkeley and
Johnson Space Flight Center, and a spectrometer with a near-Helmholtz magnet was developed
at Goddard Space Flight Center. The Berkeley group also formulated plans for a spectrometer
to be flown onboard the HEAO-B mission and a prototype was developed and tested. With
advances in space cryogenics for IRAS, Spacelab-, and COBE, this led to a NASA program to
develop a large superconductingmagnet facility on the International Space Station (ISS), known
as Astromag, which would have had provisions to refill the cryostat on orbit and to change out
experiments. Astromag was terminated for budget reasons in . A free-flyer version was
studied, but not funded.

The Astromag effort led to a new generation of balloon-borne magnetic spectrometers for
studies of antimatter, elemental spectra, and light isotopes (LEAP, PBAR, SMILI, MASS, IMAX,
BESS, TS, CAPRICE, HEAT, and ISOMAX). PAMELA had its origin in the WiZard anti-
matter instrument selected for the first round of Astromag experiments. For historical context,
see references inMitchell et al. ().TheAMScollaboration that flew theAMS- permanent-
magnet spectrometer for  days on the Space Shuttle in  initially included severalmembers
of the Astromag team.The AMS collaboration subsequently prepared a superconducting mag-
net version, AMS-, to fly on the ISS. In light of the extendedmission planned for the ISS, this
was reconfigured to use the AMS- permanent magnet, which has no consumables. AMS-
was successfully installed on the ISS in May .

During the Astromag study, a number of magnet configurations were proposed. BESS orig-
inated from a proposal to use a solenoidal superconductingmagnet whose coil was thin enough
for particles to pass through with minimal interaction probability, tracked by detectors within
the warm bore of the magnet. This configuration maximizes the opening angle of the instru-
ment, and hence the geometric factor, making it ideal for rare-particle measurements. Versions
of the original instrument were used for nine northern-latitude flights between  and .
In order to take advantage of the long flight durations and low geomagnetic cutoff in long-
duration balloon (LDB) flights over Antarctica, a completely new version of the instrument,
BESS-Polar, was developed.The BESS-Polar magnet has half the areal density of its predecessor,
achieved by use of improved Al stabilized NbTi superconducting wire strengthened by cold-
working and alloying the Al with Ni filaments. Cryogen lifetime was increased to > days by
reducing heat transmission to the low-temperature components. In addition, the outer pressure
vessel was eliminated, the aerogel Cherenkov counter (ACC) ( > Chap. , “Cherenkov Coun-
ters”) was moved below the magnet, and a middle TOF layer was added inside the magnet bore.
As a result only ∼. g/cm is encountered by triggering particles, compared to ∼ g/cm in the
previous BESS instrument, lowering the effective energy threshold. BESS-Polar has a mass of
, kg and a geometry factor of .m sr. BESS-Polar I flew for . days in , recording
 ×  cosmic-ray events. BESS-Polar II flew in –, operating at float altitude for .
days with the magnet energized and recording over . ×  events.

All versions of BESS use similar instrument configurations with detail changes reflect-
ing the evolution of the instruments and flight-specific requirements. > Figure  shows
a schematic cross-sectional view of the BESS-Polar II instrument as an example. A cen-
tral JET-type drift-chamber tracking system and inner drift chambers, giving  trajec-
tory points in the bending direction with a resolution of about µm, are located inside
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Cross-sectional view of the BESS-Polar II instrument

the warm bore of the solenoid. R is determined by fitting the curvature of the particle
track. Charge sign is determined by the direction of curvature. The horizontal cylindrical
configuration of the BESS instrument allows a full opening angle of ∼○ with a resulting
acceptance of .m sr. The thin solenoid magnet allows the incoming cosmic rays to pene-
trate the spectrometer with minimum interactions. Since the magnetic field is uniform inside
the solenoid, the deflection distribution for particles of a given R is very narrow and the R res-
olution is nearly constant for all trajectories within the instrument’s geometric acceptance. The
superconducting magnet can operate at  T and for both BESS-Polar flights a conservative . T
was used. A maximum detectable rigidity (MDR) of GV was achieved in the original BESS
instrument and ∼ GV in BESS-Polar. For the BESS-TeV flights in  and , outer drift
chambers were added to raise the MDR to . TV.

Arrays of TOF scintillators are located at the top (UTOF) and bottom (LTOF) of the instru-
ment, with a TOF resolution in BESS-Polar II of ∼ ps over a .m flight path. In BESS-Polar,
developed to extend measurements to as low an energy as possible in long-duration Antarc-
tic flights, a middle TOF scintillator array (MTOF) with resolution ∼– ps is located
inside the magnet bore below the lower IDC. The TOF scintillators trigger readout of particle
events and measure Z and β. The p is determined from R and Z and, in turn, m is determined
from p and β as illustrated in > Fig. . BESS-Polar separates antiprotons by mass from neg-
atively charged background particles, mainly muons and electrons, up to Ek of about .GeV.
At higher β, an aerogel Cherenkov ACC identifies low-m high-β background particles with a
rejection power>,. Additional background rejection is supplied bymultiplemeasurements
of dE/dx from the JET. Antiprotons can be identified bymass and charge sign from . to GeV.
Elemental spectra can be measured to >GeV.

Where BESS is designed tomaximize the geometric acceptance of the spectrometer tomea-
sure rare species in balloon flights, PAMELA was conceived to accomplish the same goals as
BESS by taking advantage of a long exposure in space flying on a Russian Earth-observing
satellite. PAMELA was launched from Baikonur cosmodrome in June . The instrument
has been in stable operation since shortly after launch and has made ground-breaking mea-
surements of high-energy positrons and antiprotons, as well as measuring element spectra and
SEPs, and carrying out a search for cosmic antimatter.

PAMELA is built around a permanent-magnet-basedmagnetic rigidity spectrometer using
silicon-strip detectors. A plastic-scintillator TOF systemmeasures the charge of incident parti-
cles, determines the direction of flight, and provides the instrument trigger. A silicon–tungsten
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BESS-Polar II Particle ID plot for singly charged particles

imaging calorimeter measures the energy of incident particles, particularly electrons, and
discriminates between electrons and hadrons by examining the shower topology. A plastic-
scintillator anticoincidence system protects against particles arising from interactions in the
material of the instrument. A plastic-scintillator penetration detector and a neutron detec-
tor below the calorimeter aid the selection of high-energy electrons. The instrument has
an overall mass of  kg and a geometric acceptance of . cm sr. PAMELA identifies
antiprotons MeV–GeV, positrons MeV–GeV, electrons MeV–GeV, protons
MeV–GeV, and nuclei to O up to GeV. > Figure  shows the PAMELA instrument.

The PAMELA spectrometer is based on a magnet composed of  layers of NdFeB blocks, 
in each layer, giving a mean field in the tracking region of . T. Tracking is provided by six
layers of µmdouble-sided silicon-strip detectors (SSDs) with a readout pitch in the bending
direction of µm and µm in the non-bending direction. The tracking resolution is about
µm in the bending plane and .µm in the non-bending plane.The tracking layers are located
above and below the magnet and between each of the magnet layers. The MDR is ∼ TV.

ThePAMELATOF system ismade up of three layers of plastic scintillator: one (S) at the top
of the instrument and layers just above (S) and below (S) the magnet.The full flight distance
from S to S is . cm and the timing resolution is ∼ ps. This is adequate to separate elec-
trons (positrons) fromantiprotons (protons) to∼ GeV/c and to reject upward-moving particles
with about  standard deviations. Timing resolution improves for higher charges.

The SiW imaging calorimeter on PAMELA is made up of  layers of µm thick single-
sided SSDs and W plates each . cm thick (. X). The total depth of the calorimeter is
. X (. nuclear interaction lengths). SSD layers are paired with strips on adjacent layers
oriented orthogonal to one another, giving x, y positions. TheW plates are interleaved between
the pairs of SSD layers. The calorimeter has an energy resolution of .% for electromagnetic
showers. The primary goal of the calorimeter is to separate positrons and antiprotons from
more abundant background particles of the same charge. Positrons must be separated from
protons and antiprotons from electrons. The longitudinal and transverse segmentation of the
calorimeter and the measurements of dE/dx by the SSDs identify electromagnetic showers.
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Schematic view of the PAMELA spectrometer (Picozza et al. )

This allows proton background to the positron measurements and electron background to the
antiproton measurements to be rejected by a factor of about . In both cases the efficiency for
selecting the species of interest is about %.

AMS- is a large, , kg, instrument designed to exploit the full capabilities of a space-
based magnetic rigidity spectrometer. AMS- was installed on the ISS by the Space Shuttle
Endeavour. As finally configured, the instrument uses the AMS- permanent magnet to allow
for long-term operation on the ISS without the limitations of liquid-helium consumption. To
preserve the performance of the instrument with the weaker permanent magnet, the tracking
system was reconfigured as discussed below. AMS- is designed to measure cosmic-ray par-
ticles and nuclei, examine dark-matter signatures with positron and antiproton measurements,
and search for primordial antimatter. It incorporates a TOF, a ring-imaging Cherenkov detector
(RICH) using both NaF and silica-aerogel radiators, an electromagnetic calorimeter (ECAL),
and a transition radiation detector (TRD). An anticoincidence along the sides of the magnet
bore rejects particles outside the instrument acceptance.

TheAMS- spectrometer employs aNdFeBpermanentmagnetwith a mdiameter vertical
bore, m height, and . T field.Themagnet is made up of ∼,NdFeBblocks glued together
in the form of a ring dipole. The ring dipole has very little net dipole moment and so will exert
negligible torque on the ISS.The tracking systemhas nine layers of double-sided SSDs. Position
resolution is ∼µm in the bending direction and ∼µm in the non-bending direction. In
the original configuration for the superconducting magnet, there were eight tracking layers,
one at the top of the magnet, one at the bottom, and six distributed in three pairs inside the
magnet bore. For the flight configuration, parts of the tracking plane just above the magnet
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were moved to just above the ECAL and the plane that had been at the bottom of the magnet
wasmoved to the topof the instrument, above theTRD, giving nine tracking layers. For particles
traversing all nine tracking layers, theMDR is . TVbut with a reduced geometric acceptance.

The AMS- ECAL uses Pb absorbers interspersed uniformly with layers of mm scintil-
lating optical fibers read out at one end by multi-anode PMTs. The fibers are laid in groups or
superlayers of  fiber layers and  Pb foils. Each successive superlayer orientation is rotated ○

to give topological information on electromagnetic showers, improving rejection of background
protons. There are five superlayers in the bending direction and four in the non-bending. The
ECAL is∼ X in total and has an energy resolution of∼.% and angular resolution of∼○ .The
active area is mm× mm and the detector is mm thick. Expected proton rejection
above GeV is on the order of .

The TOF uses four layers of plastic scintillator, two located above themagnet and two below
with a timing resolution of  ps. The RICH uses a proximity-focused design with a center
 cm×  cm region of mm thick NaF (n = .) surrounded by an outer ring of silica aerogel
(n = .). Cherenkov light is imaged by an array of , photomultipliers. A  cm ×  cm
hole in the middle of the readout plane clears the acceptance of the ECAL. The central NaF
radiator provides better resolution at lower energies and its larger refraction angle allows the
Cherenkov cones produced to strike the photodetectors outside the hole.The RICH is designed
to provide charge resolution up to Fe and a velocity resolution of .%.

The AMS- TRD is designed to help distinguish between positrons and protons. The TRD
contains , straw tubes, mm in diameter, arranged in  layers alternating with mm
layers of polyethylene/polypropylene fleece radiator. The tubes are filled with a % : %
mixture of Xe and CO at . atm. The gas is cleaned by a recirculating system. The mea-
sured leak rate would give an operational life of over  years. Measured using GeV
protons, the TRD has a rejection power of  with an electron selection efficiency of %.
Because this is independent of the ECAL rejection power, the result is net a hadron rejection
factor of .

. Calorimeters

In order to measure GCR protons, helium, and electrons above energies measurable by
magnetic rigidity spectrometers (about  TeV) ionization calorimetery is required.This is a stan-
dard technique for measuring electron and hadron energies at accelerators, but the constraints
of balloon or space flight dictate designs that differ considerably from accelerator calorimeters.
High-energy GCR calorimetry was pioneered in the Proton satellites (Akimov et al. ) and
has beenused by PAMELA (Picozza et al. ), ATIC (AdvancedThin Ionization Calorimeter)
(Guzik et al. ), CREAM (Cosmic-Ray Energetics AndMass) (Ahn et al. ), Fermi-LAT
(Atwood et al. ), and AMS (Kounine et al. ). In this section, we will discuss the ATIC
and CREAM balloon instruments. Both instruments were designed to measure the spectra of
hadronic GCRs to energies approaching the knee. ATIC has also contributed to the measure-
ment of high-energy CR electron spectra. There are considerable similarities between the two
approaches, including the inclusion of an interaction target to boost sensitivity to hadrons.
However, they differ greatly in the calorimetry approach. We also briefly discuss the new
CALET (CALorimetric Electron Telescope) instrument under construction for flight on the ISS
(Toji et al. ).



Astrophysics and Space Instrumentation  

Silicon matrix
Incident
proton

S1

S2

S3

50 cm

BGO
calorimeter

Carbon
target

⊡ Fig. 

Simulated proton event in the ATIC flight configuration (Guzik et al. )

High-energy particles interact in material to produce particle cascades (showers) that
deposit energy by ionization. The initial interaction probability and subsequent cascade devel-
opment are characterized by an interaction length (λI) for hadrons and radiation length (X)
for electrons and photons (and the electromagnetic component of hadronic cascades). In
dense materials, λI is much larger than X. An ideal calorimeter fully contains the shower
development of the incident particles. For space flight, however, the mass needed for such a
full-containment calorimeter for hadrons is prohibitive and optimizing geometric acceptance
requires a “thin” calorimeter that contains most of the development of electromagnetic showers
but not hadronic showers. Thin calorimeters take advantage of the characteristic development
of electromagnetic showers which peak quickly and drop to ∼% of peak after ∼ X. Energy
resolutions of <% at  TeV are possible for electrons and photons, improving to <% at  TeV.
For hadrons resolution is limited by fluctuations in shower energy “leakage” that depend on
absorber depth.

ATIC, flown in Antarctic LDB flights in –, –, and – for a total
of  days, uses a fully active, bismuth-germanate (BGO) calorimeter to measure the energy
deposited by cascades formed by particles interacting in a thick carbon target. A highly seg-
mented silicon matrix, located above the target, resolves the charge of incident particles with
little contamination by backsplash albedo from the cascade. Trajectory reconstruction is based
on the cascade profile in the BGO calorimeter, plus information from three pairs of scintillator
hodoscope layers in the target section. ATICweighs about , kg and has a geometric factor of
.m sr. > Figure  illustrates a simulated proton event with the ATIC flight configuration.

The target section of ATIC is composed of scintillator hodoscopes with  cm segmenta-
tion interleavedwith carbon target elements. A two-layer scintillator-strip hodoscope is located
above a  cm thick carbon target layer. This is followed by a second hodoscope, a  cm thick
target layer, and a third hodoscope. The target section contains about . λI and . X.
Together with shower axis measurements from the calorimeter, the hodoscopes can resolve the
impact point of incident high-energy particles to better than  cm.

The ATIC calorimeter is made of ten layers of BGO bars, each . cm by . cm in cross
section and  cm in length read out byPMTs. Sets of  such bars are arranged in  cm×  cm
layers.The full calorimeter depth is about  X and . λI. The bars in each successive layer are
rotated ○ to resolve the shower in three dimensions and allow its axis to be reconstructed.
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CREAM has flown six times over Antarctica since its first flight in –, accumulat-
ing about  days of exposure.The instrumentation suite of CREAM has changed for different
flights, although a calorimeter is used in all versions.The charges of incident nuclei aremeasured
using a two-layer plastic-scintillator timing charge detector (TCD), a two-layer silicon pixel
detector (SCD), and a silica-aerogel Cherenkov camera (CHERCAM – CREAM-III, IV, V, VI).
Depending on the energy and species of the incident particle, its energy is measured by a TRD
(CREAM-I) and a tungsten-scintillating-optical-fiber calorimeter (all versions).The geometric
acceptance of the TRD is ∼.m sr and the effective geometric acceptance (including interac-
tions) for the calorimeter is about ∼.m sr for protons and greater for higher-Z nuclei. A new
TRD has been developed for CREAM-VII to enable improved measurements of secondary-to-
primary ratios. Two . in. thick trapezoidal densified graphite targets are located just above the
calorimeter giving a total of . λI. A Cherenkov detector using an acrylic radiator is located
in the upper section of the instrument to veto non-relativistic particles and to provide rapid
discrimination of higher-charge nuclei. A scintillating-optical-fiber detector between the tar-
get and calorimeter provides a timing reference for the TCD and flags interacting events for
triggering.

TheCREAMSCDuses an array of . cm µm thick silicon-diode pixels. Each layer has
 sensors with  pixels each and the double-layer SCD has a total of , pixels.The sensors
are slightly tilted and overlap their neighbors so that each layer achieves complete areal coverage.
The CHERCAM is a proximity-focused detector using a  cm thick silica-aerogel radiator with
an index of refraction of .. The detector is designed specifically for charge measurements.
The detector is read out by an array of ,PMTs.

CREAM utilizes a sampling calorimeter made of  layers of tungsten plates, each  cm ×
 cm × . cm, interleaved with layers of .mm thick,  cm wide scintillating-optical-fiber
ribbons.These are coupled to  pixel hybrid photodiodes (HPDs), each reading out  signals.
The fiber ribbons are composed of  fibers. Each ribbon is coupled to a light guide that, in
turn, is coupled to  clear fibers. These are subdivided into groups of , , and  fiber and
each group is coupled to an HPD pixel to provide the wide-dynamic-range readout needed by
the calorimeter. The total depth of the calorimeter is  X. Successive fiber layers are rotated
by ○, giving  x, y measurements of particle tracks. The longitudinal segmentation of the
calorimeter is approximately  X and the lateral segmentation is about  Molière radius. This
allows both the axial and transverse development of the shower to be accurately determined.
The resolution of the projected track at the SCD is smaller than an SCD pixel.

CALET is a newmission tomeasure the high-energy spectra of electrons, nuclei, and γ-rays
selected by JAXA for a launch in  to the Japanese Experiment Module Exposed Facility
(JEM-EF) on the ISS. The calorimeter-based CALET main telescope has a FOV of ∼○ from
the zenith and a geometric acceptance of .m sr. The calorimeter is divided into an imaging
calorimeter (IMC) section that provides tracking and accurately determines the starting point of
showers, and a total-absorption-calorimeter (TASC) section thatmeasures total particle energy.
The IMC contains ∼ X of tungsten interspersed between eight x, y layers of scintillating opti-
cal fibers read out by multi-anode PMTs. Most electrons and photons will initiate showers in
the IMC, whichmeasures the starting point of the shower and its developmentuntil it enters the
TASC.The TASC is a stack of lead-tungstate (PWO) crystals arranged in x, y layers to track the
axis of the shower. Each crystal is read out by two photodiodes plus an avalanche photodiode.
The TASC has a total thickness of  X. A charge detector subsystem at the top of the telescope
measures the charge of incident particles and functions as an anticoincidence detector for γ-ray
measurements.
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Schematic view of the TIGER balloon payload (Rauch et al. )

. Large-Area Composition Experiments

One of the main challenges faced by designers of instruments to measure the GCR com-
position from balloons is to provide sufficient geometric acceptance to measure rare species
during a limited exposure. Two approaches to this problem, incorporated into the large TIGER
(Trans-Iron Galactic Element Recorder) and TRACER (Transition-Radiation Array for Cosmic
EnergeticRadiation) instruments, are discussed in this section. Both instrumentswere designed
to provide exposures approaching m sr× days.

TIGER (Rauch et al. ) was designed to measure the composition of GCRs heavier than
Fe with single-element resolution. TIGER flew twice over Antarctica,  days in – and
 days in –. From these flights, TIGER produced the first well-resolved elemental
abundances of Ga, Ge, and Se and searched for features in the energy spectrum of Fe from
. to GeV that might indicate the influence of a microquasar. The instrument was designed
to limit the material encountered by traversing nuclei to . g/cm to reduce interaction losses.
TIGER is made up of four planes of plastic scintillator to measure charge, Cherenkov detectors
with acrylic (n = .) and silica-serogel radiators (n = .) to measure charge and velocity,
and a scintillating-optical-fiber hodoscope to measure particle trajectories through the atmo-
sphere and instrument.The active area of TIGER is  cm×  cmwith a full height of . cm,
resulting in a geometric factor of ∼.m sr.The instrument weighed  kg. > Figure  shows
a cross section of the TIGER balloon payload.

Two of the scintillators were located near the top of the instrument and two near the bottom.
Particle charge identification used the dE/dx–Cherenkov method up to the threshold of the
aerogel Cherenkov. Above that threshold it used the Cherenkov–Cherenkov method.The fiber
hodoscope uses a coded readout method to provide good tracking resolution with relatively
few PMTs. Each of the two hodoscope planes consisted of two perpendicular layers of mm
square scintillating optical fibers. The fibers were formatted into tabs of six or seven fibers, so
the effective segmentation of the hodoscope is ∼–mm. The fibers at one end of each layer
were grouped into  “segments” with  adjacent tabs forming one segment coupled to one
PMT for “coarse” readout. For “fine” readout, the fibers at the other end were grouped with the
first tab of each segment going to one photomultiplier, the second tab of each segment going to
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another PMT, etc.This coding schemeallowed TIGER to identify uniquely which of the  tabs
in a layer was hit, using only  PMTs per hodoscope. The scintillators use wavelength-shifter
readout inwhich the blue scintillation light is collected by blue-greenwavelength-shifter bars on
the edges of the scintillator.The light is upshifted by the fluorescent dye in thewavelength shifter,
re-emitted, and piped to PMTs at each end. This allowed each large scintillator to be read out
using only  PMTs.The Cherenkov detectors were configured as light-integrating volumes each
viewed by  . cm PMTs. The TIGER instrument could not be recovered following its 
flight. The collaboration is presently building a new instrument, Super-TIGER, with . times
the effective geometric factor of TIGER, to measure elements to Mo, explore the abundances
of elements to Ba, andmeasure the energy spectra of themore abundant elements from Ne to
Cu between . and GeV/nucleon to test the hypothesis that microquasars or other sources
could superpose spectral features.The first flight of Super-TIGER is planned forDecember .

TRACER (Müller et al. ; Obermeier ) was designed to measure the energy spectra
of GCR elements to energies approaching the knee and was based on experience with the CRN
(Cosmic Ray Nuclei) experiment that flew on Spacelab  in  and used a combination of
scintillators, gas Cherenkov detectors, and a TRD. TRACER uses the same transition radiation
(TR) radiator material as CRN, taking advantage of the calibrations carried out for that instru-
ment, but uses proportional tubes rather than thin-window multi-wire proportional counters.
This allows the pressure vessel to be eliminated. TRACER has had two long-duration balloon
flights,  days from Antarctica in – and . days from Kiruna (Sweden) in .The
TRACER design goal was to build the largest detector with good energy and charge resolution
that could be accommodated on a balloon platform.The technique chosenwas to subdivide the
energy range into three regions (see > Fig. ), a Cherenkov range from .GeV/nucleon up
to a few GeV/nucleon, relativistic rise in dE/dx from –GeV/nucleon and a TRD above
GeV/nucleon. Overall, the energy measurements span four orders of magnitude. TRACER
ismade up of twoCherenkov detectorswith acrylic radiators and two scintillators.The scintilla-
tor/Cherenkov detector pairs are located above and below the TRD. TRACER has an active area
of m× m and a height of .m, giving a geometry factor of m sr. The instrument weighed
just less than , kg. Both Cherenkov detectors and scintillators use wavelength-shifter read-
out, similar to TIGER.The charges of incident nuclei are identified using the dE/dx–Cherenkov
technique.The Cherenkov detectors also identify low-energy particles whose ionization energy
deposit in the TRD tubesmightmimic the signals of high-energy nuclei.TheTRDwas designed
to measure the Lorentz factor γ = E/(mc), of nuclei with Z > . The TRD is made up of ,
thin-walled gas proportional tubes,  cm in diameter and m long, using Xe/CH gas to detect
X-ray photons.The tubes are arranged in double layers with each successive double layer rotated
by ○. Fits to the path length of particles in the double layers of proportional tubes give a posi-
tion resolution of ∼mm.The unique feature of the TRACER TRD is that the top four double
layers only measure dE/dx.The remaining four double layers are placed below four plastic-fiber
blankets and detect the X-ray TR photons produced in the blankets. The dE/dx in the gas falls
with energy, reaching a minimum at γ = ., and then begins a relativistic rise logarithmically
with E. TR X-rays are generated beginning at about . ×  eV/nucleon and the signal rises
rapidly with γ, reaching saturation in the γ = – range. The TR photons must be detected
superimposed on the dE/dx signal and the dedicated dE/dx layers allow the TR signal to be
clearly identified.The TR signal increases as Z and the technique is best used for higher-charge
nuclei since the TR signals from protons andHe have large statistical fluctuations. TRACER has
measured the energy spectra of elements from C to Fe to total energies of about  eV and the
ratio B/C to over  TeV/nucleon.
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Response functions, normalized by Z, of sub-detectors that are used for energy

measurement. The natural normalization of the signals shown here is used throughout the

analysis. Minimum ionizing energy (γ = .) is at . in dE/dx signal and at . in the

bottom Cherenkov signal per Z. TR onset (γ = ) is at . in dE/dx and TR signal per Z.

The normalization of the Cherenkov signal is multiplied by  for clarity (Obermeier )

. Indirect Measurements

At extremely high energies, the fluxes of cosmic particles are so small that the detectors needed
are far too large for direct measurement techniques.These particles have usually beenmeasured
by large ground-based instruments as reviewed in > Chap. , “Indirect Detection of Cosmic
Rays” of this handbook. However, in some cases, even larger detectors can be realized using
instruments that view the atmosphere or the surface of the Earth from balloon altitudes or
space. Some of these indirect measurement instruments are reviewed below.

ANITA (Antarctic Impulsive Transient Antenna) (Nichol et al. ) is designed tomeasure
the cosmogenic neutrino flux above about . eV by detecting Askaryan effect radio emission
from neutrino interactions in the Antarctic ice. At these energies the neutrino interaction cross
sections are vanishingly small, with a mean interaction length in water of hundreds of kilo-
meters. Cross sections are the same for neutrinos and antineutrinos, which are both referred
to here as neutrinos. The predicted cosmogenic neutrino flux is also extremely small, on the
order of one per square kilometer per week. Thus, a huge interaction target is needed. ANITA
views the Antarctic ice from balloon altitude, typically  km, and observes an area of about
. million km and an interaction volume of – million km. The solid angle in which a neu-
trino can arrive and be detected by ANITA is a small fraction of a steradian. Taking this into
consideration, the detection volumetric acceptance is hundreds to thousands of km sr. Cos-
mogenic neutrinos are expected to contain approximately equal numbers of the three ν flavors.
However, ANITA ismostly sensitive to νe because all of the energy of a νe charged-current inter-
action is converted into an observable shower with, on average, % of the incident νe energy

http://dx.doi.org/10.007/978-3-642-13271-1_24
http://dx.doi.org/10.007/978-3-642-13271-1_24
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⊡ Fig. 

Picture of the ANITA payload on the launch vehicle at Williams Field near McMurdo Station,

Antarctica (Nichol et al. )

going into an electron-induced shower and the remaining % into a hadronic shower. Coher-
ent radioCherenkov emission is produced by an electromagnetic shower in a dielectricmedium
because of charge asymmetry from positron annihilation in flight and Compton scattering that
results in ∼% electron excess. An electromagnetic shower from a neutrino interaction in ice
appears as a disc of particles several cm in diameter (Molière radius) and about  cm thick,
propagating at the speed of light. This disc produces Cherenkov radiation that is coherent at
wavelengths greater than the diameter of the disc and can be detected as a pulse at microwave
frequencies. The duration of the pulse is ∼ ps and the mean frequency is . GHz. ANITA is
designed to detect this radiation in the –,MHz frequency band with dual polarization,
broadband antenna clusters arranged with overlapping FOV, and a highly selective RF impulse
trigger. ANITA uses two rings of quad-ridged horn antennas with  antennas in each ring (see
> Fig. ). Pulsesmust be detected by at least four antennas in coincident upper ring/lower ring
pairs. ANITA has flown twice, accumulating an exposure of . days. Thus far, no neutrino
detection has been reported (Gorham et al. ).

ANITA has reported the detection of  UHECR air showers, % above  eV (Hoover
et al. ).The radio signal from these air showers results from geosynchrotron emission pro-
duced when the electrons and positrons in the electromagnetic particle cascade are bent in
opposite directions by the geomagnetic field. The particles spiral around field lines and emit
synchrotron radiation until they lose energy and leave the shower.The longitudinal scale of the
shower disc in air is on the order of a meter, comparable to the wavelength of radio below a
few hundred MHz, and the cascade produces forward-beamed synchrotron emission which is
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at least partly coherent. The power of the radio impulse increases quadratically with particle
energy and at the highest energies the pulse can be detected at large distances by reflection off
the ice.

CREST (Cosmic Ray Electron Synchrotron Telescope) is designed tomeasure the spectrum
ofmulti-TeV electrons by the detection of the X-ray synchrotron photons generated in themag-
netic field of the Earth using a large balloon-borne instrument. As noted earlier, electrons in
the TeV range are expected to result from local sources because the distant-source contribu-
tion is suppressed by synchrotron and inverse Compton losses during propagation. When the
trajectories of high-energy cosmic-ray electrons are deflected by the geomagnetic field, they
emit synchrotron radiation (Stephens and Balasubrahmanyan ). Multi-TeV electrons have
Lorentz factors between ×  to × , and by traversing a roughly . Gauss magnetic field,
the characteristic synchrotron photon energies range from ∼ keV to tens of MeV. These pho-
tons are emitted in a very narrow cone, with an opening angle of approximately /γ. The result
is a line of photons many hundreds of meters long at balloon altitude, whose average energy is
a strong function of the energy of the primary electron. Since CREST needs to intersect only
a portion of the kilometers-long trail of photons generated by the high-energy electron, the
method gives a much larger effective area than the physical size of the detector. The CREST
instrument is composed of an array of , BaF crystals each read out by a PMT. A layer of
plastic scintillator on the top of the crystal vetos charged particles. The first CREST Antarctic
flight is planned for December .

UHECRs have been detected to energies greater than  eV, but their flux is minuscule,
on the order of one per km per century, and instruments with exposures approaching a mil-
lion km sr yr are needed to exploit the potential field of charged-particle astronomy. Presently
UHECRs are measured using large ground detector arrays or ground-based fluorescence cam-
eras with areas of thousands of km, see > Chap. , “Indirect Detection of Cosmic Rays.”
John Linsley suggested in  that viewing the atmosphere from space on dark nights would
enable much larger detection volumes. Air showers consist of huge numbers of charged parti-
cles produced by a cascade process in which the energy of the primary UHECRs is dissipated in
the atmosphere. This, in turn, results in the emission of UV light from fluorescence of excited
atmospheric nitrogen aswell as scatteredCherenkov light.Thefluorescence light froma cosmic-
ray-induced air shower appears as a luminous disk, a fewmeters in depth with a radius less than
a kilometer, moving through the atmosphere at the speed of light. The atmosphere can thus be
used as a calorimeter if the spatial and temporal development of the shower is viewed by a fast,
highly pixelized camera.TheUV light, limited to the –nm range by ozone absorption, is
isotropic and the camera can view the shower from any direction except almost directly toward
the camera (where it acts as a Cherenkov detector). This means that a single camera can view
a large part of the sky, limited only by atmospheric absorption of the UV light and by physical
interference and can provide a very large detecting volume. By placing the camera in space, the
detecting volume can be vastly enlarged.

The fluorescence technique is the basis of the Fly’s Eye and HiRes instruments and is
employed by the PierreAugerArray and theTelescopeArray. Bothmonocular and stereo imple-
mentations are possible. Each fluorescence camera images the projection of the shower onto a
plane normal to the viewing direction. The angle of the shower relative to the viewing plane
is resolvable using differential timing, and in monocular operation, precision measurements of
the arrival times ofUVphotons fromdifferent parts of the shower trackmust be used. Resolving
distance is more difficult and requires precise measurements of pixel crossing times or identi-
fication of the intersection point of the shower axis and the ground by viewing the Cherenkov

http://dx.doi.org/10.007/978-3-642-13271-1_24
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light spot. Stereo observation completely resolves both of these ambiguities. In stereo, fast tim-
ing provides supplementary information to reduce systematics and improve the resolution of
the arrival direction of the UHECRs.The stereo view also confers the crucial advantage that dif-
ferences in atmospheric absorption or scattering of the UV light can be determined by viewing
the same shower through different regions of atmosphere, greatly reducing systematics.

Two space-based implementations of this concept have been extensively studied. JEM-
EUSO (Japanese Exposure Module Extreme Universe Space Observatory) is a monocular
instrument proposed for flight on the ISS (Takahashi et al. ). OWL (Orbiting Wide-angle
Light Collectors) is a free-flying mission that would use a pair of co-orbiting satellites in near-
equatorial orbit to provide a stereo view (Stecker et al. ). Both telescopes use large optical
aperture (low f number) systems. JEM-EUSO uses a .m diameter Fresnel-lens-based refract-
ing telescope and OWL uses a reflecting Schmidt camera with an entrance aperture of m
(see > Fig. ). Both incorporate a finely segmented focal-plane array with several hundred
thousand pixels. Each focal-plane pixel corresponds to ∼ km on the ground and the required
angular resolution is  orders of magnitude above the diffraction limit. As an example of the
potential of this technique, OWL would view about  km of atmosphere with a full instan-
taneous aperture of  ×  km sr reached at  ×  eV. JEM-EUSO would have an effective
instantaneous acceptance of about × km sr whenpointed toward nadir, increasing in tilted
mode. Corrected for an estimated % reconstruction efficiency to compare toOWL, the accep-
tance is  ×  km sr. Viewing only the dark side of the Earth and conservatively accounting
for moon, man-made light, and clouds, the average OWL acceptance would be  ×  km sr.
This is many times greater than the largest ground arrays ( ×  km sr for the Pierre Auger
Observatory), although the advantage is reduced by the longer viewing times of ground-based

⊡ Fig. 

One OWL telescope shown fully deployed with its light shield omitted
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observatories compared to a typical space mission. OWL views about  metric tons of atmo-
sphere and so has the potential to detect neutrino events, with a detection rate depending on
flux and interaction cross section.

 Conclusion

Modern astronomy, astrophysics, and heliophysics require sophisticated instruments mea-
suring high-energy gamma-ray and X-ray photons and particles ranging from electrons and
positrons to heavy nuclei. For flight on balloons or satellites, instruments must be carefully
designed to maximize their performance while minimizing use of limited resources such as
weight and power. They must also be capable of autonomous operation and able to operate
for long periods without maintenance. This challenge has led to a wide range of sophisti-
cated and highly capable instruments that are providing the information needed to understand
high-energy astrophysical engines ranging from the Sun to active galactic nuclei as well as the
dynamics of particle populations in the galaxy and the heliosphere.The instruments described
in this chapter are only a representative subset of what has been achieved. It is hoped that the
information in this chapter and in this handbook may lead to the development of even more
powerful scientific tools.
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Abstract: Cosmic rays entering the Earth’s atmosphere interact with the nuclei of air
and produce cascades of secondary particles. At high energy (E ≳  eV), these par-
ticle cascades are called extensive air showers and provide a means of measuring flux,
arrival direction distribution, and elemental composition of cosmic rays. In this article,
an introduction to the phenomenology of extensive air showers and parametrizations
for their description is given. The concepts and key ideas of detecting extensive air
showers are presented and methods for reconstructing the properties of the primary
particles are discussed. Several representative experiments are reviewed to illustrate prac-
tical implementations of air shower detection concepts. The article concludes with a
discussion of open problems and future detection techniques that are currently under
development.

 Introduction

At energies below∼ eV, cosmic rays can bemeasured directlywith balloon- or satellite-borne
detectors, see > Chap. , “Astrophysics and Space Instrumentation.” However, the steeply
falling flux of particles makes it very difficult to extend directmeasurementseven by one decade
in energy. Fortunately, starting at an energy of about  eV, the indirect detection of cosmic
rays becomes feasible. Instead of detecting the cosmic particles at the top of the atmosphere, the
cascades of secondary particles they produce after interacting with nuclei in the atmosphere are
measured. Such cascades of secondary particles are produced by cosmic rays of all energies, but
those with E ≳  eV contain so many particles that they reach the surface of the Earth as
particle showers. Extending over areas from m to several km, they are called extensive air
showers.

Extensive air showers were discovered in the late s, realizing that the high coincidence
rate between particle detectors separated by up to m could only be explained by many par-
ticles arriving as group together at the surface of the Earth. The discovery is attributed to Pierre
Auger (Auger et al. ) but also several other scientists came independently to similar con-
clusions, see Kolhörster et al. () and discussion in Linsley (). Already the first estimates
showed that the primary particles of these showers have an energy of ∼ eV, beyond the reach
of even modern accelerators. As we know now, the energy spectrum of cosmic rays extends to
energies beyond  eV.The first air shower of about  eV has been detected in  (Linsley
). However, with an expected rate of much less than one particle per km and century, only
a few particles of such high energy have been recorded so far.

A compilation of measurements of the total flux of cosmic rays (all-particle energy spec-
trum) is shown in > Fig. .Themeasured flux has been scaled by E. tomake the characteristic
features of the energy spectrum clearly visible. A discussion of these features is beyond the
scope of this article. Here we will give only a very brief introduction, the interested reader is
referred to the reviews (Haungs et al. ; Blümer et al. ; Beatty and Westerhoff ;
Nagano ; Kotera andOlinto ; Letessier-Selvon and Stanev ).The break in the power
law from dN/dE ∝ E−. to about E−. at E ≈  ×  eV is called the knee. It is assumed
that, at least up to this energy, cosmic rays are accelerated in galactic objects such as expand-
ing supernova remnants (Blandford and Eichler ; Hillas ). However, the origin of the
knee is not yet understood. It could be related to an increased leakage of cosmic rays from the

http://dx.doi.org/10.007/978-3-642-13271-1_23
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measurements. See Blümer et al. () for refs. to the data

Galaxy, a change from one source population to another one, or even an indication for new
particle physics (Hörandel ). In the energy range of the ankle, – eV, the spectrum
becomes harder again. The ankle is typically interpreted as the imprint of a change from galac-
tic sources to extragalactic ones. This seems to be natural since protons of . eV or higher
energy are not magnetically confined in the Galaxy if the magnetic field strength is of the order
of B ∼ µG. Alternatively, the transition to extragalactic sources could take place at lower
energy, e.g., . eV, and the ankle would then be the signature of energy loss through e+e−

pair production in the photon field of the microwave background (Berezinsky et al. ). The
recently found flux suppression at energies above × eV seems to confirm the predictions of
Greisen (Greisen ) and Zatsepin and Kuzmin (Zatsepin and Kuzmin ) (GZK cutoff),
who calculated the energy loss of particles in the microwave background due to pion produc-
tion. However, the flux suppression could also be related to the maximum injection energy of
the sources and, by chance, appear to be similar to that expected from the GZK cutoff (Allard
et al. ).
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All the flux measurements at high energy are based on indirect detection methods. Large
effective areas can be reached since only a sparse coverage of the corresponding area with par-
ticle detectors is needed to detect air showers by coincidence or other means. For example,
in the KASCADE detector array, .% of the  × m area is actually covered by particle
detectors (Antoni et al. ). Aiming at showers of ultra-high energy, even a coverage of only
 × −% is sufficient (Abraham et al. ).

In this article we will discuss indirect detection methods used in cosmic ray physics. After
reviewing features of extensive air showers that are of relevance to the different detection tech-
niques in > Sect. , we will introduce the concepts of the most important detection techniques
in > Sect. . The presentation will be focused on the general aspects, applicability ranges, and
performance parameters of the methods rather than the large variety of realizations found in
experiments. Representative detector installationswill be discussed in >Sect.  including some
highlights of recentsmeasurements.Before concluding in > Sect.  a critical discussion of open
problems and an outlook to forthcoming cosmic ray detectors that are under construction or
currently planned is given in > Sect. .

Amore detailed presentation of detection techniques of air showers can be found in the text
book of Blümer et al. () and dedicated review articles (Nagano and Watson ; Haungs
et al. ; Blümer et al. ).

 Phenomenology of Extensive Air Showers

Extensive air showers are particle cascades developing in air (.% N, .% O, and .%
Ar by volume), which can be considered as calorimeter of very low target density. The relation
between vertical atmospheric depth, Xv , and altitude h can be expressed approximately as

Xv =
∫

∞

h
ρ(h′) dh′ = Xref e

−h/href , ()

with ρ(h) being the air density, Xref the depth at sea level (, g/cm), and href = . km
(. km for Xv <  g/cm) (Gaisser ). Some characteristic parameters of air are given in
> Table  as function of altitude.

When a cosmic ray particle enters the atmosphere, the first interaction with an air nucleus
takes place at altitudes between  and  km, depending on the mass of the particle and angle
of incidence. The interaction points are exponentially distributed in depth:

dP
dX
=


λint

e−X/λint with λint =
,mbg/cm

σinel
, ()

where λint is the interaction length and σinel denotes the inelastic cross section with air.
The interaction lengths of protons and pions in air are  and  g/cm at GeV and
decrease slowly with energy, reaching  and  g/cm at the energy of the knee. To a good
approximation, the interaction length of iron nuclei is about a factor four times smaller.

The secondary particles of the first interaction are mainly pions, kaons, and nucleons.These
particles interact themselves again if their interaction length is shorter than the corresponding
decay length. For example, the interaction length of pions is about  g/cm at  GeV, cor-
responding to m at sea level. Therefore neutral pions (cτ =  nm; cγτ = .µm) decay
immediately into two photons, and charged pions (cτ = .m; cγτ = . km) of this energy
interact again. Pions decay (π± → μ± + νμ/ν̄μ) only once their energy is degraded to about
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⊡ Table 

Parameters of air that are of relevance to air shower physics. The values are given for the

US standard atmosphere (National Aeronautics and Space Administration ) relative to

sea level

Altitude Vertical depth Local density Molière
Electron
Cherenkov Cherenkov

(km) (g/cm) (− g/cm) unit (m) threshold (MeV) angle (○)

  . × − .×   .

 . . × − . ×   .

 . . × − . ×   .

  .   .

  .   .

  .   .

  .   .

.  .   .

.  .   .

 , .   .

GeV. The stable and relatively long-lived secondary hadrons (baryons, charged pions, and
kaons) form the hadronic shower component. This hadronic shower core feeds all other shower
components. High-energy photons from the decay of π are the dominant source for the elec-
tromagnetic shower component. The decay of charged pions and kaons gives rise to the muonic
shower component. In addition, up to % of the low-energy muons are produced by the em.
shower component. Conversely, muon interaction and decay lead again to em. particles.

In the early years of cosmic ray physics, shower properties were calculated solving cascade
equations, see Rossi and Greisen (), for example. Now it is common to simulate air showers
in much more detail with the Monte Carlo method. Commonly used simulation packages are
AIRES (Sciutto , ), CORSIKA (Heck et al. ), CONEX (Bergmann et al. ), COS-
MOS (Kasahara et al.), and SENECA (Drescher and Farrar ). The latter three combine the
numerical solution of cascade equations with Monte Carlo simulation techniques to increase
the simulation speed. In addition to being a very efficient method to handle the large number
of secondary particles in a shower, the Monte Carlo method allows the correct treatment of
shower-to-shower fluctuations.

In > Fig.  the particle tracks of photon-, proton-, and iron-induced air showers of  eV
are shown. To illustrate the differences between the showers the electromagnetic, muonic, and
hadronic components are shown separately. The em. component of showers is rather inde-
pendent of the primary particle type, and the number of muons and hadrons can be used for
estimating the type/mass of the primary particle.

In the following we will give an overview of analytic results describing shower properties
that are used to derive information on the energy and mass or particle type of the primary
particle. Up-to-date predictions from Monte Carlo simulations will be shown in > Sect. .
Additional information on the physics of air showers can be found in text books (Gaisser ;
Stanev ; Grieder ) and recent review articles (Anchordoqui et al. ; Engel et al.
).
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. Photon-Induced Showers

Theproperties of em. showers follow from the interplay of e+e− pair production by photons and
the emission of photons in electron bremsstrahlung. (In the following electrons and positrons
are referred to as “electrons” as is typically done in air shower physics.) The radiation length X

in air is  g/cm, which corresponds to about m at sea level. The electron energy loss can
be written as dE/dX = −α(E)− E/X, with α being the ionization energy loss that, in general,
depends on both the electron energy and the density of air (Sternheimer et al. ).The critical
energy, Ec , at which the ionization energy loss of electrons equals the radiative losses, is MeV.

Due to the scale-invariance of the secondary particle distributions in em. interactions at
high energy, em. cascades can be treated analytically in the limit of constant α to obtain the
characteristics of the mean shower profile (Rossi and Greisen ; Lipari ). The number
of particles at shower maximum is approximately proportional to the primary energy E, and
the depth of shower maximum, Xmax, depends logarithmically on E:

⟨Xmax⟩ ≈ X ln (
E

Ec
) +



X. ()

An often used parametrization of the mean longitudinal shower size profile, i.e., number of
charged particles, is (Greisen (), also see derivation in Lipari ())

Ne(X) =
.

√

ln(E/Ec)
exp{( −



ln s)

X
X
} , ()

where s is the shower age parameter.The exact definition of s is related to the analytic treatment
of cascade equations (Greisen ), a good approximation is s = X/(X + Xmax). Showers at
maximum have the age s = , those with age s <  still have to reach their maximum, and those
with s >  are at a development stage past their maximum (absorption phase). The electron
energy distribution follows the age-dependent power law dNe/dE ∝ E−(+s) for E ≫ Ec .

Energy conservation leads to the track length integral

E =
Ec

X
∫

Ne(X) dX ()

in the approximation of constant ionization energy loss α = Ec/X and absence of hadronic
interactions (photoproduction) or muon pair production.

Mainly Coulomb scattering of electrons off air atoms leads to the lateral spread of the shower
particles. The average RMS of the deflection angle of an electron, Δθ, can be calculated in
multiple scattering theory in the small-angle approximation:

⟨Δθ⟩ = (
Es

E
)

 ΔX
X

, Es = mec
√

π
αem
≈ MeV, ()

with me and αem being the electron mass and the fine-structure constant (Molière ). The
length scale of the lateral distribution of low-energy particles in a shower is characterized by
theMolière unit r = (Es/Ec)X ≈ . g/cm, see> Table . Particles with E ≫ Ec have a lateral
spread reduced by the factor Ec/E. Therefore most of the em. particles at large lateral distance
have been produced by high-energy electrons or photons close to the shower axis at a depth
only – radiation lengths higher up in the atmosphere.
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An often used analytical expression for the lateral spread is that of Greisen (Greisen ),
who parametrized the solutions of cascade equations obtained by Nishimura and Kamata
(Nishimura ):

dNe

r dr dφ
= Ne(X)

Γ(. − s)
πr Γ(s)Γ(.− s)

(

r
r
)

s−
( +

r
r
)

s−.
, ()

now known as Nishimura–Kamata–Greisen (NKG) function. Various improvements to this
parametrization have been developed, see Capdevielle et al. ().

At very high energy, two additional processes change the characteristics of em. showers, see
Risse and Homola () for a review.

At about E ≳  eV, subsequent interactions of photons or electrons with air can no
longer be considered as independent and the scattering amplitudes have to be added coherently
(Landau and Pomeranchuk ; Migdal ).This effect is known as Landau–Pomeranchuk–
Migdal (LPM) suppression of new particle production in certain kinematic regions (Stanev
et al. ; Klein ). Shower-to-shower fluctuations of em. showers increase and the depth
of maximum is shifted deeper into the atmosphere.

Magnetic pair production and bremsstrahlung in the Earth’s magnetic field (Erber ;
Stanev and Vankov ) becomes important for photons with E ≳ . eV. Such interac-
tions typically take place a thousand kilometers above the atmosphere.Mainly due to magnetic
bremsstrahlung, a shower of more than  secondary photons and a few electrons is formed,
which interact in the atmosphere simultaneously. Recent simulations of this effect can be found
in Cillis et al. (), Vankov et al. (), Homola et al. (, ). As the primary energy is
shared by many secondary particles, the LPM effect hardly influences such showers. Due to the
superposition of many lower-energy em. showers, shower-to-shower fluctuations of converted
primary photons are significantly reduced.

. Hadron-Induced Showers

The difference between em. and hadronic showers can be understood qualitatively within the
model of Matthews (Matthews ) of a simplified cascade (Heitler–Matthews model).

Suppose the hadronic interaction of a particle of energy E produces ntot new hadronic
particles, each with energy E/ntot. Let us further assume that two third of these particles are
charged pions (multiplicity nch) and one third neutral pions (multiplicity nneut). Neutral pions
decay immediately into em. particles (π

→ γ). Charged pions interact with air nuclei if their
energy is greater than the typical decay energy Edec and decay at lower energy, producing one
observable muon per pion.

Then the number of muons in a shower is given by

Nμ = (
E

Edec
)

β
, β =

ln nch

ln ntot
≈ . . . . .. ()

The number of muons produced in an air shower increases almost linearly with primary energy
and depends on the air density (through Edec) and the charged and total particle multiplicities
of hadronic interactions. > Equation  can be improved to account for different particle types,
different secondary particle energies, and an energy-dependent secondary particle multiplicity,
but the overall functional form does not change (Matthews ; Alvarez-Muniz et al. ).
Realistic values for β and Edec have to be determined with simulations. They depend on the
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modeling of hadronic multiparticle production, the zenith angle of the shower, and the energy
threshold for muon detection. Examples for different hadronic interactionmodels can be found
in Alvarez-Muniz et al. ().

The energy transferred from the primary hadron to the em. shower component can be
calculated within the same model:

Eem = [ − (


)

n
] E, ()

where n is the number of interactions charged pions undergo before decaying.Here the assump-
tion has been made that / of the energy is transferred to photons through π decay in each
interaction. For typical shower energies the number of generations of charged pions is about
five to six (Meurer et al. ) and increases slightly with primary shower energy. Correspond-
ingly the fraction of energy transferred to the em. component increases from about –%
at  eV to –% at  eV. In contrast to the strong absorption seen for the em. shower
component, muons reach ground with only minor absorption.

The em. shower component fed by the hadronic core behaves similarly to a photon-induced
shower except that it does not correspond to the full energy of the primary hadron and that the
elongation rate of the depth of shower maximum is somewhat smaller. The elongation rate of
showers, D, is the amount by which the depth of maximum of a shower increases per decade
of energy (note that sometimes also De = D/ ln  is used in literature). Approximately the
following relation holds:

Dhad
 ≈ ( − Bλ − Bn) ln()X ln(E/Ec)

≈ ( − Bλ − Bn)Dem
 , ()

which is called elongation rate theorem (Linsley and Watson ). The coefficients Bλ =

−dλint/d lnE and Bn = d ln(ntot)/d ln E depend on the characteristics of hadronic multipar-
ticle production. They are a measure of the increase of the interaction cross section and the
amount of scaling violation of the secondary particle distributions. One particular implication
of the elongation rate theorem is the fact that constant hadronic interaction cross sections and
perfect scaling (e.g., energy-independent secondary particle distributions) lead to the maxi-
mum elongation rate of about  g/cm per decade. Again > Eq.  can be improved by adding
higher-order contributions but the results are still very similar (Alvarez-Muniz et al. ).

Hadrons in an air shower exhibit a wide lateral distribution since secondary hadrons
are produced at a typical, almost energy-independent transverse momentum of p

⊥

∼

−MeV/c, leading to a large angle of low-energy hadrons relative to the shower axis. Still
the lateral distribution of photons and electrons in hadronic showers is very similar to that of
purely em. showers.The em. component ismainly fed by neutral pions of high energy, for which
the ratio between transverse and longitudinalmomentum is very small. Hence the lateral spread
of the bulk of the em. shower particles is still determined bymultiple Coulomb scattering. Only
at lateral distances r ≫ r hadronically produced photons begin to be important. These pho-
tons are produced by low-energy π for which the longitudinal momentum is not much larger
than the transverse one (Lafebre et al. ). The lateral distribution of muons is wider than
that of em. particles as most of them are produced in the decay of low-energy pions for which
∼MeV/c transversemomentum leads to a large angle to the shower axis (Drescher and Farrar
; Meurer ).

To illustrate the typical parameters of hadron-induced showers at high energy, mean lon-
gitudinal and lateral profiles of the different shower components are shown in > Fig.  for
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Lateral and longitudinal shower profiles for vertical, proton-initiated showers of  eV

simulated with CORSIKA. The lateral distribution of the particles at ground is calculated for

g/cm, the depth of the Auger Observatory. The energy thresholds of the simulation

were .MeV for γ, e± and .GeV for muons and hadrons. From Engel et al. ()

a proton-initiated shower of  eV. The shower maximum is reached at about . km above
sea level.The number of charged particles at shower maximum can be used to estimate the pri-
mary energy bymultiplying it by .GeV, a relation that holds for a wide range of energies.The
harder lateral distributions of muons and hadrons are clearly visible. Particles can be detected
up to several kilometers from the shower core.

The superposition model can be used to extend the results discussed so far to showers initi-
ated by nuclei.The binding energy of the nucleons in a nucleus is much smaller than the typical
interaction energies, allowing the seemingly crude approximation that a nucleus with mass A
and energy E be considered as A independent nucleons with energy E/A. The superposition
of A independent, nucleon-induced showers gives then

N(A)max(E) ≈ A ⋅ N(p)max(E/A) ≈ N(p)max(E),

X(A)max(E) ≈ X(p)max(E/A),

N(A)μ (E) ≈ A ⋅ (
E/A
Edec

)

β

= A−β
⋅ N(p)μ (E). ()

While the number of charged particles at shower maximum is almost independent of the pri-
mary hadron, the number of muons and the depth of maximum depend on the mass of the
primary particle. The heavier the shower-initiating particle, the more muons are expected for a
given primary energy. For example, iron showers contain about % more muons than proton
showers of the same energy and reach their maximum – g/cm higher in the atmosphere.
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One of the important aspects of the superposition model is the fact that, averaged over
many showers, the distribution of nucleon interaction points in the atmosphere coincides
with that of more realistic calculations accounting for nucleus interactions and breakup
into remnant nuclei (Engel et al. ). Therefore the superposition model gives a good
description of many features of air showers as long as inclusive observables are con-
cerned such as the mean depth of shower maximum and the number of muons. How-
ever, it is not applicable to observables related to correlations or higher-order moments
(Battistoni et al. ; Kalmykov and Ostapchenko ).

Detailed shower simulations confirm qualitatively the energy and mass dependence for
hadronic showers discussed here (Knapp et al. , ; Engel et al. ). There is a consid-
erable uncertainty of the predicted shower parameters that stems from our limited knowledge
of hadronic multiparticle production. Model assumptions are needed for extrapolating accel-
erator measurements to higher energies or phase-space regions of secondary particles that are
not measured in collider or fixed-target experiments.

. Neutrino-Induced Showers

Neutrinos interact through neutral and charged current reactions with the quarks of nuclei in
air. Their interaction cross section with a nucleon can be parametrized as (Glück et al. )

σνN
CC = {

. × −(Eν/GeV). cm :  ≲ Eν/GeV ≲ 

. × −(Eν/GeV). cm :  ≲ Eν/GeV ≲ 
,

σνN
NC = {

. × −(Eν/GeV). cm :  ≲ Eν/GeV ≲ 

. × −(Eν/GeV). cm :  ≲ Eν/GeV ≲ 
, ()

with a similar, but slightly smaller cross section for antineutrinos. Although their interaction
cross section rises with energy the interaction probability in the atmosphere is only of the order
of − for vertical incidence. This interaction probability can be much larger in theories with
extensions to the StandardModel (Randall and Sundrum ; Domokos andKovesi-Domokos
; Jain et al. ; Feng and Shapere ; Anchordoqui et al. ). One promising method
of detecting neutrino-induced showers is that of searching for young, nearly horizontal air
showers (Zas ).

The interaction of a neutrino with a nucleus is to a good approximation a point-like scat-
tering off a quark in which either a leading charged lepton (charged current interaction) or a
high-energy neutrino is produced (neutral current interaction). The energy carried away by
the leading lepton is of the order of –%. Only for electrons or τ leptons (through the
decay products) this energy might be detectable.The struck quark fragments together with the
remnant of the nucleon produce many secondary hadrons. Production of high-energy charm
particles is enhanced in comparison to other hadronic interactions because of themass and cou-
pling of the exchangedW and Z bosons. In certain kinematic configurations one can expect to
see a shower with two maxima, one coming from the hadronic shower produced by the quark
fragmentation and another one from the shower initiated by the decay products of a leading τ
lepton (Moura and Guzzo ).

Neutrino interactions can be simulated with standard air shower codes if an external
generator, for example HERWIG (Corcella et al. ), is used for the first interaction.
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 Measurement Techniques and Observables

A large variety of different detection techniques are applied in air shower experiments.Whereas
in the early years of cosmic ray physics typically only one of these techniques was used per
experiment, it is now common to combine several of them in hybrid detectors to take advantage
of measuring several observables simultaneously, which leads to a reduction of statistical and
systematic uncertainties.

. Particle Detector Arrays

Surface detector arrays consist of a set of particle detectors that are typically arranged on a
regular pattern. Depending on the energy range the experiment is optimized for, the distance
between the detector stations can vary from ∼m (KASCADE (Antoni et al. ), Tibet
AS-γ (Amenomori et al. )) up to more than ,m (Telescope Array (Kawai et al. ),
Auger Observatory (Abraham et al. )).

Showers are detected by searching for time coincidences of signals in neighboring detector
stations. The arrival direction can then be determined from the time delay of the shower front
reaching the different detectors, see > Fig. . The shower appears like a disk of particles that is
a few m thick in the center, increasing up to a few hundred m at large lateral distances. Only at
small lateral distances the curvature of the shower front can be approximated by a sphere. The
angular resolution of the reconstructed arrival direction depends on the distance and accuracy
of time synchronization between the detector stations and the number of particles detected
per station (for defining the arrival time of the shower front). Air shower arrays reach angular
resolutions of typically –○ for low-energy showers and better than .○ for large showers.

The core position of the shower is found by fitting the signal S(r) of the detector sta-
tions with a suited lateral distribution function (LDF). Preferentially the lateral distribution
is determined from data directly using vertical showers. Because the NKG function (> Eq. )

Curved
shower front

Shower axis

Zenith angle Θ

⊡ Fig. 

Detection principle and geometry reconstruction of air showers with surface detector arrays
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was developed to describe em. showers only, either modified versions of the NKG function
such as

S(r) = C (
r
rs
)

−.
( +

r
rs
)

−(η−.)
( + (

r
 m

)


)

−δ

, ()

(used for the scintillator array AGASA), or

S(r) = C̃ (
r
rs
)

−β
( +

r
rs
)

−β
, ()

and other phenomenological parametrizations such as

S(r) = C̄ r−(β+
r

 m ) ()

(used in water Cherenkov arrays such as Haverah Park and Auger) are applied. The param-
eters η, δ, β, and rs are determined from data or simulations. If several shower compo-
nents are measured separately (charged particles, muons), different LDFs are used. A list of
often-used LDF parametrizations can be found in Haungs et al. (). There is a strong
correlation between the arrival direction, shower curvature, core position, and asymmetry
in the detector signal for non-vertical showers that has to be treated with care. The reached
stat. uncertainty of the core positions varies from less than m in the ideal case of a dense
array and high-energy shower to up to more than m for ultra-high-energy cosmic ray
detectors.

To reconstruct the energy of a shower either the number of detected particles at ground
is calculated by integrating the lateral distribution or a signal density at a specific lateral dis-
tance is determined. The latter is illustrated in > Fig.  for the Auger surface detector array.
The measured signals of the detector stations of one particular event are reconstructed with

r / m
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Example of the determination of the optimum distance for measuring the particle density of

an air shower in the Pierre Auger Observatory (see text). The detector signal is expressed in

units of the signal expected for vertical muons (vertical equivalentmuons, VEM). From

Newton et al. ()
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the LDF of > Eq.  with different values of β. A fixed point is found at a core distance of
about ropt = ,m (Newton et al. ). The signal (i.e., particle density) obtained for this
distance is independent on the details of the LDF used for reconstruction and, hence, can be
used as a robust estimator for determining the shower energy through comparison with Monte
Carlo reference showers or cross-calibration with other calorimetric energy measurements.
The optimum distance depends mainly on the spacing of the detectors and is not related to
shower-to-shower fluctuations. An ideal detector configuration is reached if also the shower-
to-shower fluctuations and the composition dependence of the lateral particle density exhibit
a minimum at the optimum distance. This has been the case for the AGASA array with a
detector distance of ,m and a minimum of the shower fluctuations at  eV in the range
of –m (Dai et al. ). Typical reconstruction resolutions for the signal at optimum
distance or total particle number at ground are in the range of –%.

The most promising surface-detector approach is the separate measurement of the num-
ber of electrons and muons. The corresponding predictions for air showers simulated with
the hadronic interaction models EPOS (Werner et al. ; Pierog and Werner ) and
SIBYLL (Ahn et al. ) (interactions with E > GeV) and FLUKA (Ballarini et al. ;
Ferrari et al. ) (interactions with E ≤ GeV) are shown in > Fig. . The simulation
results confirm the predictions of the superposition model (> Eq. ) with a relative difference
in themuonnumber between iron and proton showers of∼%.Thedifference in the number of
electrons is mainly related to the shallower depth of shower maximum of iron showers relative
to proton showers. The uncertainties stemming from the simulation of hadronic multiparticle
production in the showers affect the strongest the predictions for protons.
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Predicted correlation between the number of muons and electrons of vertical showers at

sea level. The simulations were done with CORSIKA using the same cutoff energies for the

secondary particles as in > Fig. . The curves encircle approximately the one-sigma range of

the fluctuations. From Engel et al. ()
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With the energy transferred to the em. shower component being closely related to the num-
ber of muons at ground one can devise an almostmodel-independentestimator for the primary
energy:

E = Eem + Ehad ≈ ẼcN(max),e
e + EdecNμ , ()

where Ẽc > Ec is a typical energy scale one has to assign to electrons to compensate for the
non-detected photons. In practical applications, the energy is parametrized as ln E = a lnNe +

b lnNμ + c, with a, b, c being parameters determined from simulations. A similar expression
can be written for lnA to find the primary mass, see Haungs et al. (), Hörandel ().
Depending on the distance of the observation level to the depth of the typical showermaximum,
fluctuations in the particle numbers can be large and need to be accounted for in energy and
composition reconstruction.

Other composition estimators are based on the fact that muons dominate the early part of
the time signal in the detector stations (rise time method (Walker and Watson ; Ave et al.
; Abraham et al. )) and that the depth of shower maximum is related to the curvature
of the shower front as well as the steepness of the lateral distribution (Ave et al. ; Dova et al.
). Recently also the signal asymmetry for inclined showers (θ < ○) in azimuthal angle
about the shower axis has been exploited (Dova et al. ).

In the early years of air showermeasurements, air shower arrays have been the detectorswith
the largest acceptance leading to a number of fundamental discoveries. For example, using an
array of hodoscope counters, Kulikov and Khristiansen discovered the knee in the spectrum in
the electron number of showers in  (Kulikov and Khristiansen ). Only a few years later
the first showerwith an energy of about  eVwasmeasuredwith the Volcano Ranch detector,
an array of  scintillation detectors covering  km (Linsley ). Bigger detectors followed
in the attempt to find the upper end of the cosmic ray spectrum (SUGAR (Bell ), Haverah
Park (Edge et al. ), Yakutsk (Glushkov et al. ), and AGASA (Chiba et al. )).

Investigations of the flux and composition of primary cosmic rays in the knee energy range
have been done with a number of particle detector arrays making important contributions
(e.g., CASA-MIA (Glasmacher et al. ), EAS-TOP (Aglietta et al. b), KASCADE –
see > Sect. ., and GRAPES (Tanaka et al. )). The combination of information from
electromagnetic and muon detectors has been very important for these measurements. Alter-
natively, surface arrays can be operated in coincidence with deep underground muon detectors
providing a complementary way of deriving composition information (e.g., EAS-TOP with
MACRO (Aglietta et al. b,c), IceTop with IceCube (Stanev et al. )).

First attempts of detecting showers induced by gamma rays with surface arrays failed
because of the high energy thresholds and the sparse active area of these instruments. Only
recently detection of gamma-ray sources or source regions was achieved with the very-high-
altitude detectors Tibet AS-γ (Amenomori et al. ) and ARGO-YBJ (Aielli et al. ), and
the very densely instrumented Milargo Observatory (see > Sect. .).

. Atmospheric Cherenkov Light Detectors

The large number of Cherenkov photons emitted by the charged shower particles when travers-
ing a medium with refractive index n >  can be used for efficient detection of air showers in a
wide range of energies. Imaging atmospheric Cherenkov telescopes (IACTs) can detect showers
above an energy threshold of about GeV (Aharonian et al. ; Hinton andHofmann )
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but are limited in reach to very high energies due to the small effective area. Non-imaging
Cherenkov detectors can be set up similar to an array of particle detectors, offering the pos-
sibility to instrument very large areas at ground and reach to very high energy (Budnev et al.;
Ivanov et al. ). Typically only the Cherenkov light of the abundant secondary particles in
an air shower is detected, but also the direct Cherenkov light of the primary particle can be
measured (Kieda et al. ; Aharonian et al. ).

The production of Cherenkov radiation is discussed in detail in > Chap. , “Cherenkov
Counters”, here we recall some important features of relevance to air shower detection. It is
convenient to express the threshold of particle energy E for Cherenkov light emission in terms
of the Lorentz γ factor:

γ ≥
n(h)

√

n(h) − 
, ()

with E = γm andm being the particle mass.The height dependence of the refractive index n(h)
is a function of the local air density and satisfies approximately

n(h) =  + .
ρair(h)
ρair()

, ()

where ρair is the density of air. The energy threshold for electrons and the Cherenkov angle
θCh in air, cos θCh = /(βn(h)), are given in > Table  as function of height. Typical values at
h =  km are θCh = .○ (mrad) and a threshold of γ = , corresponding to E = MeV for
electrons and E = .GeV for muons.

TheCherenkov light cone of a particle at  km height has a radius of about m at ground.
This means that most of the light is expected within a circle of this radius. Due to multiple
Coulomb scattering the shower particles do not move parallel to the shower axis. The angular
distribution follows in first approximation an exponential,

dNγ

dθ
=


θ

e−θ/θ , θ = .E.
th , ()

with Eth being the Cherenkov energy threshold (Hillas a,b). Typical values of θ are in the
range  . . . ○.The interplay of the altitude-dependentCherenkov angle and the emission height
leads to a typical lateral distribution of photons at ground, see > Fig. . The absorption and
scattering of Cherenkov light in the atmosphere limits the detectable wavelength range to about
– nm, where the upper limit follows from the λ− suppression of large wavelengths. One
possible parametrization of the lateral distribution of the Cherenkov light is (Fowler et al. )

C(r) = {
C ⋅ exp(a[ m − r]);  m < r ≤  m
C ⋅ (r/ m)−b ;  m < r ≤  m

, ()

with the parameters C, a, and b.
Clear, moonless nights are required for taking data with air Cherenkov detectors resulting

in an effective duty cycle of –%. Also continuous monitoring of the atmospheric conditions
including the density profile of the atmosphere are necessary (Bernlöhr ).

Arrays of photodetectors are used in non-imaging Cherenkov experiments to sample the
lateral distribution of light in dark and clear nights. After reconstructing the core position,
the measured parameter C and the slope are linked to the properties of the primary par-
ticle. Simulations show that the density of photons at m from the core is almost directly
proportional to the energy of the shower and that the slope is related to the depth of shower

http://dx.doi.org/10.007/978-3-642-13271-1_18
http://dx.doi.org/10.007/978-3-642-13271-1_18
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Left: Illustration of the relation between production height and Cherenkov opening angle

for producing the observed Cherenkov light distribution at ground. Right: Simulated lateral

distributions of Cherenkov light produced by proton-induced showers of different zenith

angle (Korosteleva et al. ). The simulations were done for a height of ,m above

sea level

maximum (Hillas b). Examples of surface arrays applying this non-imaging technique of
shower detection via Cherenkov light are AIROBICC (Karle et al. ), EAS-TOP (Aglietta
et al. a), BLANCA (Fowler et al. ), Tunka (Budnev et al. ), and Yakutsk (Ivanov
et al. ).The latter two are currently in operation, with Tunka being extended from an array
of originally  stations to .

Recently much progress has been made in applying the imaging Cherenkov method to the
detection of high-energy gamma rays. Two or more large Cherenkov telescopes are placed at a
typical distance of about m, allowing the reconstruction of shower direction and energywith
high accuracy from stereoscopic images.The detection principle is illustrated in > Fig. . Using
shape parameters, photon-induced showers can be discriminated from the  times more
abundant hadronic showers. While hadronic showers of GeV and TeV energies are character-
ized by a rather irregular structure due to the subshowers initiated by π decay, photon-induced
showers have a smooth overall shape. Amoment analysis of the elliptical images in terms of the
Hillas parameters (Hillas ) provides cuts to select gamma-ray showers. The technique of
imaging atmospheric Cherenkov telescopes was developed and established with the monoc-
ular Whipple telescope (Mohanty et al. ). The largest atmospheric Cherenkov telescopes
currently in operation are H.E.S.S. (Bernlöhr et al. ; Cornils et al. ), MAGIC (Ferenc
; Borla Tridon et al. ), and VERITAS (Weekes et al. , ).
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Illustration of the stereo-detection principle of imaging atmospheric Cherenkov

telescopes (Hinton and Hofmann ). The superimposed camera images are shown on the

left-hand side. The intersection of the shower axes in this combined image corresponds to

the arrival direction of the shower

. Fluorescence Telescopes

If the shower energy exceeds E ≳  eV, fluorescence light produced by nitrogen molecules in
the atmosphere can be used to measure directly the longitudinal profile of air showers. Nitro-
gen molecules are excited by the charged particles of an air shower traversing through the
atmosphere.The de-excitation proceeds through different channels of which two transitions of
electronic states, called P and N for historical reasons, lead in combination with the change
of the vibrational and rotational states of the molecule to several fluorescence emission bands.
The spectral distribution of the fluorescence light is shown in > Fig. . Most of the fluorescence
light emission is found in the wavelength range from  to nm.The lifetime of the excited
states of nitrogen is of the order of  ns.

The number of emitted fluorescence photons would follow directly from the ionization
energy deposited by the shower particles in the atmosphere if there were no competing
de-excitation processes. Collisions between molecules are the dominant non-radiative de-
excitation processes (collisional quenching, see, for example, discussion in Keilhauer et al.
()). The importance of quenching increases with pressure and almost cancels the density
dependence of the energy deposit per unit length of particle trajectory. This results in a weakly
height-dependent rate of about – fluorescence photons produced per meter and charged par-
ticle at altitudes between  and  km. In contrast to the Cherenkov yield, the fluorescence yield
cannot be predicted from theory. Therefore several experiments have been carried out to mea-
sure the yield under different atmospheric conditions, see Arqueros et al. () for a review.
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Left: Fluorescence light spectrumof air at  ○C and  hPa (Arciprete et al. ). The

bands are labeled with the electronic transition type (P or N) and the change of the

vibration quantumnumber. Right: Illustration of the detection principle of fluorescence

telescopes. The arrival angle of the shower can bemeasured with high precision in the

shower–detector plane

The reconstruction of a shower profile observed with a fluorescence telescope requires the
determination of the geometry of the shower axis, the calculation of the Cherenkov light frac-
tion, and the correction for the wavelength-dependent atm. absorption of light. In shower
observations with one fluorescence telescope (monocular observation), the arrival angle per-
pendicular to the shower–detector plane can be determined with high precision, see > Fig. .
The orientation of the shower within this plane is derived from the arrival time sequence of the
signals at the camera (Baltrusaitis et al. ; Kuempel et al. ). The angle ψ between the
shower axis and the line of sight to the impact point of the shower core is related by

χi(ti) = π − ψ −  tan− (
c(ti − t)

Rp
) ()

to the time of the signal with elevation angle χi (againmeasured in the shower-detector plane).
The impact parameter Rp is given by the closest distance of the shower axis to the telescope
and also determined in the time fit. The angular uncertainty of the orientation of the shower–
detector plane depends on the resolution of the fluorescence camera and the length of the
measured track. Typically a resolution of the order of ○ is obtained. In general, the reconstruc-
tion resolution of ψ is much worse and varies between .○ and ○ (for example, see Abbasi
et al. ()).The reconstruction accuracy can be improved considerably bymeasuring showers
simultaneously with two telescopes (stereo observation). Showers observed in stereomode can
be reconstructed with an angular resolution of about .○ (Abbasi et al. ). A similar recon-
struction quality is achieved in hybrid experiments that use surface detectors to determine the
arrival time of the shower front at ground (Bonifazi et al. ; Aglietta et al. ).



  Indirect Detection of Cosmic Rays

Knowing the geometry of the shower axis one can reconstruct the shower profile from the
observed light intensities. While the highly asymmetric Cherenkov light has been subtracted
from the light profile in the past (Baltrusaitis et al. ), new reconstruction methods take
advantage of the Cherenkov light as additional shower signal (Unger et al. ). This is pos-
sible since universality features of air showers allow the accurate prediction of the emitted and
scattered Cherenkov signal (Giller et al. ; Nerling et al. ).

The fluorescence technique allows a calorimetric measurement of the ionization energy
deposited in the atmosphere. The integral over the energy deposit profile is a good estimator
of the energy of the primary particle. At high energy, about % of the total shower energy is
converted to ionization energy (Barbosa et al. ; Pierog et al. ). The remaining % of
the primary energy, often referred to as missing energy, is carried away by muons and neutri-
nos that are not stopped in the atmosphere or do not interact. The missing energy correction
depends on the primary particle type and energy as well as details on how hadronic interactions
in air showers are modeled. However, as most of the shower energy is transferred to em. par-
ticles, this model dependence corresponds to an uncertainty of only a few percent of the total
energy. In case of a gamma-ray particle as a primary, about % of the energy is deposited in
the atmosphere.

The function proposed by Gaisser and Hillas (Gaisser and Hillas ) gives a good
phenomenological description of individual as well as averaged longitudinal shower profiles:

N(X) = Nmax (
X − X

Xmax − X
)

(Xmax−X)/Λ
exp(−

X − Xmax

Λ
) , ()

with X and Λ = − g/cm being parameters. It is often used to extrapolate the measured
shower profiles to depth ranges outside the field of view of the telescopes.

A typical shower profile reconstructed with the fluorescence telescopes of the Auger Obser-
vatory (Abraham et al. ) is compared to simulated showers in > Fig. . Both the mean
depth of shower maximum and the shower-to-shower fluctuations of the depth of maximum
carry important composition information.

The fact that the fluorescence light is emitted isotropically makes it possible to cover large
phase-space regions with telescopes in a very efficient way. The typical distance at which a
shower can be detected varies from  to  km, depending on shower geometry and energy. On
the other hand, fluorescence detectors can be operated only at dark and clear nights, limiting the
duty cycle to about –%. Furthermore, continuous monitoring of atmospheric conditions is
necessary, in particular the measurement of the wavelength-dependent Mie scattering length
and detection of clouds (for example, see Abbasi et al. (), Abraham et al. (a)). The
density profile of the atmosphere and seasonal variations of it have to be known, too (Keilhauer
et al. ).

In  fluorescence light of air showers was detected in a proof-of-principle experiment at
Volcano Ranch (Bergeson et al. ) which was followed by the pioneering Fly’s Eye experi-
ment in  (Baltrusaitis et al. ).The Fly’s Eye detectorwas operated for  years, beginning
with a monocular setup (Fly’s Eye I) to which later a second telescope was added (Fly’s Eye II).
Fly’s Eye II was designed to measure showers in coincidence with Fly’s Eye I improving the
event reconstruction by stereoscopic observation. In October  the shower of the highest
energy measured so far, E = (. ± .) ×  eV, was detected with Fly’s Eye I (Bird et al.
).The successor to the Fly’s Eye experiment (Abu-Zayyad et al. ; Boyer et al. ), the
High Resolution Fly’s Eye (HiRes), took data from  (HiRes I) and  (HiRes II) to .
With an optical resolution of ○ × ○ per camera pixel, a much better reconstruction of showers
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Profile of one shower measured with the Pierre Auger Observatory (Blümer ). The

reconstructed energy of this shower is about  eV. The data are shown together with

 simulated proton and iron showers to demonstrate the composition sensitivity of the

depth of shower maximum. The showers were simulated with the SIBYLL interaction

model (Engel et al. ; Ahn et al. ) and the CONEX air shower package (Bergmann

et al. )
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was achieved. Currently, there are two fluorescence telescope systems taking data, both mea-
suring in coincidence with a surface detector array.The Telescope Array (TA) detector (Tokuno
et al. ) in the northern hemisphere consists of three fluorescence detector stations (Tameda
et al. ), roughly located at the corners of a triangle of  km side length, that view the
atmosphere above a scintillator array of  km area. In the southern hemisphere, the Pierre
Auger Observatory (Abu-Zayyad et al. ) is taking data with four fluorescence telescope
stations (Abraham et al. ) and a surface array of water Cherenkov detectors covering about
, km. For details see > Sect. ..

. Radio Signal Detection

There are several sources of radio emission from extensive air showers. First of all there is the
geo-synchrotron effect that stems from the charge separation of electrons and positrons in the
shower disk while propagating through the magnetic field of the Earth (Kahn and Lerche ;
Falcke and Gorham ; Huege and Falcke ), see > Fig.  (left). Another production
mechanism is Cherenkov radiation that extends in wavelength into the radio range. Due to the
large number of electrons in the atmosphere there is an asymmetry in the number of positrons
and electrons in an air shower, the latter being about % more abundant. It is important to
notice that these emission processes can be coherent if wavelengths larger than the typical thick-
ness of the shower disk of a few meters, corresponding to frequencies smaller than MHz,
are considered. The expected electric field is then proportional to the number of electrons Ne .
Hence the power radiated off by a shower scales quadratically with the number of particles and
because of Ne ∝ E also quadratically with the shower energy.

The nature of the emission processes (Askaryan , ) leads immediately to a number
of qualitative predictions that have been confirmed in detailed calculations (Engel et al. ;
Ludwig and Huege ; de Vries et al. a).The geo-synchroton radiation is polarized trans-
versely to the direction of motion of the particles and the local magnetic field, see > Fig. .The
charge excess radiation is polarized radially inward with respect to the shower axis. Typically
the dominant contribution to the expected radio signal stems from the geo-synchrotron effect,
followed by the charge excess contribution, and the Cherenkov signal being of the order of %.
The radio radiation of a shower is strongly beamed in forward direction and leads to a lateral
distribution with a width comparable to that of Cherenkov light.

A quantitative theory of radio emission from air showers is still under development. Dif-
ferent approaches are being pursued and only recently the results begin to converge (Huege
et al. ). In macroscopic calculations the time variation of the charge excess and the cur-
rent due to charge separation are parametrized and the radio signal is calculated using the
retarded Liénard–Wiechert potential for the effective currents (Kahn and Lerche ; Scholten
et al. ; Werner and Scholten ; Chauvin et al. ; de Vries et al. b). A number
of external input parameters are needed in these calculations to describe the path length and
mean separation of e± in showers. Depending on the degree of detail of the implementation
of shower features this approach can be used to predict the radio signal only at large distance
from the core and shower disk, and for not too high frequencies. In contrast, adding up the
radio signal from each shower particle during Monte Carlo simulation of a shower promises
to account for all details of shower evolution and corresponding fluctuations (DuVernois et al.
; Engel et al. ;Kalmykov et al. ).This approach is numerically challenging and very
time consuming. A good compromise seems to be the calculation of the expected radio signal
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Left: Illustration of synchrotron radiation of an e+e− pair in the geomagnetic field. The

radiation is beamed and the opening angle of the cone is about /γ, with γ being the Lorentz
factor. Right: Radio pulsemeasured with LOPES in the frequency range –MHz (Apel

et al. ). Different lines show the signal from different radio antennas. The incoherent

signal after the radio pulse (starting at −.µs) stems from the particle detectors in the

KASCADE array

with histogrammed showers, combining the radio signal of many particles before summing it
up (Huege et al. ; Ludwig and Huege ).

The simulations predict a minimum of fluctuations in the lateral distribution of the electric
field amplitude at a distance of about m from the shower core. The field strength in this
range correlates well with the primary energy of the shower.The slope of the lateral distribution
is predicted to be directly related to the depth of shower maximum, independent of the shower
energy (Huege et al. ; Kalmykov et al. ; de Vries et al. ), see > Fig.  (right). This
relation offers the measurement of the mass composition of cosmic rays.

First radio pulses were measured by Jelley et al. (Jelley et al. ) already in  to verify
the prediction byAskaryan that air showers should produce electromagnetic pulses in the radio
frequency range in the atmosphere (Askaryan ; Askaryan et al. ). A review of the early
attempts of exploiting this signal for cosmic ray measurements is given in Allan (). Data
analysis was hampered by the limited power of electronic signal processing and atmospheric
monitoring at this time. Less than a decade ago new attempts of utilizing the radio signal of
air showers were started (Falcke and Gorham ). The largest data sets currently available
come from the LOPES (Falcke et al. ) and CODALEMA (Ardouin et al. ) experi-
ments, both being triggered by scintillator arrays andmeasuring radio pulses in the –MHz
range. The technology of triggering on the radio signal directly is currently under develop-
ment (Ardouin et al. ; Dallier ).The data confirm both the approximately linear scaling
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Left: Lateral distribution of the electric field amplitude in showers measured with

CODALEMA (Ardouin et al. ). Right: Simulations predict a direct relation between the

depth of shower maximum and the slope of the lateral distribution of the electric field, here

calculated for a frequency of ν = MHz (Kalmykov et al. )

of the electric field with energy and the geo-synchroton mechanism as the dominant source of
the radio signal in the MHz range (Falcke et al. ; Ardouin et al. ). The observed lat-
eral distribution of the electric field amplitude є exhibits approximately an exponential distance
dependence and can be parametrized by (Allan )

єν = (
µV

m ⋅MHz
) ⋅ (

E

eV
) ⋅ sin α ⋅ cos θ ⋅ exp(−

R
R(ν, θ)

) , ()

with E the primary particle energy, α the angle between shower axis and the geomagnetic field,
θ the zenith angle, and R the antenna distance to the shower axis.The distance scale R(ν, θ) is
a bandwidth-dependent parameter being in the range of –m for most events (Apel et al.
). Examples of lateral distributions are shown in > Fig.  (left).

 Examples of Air Shower Detectors

In the following some typical air shower detector installations are reviewed. The large diver-
sity of such detectors makes it impossible to discuss examples of all the different detection
techniques.

. KASCADE

KASCADE (Karlsruhe ShowerCore andArrayDetector) is amuti-detector complex combining
a classic air shower array for the electromagnetic and muonic components of showers with a
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central calorimeter and a muon tracking detector (Antoni et al. ).The KASCADE detector
is located in Karlsruhe, Germany (.○ N, .○ E), at an altitude of m above sea level. The
layout of the detector complex is shown in > Fig. .

The scintillation detectors of the air shower array are housed in  stations on a rectangular
grid with m spacing. The detector stations contain liquid scintillators of .m for measur-
ing charged particles with a detection threshold of about MeV. (There are two scintillation
detectors in each station of the outer clusters and four per inner station.) The stations of the
outer detector clusters also contain plastic scintillators of .m that are shielded by a layer of
 cm of lead and  cm of iron for muon detection with a threshold of about MeV.The cen-
tral detector of m contains a hadron sampling calorimeter (eight layers of iron slabs and
liquid scintillators) with a threshold of GeV (Engler et al. ) and amuon tracking detector

Central detector

Array cluster Detector station
Electronic station

Muon tracking detector

0 10m 20m

200 m

20
0 

m

13 m

⊡ Fig. 

Layout of the KASCADE detector with an effective area of  × m (Antoni et al. ).

The detector stations of the array are grouped in  clusters for triggering and readout
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(multiwire proportional chambers and a layer of limited streamer tubes) with an energy thresh-
old of .GeV (Bozdog et al. ; Antoni et al. ).Themuon tracking detector north of the
central detector is built up of three layers of limited streamer tubes shielded by a layer of soil with
a detection area of m for vertical muons (MeV detection threshold) (Doll et al. ).

The KASCADE detector has been operated since . In  an array of  scintilla-
tors with a spacing of about m was added (KASCADE-Grande), increasing the array size
to . km (Apel et al. ). Regular data taking finished in . Both air shower arrays are
currently serving as trigger facility for other experiments such as LOPES (Falcke et al. ).

Important results obtained with the KASCADE detector include the flux and ground-
breaking composition measurement in the knee energy range (Antoni et al. , ),
showing unambiguously that the composition changes toward a heavier one with increasing
energy, and tests of hadronic interaction models (Antoni et al. , ; Apel et al. ,
). The analysis of KASCADE-Grande data is in progress.

The air shower simulation package CORSIKA (Cosmic Ray Simulations for KAS-
CADE) (Heck et al. ) was developed in the course of designing KASCADE and later
continuously improved for analyzing the data taken with KASCADE and KASCADE-Grande.
Nowadays CORSIKA has become the standard tool of almost all air shower experiments
worldwide.

. TheMilagro Gamma-Ray Observatory

TheMilagro detector was the first large-area water Cherenkov detector being built for continu-
ously monitoring the sky for gamma-ray sources. It was located at an altitude of ,m in the
Jemez Mountains in NewMexico, USA (○ N), and took data between  and .

The layout of the Milagro detector is shown in > Fig. . The core of the detector is a m
× mwater pond of m depth.This pond was instrumentedwith two layers of PMTs with the
photocathode of  cm diameter facing upward.The top layer of  PMTs was .m under the
water surface and served the detection of showers (shower layer).The bottom layer of  PMTs,
being m below the water level, was used to detect the passage of muons for discriminating
hadron- and photon-induced showers (muon layer). The pond was covered with a light-tight
barrier.

With this setup it was possible to achieve full coverage of the detector area, allowing an
efficient detection of all particles of an air shower that reach the surface of the water reservoir.
Not only electrons and muons contribute to the light signal, also the much more abundant
photons convert in the water and give rise to Cherenkov light from the secondary electrons.
The threshold for detection of gamma-ray showers was saturated already at  TeV. At the same
time more than % of the hadronic showers could be rejected based on the signal of the deep
layer of PMTs.

To increase the sensitivity to higher-energy gamma rays the water pond was surrounded by
 individual water Cherenkov detectors covering an area of  × m. These outrigger
detectors were water tanks of m height and m diameter, with a single PMT viewing the water
from the top. The outrigger array increased the effective area of the detector by locating the
core position of high-energy showers that triggered the water reservoir with the core position
outside of the pond. The array also contributed to an improved reconstruction of the arrival
direction angle of high-energy showers.
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Layout of the Milagro Gamma-Ray Observatory (Atkins et al. ). The central water

detector is surrounded by  water Cherenkov tanks with an outer spacing of ∼m to aid

reconstruction of large showers

All events were reconstructed in real time at the site with typical trigger rates of  kHz. A
gamma-ray signal would show up as an excess of events from the direction of the source or
source region. The angular resolution of reconstructed showers was ∼.○.

Important results from the Milagro experiment include the detection of diffuse emis-
sion from the Galactic plane at about TeV (Atkins et al. ); the discovery of more than
 sources of TeV γ rays (Abdo et al. ), including a new class of sources with large angular
extent (Abdo et al. a); and the discovery of an unexpected anisotropy of charged cosmic
rays on the angular scale of ∼○ (Abdo et al. b).
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. Tunka

Tunka is a classic non-imaging air Cherenkov detector for observing the Cherenkov light flashes
of hadronic showers in clear moonless nights. It is located at an altitude of m in the Tunka
valley near Lake Baikal, Russia (○′ N, ○′ E). The initial setup of  detector sta-
tions (Tunka-, . km) was extended to  stations in , covering now an area of  km

(Antokhonov et al. ).
Each of the  detector stations contains an upward-facing PMT with a photocathode of

 cm diameter. Stations are grouped into  hexagonal clusters of seven detectors each. The
signal is digitized by FADCs at MHz. Each station is equipped with a remote-controlled
cap that is closed during daytime to protect the PMTs.

One year of operation corresponds to about  h data taking time under ideal conditions.
Both the lateral distribution derived from the time-integrated signal and the width of the time
trace recorded by the stations can be used to derive composition information for the primary
particles through the dependence on the depth of shower maximum.

The data of Tunka- have been analyzed (Budnev et al. ) and the mean depth of
shower maximum has been derived in the knee energy range that is not accessible to fluores-
cence telescopes.The results give important, independent support to the composition estimate
derived from ground-based particle arrays (e.g., KASCADE (Antoni et al. ) and EAS-TOP
data (Aglietta et al. b)).

. H.E.S.S.

The H.E.S.S. (High Energy Stereoscopic System) is a high-energy gamma-ray telescope of the
third generation. It consists of four imaging atmospheric Cherenkov telescopes located at the
Khomas Highland (,m a.s.l.; ○′ S, ○′ E) in Namibia. Key features of gamma-ray
telescopes of the third generation are large mirror areas, cameras with very fine pixelation and
large total field of view, and the stereoscopic observation. The large mirror size is required for
reaching energy thresholds of ∼GeV and below. The fine pixelation of the camera allows a
very good discrimination between photon- and hadron-induced showers. At the same time a
large field of view is of great advantage. The image of an individual shower is typically ○ wide
andmany gamma-ray sources are extended objects on the sky. Finally, stereoscopic observation
improves the reconstruction quality of showers and enables a very efficient suppression of the
background from single muons.

The H.E.S.S. telescopes have been designed for maximum mechanical rigidity and, at the
same time, allowing full steering and automatic remote alignment of the mirror system of
m per telescope, see > Fig. . Each telescope has a focal length of m and a mirror
diameter of m. The mirrors are built up of  individual reflectors of  cm diameter and
and can be aligned individually to minimize the point spread function of the telescope. Each
camera of the telescopes – weighing almost  t – consists of  pixels, each viewing .○ of the
sky.The total field of view is about ○.The telescopes can be pointed to a source with an angular
precision of about .′′ and a slew rate of ○/min.

The resulting performance of the H.E.S.S. array is the following. Showers can be recon-
structed with an angular resolution better than .○. Applying cuts on the Hillas parameters of
the images, % or more gamma-ray events and less than .% hadronic events are accepted.
The detection threshold for gamma rays is about GeV.The effective collection area exceeds
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⊡ Fig. 

Drawing of an H.E.S.S. telescope (Bernlöhr et al. ) showing the steel frame, mirror

elements, camera, and steeringmechanics. The reflectors are not shown in one segment to

display the support beams

 km for showers above TeV. The sensitivity of H.E.S.S. can be illustrated with the Crab
Nebula as benchmark source. The Crab Nebula can be detected in about  s at σ confidence
level.

To lower the energy threshold to GeV and to increase the sensitivity of detection by a
factor of , a giant m telescope is currently being built in the center of the original H.E.S.S.
array.

Many ground-breaking measurements and discoveries were made with H.E.S.S. One high-
light is the galactic plane survey that resulted in more than  sources in a band of ○ < l <
○ ofGalactic longitude l , many of them being spatially extended (Aharonian et al. ), and
also the discovery of a new class of sources (Aharonian et al. ). Other outstanding results
are the spatially resolved observation of galactic supernova remnants (e.g., RX J.-
(Aharonian et al. , )), the measurement of the local electron spectrum (Aharonian
et al. ), and the discovery of diffuse gamma-ray emission from the galactic center ridge
(Aharonian et al. ).

. The Pierre Auger Observatory

ThePierre Auger Observatory (.○ S, .○W), located at an altitude of ,m in the Pampa
Amarilla near the townMalargue, Argentina, is the largest air shower detector built so far. It has



  Indirect Detection of Cosmic Rays

been designed to investigate cosmic rays with energies exceeding  eV, combining a surface
array of particle detectors with fluorescence telescopes for hybrid detection (Abraham et al.
).

The layout of the observatory is shown in > Fig. . An array of , water Cherenkov
detectors on a triangular grid of . km spacing is covering an area of about , km. Each
surface detector station contains  t of purifiedwater that is viewed by three down-facingPMTs.
ThePMT signals are digitizedwith  MHzand stored in a ring buffer.The surface detector (SD)
stations are solar-powered with backup batteries and communication is realized as custom-
built wireless LAN in the ISM band. A central data acquisition system combines the trigger
information of the detector stations and controls the transfer of signal traces from the detector
stations.

The fluorescence detector (FD) consists of four fluorescence stations, each housing six flu-
orescence telescopes with a ○ × ○ field of view per telescope (Abraham et al. ). The
fluorescence telescopes operate independently of the surface array. However, time traces of rel-
evant surface detectors are read out also for triggers coming from the fluorescence telescopes.
Each telescope has an m mirror that focusses the light on a camera of  PMTs. The PMT
signals are digitized at a rate of MHz.

Los Leones

Los Morados

Loma Amarilla

Coihueco

Malargue

CLF

XLF

BLS

10 km

⊡ Fig. 

Layout of the Auger Observatory in Argentina. Shown are the locations of the , surface

detector stations. The field of view of the fluorescence telescopes is indicated by lines. Also

marked are the locations of the two laser facilities in the array (CLF and XLF) and the balloon

launching station (BLS)
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A number of atmospheric monitoring devices are employed to ensure high-quality data
(Abraham et al. a). These are steerable LIDAR stations (BenZvi et al. ), infrared cam-
eras for cloud detection, and weather stations at each of the fluorescence telescopes, as well as
two UV lasers (Fick et al. ) in the surface detector array. Furthermore balloon-borne radio
soundings of the atmosphere are performed.

The calorimetric measurement of the longitudinal shower profiles obtained with the flu-
orescence telescopes is used for calibrating the surface detector array that collects data with
almost a %duty cycle.While the detection threshold of the surface array saturates at . eV
(Abraham et al. ), the fluorescence telescopes can detect showers with good quality also at
energies as low as  eV. The angular reconstruction accuracy depends on the shower energy
and arrival angle. It is typically ∼.○ and improves to .○ for the highest-energy showers. Due
to the height of the water Cherenkov detectors of .m, the Auger Observatory has also a good
sensitivity to horizontal neutrino-induced showers (Zas ).

Several enhancements to the baseline design of the Auger Observatory are currently under
construction. HEAT (High Elevation Auger Telescopes) comprises three additional fluores-
cence telescopes complementing the existing Coihueco telescopes by viewing higher elevations
for reconstructing showers more reliably at ∼ eV.The energy threshold of the surface detec-
tor array is reduced similarly by AMIGA (Auger Muons and Infill for the Ground Array)
(Medina et al. ), which will consist of pairs of surface detector stations andmuon detectors
on a triangular grid of m, covering an area of  km. Furthermore, the Auger Engineering
Radio Array (AERA) with  MHz antennas (phase I) has been commissioned and is taking
data to study the radio signal of air showers (Dallier ).

Highlights of results from the Auger Observatory include the confirmation of the theoret-
ically expected flux suppression at energies higher than  ×  eV (Abraham et al. a),
the discovery of an anisotropic arrival direction distribution of cosmic rays in the suppression
region (Abrahamet al. ), and themeasurement of the depth of showermaximum (Abraham
et al. b), indicating a mixed- or heavy-mass composition of cosmic rays at the highest
energies. Furthermore, the searches for neutrino- and photon-induced air showers lead to the
exclusion of many exotic models for the sources of ultra-high-energy cosmic rays (Abraham
et al. b, c).

 Open Problems and Future Experiments

All indirect detection techniques of cosmic rays depend on our understanding of extensive air
showers. In most cases shower measurements can only be interpreted by comparing the data
to simulated reference showers. With no calculable theory of hadronic multiparticle produc-
tion available so far, hadronic interactions have to be described by phenomenological models.
The limited understanding of hadronic multiparticle production constitutes currently the main
contribution to the systematic uncertainty of composition measurements (Knapp et al. ).

While there have been methods developed to derive the energy of the primary particle of a
showerwith only a small dependence on themodeling of hadronic interactions, there still seems
to be a systematic difference of the order of % in the energy assignment between different
experiments. Newmeasurements of the absolute fluorescence yield will reduce these systematic
uncertainties.
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Regarding the measurement of the elemental composition of cosmic rays, the depen-
dence on simulated air showers cannot be reduced much by better measurement techniques.
Therefore, in the foreseeable future, significant progress can only be achieved by accelera-
tor measurements of hadronic interactions of relevance to air shower physics to improve the
reliability of shower simulations (Engel et al. ).

Model-independent, calorimetric methods of shower energy measurement rely on the
detection of the em. shower component.While almost all energy is transferred to the em. com-
ponent in showers of the highest energies, only a fraction of less than % of the energy is
carried by em. particles in the knee energy range. Therefore it is necessary to measure also the
muonic component of intermediate-energy showers to be able to estimate the primary particle
energy reliably.

Current work toward new detection methods aims at developing techniques offering very
large apertures to increase the statistics at the high-energy end of current experiments. Promis-
ing new techniques are, for example, the measurement of the coherent radio signal of air
showers either with ground-based arrays (Falcke and Gorham ) or balloon-borne instru-
ments (Hoover et al. ). Other investigations focus on searching for microwave radiation
from air showers due to molecular bremsstrahlung, offering shower imaging similar to the
observation of fluorescence light (Gorham et al. ) but with a much higher duty cycle. Sim-
ilarly, measuring radar reflection from the plasma trail of ultra-high-energy air showers is a
promising detection technique that offers very large apertures (Gorham ) but still has to be
proven to work. Also the feasibility of air shower observations in the infrared wavelength range
is studied (Conti et al. ).

Space-borne fluorescence detectors promise even larger apertures than those achievable
with giant ground arrays (Santangelo and Petrolini ). The first step toward such a detector
is planned with JEM-EUSO (Extreme Universe Space Observatory on board of the Japanese
Experiment Module) (Gorodetzky ). JEM-EUSO is a fluorescence telescope equipped with
Fresnel lenses of .m diameter, viewing the atmosphere from the orbit of the International
Space Station at a height of ∼ km.The instantaneous aperture of such an instrument would
be larger by a factor  () than that of the Auger Observatory if the camera is operated in
downward (tilted) mode.

There are several new ground-based detectors planned for gamma-ray observations. The
HAWC (High Altitude Water Cherenkov) telescope, the successor to the Milagro Observatory,
is currently built at an altitude of ,m at the volcano Sierra Negra inMexico (Sinnis ). It
will comprise  water Cherenkov tanks and have – times the sensitivity of Milagro with
a wide field of view (∼ sr).

Also aiming at monitoring of the TeV gamma-ray sky with a large field of view is the multi-
purpose detector LHAASO (Cao et al. ) that will also measure charged cosmic rays over
a wide energy range. To be built at an altitude of ,m, LHAASO is planned to combine an
array of water Cherenkov detectors with an active area of ,m, a particle detector array
of  km, a muon detector array of about ,m, and two imaging air Cherenkov telescopes
similar to MAGIC (Ferenc ; Borla Tridon et al. ).

The next-generation gamma-ray telescope will be the Cherenkov Telescope Array
(CTA) (Hofmann and Martinez ). To cover the full sky, CTA is planned to consist of
two arrays of Cherenkov telescopes, one in the northern and one in the southern hemisphere.
A significant increase in sensitivity will be achieved by deploying large numbers (–) of
Cherenkov telescopes at different distances. At the same time an extension of the energy range
in comparison to existing telescopes will be accomplished by using telescopes of different sizes.
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Sensitivity of existing and planned gamma-ray experiments (Cao et al. )

The sensitivities of existing and planned gamma-ray detectors in the TeV energy region are
compared in > Fig. .

 Conclusion

Indirect methods of measuring cosmic rays allow us to detect particles with energies from a few
hundred TeV up to the highest energies observed in the universe (∼ eV). By observing the
cascade of secondary particles produced by cosmic rays when interacting with nuclei of air one
can derive information on the arrival direction, energy, and mass composition of the primary
particle. Sparse arrays of particle detectors or imaging telescopes are sufficient for measuring
key observables because of the large number of shower particles and the large lateral extent of
the particle cascade at ground. Still the steeply falling flux of cosmic rays makes it very difficult
to cover a wide range in energy with a single detector setup. Applying the indirect detection
techniques developed for charged cosmic rays to showers induced by gamma rays has proven
to be an efficient way of extending the classical, satellite-borne gamma-ray astronomy into and
beyond the TeV energy range.

Acknowledgments

The author thanks his colleagues from the Pierre Auger, KASCADE-Grande, and LOPES Col-
laborations with whom he has worked on various subjects covered in this contribution. He is
also grateful to Claus Grupen and Andreas Haungs for valuable comments on the manuscript.



  Indirect Detection of Cosmic Rays

References

Abbasi R et al. (HiRes Collab.) () Techniques
for measuring atmospheric aerosols at the high
resolution fly’s eye experimen. Astropart Phys
:–

Abbasi RU et al. (HiRes Collab.) () Search for
point-like sources of cosmic rays with energies
above : eV in the HiRes-I monocular data-
set. Astropart Phys :–

Abdo AA et al. (Milagro Collab.) () TeV gamma-
ray sources from a survey of the Galactic Plane
with Milagro. Astrophys J :L–L

Abdo AA et al. (Milagro Collab.) (a) A mea-
surement of the spatial distribution of diffuse
TeV gamma ray emission from the Galactic Plane
with Milagro. Astrophys J :–

Abdo AA et al. (Milagro Collab.) (b) Discovery
of localized regions of excess -TeV cosmic rays.
Phys Rev Lett :

Abraham J et al. (Pierre Auger Collab.) () Prop-
erties and performance of the prototype instru-
ment for the Pierre Auger observatory. Nucl
Instrum Meth A:–

Abraham J et al. (Pierre Auger Collab.) () Cor-
relation of the highest energy cosmic rays with
nearby extragalactic objects. Science :–


Abraham J et al. (Pierre Auger Collab.) (a)
Observation of the suppression of the flux of
cosmic rays above  ×  eV. Phys Rev Lett
:

Abraham J et al. (Pierre Auger Collab.) (b)
Upper limit on the diffuse flux of UHE tau neu-
trinos from the Pierre Auger observatory. Phys
Rev Lett :

Abraham J et al. (Pierre Auger Collab.) (c)
Upper limit on the cosmic-ray photon flux above
 eV using the surface detector of the Pierre
Auger observatory. Astropart Phys :–

Abraham J et al. (Pierre Auger Collab.) () Stud-
ies of Cosmic Ray Composition and Air Shower
Structure with the Pierre Auger Observatory. In:
Proceedings of th International Cosmic Ray
Conference, Lodz

Abraham J et al. (Pierre Auger Collab.) (a) A
study of the effect of molecular and aerosol con-
ditions in the atmosphere on air fluorescence
measurements at the Pierre Auger observatory.
Astropart Phys :–

Abraham J et al. (Pierre Auger Collab.) (b) Mea-
surement of the Depth of Maximum of Exten-
sive Air Showers above  eV. Phys Rev Lett
:

Abraham J et al. (Pierre Auger Collab.) () Trigger
and aperture of the surface detector array of

the Pierre Auger observator. Nucl Instrum Meth
A:–

Abraham JA et al. (Pierre Auger Collab.) () The
fluorescence detector of the Pierre Auger obser-
vatory. Nucl Instrum Meth A:–

Abu-Zayyad T et al. (HiRes Collab.) () The
prototype high-resolution Fly’s Eye cosmic ray
detector. Nucl Instrum Meth A:–

Aglietta M et al. (EAS-TOP and MACRO Collab.)
(a) The cosmic ray proton, helium and
CNO fluxes in the -TeV energy region from
TeV muons and EAS atmospheric Cherenkov
light observations of MACRO and EAS-TOP.
Astropart Phys :–

Aglietta M et al. (EAS-TOP Collab.) (b) The
cosmic ray primary composition in the “knee”
region through the EAS electromagnetic and
muon measurements at EAS-TOP. Astropart
Phys :–

Aglietta M et al. (MACRO Collab.) (c) The pri-
mary cosmic ray composition between  eV
and  eV from extensive air showers electro-
magnetic and TeV muon data. Astropart Phys
:–

Aglietta M et al. (Pierre Auger Collab.) ()
Anisotropy studies around the galactic centre
at EeV energies with the Auger observatory.
Astropart Phys :–

Aharonian F et al. (H.E.S.S. Collab.) () A
new population of very high energy gamma-ray
sources in the Milky Way. Science :–

Aharonian F et al. (H.E.S.S. Collab.) () A
detailed spectral and morphological study of the
gamma-ray supernova remnant RX J.-
with H.E.S.S. Astron Astrophys :–

Aharonian F et al. (H.E.S.S. Collab.) () Discov-
ery of very-high-energy gamma-rays from the
galactic centre ridge. Nature :–

Aharonian F et al. (H.E.S.S. Collab.) () First
ground based measurement of atmospheric
Cherenkov light from cosmic rays. Phys Rev
D:

Aharonian F et al. (H.E.S.S. Collab.) () The
energy spectrum of cosmic-ray electrons at TeV
energies. Phys Rev Lett :

Aharonian F et al. (HESS Collab.) () The HESS
survey of the inner galaxy in very high-energy
gamma-rays. Astrophys J :–

Aharonian F, Buckley J, Kifune T, Sinnis G ()
High energy astrophysics with ground-based
gamma ray detectors. Rept Prog Phys :

Aharonian FA et al. (HESS Collab.) () High-
energy particle acceleration in the shell of a
supernova remnant. Nature :–



Indirect Detection of Cosmic Rays  

Ahn EJ, Engel R, Gaisser TK, Lipari P, Stanev T ()
Cosmic ray interaction event generator SIBYLL
.. Phys Rev D :

Aielli G et al. (Argo-YBJ Collab.) () Layout
and performance of RPCs used in the Argo-YBJ
experiment. Nucl Instrum Meth A:–

Allan HR () Radio emission from extensive air
showers. Prog Element Part Cos Ray Phys :

Allard D, Busca NG, Decerprit G, Olinto AV,
Parizot E () Implications of the cosmic ray
spectrum for the mass composition at the highest
energies. J Cosmol Astropart Phys :

Alvarez-Muniz J, Engel R, Gaisser TK, Ortiz JA,
Stanev T () Hybrid simulations of extensive
air showers. Phys Rev D:

Amenomori M et al. () Development and a per-
formance test of a prototype air shower array
for search for gamma-ray point sources in the
very high-energy region. Nucl Instrum Meth
A:

Anchordoqui L et al. () High energy physics in
the atmosphere: phenomenology of cosmic ray
air showers. Ann Phys :–

Anchordoqui LA et al. () Using cosmic neutri-
nos to search for non-perturbative physics at the
Pierre Auger Observatory. Phys Rev D:

Antokhonov B et al. (TUNKACollab.) () The new
Tunka- EAS Cherenkov array: status of .
Nucl Instrum Meth A:–

Antoni T et al. () A large area limited
streamer tube detector for the air shower exper-
iment KASCADE-Grande. Nucl Instrum Meth
A:–

Antoni T et al. (KASCADE Collab.) () Test
of high-energy interaction models using the
hadronic core of EAS. J Phys G: Nucl Part Phys
:

Antoni T et al. (KASCADE Collab.) () Test
of hadronic interaction models in the for-
ward region with KASCADE event rates. J Phys
G:–

Antoni T et al. (KASCADE Collab.) (a) Prepa-
ration of enriched cosmic ray mass groups with
KASCADE. Astropart Phys :–

Antoni T et al. (KASCADE Collab.) (b) The Cos-
mic ray experiment KASCADE. Nucl Instrum
Meth A:–

Antoni T et al. (KASCADE Collab.) () KAS-
CADE measurements of energy spectra for ele-
mental groups of cosmic rays: results and open
problems. Astropart Phys :–

Apel W et al. (KASCADE-Grande Collab.) () The
KASCADE-Grande experiment. Nucl Instrum
Meth A:–

Apel W et al. (LOPES Collab.) () Lateral dis-
tribution of the radio signal in extensive air

showers measured with LOPES. Astropart Phys
:–

Apel WB et al. (KASCADE Collab.) () Compar-
ison of measured and simulated lateral distribu-
tions for electrons and muons with KASCADE.
Astropart Phys :–

Apel WD et al. (KASCADE Collab.) () Test of
interaction models up to  PeV by studying
hadronic cores of EAS. J Phys G:–

Arciprete F et al. () AIRFLY: Measurement of the
air fluorescence radiation induced by electrons.
Nucl Phys Proc Suppl :–

Ardouin D et al. () First detection of extensive
air showers by the TREND self-triggering radio
experiment. Astropart Phys :–

Ardouin D et al. (CODALEMA Collab.) ()
Radio-detection signature of high-energy cos-
mic rays by the CODALEMA experiment. Nucl
Instrum Meth A:–

Ardouin D et al. (CODALEMA Collab.) ()
Radioelectric field features of extensive air
showers observed with CODALEMA. Astropart
Phys :–

Ardouin D et al. (CODALEMA Collab.) () Geo-
magnetic origin of the radio emission from
cosmic ray induced air showers observed by
CODALEMA. Astropart Phys ():–

Arqueros F, Hoerandel JR, Keilhauer B () Air
fluorescence relevant for cosmic-ray detection –
summary of the th fluorescence workshop, El
Escorial . Nucl Instrum Meth A:–

Askaryan GA () Excess negative charge of an
electron shower and its coherent radio emission.
J Exp Theor Phys :–

Askaryan GA () Coherent radio emission from
cosmic showers in air and in dense media. J Exp
Theor Phys :–

Atkins R et al. (Milagro Collab.) () TeV gamma-
ray survey of the northern hemisphere sky
using the Milagro observatory. Astrophys J :
–

Atkins RW et al. (Milagro Collab.) () Evidence
for TeV gamma-ray emission from the Galactic
plane. Phys Rev Lett :

Auger P, Ehrenfest P, Maze RR, Freon A ()
Extensive cosmic-ray showers. Rev Mod Phys
:–

Ave M et al. () Mass composition of cosmic
rays in the range  × − ×  eV measured
with the Haverah Park array. Astropart Phys :
–

Ave M, Knapp J, Marchesini M, Roth M, Watson
AA () Time structure of the shower front
as measured at Haverah Park above  eV. In:
Proceedings of th International Cosmic Ray
Conference, Tsukuba, p 



  Indirect Detection of Cosmic Rays

Ballarini F et al. () The FLUKA code: an
overview. J Phys Conf Ser :–

Baltrusaitis RM et al. (Fly’s Eye Collab.) () The
Utah Fly’s Eye detector. Nucl Instrum Meth
A:–

Barbosa HMJ, Catalani F, Chinellato JA, Dobrigkeit C
() Determination of the calorimetric energy
in extensive air showers. Astropart Phys :
–

Battistoni G, Forti C, Ranft J, Roesler S () Devi-
ations from the super-position model in a dual
parton model applied to cosmic ray interactions
with formation zone cascade in both projectile
and target nuclei. Astropart Phys :–

Beatty JJ, Westerhoff S () The highest-energy
cosmic rays. Ann Rev Nucl Part Sci :
–

Bell CJ () A recalculation of the upper end of the
cosmic ray energy spectrum. J Phys G Nucl Phys
:–

BenZvi SY et al. () The lidar system of the
Pierre Auger observatory. Nucl Instrum Meth
A:–

Berezinsky V, Gazizov AZ, Grigorieva SI () On
astrophysical solution to ultra high energy cos-
mic rays. Phys Rev D:

Bergeson HE et al. () Measurement of light emis-
sion from remote cosmic ray showers. Phys Rev
Lett :–

Bergmann T et al. () One-dimensional hybrid
approach to extensive air shower simulation.
Astropart Phys :–

Bernlöhr K () Impact of atmospheric parame-
ters on the atmospheric Cherenkov technique.
Astropart Phys :–

Bernlöhr K et al. (H.E.S.S. Collab.) () The opti-
cal system of the HESS imaging atmospheric
Cherenkov telescopes, Part : layout and compo-
nents of the system. Astropart Phys :–

Bird DJ et al. (Fly’s Eye Collab.) () Detec-
tion of a cosmic ray with measured energy
well beyond the expected spectral cutoff due to
cosmic microwave radiation. Astrophys J :
–

Blandford R, Eichler D () Particle acceleration
at astrophysical shocks: a theory of cosmic ray
origin. Phys Rept :–

Blümer J (Pierre Auger Collab.) () Cosmic rays
at the highest energies and the Pierre Auger
observatory. J Phys G:–

Blümer J, Engel R, Hörandel JR () Cosmic rays
from the knee to the highest energies. Prog Part
Nucl Phys :–

Blümer J, Engler J, Hörandel JR () Detectors for
astroparticle physics. Springer monographs, in
press, 

Bonifazi C et al. (Pierre Auger Collab.) () Angu-
lar resolution of the Pierre Auger Observatory.
In: Proceedings of th International Cosmic
Ray Conference, Pune, p 

Borla Tridon D, Schweizer T, Goebel F, Mirzoyan
R, Teshima M (MAGIC Collab.) () The
MAGIC-II gamma-ray stereoscopic telescope
system. Nucl Instrum Meth A:–

Boyer J, Knapp B, Mannel E, Seman M () FADC-
based DAQ for HiRes Fly’s Eye. Nucl Instrum
Meth A:–

Bozdog H et al. () The detector system for mea-
surement of multiple cosmic muons in the cen-
tral detector of KASCADE. Nucl Instrum Meth
A:–

Budnev NM et al. () The cosmic ray mass
composition in the energy range – eV
measured with the Tunka Array: Results and
Perspectives arXiv:. [astro-ph.HE]

Cao Z (ARGO-YBJ & LHAASO Collab.) () The
ARGO-YBJ Experiment Progresses and Future
Extension, arXiv:. [hep-ex]

Capdevielle J et al. () Lateral-distribution func-
tions for giant air showers. Nuovo Cim C:
–

Chauvin J, Riviere C, Montanet F, Lebrun D,
Revenu B () Radio emission in a toy model
with point-charge-like air showers Astropart
Phys :–

Chiba N et al. (AGASA Collab.) () Akeno giant
air shower array (AGASA) covering -km

area. Nucl Instrum Meth A:–
Cillis AN, Fanchiotti H, Garcia Canal CA, Sciutto SJ

() Influence of the LPM effect and dielectric
suppression on particle air showers. Phys Rev
D:

Conti E, Sartori G, Viola G () Measurement
of the near-infrared fluorescence of the air for
the detection of ultra-high-energy cosmic rays.
Astropart Phys :–

Corcella G et al. () HERWIG .: an event gener-
ator for Hadron Emission Reactions With Inter-
fering Gluons (including supersymmetric pro-
cesses), JHEP  () 

Cornils R et al. (H.E.S.S. Collab.) () The opti-
cal system of the HESS imaging atmospheric
Cherenkov telescopes, Part : Mirror align-
ment and point spread function. Astropart Phys
:–

Dai HY, Kasahara K, Matsubara Y, Nagano M,
Teshima M () On the energy estimation of
ultrahigh-energy cosmic rays observed with the
surface detector array. J Phys G:–

Dallier R (Pierre Auger Collab.) () Measuring
cosmic ray radio signals at the Pierre Auger
Observatory. Nucl Instrum Meth A:–



Indirect Detection of Cosmic Rays  

de Vries KD, Scholten O, Werner K (a) Macro-
scopic Geo-Magnetic Radia-tion Model: Polar-
ization effects and finite volume calculations,
arXiv:. [astro-ph.HE]

de Vries KD, v. d. Berg AM, Scholten O, Werner K
(b) The lateral distribution function of
coherent radio emission from extensive air
showers: determining the chemical composition
of cosmic rays, arXiv:. [astro-ph.HE]

Doll P et al. () Muon tracking detector for the
air shower experiment KASCADE. Nucl Instrum
Meth A:–

Domokos G, Kovesi-Domokos S () Strongly
interacting neutrinos and the highest energy
cosmic rays. Phys Rev Lett :–

Dova MT et al. () Time asymmetries in extensive
air showers: a novel method to identify UHECR
species. Astropart Phys :–

Dova MT, Mancenido ME, Mariazzi AG, McCauley
TP, Watson AA () The mass composition of
cosmic rays near  eV as deduced from mea-
surements made at Volcano Ranch. Astropart
Phys :–

Drescher HJ, Farrar GR () Air shower simula-
tions in a hybrid approach using cascade equa-
tions. Phys Rev D:

Drescher HJ, Farrar GR () Dominant contribu-
tions to lateral distribution functions in ultra-
high energy cosmic ray air showers. Astropart
Phys :–

DuVernois MA, Cai B, Kleckner D () Geosyn-
chrotron radio pulse emission from extensive air
showers: simulations with AIRES. In: Proceed-
ings of th International Cosmic Ray Confer-
ence (ICRC ), vol . Pune, India, – Aug
, pp –

Edge DM, Evans AC, Garmston HJ () The cosmic
ray spectrum at energies above  eV. J Phys A
:–

Engel J, Gaisser TK, Stanev T, Lipari P ()
Nucleus-nucleus collisions and interpreta-
tion of cosmic ray cascades. Phys Rev D:
–

Engel R, Heck D, Pierog T () Extensive air show-
ers and hadronic interactions at high energy.
Ann Rev Nucl Part Sci , in print

Engel R, Kalmykov NN, Konstantinov AA ()
Simulation of radio signals from -TeV to -
TeV air showers using EGSnrc. Int J Mod Phys
AS:–

Engler J et al. () A warm-liquid calorimeter
for cosmic-ray hadrons. Nucl Instrum Meth
A:–

Erber T () High-energy electromagnetic conver-
sion processes in intense magnetic fields. Rev
Mod Phys :–

Falcke H et al. (LOPES Collab.) () Detection
and imaging of atmospheric radio flashes from
cosmic ray air showers. Nature :–

Falcke H, Gorham P () Detecting radio emis-
sion from cosmic ray air showers and neutrinos
with a digital radio telescope. Astropart Phys
:–

Feng JL, Shapere AD () Black hole production by
cosmic rays. Phys Rev Lett :

Ferenc D (MAGIC Collab.) () The MAGIC
gamma-ray observatory. Nucl Instrum Meth
A:–

Ferrari A, Sala PR, Fasso A, Ranft J () FLUKA: a
multi-particle transport code (Program version
), CERN--

Fick B et al. () The central laser facility at the
Pierre Auger observatory. J Instrum :P

Fowler F, Fortson L, Jui C, Kieda D, Ong R et al.
() A Measurement of the cosmic ray spec-
trum and composition at the knee. Astropart
Phys :–

Gaisser TK () Cosmic rays and particle physics.
Cambridge University Press, Cambridge

Gaisser TK, Hillas AM () Reliability of the
method of constant intensity cuts for recon-
structing the average development of verti-
cal showers. In: Proceedings of th Interna-
tional Cosmic Ray Conference, vol . Plovdiv,
p 

Giller M, Kacperczyk A, Malinowski J, Tkaczyk W,
Wieczorek G () Similarity of extensive air
showers with respect to the shower age. J Phys
G:–

Glasmacher MAK et al. (CASA-MIA Collab.) ()
The cosmic ray composition between  eV
and  eV. Astropart Phys :–

Glück M, Kretzer S, Reya E () Dynamical QCD
predictions for ultrahigh energy neutrino cross
sections. Astropart Phys :–

Glushkov A, Diminshtein Q, Efimov N, Kaganov
L, Pravdin M () Measurements of energy
spectrum of primary cosmic rays in the energy
range above  eV. Izv Akad Nauk Ser Fiz :
–

Gorham PW () On the possibility of radar
echo detection of ultra-high energy cosmic ray
and neutrino induced extensive air showers.
Astropart Phys :–

Gorham PW et al. () Observations of microwave
continuum emission from air shower plasmas.
Phys Rev D:

Gorodetzky P (JEM-EUSO Collab.) () Status of
the JEM EUSO telescope on international space
station. Nucl Instrum Meth A–:S–S

Greisen K () The extensive air showers. Prog
Cosmic Ray Phys :–



  Indirect Detection of Cosmic Rays

Greisen K () End to the cosmic ray spectrum?
Phys Rev Lett :–

Grieder PKF () Extensive air showers: high
energy phenomena and astrophysical aspects –
a tutorial, reference manual and data book.
Springer, Berlin

Hörandel JR () Models of the knee in the energy
spectrum of cosmic rays. Astropart Phys :
–

Hörandel JR () Cosmic rays from the knee to the
second knee:  eV to  eV. Mod Phys Lett
A:–

Haungs A, Rebel H, Roth M () Energy spectrum
and mass composition of high-energy cosmic
rays. Rept Prog Phys :–

Heck D, Knapp J, Capdevielle J, Schatz G, Thouw T
() CORSIKA: a Monte Carlo code to sim-
ulate extensive air showers, Wissenschaftliche
Berichte, Forschungszentrum Karlsruhe FZKA


Hillas AM (a) Angular and energy distributions
of charged particles in electron photon cascades
in air. J Phys G:–

Hillas AM (b) The sensitivity of Cherenkov radi-
ation pulses to the longitudinal development of
cosmic ray showers. J Phys G:–

Hillas AM () Differences between gamma-
ray and hadronic showers. Space Sci Rev :
–

Hillas AM () Can diffusive shock acceleration
in supernova remnants account for high-energy
galactic cosmic rays? J Phys G:R–R

Hinton JA, Hofmann W () Teraelectronvolt
astronomy. Ann Rev Astron Astrophys :
–

Hofmann W, Martinez M (CTA Consortium) ()
Design concepts for the cherenkov telescope
array, arXiv:. [astro-ph.IM]

Homola P et al. () Simulation of ultra-high
energy photon propagation in the geomagnetic
field. Comput Phys Commun :

Homola P et al. () Characteristics of geomag-
netic cascading of ultra-high energy photons at
the southern and northern sites of the Pierre
Auger observatory. Astropart Phys :–

Hoover S et al. (ANITA Collab.) () Obser-
vation of ultra-high-energy cosmic rays with
the ANITA balloon-borne radio interferometer.
Phys Rev Lett :

Huege T, Falcke H () Radio emission from cos-
mic ray air showers: coherent geosynchrotron
radiation. Astron Astrophys :–

Huege T, Ludwig M, Scholten O, de Vriew KD ()
The convergence of EAS radio emission models
and a detailed comparison of REAS and MGMR
simulations, arXiv:. [astro-ph.HE]

Huege T, Ulrich R, Engel R () Monte Carlo sim-
ulations of geosynchrotron radio emission from
CORSIKA-simulated air showers. Astropart
Phys :–

Huege T, Ulrich R, Engel R () Energy and
composition sensitivity of geosynchrotron radio
emission from cosmic ray air showers. Astropart
Phys :–

Ivanov AA, Knurenko SP, Sleptsov IY () Measur-
ing extensive air showers with Cherenkov light
detectors of the Yakutsk array: the energy spec-
trum of cosmic rays. New J Phys :

Jain P, McKay DW, Panda S, Ralston JP () Extra
dimensions and strong neutrino nucleon inter-
actions above  eV: Breaking the GZK barrier.
Phys Lett B:–

Jelley J et al. () Radio pulses from extensive
cosmic-ray air showers. Nature :–

Kahn FD, Lerche I () Radiation from cosmic ray
air showers. Proc Roy Soc Lond A-:

Kalmykov NN, Konstantinov AA, Engel R ()
Radio emission from extensive air showers as
a method for cosmic-ray detection. Phys Atom
Nucl :–

Kalmykov NN, Ostapchenko SS () Comparison
of characteristics of the nucleus nucleus inter-
action in the model of quark-gluon strings and
in the superposition model. Sov J Nucl Phys
:–

Karle A et al. () Design and performance of the
angle integrating Cherenkov array AIROBICC.
Astropart Phys :–

Kasahara K et al., COSMOS http://cosmos.n.
kanagawa-u.ac.jp/cosmosHome

Kawai H et al. (TA Collab.) () Telescope
array experiment. Nucl Phys Proc Suppl–:
–

Keilhauer B, Blümer J, Engel R, Klages HO ()
Impact of varying atmospheric profiles on exten-
sive air shower observation: fluorescence light
emission and energy reconstruction. Astropart
Phys :–

Keilhauer B, Blümer J, Engel R, Klages HO, Risse M
() Impact of varying atmospheric profiles
on extensive air shower observation: Atmo-
spheric density and primary mass reconstruc-
tion. Astropart Phys :–

Kieda DB, Swordy SP, Wakely SP () A high reso-
lution method for measuring cosmic ray compo-
sition beyond -TeV. Astropart Phys :–

Klein S () Suppression of bremsstrahlung and
pair production due to environmental factors.
Rev Mod Phys :–

Knapp J, Heck D, Schatz G () Compari-
son of hadronic interaction models used in
air shower simulations and of their influence

http://cosmos.n.kanagawa-u.ac.jp/cosmosHome
http://cosmos.n.kanagawa-u.ac.jp/cosmosHome


Indirect Detection of Cosmic Rays  

on shower development and obsevables,
in Wissenschaftliche Berichte FZKA ,
Forschungszentrum Karlsruhe

Knapp J, Heck D, Sciutto SJ, Dova MT, Risse M ()
Extensive air shower simulations at the highest
energies. Astropart Phys :–

Kolhörster W, Matthes I, Weber E () Gekopplete
Höhenstrahlen. Naturwiss :

Korosteleva E, Kuzmichev L, Prosin V (EAS-TOP
Collab.) () Lateral distribution function of
EAS Cherenkov light: experiment QUEST and
CORSIKA simulation. In: Proceedings of th
International Cosmic Ray Conference, Tsukuba,
pp –

Kotera K, Olinto A () The astrophysics of ultra-
high energy cosmic rays, arXiv:. [astro-
ph.HE]

Kuempel D, Kampert KH, Risse M () Geometry
reconstruction of fluorescence detectors revis-
ited. Astropart Phys :–

Kulikov GV, Khristiansen GB () On the size spec-
trum of extensive air showers. J Exp Theor Phys
:–

Lafebre S, Engel R, Falcke H, Hörandel J, Huege T,
Kuijpers J, Ulrich R () Universality of
electron-positron distributions in extensive air
showers. Astropart Phys :–

Landau LD, Pomeranchuk I () Limits of applica-
bility of the theory of bremsstrahlung electrons
and pair production at high-energies. Dokl Akad
Nauk Ser Fiz :–

Letessier-Selvon A, Stanev T () Ultrahigh energy
cosmic rays, to appear in Rev. Mod. Phys.

Linsley J () Evidence for a primary cosmic-
ray particle with energy  eV. Phys Rev Lett
:–

Linsley J () Search for the end of the cos-
mic ray energy spectrum. AIP Conf Proc :
–

Linsley J, Watson AA () Validity of scaling to
 eV and high-energy cosmic ray composi-
tion. Phys Rev Lett :–

Lipari P () The concepts of “age” and “universal-
ity” in cosmic ray showers. Phys Rev :

Ludwig M, Huege T () REAS: Monte Carlo
simulations of radio emission from cosmic ray
air showers using an “end-point” formalism.
Astropart Phys :–

Matthews J () A Heitler model of extensive air
showers. Astropart Phys :–

Medina MC et al. () Enhancing the Pierre
Auger observatory to the  eV to . eV
range: capabilities of an infill surface array. Nucl
Instrum Meth A:–

Meurer C, Blümer J, Engel R, Haungs A, Roth
M () Muon production in extensive air

showers and its relation to hadronic interactions.
Czech J Phys :A

Migdal AB () Bremsstrahlung and pair produc-
tion in condensed media at high-energies. Phys
Rev :–

Mohanty G et al. () Measurement of TeV gamma-
ray spectra with the Cherenkov imaging tech-
nique. Astropart Phys :–

Molière GZ () Theorie der Streuung schneller
geladener Teilchen. II. Mehrfach-und Vielfach-
streuung, Z. Naturforsch a, 

Moura CA, Guzzo MM, Simulation of double-bang
event in the atmosphere, hep-ph/

Nagano M () Search for the end of the energy
spectrum of primary cosmic rays. New J Phys
:

Nagano M, Watson AA () Observations and
implications of the ultrahigh-energy cosmic
rays. Rev Mod Phys :–

National Aeronautics and Space Administration
(NASA) () U.S. Standard Atmosphere ,
NASA-TM-X-

Nerling F, Blümer J, Engel R, Risse M () Univer-
sality of electron distributions in high-energy air
showers: description of Cherenkov light produc-
tion. Astropart Phys :–

Newton D, Knapp J, Watson AA () The optimum
distance at which to determine the size of a giant
air shower. Astropart Phys :–

Nishimura J () Therory of cascade showers.
Handbuch der Physik /:–

Pierog T et al. () Dependence of the longitu-
dinal shower profile on the characteristics of
hadronic multiparticle production. In: Proceed-
ings of th International Cosmic Ray Confer-
ence, vol . Pune, p 

Pierog T, Werner K () EPOS model and ultra
high energy cosmic rays. Nucl Phys Proc Suppl
:–

Randall L, Sundrum R () A large mass hierar-
chy from a small extra dimension. Phys Rev Lett
:–

Risse M, Homola P () Search for ultra-high
energy photons using air showers. Mod Phys Lett
A:–

Rossi B, Greisen K () Cosmic-ray theory. Rev
Mod Phys :–

Santangelo A, Petrolini A () Observing
ultra-high-energy cosmic particles from
space: S-EUSO, the super-extreme universe
space observatory mission. New J Phys :


Scholten O, Werner K, Rusydi F () A macro-
scopic description of coherent geo-magnetic
radiation from cosmic ray air showers. Astropart
Phys :–



  Indirect Detection of Cosmic Rays

Sciutto SJ () AIRES: A system for air shower
simulations (version ..), astroph/

Sciutto SJ () The AIRES system for air shower
simulations. An update, astro-ph/

Sinnis G (HAWC and Milagro Collab.) () Water
Cherenkov technology in gamma-ray astro-
physics. Nucl Instrum Meth A:–

Stanev T () High energy cosmic rays. Springer,
Berlin

Stanev T et al. (IceCube Collab.) () Status, per-
formance, and first results of the IceTop array.
Nucl Phys Proc Suppl :–

Stanev T, Vankov C, Streitmatter RE, Ellsworth
RW, Bowen T () Development of
ultrahigh-energy electromagnetic cascades
in water and lead including the Landau-
Pomeranchuk-Migdal effect. Phys Rev
D:–

Stanev T, Vankov HP () The nature of the highest
energy cosmic rays. Phys Rev D:–

Sternheimer RM, Berger MJ, Seltzer SM () Den-
sity effect for the ionization loss of charged par-
ticles in various substances. At Data Nucl Data
Tables :–

Tameda Y, Taketa A, Smith JD, Tanaka M,
Fukushima M et al. () Trigger electronics of
the new fluorescence detectors of the telescope
array experiment. Nucl Instrum Meth A:
–

Tanaka H et al. (GRAPES- Collab.) () Study on
nuclear composition of cosmic rays around the
knee utilizing muon multiplicity with GRAPES-
experiment at Ooty. Nucl Phys Proc Suppl –
:–

Tokuno H et al. (TA Collab.) () The telescope
array experiment: status and prospects. AIP
Conf Proc :–

Unger M, Dawson BR, Engel R, Schüssler F, Ulrich R
() Reconstruction of longitudinal profiles of
ultra-high energy cosmic ray showers from flu-
orescence and Cherenkov light measurements.
Nucl Instrum Meth A:–

Vankov HP, Inoue N, Shinozaki K () Ultra-high
energy gamma rays in geomagnetic field and
atmosphere. Phys Rev D:

Walker R, Watson AA () Measurement of the
fluctuations in the depth of maximum of showers
produced by primary particles of energy greater
than  :  ×  eV. J Phys G:–

Weekes T et al. (VERITAS Collab.) () VERITAS:
the very energetic radiation imaging telescope
array system. Astropart Phys :–

Weekes T et al. (VERITAS Collab.) () VERI-
TAS: status summary . Int J Mod Phys D:
–

Werner K, Liu FM, Pierog T () Parton ladder
splitting and the rapidity dependence of trans-
verse momentum spectra in deuteron gold colli-
sions at RHIC. Phys Rev C:

Werner K, Scholten O () Macroscopic treatment
of radio emission from cosmic ray air show-
ers based on shower simulations. Astropart Phys
:–

Zas E () Neutrino detection with inclined air
showers. New J Phys :

Zatsepin GT, Kuzmin VA () Upper limit of the
spectrum of cosmic rays. J Exp Theor Phys Lett
:

Further Reading

Aharonian FA () Very high energy cos-
mic gamma radiation: a crucial window
on the extreme universe. World Scientific,
Singapore

Blümer J, Engler J, Hörandel JR () Detectors
for astroparticle physics. Springer Monographs,
Berlin

Gaisser TK () Cosmic rays and particle physics.
Cambridge University Press, Cambridge

Grieder PKF () Cosmic rays at Earth: researcher’s
reference, manual and data book. Elsevier,
Amsterdam

Grieder PKF () Extensive air showers: high
energy phenomena and astrophysical aspects –
a tutorial, reference manual and data book.
Springer, Berlin

Stanev T () High energy cosmic rays, nd edn.
Springer Praxis, Berlin



 Technology for Border
Security
Dudley Creagh
University of Canberra, Canberra, Australia

 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Components of Security Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Passenger Portals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
.. Passive Passenger Portals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
.. Active mm-Wave Passenger Portal Technology . . . . . . . . . . . . . . . . . . . 
.. Active Devices: Metal Detectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
.. Active Devices: X-ray Passenger Portals . . . . . . . . . . . . . . . . . . . . . . . . 
. X-ray Baggage, Pallet, and Container Systems . . . . . . . . . . . . . . . . . . . . 
.. X-ray Baggage Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
.. X-ray Pallet and Air Cargo Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 
.. X-ray Shipping Container Examination Systems . . . . . . . . . . . . . . . . . . 

 Ancillary Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Protocols: Passenger, Air Cargo/Pallet, Shipping Containers . . . . . . . . . 

 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

C. Grupen, I. Buvat (eds.), Handbook of Particle Detection and Imaging,
DOI ./----_, © Springer-Verlag Berlin Heidelberg 



  Technology for Border Security

Abstract: This chapter discusses the physical and chemical principles that are employed
in the construction of equipment for use in the border security and border protection con-
texts. Equipment used by airports, freight forwarding agents, and seaport authorities will
be described but it should be noted that no performance figures will be given: there are
obvious confidentiality and security issues precluding this.

 Introduction

All airport passengers will be familiar with the basic elements that constitute airport security
systems. Such systems comprise some kind of gateway through which the passengers pass, hav-
ing first divested themselves of personal effects and outer clothing, anX-ray examination system
in which these effects and their hand luggage are inspected, and some other device that is used
to check whether articles in the passengers’ possession have been in contact with illegal sub-
stances. In the meantime their hold baggage will have been examined by X-rays, and, perhaps,
dogs trained to detect illicit substances will have smelt their bags. Similar procedures exist, but
on a different scale, for both the freight forwarding and sea container applications.

Of utmost importance is the training and security screening of system operators, the
training of dogs and other animals used for vapor detection, and the maintenance and cal-
ibration of the equipment used. A discussion of these issues is not in the scope of this
chapter.

Governments and governmental blocs (for example, the European Union; European Parlia-
ment: Regulation (EC) No /: Common rules in the field of air safety security) regulate
the use and operation of security systems. All examination systems must comply with the
requirements of these regulations. Some jurisdictions (for example, the US Transport Security
Administration; US Congress: Aviation Transportation and Security Act.  November )
provide certifications of the performance of individual items of equipment used in the security
context.

In what follows descriptions of the principles of operation will be given for: existing and
prototype equipment used as passenger portals, X-ray, and neutron equipment used in the pas-
senger, freight forwarding, and sea container contexts, and particulate, liquid, and vapor phase
systems used for trace detection (> Table ).

 Components of Security Systems

Systems used in border security fall into two categories: those based on making physical mea-
surements such as X-ray attenuation and those based on chemical reactions. Of these, systems
using physical measurements are the most common. Usually measurements are made of some
property related to the emission or absorption of electromagnetic radiation. Almost exclusively
these measurements do not require that samples be taken: their interaction with the subject or
object under investigation causes little change to them (the dosage given by X-ray examination
systems used in whole-body scanning will be discussed later, as will the effect of the exciting
laser in Raman Infrared spectrometers on samples taken for examination).
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⊡ Table 

Suppliers of technology used in the border protection context

Supplier Contact address Product

ACRO Security www.acrosec.com CHM

Ahura www.ahurascientific.com ETD, EBS

AS&E www.as-e.com XPP, XPB, XPS

APAC Security www.apacsecurity.cn ETD, EBS,

Banksia Scientific www.banksiascientific.com.au CHM

Brijot Imaging Systems www.brijot.com PPP

GE Homeland Security www.gesecurity.com ETD, EBS

GE Security www.ge.com/de XPB

Corporate Risk Solutions www.risksolutions.com XPP

Guardian www.guardiantechintl.com XIP

L Communications www.l-.com APP, XPB, XPA, XPS

Nuctech www.nuctech.com XBS, XPB, XPA, XPS, XNS

Optosecurity www.optosecurity.com XIP

QR Sciences www.qrsciences.com NXC, XRE

Rapiscan www.rapiscansystems.com XPP, XPB, XPA

Smiths Detection www.smithsdetection.com ETD, XPB, XPA, XPS

CHM chemical, ETD electronic trace detection, XRE X-ray parcel device, EBS electronic bottle scanner, PPP passive
passenger portal, APP active passenger portal, XPP X-ray passenger portal, XBS X-ray bottle scanner, NXCNQR X-ray
cartons, XP X-ray passenger baggage, XPAX-ray air cargo/pallet, XPSX-ray shipping container,XNS X-ray andneutron
shipping container, XIP X-ray image processing

Passive (systems that rely solely on radiation from the subject) and active systems for
use in whole-body scanners in passenger portals operate in the THz or mm-wave regions of
the spectrum. Metal detectors are active systems operating in the low to medium band of
the radio frequency (RF) spectrum. X-ray systems used for passenger portals operate in the
– keV range.

X-ray systems for baggage, pallet, and shipping container examination usually operate with
X-ray energies in the range of  keV to MeV. Gamma-rays, which are sometimes used,
have energies around MeV (present systems use Co:Eγ = ., .MeV; T/ = . years).
Increasingly there is interest in the use of high-energy neutron systems for baggage and freight
examination. These “fast” neutrons have a maximum energy of MeV.

Other systems that operate using physical measurements directly involving electromag-
netic radiation include bottle and container systems, nitrogenous explosives detectors (low-
frequency RF; these use (Nuclear) Quadrupole Resonance (NQR) targeting the N nuclei in
the objects under examination), and infrared radiation (IR) (passive) and Raman (IR) (active)
systems, which operate in the wavelength range of –, nm. The latter can be used to
examine samples taken from passengers’ effects and other items of interest.

Surveillance byClosedCircuit Television (CCTV) systems, whether by optical or IR cameras,
is ubiquitous in modern society. Used especially with facial recognition software these provide
intelligence on individuals in crowds to security operatives and police. (Facial recognition soft-
ware has been employed at many major sporting events, for example, the Superbowl XXXV,

www.acrosec.com
www.ahurascientific.com
www.as-e.com
www.apacsecurity.cn
www.banksiascientific.com.au
www.brijot.com
www.gesecurity.com
www.ge.com/de
www.risksolutions.com
www.guardiantechintl.com
www.l-3.com
www.nuctech.com
www.optosecurity.com
www.qrsciences.com
www.rapiscansystems.com
www.smithsdetection.com
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FL, USA (), and in community policing in the Borough of Newham, UK. The Australian
Customs Service uses facial recognition in its new Smartcheck system (). The Information
Access Division of the US National Institute for Science and Technology (NIST) has been con-
ducting public trials in this field since .) While important to the maintenance of a secure
environment these systems will not be discussed here.

Systems commonly used for the electronic detection of trace (ETD) amounts of illicit sub-
stances in the solid, liquid, or vapor phases use time-of-flight mass spectrometry (ion mobility
spectrometers (IMS)) to identify components that comprise the substances. Other systems using
vibrating elements onwhich the substance is deposited by evaporation behave asmicrobalances
to determine the molecular weight of the substances present.

The detection of improvised explosive devices may involve the use of nonlinear junction
detector (http://www.pimall.com/) systems to identify the presence of nonohmic circuits and/or
passive devices that listen for timing signals and other electronic emissions from objects under
examination.

Chemical systems require the taking of samples and are specific to the class of illicit substance
targeted. Different chemicals are used for the indication of the presence of drugs, nitrogenous
explosives, and peroxide-based explosives, for example. A detailed discussion of the specific
devices and chemical reactions that occur in them will not be given here.

Itmust be stressed that the taking of samplesmust not take place in uncontrolled conditions.
And this must not occur in the presence of passengers or anyone not directly connected

with the examination.
Protocols have been established for the testing, both initially on acceptance, and in opera-

tion, of all items of testing equipment. These will be discussed later.
In the sections that follow, I shall briefly describe the characteristics of each class of equip-

ment used in security applications, discuss the principles underwhich they operate, and indicate
the strengths and weaknesses of the systems.

. Passenger Portals

It is necessary to address the questions of why passengers are screened and what regulations
exist worldwide with respect to the passage of people through border checkpoints.The principal
aim is to prevent the carriage of items that may cause harm to the aircraft (explosives), harm to
passengers and crew (guns, knives, and other offensive weapons), and contraband (narcotics,
birds, reptiles, etc.).

Regulations that are commonly in place require that the passenger: removes all loose cloth-
ing, belts with metal buckles, electronic devices (cell phones, iPods, cameras, etc.), chunky
jewelry, shoes, head covering, andwallets.Thismeans that, when passengers present themselves
at portals, they are declaring that they have nothing suspicious about their person. Technology
therefore has as its aim the detection of undeclared items.

In the past “pat downs” have been used, and they remain a simple and effective alternative
to the use of technology.There have been, however, objections citing passenger privacy. Hence,
they do not involve touching of the groin and anal areas: areas in which concealment is pos-
sible. This limits the effectiveness of “pat downs.” Another concern is that some screeners find
repeated “pat downs” distasteful.

http://www. pimall.com/
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.. Passive Passenger Portals

Passive passenger portals rely on measuring the blackbody radiation from the incoming passen-
ger and the variations in spectral emissivity of the item carried from that of the passenger (the
Stephan–Boltzmann law: energy flux density = J = εσT, where: ε emissivity (< ε < ), σ =
.×−W m− K−, T temperature (K)). Currently available systems are sensitive to radi-
ation from the person in themm-wave (∼GHz) or the THz (∼GHz) regions.The design
and construction of mm-wave and THz detectors is a rapidly growing field (Knoll ; Rieke
; Lee ). A wide range of multi-pixel semiconductor devices are being developed to
operate at room temperature.Thesewill be able to be incorporated in systems using the technol-
ogy available in digital processing. Existing passenger portals tend to use only a line of detectors,
and the image of the subject is scanned across this line onto the detector array using a tilting
mirror (> Fig. ).

Several images are available to the operator: the Closed Circuit Television (CCTV) image,
the raw image presented by the detector, and enhanced images (edge enhancement, for example)
(> Fig. ).

These systems see only one side of the passenger. With all passenger portals privacy con-
cerns exist: civil liberties groups insist that “see through” technologies violate the rights of the
individual and contravene national and international laws. For these systems, the resolution is
so poor that it seems unlikely that the concerns can be justified. Either two systems have to
be deployed so that the front and back of the passenger can be viewed simultaneously, or the
passenger has to turn around so that a second image can be taken.

Advantages of these systems are that: measurements can be made at a distance (stand-off
capability); observations can be made while the subject is approaching the portal; objects at
temperatures different from the body or having different emissivities will provide an image;
the system can see what is hidden under a moderately thick layer of clothing; and examination

Voice
coil
scanner

CCD video camera

Electronics
chassis

Radiometric
sensor

Millimeter wave
lens

mm
wave

system
schematic
diagram

⊡ Fig. 

Exploded schematic view of a mm-wave passenger scanner
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Verify

⊡ Fig. 

CCTV and enhanced images of a passenger with a wallet in his hip pocket

is rapid. (Screening authorities, such as those in airports, are very concerned with “through-
put,” the number of passengers per hour passing the portal. As well, they are concerned with
false alarm rates, both positive (there is a threat) and negative (there is no threat). Both have a
deleterious effect on throughput.)

Disadvantages include: lack of materials discrimination; poor resolution; inability to detect
items in cavities and crevices; inability to detect objects in the foot and ankle region; and poor
detection of objects not in contact with the body.

.. Activemm-Wave Passenger Portal Technology

Active passenger portals consist of a mm-wave or THz generator and antenna system and a
corresponding detector system.These are scanned over the subject, and an image corresponding
to the point-to-point reflectivity of the subject is formed. In a sense, this is a RADAR map of
the subject.

For portals, systems that are large enough to encompass a human body, it is necessary for
the system to be enclosed in a cabinet because of radiation licensing regulations. (The electro-
magnetic spectrum is divided into bands that are allocated to corporations and other entities by
the relevant Broadcast authority. Enclosing the system minimizes the problem of encroaching
on another user’s band.) These systems do not have a “stand-off” capability.

If no portal is available, the passenger may be manually scanned using a handheld device.
Because of their low power and the fact that they pass close to the subject the problem
of encroaching on other bands in the electromagnetic spectrum may be considered by the
licensing authority to be of little significance.

> Figure  shows a cabinet passenger mm-wave scanning system.
As well, an image of a passenger is shown. Note that the outline of the image is a computer-

generated anthropomorphic shape. Some details of his clothing are evident. A circular shape has
been placed around the genital area to ensure privacy. The operator can, however, turn off this
privacy filter: but he has no visual contact with the subject. The passenger is rotated through
○ to ensure that both front and rear images are produced. Three square objects of different
sizes can be seen. The extremities of the passenger are not imaged.
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R L

⊡ Fig. 

Cabinet mm-wave passenger scanner (left) and an image of a subject taken with the system

(right) are shown

Advantages of this system are: mm waves have no deleterious interactions with people; the
spatial resolution is mm; the throughput is acceptable (∼ subjects/h); the system maps
the surface of the passenger, illicit items being identified by their shape and contrast; and the
passenger’s clothing has only a small effect on the image.

Disadvantages include: lack of materials discrimination; inability to detect items in cavities
and crevices, and in the lower extremities; sensitivity to metallic items; and poor detection of
objects not in contact with the body.

Wands are handheld devices and can be directed wherever the operator wishes. Their
close coupling to the surface enables a stimulated emission spectrum. (Every assemblage of
atomshas vibration/rotation bands associatedwith particular radicals (molecules) or quantized
vibrational states (condensed matter). The incoming THz photon pulse excites ground-state
electrons in the system under investigation to higher excited states. In relaxing to the ground
state photons are emitted corresponding to the energy difference between the levels: Eupper −

Eground = hc/λ. The spectral lines are characteristic of the material examined.) Comparison of
the spectrum with entries in a spectral database enables materials identification.

.. Active Devices: Metal Detectors

In its simplest form, a metal detector consists of an oscillator producing an alternating current
that passes through a coil producing an alternatingmagnetic field. Electrically conductivemetal
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RS02

⊡ Fig. 

Metal detector image (left) and X-ray image (right) of a Glock pistol concealed in a postal

parcel. Only the barrel of the pistol is metal

close to the coil creates eddy currents in the metal, and this produces an alternating magnetic
field. Another coil can be used to detect the absorption or retransmission of the radiation due to
the presence of the metal. The frequency of the oscillator can be tuned to indicate the presence
of particular metals, the most common being gun metal and steel. Arrays of oscillator/detector
coils can be manufactured and crude imaging is possible.

Metal detectors can be portals (and systems can have a number of oscillators tuned to dif-
ferent frequencies), hand-held devices (tuned to a fixed frequency range), or tunnel devices,
used (for example, in the examination of parcel post for firearms). > Figure  shows the image
of the barrel of a Glock pistol concealed in a parcel with other metallic items, and beside it, an
X-ray image of it, with a threat ellipse generated by the metal detector.

The principal advantage of metal detectors is that they provide a relatively inexpensive and
rapid assessment of whether the passenger is carrying threat items.

The disadvantages are that: the systems are relatively insensitive to the type of metal car-
ried, with the result that false positives occur regularly, especially if the passenger has metal
prostheses and implants; they can have an adverse effect on heart pacemakers.

.. Active Devices: X-ray Passenger Portals

X-rays are ionizing radiations that can cause harm to passengers if not used correctly (see
> Chap. , “Radiation Protection.”) Their use is, therefore, closely regulated by Government
instrumentalities. Used in an X-ray passenger portal context, the X-ray energies lie in the range
of – keV.The interactions of radiationwithmatter are summarized in > Fig. .This shows
the cross sections for different scattering processes by atoms, in this case, carbon. In practice the
systems are either transmission systems (the X-ray passes through the subject to the detector)
(absorption follows the Beer–Lambert law: I = I exp(−μl t), where I is the incident energy,
t the path length in the material, μl the linear absorption coefficient equal to μmρ with μm the
mass absorption coefficient and ρ the density, σ = (A/NA)μm with A the atomic weight and NA

being Avogadro’s number) or backscattered (the X-ray is scattered back toward the detector).
The dominant scattering processes are photoelectric (σpe) and backscattered (Compton)

(σinel). Because the photon energy changes as a function of scattering angle in Compton

http://dx.doi.org/10.007/978-3-642-13271-1_10
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Scattering of photons by free atoms: carbon
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⊡ Fig. 

Schematic diagram of a transmission X-ray portal (left), and a representative image of a

passenger (right)

scattering, the backscattered photons have energies of ∼. of the incident photons in the –
 keV energy range (Ec/E = /[ + (E/mc)( − cos θ)]) (see > Chap. , “Interactions of
Particles and Radiation with Matter.”)

> Figure  shows a schematic diagram of a transmission X-ray system currently in use.The
X-ray source has a maximum energy of  keV. The X-rays are collimated into a fan-shaped
beam and detected using a linear array of scintillation detectors comprising ∼, elements.
The subject is translated across the fan beam at a constant speed on a scanning platform. On
the right, a representative image is shown.

Advantages of this system are that a complete scan of the subject is made, and the contents
of vaginal, rectal, and abdominal cavities can bemade. (It is standard practice inmany countries

http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_1
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Schematic diagram of a backscatter X-ray portal (left) and an image (right) of a subject

carrying concealments

for border agencies to order full-body X-ray examinations for passengers suspected of carrying
drugs in body cavities.)

Disadvantages of the system are that: it has low throughput ( passengers/h); relatively
high doses are delivered to vital organs (∼µSv/scan); the skeletal image can obscure areas of
interest; and there is no materials discrimination, although the contrast increases as the atomic
number of the target material increases.

Systems using backscattered radiation operate on a somewhat different system. A collima-
tion system is used to create a fan beam and a rotating slit system is used to form a pencil
beam, which moves horizontally across the subject. The X-ray tube and rotating slit system is
then translated downward so that the flying spot completely traverses the subject. The X-rays
scattered back from the subject are collected on large sheets of scintillation material (often
gadolinium oxysulphide), one on each side of the plane of rotation of the collimator system.
Only two scintillation detectors are required. The data is assembled for display in much the
same way as TV images. > Figure  shows a schematic diagram of such a system, and an image
taken with it of a subject with concealments attached to his person. The passenger has to be
scanned twice so that both his front and back can be examined. If two systems were to be used
the throughput could be doubled. The operator uses contrast and shape variations to identify
anomalies. As with all security applications, detection depends on the alertness and training of
the operator.

Advantages of the backscatter type of portal compared to the transmission type are that they:
operate at lower voltage ( keV); do not penetrate deeply into the subject; are not affected
by skeletal artifacts; deliver a lower dose per scan (.µSv); have a greater throughput (–
 passengers/h); and are sensitive to low-atomic-weight materials, such as in liquids and
gels.

Disadvantages include: the inability to inspect cavities and crevices; poormaterials discrim-
ination; and the contrast observed depends on both the material of the object and the material
behind it.
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. X-ray Baggage, Pallet, and Container Systems

The simplest X-ray systems used in baggage, pallet (and air cargo), and container examina-
tion consist of the following components: an X-ray source, a slit system that forms a fan beam,
a detection tunnel that incorporates a means for translating the object under examination
through the fan beam, a detector array that measures the changes in intensity of the X-ray
beam as it passes through the X-ray fan beam, and a system for accumulating, storing, and
manipulating the data into an image that can be assessed by an operator.

X-ray systems fall into three categories: those for baggage (tunnel size < ,mm ×
,mm), pallet ((,mm) < H ×W < (,mm)), and shipping container (H ×W >
(,mm)) applications. For tunnel sizes less than (,mm), sealed X-ray tubes are the
preferred source. For shipping containers the preferred source is the linear accelerator (LINAC).
Both sources are sealed, highly evacuated systems in which electrons from a heated filament are
accelerated by a high voltage and collide with a target (usually tungsten).The resultant change in
energy causes the emission of electromagnetic radiation (bremsstrahlung). (“Bremsstrahlung”
means, literally, breaking radiation.Themaximum frequency is given by the energy E = eV =

hf = hc/λ, where V is the maximum applied voltage, e is the elementary charge, and h is
Planck’s constant. This is for a single interaction. In practice the electron comes to rest through
a number of interactions with a lesser energy change, and, for each energy change, photons are
produced giving rise to the spectra seen above.) For passenger baggage, V is usually  kV;
for pallet,  kV; and for containers, –MV. A schematic diagram of a sealed X-ray tube
is shown in > Fig. , together with intensity-versus-wavelength bremsstrahlung curves for
different values of V.

LINAC sources are effectively loaded coaxial waveguides along the axis of which electrons
generated thermionically in a filament are accelerated by an axially propagating wavefield.
See > Chap. , “Accelerators for Particle Physics” and > Chap. , “Radiation-Based Med-
ical Imaging Techniques: An Overview.” While sealed-tube X-ray systems usually operate as
constant-potential devices, LINACs are pulsed devices, with the pulse rate determined by the
speed of transport of the object past the X-ray fan beam.The target for the electrons is typically a
water-cooled mm thick gold-plated tungsten disk. A representative spectrum from a .MeV
LINAC is shown in > Fig. .
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Schematic diagram of a sealed-tube X-ray source (left) and bremsstrahlung intensity plotted

against wavelength as a function of applied voltage (right)

http://dx.doi.org/10.007/978-3-642-13271-1_7
http://dx.doi.org/10.007/978-3-642-13271-1_35
http://dx.doi.org/10.007/978-3-642-13271-1_35
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Emission spectrum from a .MeV LINAC

Themethod of transport of the object past the object varies from application to application.
For baggage and pallet applications the source and detector systems remain stationary and

the object moves through the fan beam on a conveyor belt or a driven roller system. For con-
tainer systems the container is either towed through the fan beam or the container remains
stationary, and the source and detector are scanned along the container. Typical scan rates are
mm/s.

Modern detector systems usually comprise arrays of scintillation detectors. Scintillation
materials used include cesium iodide (CsI), cadmium tungstates (CdWO), and mercury cad-
mium telluride (HgCdTe). The scintillations caused by the incident photons are detected by
solid state detectors such as avalanche photodiodes (APD). (See > Chap. , “Scintillation
Counters.”)The arrays usually comprise more than , separate elements, which are grouped
in units of  elements. Each element presents an active area of around mm × mm or less
to the beam.The output of each of the detectors is interrogated using multiplexing techniques,
and the ratio of that output is taken with the output of elements that were not impeded by the
object (giving the ratio I/I, from which the average attenuation coefficient can be computed).
(If only one type of material is present in the X-ray path length and its thickness is known, the
μl of the material can be calculated and compared with listings in handbooks. For a path length
comprising different elements the Beer–Lambert law takes the form:

I
I
= exp{− ((μl) t + (μl) t + (μl) t . . .)}.

Note that μl can itself be either that of an atomor a chemical compound.) Each time slice forms a
linear pixel array, and the overall image is the outcome of linking these time slices and displaying
the result on a computer monitor. See > Chap. , “Semiconductor Counters.”

Each company has its own set of algorithms for enhancing the image. Techniques may
include contrast and brightness adjustment, edge enhancement, histogramming, and so
on. These algorithms are not unlike those available in photographic programs in personal
computers.

Some degree of materials discrimination is possible if measurements along the same path
length can bemade at different photon energies. As can be seen in > Figs.  and > , the energy
spectra are continuous spectra. To a good approximation it is possible to establish a mean value

http://dx.doi.org/10.007/978-3-642-13271-1_15
http://dx.doi.org/10.007/978-3-642-13271-1_15
http://dx.doi.org/10.007/978-3-642-13271-1_16
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Inline detectors

⊡ Fig. 

Images of two urns taken using dual and inline X-ray detectors

for each of the spectra, and use these in calculations. > Figure  shows that the photoelectric
scattering factor and the Compton scattering factor are very different in the energy range used
in baggage and pallet systems. If the mean energy is changed, therefore, the value of (I/I)will
be changed, and a new value of μl will result. From the simultaneous equation it is possible to
determine μl and t for a two-component system.

The variation of mean energy can be effected by actually using two separate X-ray source
energies (switching from  to  kV at a rate of, say, Hz), or by having two separate iden-
tical detector arrays with an absorber placed in front of one of the detector arrays. Systems of
these types are referred to as Dual Energy Systems. Of these the former is better because there
is no spatial difference in the images. The effect of spatial separation on image resolution can
be seen in > Fig. , in which a composite single energy bank of  detectors (CsI in front of
GdOS) is placed in a dual array system. The resolution of the inline system is superior to, and
the signal-to-noise ratio of the inline system is better than, the conventional dual system by
about an order of magnitude.The dynamic range is  or  gray scales.

If more than one X-ray beam (referred to as “views”) is used to scan the sample, the number
of simultaneous equations for which solutions can be found increases, and for μl and t can be
found for increasingly more complicated packing in the scanned object. Dual view, triple view,
and quadruple view systems are marketed at present. Computed tomography (CT) systems can
give as many views as the manufacturer may wish. (In a conventional CT system, the source
and detector rotate around the axis lying along the conveyor belt. As the object passes through
the system, the number of images taken per revolution depends on what is considered to be an
acceptable throughput.)

The image processing time determines the throughput, and this is a major determinant in
the operation of airports, in both the passenger and air cargo contexts. A compromise has to be
made between certainty of detection and throughput. High throughput causes increased false
positive and false negative rates.

The additional data available in multi-view examination systems makes it possible to cal-
culate the effective atomic number, Zeff = ∑i fiAi(μm)i/∑ j f j(Aj/Zj)(μm) j , where f is the
molar fraction, and A and Z are the atomic weight and the atomic number of the atomic species
(Manohara et al. ), and the density ρ for any voxel (volume element) in the object. Zeff and
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Idealized Receiver Operator Characteristic (ROC) curves. The diagonal line represents the

results if the operator simply guesses

ρ can be used as a discriminant between materials. For metals: Zeff > . For inorganic mate-
rials:  > Zeff > . For organic materials:  > Zeff . Most explosive materials have parameters
in the range: . > Zeff > . and . < ρ < . g/ml. If an object has a region that corresponds
to the explosives range, there is reason to proceed to further examination of the baggage by
other means.

Some X-ray examination systems are accredited by the US TSA as explosives detection sys-
tems (EDS).These purport tomake the assessment as towhether the object contains an explosive
threat without human intervention. In practice, however, confirmation by an operator on the
basis of shape and contrast is required. The performance of X-ray examination systems is usu-
ally described in terms of a Receiver Operator Characteristic (ROC) diagram (> Fig. ) (Green
and Smets ).

Materials discrimination using Zeff and ρ can lead to reasonably high throughputs, but the
systems are prone to false positives being recorded because innocuous materials may well lie in
the threat band (for example, water, chocolate). To overcome this deficiency, EDS systems can
be used as a primary screening device, and questionable objects diverted into a system that has
a much smaller throughput, but which can give a spectroscopic analysis of the questionable area
of the object.

Such a system uses energy-dispersive X-ray diffraction (EDXRD) (Knoll ). (Most sys-
tems are crystalline, and elastic scattering occurs according to Bragg’s law:  dhkl sin θ = λ =
hc/E. Because θ is fixed, diffraction peaks occur whenever a photon energy corresponds to a
particular interplanar spacing, dhkl .)

In EDXRD systems, the tube source (which is a bremsstrahlung source [see > Fig. ]),
its collimator system, and an energy-dispersive X-ray detector are mounted so that the beam
emitted from the source can pass through the suspect region of the object and be scattered
into the detector, which is offset by an angle of about ○. The elastically scattered photons
from the suspect region interact with the detector giving output pulses proportional to these
photon energies. And peaks occur in the spectrum that results when intensity at a particular
energy is plotted against energy (> Fig. ) (Harding ). This shows the diffraction patterns
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Diffraction patterns for Semtex (% PETN + % RDX) (left), chocolate (right)

for an explosive, Semtex (CHNO(%) +CHNO(.%)), and chocolate. These have
clearly different diffraction patterns that can be rapidly compared with entries in the JCPDS
database.

The International Commission on Diffraction Data maintains the JCPDS files, which
include some , entries (http://www.icdd.com). Recent developments in detector design
and improvements in system sensitivity have made it possible to identify some amorphous
materials and liquids as well as crystalline materials.

A system has been developed for the X-ray and neutron examination of air cargo ships
and shipping containers (Eberhardt et al. ). A commercial realization of this system uses a
switched /MVLINACX-ray source with two collimators that produce two vertical fan beams
at an angle of ○ to one another. The system has two array detector systems, one for each fan
beam. The objects are towed through the fan beams at a constant scan rate of mm/s, and
conventional images are taken at  and MeV energies in each detector system. The resulting
images can be combined to produce a binocular view through the object, and the switched volt-
age source can give crudematerials discrimination. Incorporated in the system is a conventional
sealed-tube neutron generator (H + H → He + n) that produces  fast neutrons per sec-
ond of energy ∼MeV. This is collimated to produce a vertical fan beam which, after passing
through the object, is detected by an array detector.The attenuation of the X-ray beams and the
neutron beams are measured, and the output of pixels from the two arrays are mapped to form
the ratio, R(= ln(I/I)neutron/ ln(I/I)X-ray). While the X-ray attenuation cross sections are
regular functions of the atomic number, the neutron cross sections are not. The ratio R can be
determined for a given element and is a characteristic of that element. For nitrogenous explosive
materials R lies in the range . < R < .. However, as in the case of Zeff , some non-threat
materials have R-values in this range. The system ultimately relies on the skill of the operator
to interpret the high-resolution image seen.

.. X-ray Baggage Systems

The performance of two extreme configurations of X-ray baggage scanners will be described.
The first contains a conventional single view dual energy system as well as a separate system
that provides a backscattered image. The second is a CT system. The object is a clock radio in

http://www.icdd.com
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which there is a concealment of TNT (> Fig. ). Note that these images would usually be in
color, and the threat material would have been colored orange. The left-hand image is from
a conventional system. The center image is a backscattered image. The right-hand image was
taken with a CT system. The thumbnail images on the right show the shape of the TNT block
and lines link these with the position of the threat. As well, the value of Zeff is displayed on the
monitor screen (in this case, ., which corresponds to the value for TNT).

The CT system produces a clearer image, and provides the operator with the value of Zeff
at any location at which he places his mouse cursor. This precision is gained at the expense of
throughput.

.. X-ray Pallet and Air Cargo Systems

These are usually dual view dual energy X-ray systems operating at typically  kV.The tunnel
size is typically (m× m).The images formed are similar to those shown in > Fig. . Shown
in > Fig.  are images taken with CT air cargo scanner. In this system the source and colli-
mator form a horizontal fan beam, which illuminates a horizontal detector array. These move
together vertically. The air cargo unit load device (ULD) is loaded onto a rotating table. Initially
two scans are made: as loaded, and the ULD rotated through ○. This gives a conventional
dual view presentation. If problems in interpretation exist the operator can take CT slices at
the suspicious locations. > Figure  shows one projection of the image of a ULD containing
a mixed load. The left-hand image is a CT slice through cartons of predominantly oranges and
meat.The cylindrical bright object near the top left of the image is a ml bottle of hydrogen
peroxide.The detail in the image is very good: it is possible to count the pips in the oranges, for
example.

⊡ Fig. 

TNT concealment: rectangular shape in top left of left image; white rectangle at the

left-hand corner of the central image; rectangular shape at the bottom right of the right

image (and the corresponding thumbnail images)
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⊡ Fig. 

The image (right) is the ○ projection. The image (left) is a section through the ULD showing

cartons of oranges, meat, and a bottle of HO

⊡ Fig. 

Image of two containers taken in one scan of the gantry ( s)

.. X-ray Shipping Container Examination Systems

X-ray shipping container examination systems are usually gantry systems and use single view
LINAC sources. Dual view systems exist, butmost large systems are single view systems. Tunnel
dimensions are such that shipping containers are able to be examined (typically m×m).The
gantry, which contains the source on one side and the detector array on the other side, can be
stationary (the container is towed through the gantry, or a truck is driven through it) or moving
(the gantry moves across the container at a speed of ∼mm/s). > Figure  shows a typical
image taken with a moving gantry system.

Identification of anomalies is effected by shape and contrast resolution.

 Ancillary Technologies

A need exists to test items that fail the X-ray testing in the passenger context or are related
to spills in the cargo context. A wide range of technology exists to undertake this testing.
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> Figure  shows some equipment commonly used in the airports and cargo environments.
Brief mention of the functions of these systems will be given below.

Airline passengers and their personal items are subjected in many jurisdictions to a “swipe
test” in which the operator passes a wand carrying a pad over them and then places the pad into
a device that then gives an indication (usually in the form of a spectrum on a display), which
indicates whether either the person or the object is a potential threat.

These systems are referred to as Ion Mobility Spectrometers (IMSes) in which the pad from
the wand is ablated, the combustion products ionized, and the ions accelerated along a flight
tube to a detector. The time of arrival of the ionized fractions is determined by the mass of the
fraction. A spectrum is constructed of ion mass versus time of flight. Systems carry listings of
spectra taken from a wide range of threat and non-threat materials, and the “swipe” is com-
pared with the spectra in this library. Most IMS systems can be used as vapor trace detectors.
Instead of using the swipe pad a sample of known volume is pumped from an enclosed space
in which suspect materials might be present. This sample is ionized and then led into the IMS
accelerating tube.

An alternative technology to IMS exists: biosensing. The products of chemical extraction
of the contents of a swipe pad are introduced into the system that contains many vibrating
microelements coated with antibodies, which react with the suspect chemicals. The frequency
loss is then used to identify the molecules present in the sample. An adaptor can be used
to detect vapors in, say, closed passenger baggage. The effectiveness of these systems is lim-
ited by the manner in which the sample was taken, the resolution of the system, and the
comprehensiveness of the spectral libraries.

Systems that used either the absorption or the stimulated emission of IR radiation exist. Sys-
tems using the Raman effect (Gardiner ) are the most common. The object is irradiated
with a laser beam (∼ nm). The emitted light falls on a grating spectrometer, the spectral
lines being detected using a linear array detector. The spectra are then compared with those in
an internal database. The system performs best when examining light-colored loose powders,
liquid spills, and the contents of sealed translucent bottles. Dark colored materials absorb the
IR radiation too strongly, and the beam cannot penetrate opaque bottles.

Themost reliable system for scanning bottles, cans, and other objects is an X-ray CT system,
the geometry of which is similar to that of the CT air cargo scanner described earlier. Images
from this washing-machine-sized system give detail similar to that of > Fig. . Because a
dual energy source is used, values of Zeff and ρ can be found for any type of concealment in
a passenger’s effects, including multiple concealments in an opaque metallic container, up to a
mass of  kg.

⊡ Fig. 

(Left to right): Ionmobility spectrometer; vapor trace detector; IR Raman spectrometer; X-ray

bottle scanner
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 Protocols: Passenger, Air Cargo/Pallet, Shipping
Containers

It is imperative that equipment is properly designed and maintained, and that operators are
properly screened and trained. Protocols for the proper maintenance and testing of all the
systems exist (American Society for the Testing of Materials: http://www.astm.org; American
National Standards Institute: http://www.ansi.org; Australian Nuclear Science and Technology
Organization: http://www.ansto.gov.au).

 Conclusions

Over the past decade, there have beenmany advances in the technology associated with border
protection. The principles of operation of the systems outlined in this chapter will not change
much in the next decade, but the detailed construction of systems and their operator interfaces
will undergo constant change.

One area in which advances may be made in the near future is in the development of neu-
tron systems for the imaging of baggage and air cargo. (See > Chap. , “The Use of Neutron
Technology in Archaeological and Cultural Heritage Research.”)

To cope with increasing passenger and freight traffic, improvements have been made to
simplify the presentation of information to the operators at checkpoints. It must be stressed
that, with the increasing complexity of examination systems comes the risk of system failure
due to incompetent maintenance strategies. Risks are involved associated with inappropriate
management practices such as the acquisition of systems that are not fit-for-purpose and the
failure to employ operators with appropriate skills.

The humandimensionmustnot be neglected: operatorsmust be properly security screened,
have the innate skills necessary for image interpretation, be properly trained, and be motivated
to perform their tasks consistently at the highest level.
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Abstract: Accelerator Mass Spectrometry (AMS) is an ultrasensitive method for the mea-
surement of isotope ratios in the range of −–−. Most frequently the C/C ratio
from biogenic samples is determined which gives information on the age of the sample of
up to  ka with a precision of typically – years. In this paper the radiocarbon method
is discussed and various applications to interdisciplinary research are presented. One appli-
cation at the Erlangen AMS facility is the C dating of sediment samples which together
with simultaneous pollen analyses can establish a better chronology of climate and vegeta-
tion during Holocene in Germany. For an enhanced reliability of sediment dating different
fractions like bulk sediments, pollen grains, macrofossils, and humic acids have been mea-
sured. For environmental research the C content of aldehydes from indoor air samples
can be used to disentangle the anthropogenic or biogenic origin of these compounds.
Finally interesting archaeological samples from a Persian mummy are discussed.

 Introduction

The radionuclide C is produced in the atmosphere via the interaction of cosmic radiation with
nitrogen with a nearly constant rate and decays weakly with a half-life of , years. Due to
this interplay of production and decay an equilibrium concentration of C in the atmosphere
is establishedwith an isotope ratio C/C of about −. Radiocarbon forms CO molecules
and participates on the carbonbio-cycle similar to the stable carbon isotopeswith the result that,
except for some minor corrections, it is present in all living creatures and plants in equilibrium
concentration. If the C intake is discontinued, e.g., by death of the organism, its concentra-
tion decreases with the half-life mentioned above. This fact can be used for an absolute dating
of carbon-containing samples by measuring either the specific activity, introduced by Libby in
 (Libby ) or by direct counting accomplished in accelerator mass spectrometry (Ben-
nett et al. ). Since the production rate of radiocarbon is not exactly constant, a calibration
of the time scale has to be performed by dendrochronology, where the C content of single tree
rings is determined and the calendar age is deduced from tree ring counting.

 TheMethodology of Accelerator Mass Spectrometry

The big advantage of AMS compared to decay counting is that the same precision can be
obtained in a much shorter time with much smaller samples containing carbon of less than
a milligram. This can be illustrated by the fact that a typical modern carbon sample of  g con-
tains × atoms of C resulting in only  decays perminute.Therefore with decay counting
a measurement time of about  h is necessary to achieve a statistical accuracy of .%, whereas
the same precision can be reached in minwith amodernAMS facility. However, themeasure-
ment of an isotope ratio C/C of about − is an experimental challenge since it corresponds
to the detection of one slightly heavier grain of sand in a living room filled with sand. Conven-
tional mass spectrometry is not suitable for the measurement of such small isotope ratios since
the separation of C ions from intense fluxes of ions of the N isobar and mass  molecular
ions such as CH and CH is not possible simultaneously with a high transmission of the ion
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beam.The use of a tandem accelerator with a high voltage of several MV combines an excellent
reduction of interfering background bymany orders ofmagnitudewith high beam transmission
and hence a high count rate.

. Typical AMS Set-up

A typical AMS facility consists of a negative-ion source, an injection spectrometer, a tandem
accelerator, an analyzing spectrometer, and a heavy-ion detector. These different parts serve
as efficient filters for the separation of C from the abundant background. As an example the
Erlangen AMS facility (Kretschmer et al. a) is shown schematically in > Fig. . Negative
ions are generated from the sample in a high-current sputter ion source, pre-accelerated to
 keV, and injected into the tanden accelerator by a combination of a ○ electrostatic deflec-
tor and a ○magnetwith fast isotope switching for the sequential injection of C, C, and C
ions. The use of negative ions eliminates isobaric interference since N does not form negative
ions. The mass-analyzed ions are first accelerated to the positive-high-voltage terminal (MV)
of the EN tandem accelerator where several electrons are stripped off during a passage through
a thin carbon foil. Molecular background is eliminated in this stripping process sincemolecular
ions are dissociated and the corresponding positive fragments have a different energy compared
to carbon ions emerging from negative atomic ions. In the second stage of the tandem accel-
erator the now positively charged ions are accelerated further back to ground potential. They
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Schematic view of the Erlangen AMS facility
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are analyzed due to charge state, energy, and mass in a spectrometer consisting of a ○ electro-
static deflector and a ○ analyzing magnet. Finally the stable ions C and C are measured in
Faraday cups and C is detected in a ΔE–E gas detectorwhich serves as a last filter for the elim-
ination of remaining background. > Figure  shows ΔE–E spectra for amodern sample and for
graphite demonstrating the success of background elimination: the spectrum for modern car-
bon shows a huge peak of C, whereas the graphite spectrumonly shows a few events.Thebeam
transport between injection and analyzing magnet is completely performed by electrostatic
devices, which ensures identical ion optics for the different carbon isotopes.The particle trans-
mission through the facility amounts up to % taking into account the charge distribution in
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the high-voltage terminal.Thus evenwith conservative ion-source conditions of μA C cur-
rent, a C count rate of Hz can be obtained for anANU sucrose calibration sample.Machine
background determined with graphite samples is measured at .% modern carbon (pMC)
corresponding to an apparent age of , years.Themeasurements are made in turns of one-
minute runs which allow statistical analysis of the data and an on-line control of the system via
the particle transmission and the isotope ratios. In the routine sequence of AMSmeasurements
the quality of the whole facility is first checked with calibrated samples of known C content.
Then two to three unknown samples are measured before another calibrated sample is used.
In this way an accuracy of about .% has been established.

. Determination of Calendar Age

The isotope ratio C/C is obtained from the integrated C events shown in > Fig.  and the
C current measured in the Faraday cup behind the analyzing magnet.This ratio has to be cor-
rected for an isotopic fractionation depending on the specific assimilation process for the intake
of CO by the plants. This fractionation, caused by mass-dependent diffusion processes, can be
deduced from the ratio of the stable carbon isotopes C/Cmeasured independently.The cor-
rection for C/C is obtained under the assumption that its fractionation is twice as much
as for C/C. After a further correction for the machine background obtained from graphite
measurements, the C/C ratio from the unknown sample is compared to that of a calibra-
tion sample from . Assuming a constant formation rate and the exponential decay with
known half-life, the so-called “radiocarbon age” in years before present (BP), i.e., before , is
derived. Since the assumption of constant formation rate is only approximate, the radiocarbon
age of single tree rings is compared to the calendar age deduced from tree ring counting. The
result of numerous dendrochronological studies is that the true age deviates up to % from the
radiocarbon age, where the gross structure of this deviation can be related to variations of the
earth’s magnetic field and fine structure may be due to solar activity. Thus for a determination
of the calendar age the use of calibration curves is essential.

. Sample Preparation

In this section the conversion from the raw sample (soil, bones, etc.) to a sputter target suitable
for an efficient formation of negative carbon ions is described. In a first step the sample has to
be chemically pretreated to remove carbon compounds, which are not representative for the
age of the sample. Then the remaining material is oxidized to CO which is finally catalytically
reduced to carbon.

.. Pretreatment of Sediment Samples

Two major components may obscure the C results: carbonates arising from the erosion of
limestone could be considerably older than the investigated layer and humic acids could be
younger due to their high mobility. A fast and efficient mechanical separation of the sample
material in organic and inorganic components is possible due to their different density. The
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sediment material is dissolved in a zinc-chloride solution of density ρ =  g/cm and after
ultracentrifugation with , cycles per minute the material is divided into the light organic
fraction with ρ = .–. g/cm and the heavy inorganic fraction with ρ = . g/cm. Sub-
sequently the organic fraction is treated by the usual acid–alkali–acid (AAA) method, where
HCl is used to remove still remaining carbonates and NaOH to remove humic acids. Finally
the pretreatment is finished by heating in HCl, washing in deionized water, and drying the
remaining material in an oven. The organic residue is called bulk sediment, since up to now
no separation due to the size of the objects has been performed and since it represents a mix-
ture of the remains of water plants, algae, pollen, and different macrofossils. Since it is the aim
of our project to deduce the vegetation history from the pollen distribution in the sediment
core, a direct dating of the pollen is highly desirable.The extraction of pollen material is mainly
accomplished by additional sieving with μm and μm nylon meshes, since the average
size of pollen ranges from –μm.The cellulose is removed with HSO and finally for the
deflocculation of amorphous organic material a treatment with NaOCl is performed. Details
of the sample pretreatment are discussed in (Kretschmer et al. b) and (Kretschmer et al.
).

.. Pretreatment of Bones

For the dating of bones we modified the procedure proposed by Longin (Longin ), which is
based on the removal of the inorganic fraction and the extraction of collagen. In an ultrasonic
treatment the bone is cleanedwith deionized water.Then the carbonates can be removed in two
alternative ways: either the dried and ground bone or the complete bone is treated with .–N
HCl. The grinding accelerates the procedure, but if the bone contains only a small amount of
collagen it may be lost. In a next step humic acids are dissolved with .–NNaOH and finally
the collagen is extracted by dissolving the residues in acidic water (pH = –) at  ○C for  h.
Remaining insoluble residues are separated by centrifugation and can be dated for a compari-
son. By drying the solution at  ○C all collagen can be obtained in form of gelatine.There is also
the possibility to get rid of some remaining contamination by an additional ultra-spin macro-
filtration. In this way the gelatine fraction with molecule masses >  kD can be extracted and
then dried as described above. After each step the residues are washed with deionized water.

.. Pretreatment of Archaeological Samples

Archaeological samples are often treated with organic conservation material. To avoid possible
contamination with carbon of different age, a Soxhlet method was used as described by Bruhn
et al. ().The Soxhlet-type apparatus, schematically shown in > Fig. , consists of an upper
and a lower glass container at different temperatures connected through a glass pipe for the
rising solvent vapor and a glass siphon for the liquid solvent. The upper container is equipped
with a reflux cooler to condense the solvent vapor and with a -μm-pore-size borosilicate-
glass-fiber filter holding the sample. The lower container is placed in a heating block. During
operation the solvent is heated to boiling, the solvent vapor rises to the upper container where
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Soxhlet extractor for the removal of conservation chemicals

it condenses at the cold finger and drops down to the sample which simmers in the hot sol-
vent. When the level of the hot solvent reaches the upper bend of the siphon, the solvent and
the dissolved organic contaminants flow down to the heated lower container, then the pure
solvent evaporates again leaving behind the contaminants. The whole procedure is repeated
frequently until the contaminants are leached out completely. Since the chemical composition
of the conservation material is not known, the process is performed with different organic sol-
vents in a special sequence, where each subsequent solvent removes its predecessor until the
final one can be removed by water. Especially in the case of bone dating, a moderate boiling
point (bp) of the solvents is important to avoid loss of collagen. In our investigation, we used
a sequence of tetrahydrofuran (bp  ○C,  h), trichloromethane (bp  ○C,  h), acetone (bp
 ○C,  h), andmethanol (bp  ○C,  h). Further treatment before combustion depends on the
sample.

.. Combustion to CO and Reduction to Carbon

For a higher sample throughput both the combustion to CO and the reduction to carbon have
been simplified, similar to the Groningen target preparation (Aerts-Bijma et al. ). There-
fore we developed a new sample preparation system consisting of a newly installed element
analyzer (EA) in combination with a stable mass spectrometer (MS) and a suitable multi-
sample reduction facility described in detail by Morgenroth et al. ().The element analyzer
produces purified CO in a fast flash combustion, a small part (%) of the CO is trans-
ferred to the stable isotope magnetic mass spectrometer for a high-precision measurement of
δ
C and δ

N and % to the liquid-nitrogen cryo trap, where CO is collected for further
treatment.
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 Applications of RadiocarbonMeasurements
to Interdisciplinary Research

. Sediment Dating

Due to aworldwide discussion about possible global climate change there is an increasing inter-
est to predict the future development by climatic models.The key for verifying these models is
situated in the different climatic archives of the earth, which supplies us with information about
the climatic development of the past. Terrestrial sediments and peat profiles are one of these
archives representing the main material to investigate the climate change in Central Europe.
The current research program in Erlangen is concentrated on C measurements with special
focus to the investigation of sediment profiles (Kretschmer et al. b). Since the last glacial
period the temperature in Germany has increased by about  ○C and vegetation has developed
from only few species to a huge variety. In that time period of increased warming both ani-
mals and men have influenced the vegetation considerably. To establish a better chronology of
climate and vegetation since the last glacial period in Germany the research program “change
of geo-biosphere during the last , years”, has been started in Germany. Sediment cores of
severalmeters length from different locations have been takenmainly from bog sites. Radiocar-
bon dating of these profiles togetherwith corresponding pollen analyses allows the deduction of
vegetation history in Holocene. To obtain more reliable results, the dating of pollen grains and
macrofossils is performed in addition to that of the bulk sediments. Here we discuss the results
of two sediment cores from bog sites close to Klein Oelsa and Altliebel, in the Upper Lausitz
northeast of Dresden (Kretschmer ), where also prehistoric settlements have been found.
The results of other sediment cores and the corresponding pollen distributions from Southern
Bavaria are discussed in Kretschmer et al. (b) and Kretschmer et al. ().

The results of C AMS dating for both cores are shown in > Figs.  and > : The cali-
brated age is displayed as a function of core depth. For the Klein Oelsa core the complete age
profiles for three different fractions of the sediment, for pollen, humic acids, and bulk have
been determined. For a depth below .m the amount of pollen is decreasing, resulting in a
very small amount of extracted carbon and therefore increasing error bars for the pollen frac-
tion. As demonstrated in > Fig.  the agreement of the different age profiles with each other
is perfect within the errors. The results for the Altliebel core shown in > Fig.  indicate a pro-
nounced change in sedimentation rate at a depth of .m corresponding to an age of , BP.
Both cores cover the time range of the last , years and together with the simultaneously
performed pollen analysis (about  different pollen species) a reliable absolute chronology of
vegetation history for the Upper Lausitz can be deduced.

. Environmental Studies

Many organic environmental compounds are potentially dangerous due to their allergic, toxic,
or carcinogen impact on humans. For an effective program to reduce their concentration in
houses, their sources have to be detected.Our investigation is focussed on aldehyde compounds
since their indoor concentration is relatively high and since they originate from biogenic or
anthropogenic sources, which can be disentangled by their different C content measured
via AMS. The main assumption behind the method is that materials, derived from assimila-
tion of atmospheric carbon dioxide, i.e., plant materials of all kinds, contain the equilibrium
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Age profile for the sediment core of Klein Oelsa (NE of Dresden) using different fractions of
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Age profile for the sediment core of Altliebel (NE of Dresden) using bulk sediment (σ errors)

concentration of C typical for modern carbon. On the other hand, fossil materials do not
contain C due to the relatively short half-life of C, as compared to diagenetic processes of
several hundredmillion years. One problemwith thismethod is the relatively low concentration
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of environmental compounds in natural samples (e.g., ≈ μg/m for acet- and formaldehyde
in indoor air), which requires either long sampling times or small sample sizes. If the result-
ing carbon has a mass of less than μg, then the problem of contamination during each step
of sample preparation is important. To minimize possible contamination we have installed a
hybrid ion source which can produce negative ions from both solid samples and CO gas. If gas
is used then the reduction ofCO is nomore necessary and therefore there is less contamination.
We developed a compact sampling device for indoor air, using the conventional dinitrophe-
nolhydrazine (DNPH) derivatization method. Isolation and purification of the corresponding
derivative is done by high-performance liquid chromatography (HPLC).The isolated derivative
is then injected into an elemental analyzer and fed via a gas handling system (Uhl et al. )
directly into the gas sputter source for the C AMS measurement.

First samples were taken from a small beer tavern where smoking is allowed, and from a
living room. After a sampling time of – h the carbon content of the isolated derivatives from
acetaldehyde and formaldehyde is about –μg which is enough for an AMS measurement
with the gas ion source.

For the living room the C content of both formaldehyde (concentration: μg/m) and
acetaldehyde (concentration: μg/m) is about  pMC within the error bars, corresponding
to a : mixture of anthropogenic and biogenic sources. For the beer tavern both concentrations
were higher (formaldehyde: ,μg/m, acetaldehyde: ,μg/m), the sources are predom-
inantly biogen with the formaldehyde (C content:  ±  pMC) originating from cigarette
smoke and the acetaldehyde (C content:  ±  pMC) originating from cigarette smoke and
alcohol consumption. This was our first test of compound-specific radiocarbon analysis using
a conventional derivatization method as proposed by Kato et al. (). The disadvantage with
this method is that the corresponding derivative now contains six additional carbon atoms from
DNPH which was produced petrochemically. The C content of the aldehyde (one or two car-
bon atoms, respectively) has to be calculated and hence the error increases considerably. In
a next step we plan to find a derivatization compound, which contains only one or even no
carbon atom.

. Archaeological Samples

In October  a mummy was confiscated at Kharan in Balochistan, and handed over to the
National Museum of Pakistan (Ibrahim ). It was enclosed in a double coffin, the inner
one made of stone and the outer one of wood. The body of the mummy was wrapped in linen
bandages and attached to a mat of straw with resins, wax, and honey. The mummy, shown in
> Fig. , is wearing a gold crown, and a golden Cypress tree is embossed on the chest of the
princess, below the gold plate with her and her father’s namewritten in Old Persian script. Both
the inscription on the wooden coffin and the gold chest plate strongly supported the suggestion
that the mummy was Ruduuna, the daughter of Xerxes, the great Persian king, who lived from
 to  BC. Since no other Persian mummies have been found so far, it was supposed to be
the archaeological find of the century.This prompted a great deal of scientific research involving
an inspection of the Old Persian writing and the craftsmanship of the coffins, X-ray computer
tomography (CT) of the whole body, and radiocarbon dating.

The Cdatingwas performedwith the ErlangenAMS facility. Firstwe received a small piece
of textile wrapped on the body and a piece of the mat containing some grains of charcoal, and
later some samples from the mummy itself, namely, bone, skin, and muscular tissue. To avoid
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⊡ Fig. 

The Persianmummy

possible contamination from conservationmaterial, a Soxhlet method was used as described in
> Sect. ...

The results of the AMS measurements (Kretschmer et al. ) are shown in > Table ,
where the C content is listed in units of percent modern carbon (pMC). The results for the
first three samples are consistentwith a radiocarbon content of about  pMC, clearly exceeding
the expected value of  pMC. This surprising result implies that all three samples are younger
than AD  due to their increased C content arising from the bomb peak caused by nuclear
weapons tests. To obtain an exact date of the time of death, the remaining ambiguity (
or ) arising from the rise and the decline of the bomb peak curve could be removed by
measuring the C content of different parts of the body, which have different turnover times of
carbon. Consequently we received further samples of bone, muscular tissue, and skin from the
mummy.The bone should contain older carbon because of the longer turnover time of collagen
in human bones (Wild et al. ). If the bone contains less C than skin or muscular tissue,
then the time of death is in the rise of the bomb peak, while if it is vice versa, it is in the decrease
of the bomb peak. Collagen was used for the bone dating.This was obtained as described above,
first with (a) and then without (b) Soxhlet extraction. The agreement of both results shows
that the Soxhlet extraction is not relevant in this case since the bone is not contaminated with
conservationmaterial.This is not the case for the skin, where sample (a) with Soxhlet extraction
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⊡ Table 

AMS and δC measurements of “mummy” samples. Index (a) and (b) refer to pretreatment

with andwithout Soxhlet method (see text)

Sample C content (pMC) δC (�)

Textile . ± . −.

Straw . ± . −.

Charcoal . ± . −.

Bone (a) . ± . −.

Bone (b) . ± . −.

Muscle tissue . ± . −.

Skin (a) . ± . −.

Skin (b) . ± . −.

Conservation wax (a) . ± . −.

Conservation wax (b) . ± . −.

contains less C than sample (b) without. In additionwemeasured the C content of the yellow
conservation wax from the skin obtained either from the Soxhlet tetrahydrofuran fraction (a)
or from a treatment with hot HCI only (b). Again, both samples are modern and agree within
their errors.

The results for the C content of skin, muscular tissue, and bone are displayed in > Fig. 
compared to the calibration curve of the last  years, where the values for the bombpeak period
are annual averages of the radiocarbon content of tropospheric CO measured at Vermunt and
Schauinsland by Levin et al. (), Levin and Kromer (). Since bone contains more C
than skin and muscular tissue, it is evident from the discussion above that the time of death is
in the declining part of the bomb peak. The calibration was performed with a program similar
to OxCal, which was modified to adapt the step size on the calibrated age axis to the steepness
of the calibration curve. Since the calibrated age of the skin is AD – (σ), it can be
concluded that the woman has died in this period or shortly afterward. It should be mentioned
that the time lag between the apparent age of the bone and the skin is only about  years, which
is considerably smaller than the time lag of about  years which has been found by the Vienna
group for a -year-old man (Wild et al. ). One explanation could be that the woman was
only  years old.

The absolute AMS dating of the mummy and relatedmaterial demonstrate that it is a mod-
ern fake. This is further supported by a detailed examination of the Persian writing and by
the investigation of the CT scans of the mummy. There were several mistakes in the text and
grammar of the Old Persian inscription and it contained words which did not exist in the
time of Xerxes. A study of craftsmanship at the wooden coffin showed that the chiseling of the
motifs was too rude and seemed to be done with modern equipment – a microscopic inspec-
tion showed tracing marks of graphite pencil. CT scans of the body showed that the age of the
woman was between  and  years, that all teeth have been removed, and that the embalming
procedure showed features which have been never observed in Egyptian mummies. After these
detailed studies it is evident that this object is a very elaborate forgery, produced with much
labour and skill and successful in creating a stir in the international media as weIl as amongst
scientists and archaeologists.
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 Concluding Remarks

Since the first demonstration in  that C could be detected at natural level using a tan-
dem accelerator as part of a mass spectrometer, the field of AMS has expanded into many areas
of science. As shown in this contribution radiocarbon measurements with AMS can be used
in archaeology, geology, and environmental research even for samples containing carbon in the
μg range whichmakes AMS superior to decay counting. Whereas the time range of Cmea-
surements is limited to about  ka due to its relatively short half-life, other long-lived isotopes
such as Be, Al, Cl, and I can be used by AMS with emerging applications (Fifield ).
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Abstract: The combined use of focused X-ray, electron, and ion beams offers a diverse
range of analytical capabilities for characterizing nanoscale mineral reactions that occur
in hydrous environments. Improved image and microanalytical techniques (e.g., electron
diffraction and energy-dispersive X-ray spectroscopy), in combination with controlled
sample environments, are currently leading to new advances in the understanding of fluid–
mineral reactions in the Earth Sciences. One group of minerals playing a key role in the
containment of radioactive waste and the underground storage of CO is the clay miner-
als: these small, expandable, and highly adsorbent hydrous phyllosilicates form important
low-permeable geological barriers by which waste can be safely deposited. In this arti-
cle we summarize some of the state-of-the-art particle and imaging techniques employed
to predict the behavior of both engineered and natural clay mineral seals in proposed
storage sites. Particular attention is given to two types of low-permeability geomaterials:
engineered bentonite backfill and natural shale in the subsurface.Thesematerials have con-
trasting swelling properties and degrees of chemical stability that require detailed analytical
study for developing suitable disposal or storage solutions.

 Introduction

The interaction of subatomic particles with natural geomaterials forms the backbone of the
analytical sciences by which the age, structure, and chemistry of the Earth has been resolved.
Today the research geoscientist relies on using a broad spectrum of advanced particle detection
tools in order to () date rocks and minerals (Wagner ; Segl et al. ; Dickin ), ()
to determine geophysical properties while drilling the Earth’s crust (Timur and Toksoz ),
and () to study the physical and chemical properties of geomaterials and geofluids both in the
laboratory and the field (Farges et al. ; Langford ). Such tools require knowledge of the
behavior of radionuclides, X-rays, electrons, and ions as they interact in both solids and fluids
and allow fullmaterial characterization ranging from the imaging of crustal-scale features down
to the scale of the crystal lattice.

One of the major challenges facing both mineralogists and geochemists is to develop labo-
ratory techniques for determining the rates of structural and chemical changes in minerals that
occur both in natural and experimental systems and thus determine reaction kinetics (Lasaga
; Nagy ). Ideally these characteristics are also determinedon an individual particle basis
so that the mechanisms can be fully understood and the results compared with changes in bulk
material properties. Effective determination of a mineral’s crystal chemistry and structure is
therefore an essential part of understanding fine-grainedmineral systems and interactions with
the fluid phase.

In this chapter we provide some examples of how subatomic particles are used to study
the crystal chemistry of some of the smallest and most reactive minerals: the clay minerals. In
the current climate of global warming, with the possibility of underground CO storage and the
controversial geological storage of radioactive waste, theseminerals are of central importance in
providing adsorbent and impermeable layers by which waste can be confined.We address these
two topics to highlight how mineral reactions can be characterized by using a combination of
X-ray diffraction monitoring techniques and ion- and electron-beam microscopy.



  Geoscientific Applications of Particle Detection and Imaging Techniques

 Characterization of ClayMinerals Reactions

Clay minerals are the most common type of minerals that form in low-temperature environ-
ments of the Earth’s crust. They play a key role in surface and subsurface processes as they
represent the major reactive interface between the lithosphere, hydrosphere, atmosphere, and
biosphere. They also represent an economic resource of growing importance, particularly in
the developing fields of industrial application, environmental protection, and nanotechnology.
As a result of their shape, small grain size, large surface areas, and charged-particle surfaces,
this type of mineral material displays a number of rather important properties. They can sorb
cations, water, as well as other polar ions and organic complexes onto and into their particle
structure, and thus play a critical role in water–rock interaction at surface and shallow crustal
levels, acting as catalysts for both chemical and biochemical reactions. This role is emphasized
by the intimate link between crystal chemistry and particle size, their surface properties, and
their physicochemical behavior (Nadeau et al. ).With the additional ability for crystal repli-
cation in surface environments, it has been suggested that clay minerals formed an important
precursor leading to the evolution of DNA, and hence life (Cairns-Smith ). At deeper lev-
els in the Earth’s crust, the hydrous clay minerals release their absorbed and adsorbed water
through prograde metamorphic dehydration reactions, providing an important source of fluids
for driving mass transport within the upper crust and concentrating economic deposits such as
hydrocarbons and ore mineral (Bethke et al. ; Grathoff et al. ).

Clay minerals are mostly fine-grained phyllosilicates that are typically <µm in size and
include the naturally occurring nano-sized particles (< nm). Their importance in geotech-
nical applications are related to their large specific surfaces areas (–m

/g determined by
N adsorption), cation exchange capacities (ca. – milli-equivalent/ g), and the unique
ability to expand during hydration, inducing swelling pressures up to MPa (Pusch ),
which can lead to extremely low permeabilities (<− m/s). The strong adsorbent nature of
the clay minerals is governed by the high degree of cation substitutions that may occur in
both tetrahedral and octahedral layers, which leads to a diverse range of negative layer charges
that are compensated by complexed inorganic and organic cationic substances including a
large range of toxic elements. In addition to these properties, clay particles are notoriously
thin (typically < nm thick) and show various degrees of crystalline ordering and polytyp-
ism (Warr and Rice ; Grathoff and Moore ; Grathoff et al. ). Another notable
feature is the common occurrence of mixed-layered phases, for example, the occurrence of
expandable smectitic layers interlayered within the same crystallite (i.e., optically parallel)
with non-swelling layers (e.g., illite, kaolinite, vermiculite, chlorite). All these features result
in a large diversity in physical and chemical properties that make them particularly suitable
for the geological containment of waste under diverse chemical, pressure, and temperature
conditions.

Due to the small size and phase complexity of clay mineral particles, an interdisciplinary
analytical approach is essential for full characterization, which typically relies on the interaction
of X-rays, electrons, and ions with the variably ordered mineral material (> Fig. a). The platy
shape of clay minerals and the structural diversity in the crystallographic c∗-direction make
them ideal for X-ray diffraction (XRD) study when prepared as oriented films (texture prepa-
rations). Identification of X-ray reflections is aided by the one-dimensional modeling of XRD
patterns using programs such asNEWMODandCALCMIX (Reynolds ; Plancon andDrits
; Yuan and Bish ). Such programs allow both characterization and quantification of
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(a) Illite-smectite crystals with one crystal highlighted and exaggerated in the third

dimension. The crystal shows the different particles (X-rays, electrons, and Ga+ ions) that we

use for investigations. The X-rays are used for X-ray diffraction study of crystallography and

the electron beam for a range of analytical and imaging applications shown in > Fig. . The

Ga+ ions are used tomill the sample simultaneously with imaging. (b) A reconstruction of

the illite-smectite mixed-layered crystal is shown based on all methods combined. The

interlayer may be smectitic and occupied by either Ca with two water layers or Na with one

water layer, or alternatively be of illitic composition with fixed K

mixed-layered clay mineral phases (> Fig. b). When X-rayed as random powder preparations,
the resultant patterns can be modeled in three dimensions using program methods such as
WILDFIRE that calculates interstratified layer structures by the Fourier transform of individual
layers and assembling the intergrowth structure in reciprocal space (Grathoff andMoore ).
Fourier analyses of the shape of single-phase XRD reflections can also yield average crystallite
thicknesses and crystallite thickness distributions useful for crystal growth studies (Eberl et al.
).

Whereas X-ray diffraction study is an excellent method for characterizing the crystallo-
graphic structure of fine-grained bulk materials, focused electron beams are more ideal for
imaging and analyses of individual particles (> Fig. ). The detection of scattered electrons
(secondary, backscattered, transmitted) and emitted X-rays, as they interact with the thin clay
minerals particles, yields a range of crystal-chemical information that can be used to deter-
mine () surface topography, () internal microstructure, () crystallographic structure, and ()
microchemistry. In combination with the milling capabilities of focused ion beams, this inter-
disciplinary set of analytical tools is rapidly moving toward D imaging and microanalysis of
materials.
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Interaction of the electron beamwith a thin clay mineral particle showing the signals

produced and the measurement techniques. EDS Energy-Dispersive X-ray Spectroscopy, BSE

Backscattered Electrons, EBSD Electron Backscatter Diffraction, SAED Selected Area Electron

Diffraction, EELS Electron Energy Loss Spectroscopy. The electrons giving rise to an EELS

signal actually deviate at a very small angle from the direct, unscattered electron beam

(here shown schematically; modified after Buseck ())

 Application of Electron- and Focused-Ion-Beam
Microscopy

Electron microscopy studies, in particular scanning electron microscopy (SEM) and high-
resolution transmission microscopy (HRTEM), have played a key role in developing our
understanding of fine-grained mineral reactions that occur typically at scales <µm in size.
Since the invention of the SEM in the s, and the first pioneering studies on clays (Ardenne
et al. ; Eitel and Radczewski ), this technique has become a standard instrument for
the study of fine-grained rocks, sediments, and soils.Themore recent development of the ultra-
low vacuum “environmental” scanning electron microscope (ESEM) also allows for the study
of bacterial–mineral interactions and bentonite (smectite-rich) clay swelling under varying
conditions of air humidity (Montes ). Higher-resolution studies achieved by transmis-
sion electron techniques have equally played an important role in understanding small mineral
phases, such as the nature of mixed-layered clays (Page and Wenk ; Lee and Peacor ).
HRTEM has the advantage of being able to resolve lattice scale features and combined with
electron diffraction and energy-dispersive spectroscopy (EDS) studies at sub-nanoscales have
led to a more complete crystal-chemical description. One major limitation of HRTEM studies
has been the difficulty in preparing samples, typically achieved either by ultramicrotoming or
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dual ion milling. Both methods have their advantages and disadvantages. However, since the
recent introduction of the focused ion beam (FIB), samples can now be thinned and coated
with nanometer precision, opening up a new range of analytical possibilities. Today, the latest
advanced tools combine the best of both FIB and SEM technology into multi-beam micro-
scopes. Using both beams (ion and electron) simultaneously, these microscopes allow for ultra
precise TEM sample preparation, D image, and microchemical and crystallographic recon-
structions. The benefits of these new instruments in the field of fine particle mineral sciences
are only just beginning (Obst et al. ; Mee et al. ).

In the following sections we present results from ongoing investigations on nuclear waste
disposal and CO sequestration in underground geological sites that illustrate these analytical
methods of particle detection and imaging. In these studies some of the key properties of both
engineered and natural barriers are addressed and their implications discussed.

 Applications to the Disposal of Nuclear Waste: Reactions
in Bentonites

Bentonites are employed as liners for water storage and municipal waste, and are currently
proposed as low-permeability geotechnical barriers in high-level radioactive waste reposito-
ries (Pusch ). Their effectiveness as a barrier is dependent on their swelling capacity, which
self seals during expansion in the presence of water, and the necessity to remain in this state over
long periods of time despite changes in temperature, humidity, wetting–drying cycles, cation
migration, and the infiltration of salt solutions (Pusch ; Kaufhold and Dohrmann ).
Under ideal conditions, pressed bentonite blocks can attain extremely low hydraulic conductiv-
ities of − m/s (Pusch ). In situ monitoring of the mechanisms and rates of hydration of
montmorillonite, the main-constituent clay mineral, can be achieved using reaction chambers
that are mounted onto XRD diffractometers (Kühnel and van der Gaast ; Hanchar et al.
). First we address the initial hydration reactions that will be expected when ground water
initially enters the repository site. Such conditions can be simulated in the laboratory using a
temperature-controlled humidity chamber.

. X-ray Diffraction Study of Bentonite Hydration under
Conditions of Varying Humidity

Many experiments have been done to determine the hydration behavior of bentonite under
conditions of varying humidity in unconfined volumes (Mooney et al. ; Collins et al. ;
Kühnel and van der Gaast ; Chipera et al. ; Ferrage et al. ). Our experiments
concentrate on how the swelling behavior of montmorillonite changes with varying temper-
ature, humidity, and types of cation exchange. In > Fig.  an example of the swelling behavior
of a Ca-montmorillonite is given. Although most waste repository sites currently favor the
Na-montmorillonite bentonite, these types of clays readily alter to Ca or Mg varieties by cation
exchange with altered cements or saline solutions (Hofmann et al. ; Herbert et al. ).
During this experiment, clay slurry was placed on a flat sample holder and mounted within an
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enclosed chamber in the center of the X-ray diffraction goniometer. The chamber allows con-
trol of temperature and humidity using an external controller. The initial XRD run of the clay
slurry at room temperature shows a hydratedmontmorillonite reflection indicating a dominate
lattice thickness between  and  Å that corresponds to amixture of three and four water layer
(WL) thicknesses. Very soon after the humidity was decreased at  ○C to <%, the thickness
of the montmorillonite collapsed to ca.  Å (two WLs). After initial drying and shrinkage the
thickness did not decrease below the thickness of two WLs until a threshold of % humidity
when the montmorillonite collapsed to one WL. A final collapse toward  water layers only
occurred if the temperature was increased to  ○C in our experiments but all water was not
removable under these conditions. This dehydration process described is, however, reversible.
As the humidity is increased at  ○C to %, the montmorillonite re-expanded to oneWL, and
at % to two WLs, which was maintained up to % humidity. Any further hydration of the
interlayers would require the influx of liquid water, which cannot be simulated in this type of
reaction chamber.

The above results highlight some key features of the hydration of montmorillonite interlay-
ers with changing humidity conditions. These are () the general reversibility of the reactions
and () the stepwise nature of the transformations, although some gradual changes in the WL
structures do occur between main hydration steps. Modifications in hydration behavior have
been reported during cyclic changes in air humidity due to hysteresis related to the rigidity of
the clay–water system and dynamic changes in the thickness of quasicrystals (Laird et al. ).
More serious is the non-reversible loss ofmontmorillonite hydration after been subjected to hot
steam > ○C (Couture ), which can lead to complete barrier breakdown.

. Environmental Scanning ElectronMicroscopy

The results of a simple hydration–dehydration cycle with Na-bentonite are given in > Fig. .
During the initial increase in humidity starting at % humidity and  Pa only minor changes
in particle structure are observed until saturated conditions (%) were attained (> Fig. a).
However, dramatic changes occurred while maintaining the humidity at % for ca. min and
increasing the chamber pressure from  to  Pa. Here, massive expansion of the clay was
seen together with the loss of particle structure by gel formation (> Fig. b). At the end of the
cycle at % humidity and Pa, the overall texture at the beginning of hydration returns;
however, the particles do have noticeably smoother edges than at the start of the experiment,
indicating some possibly nonreversible features (> Fig. c). This type of experiment helps to
reveal the dynamics of hydration–dehydration cycles and represents an excellent accompany-
ing technique for combining with the X-ray diffraction humidity experiments (> Fig. ). Such
experiments are not only important for assessing the hydration behavior of bentonites as back-
fill material in waste repositories, but are critical for furthering our understanding of the basic
mechanisms behind water adsorption/desorption on layer-charged mineral surfaces.

. Wet-Cell X-ray Diffractometry

The hydration behavior of montmorillonite in aqueous solution can be studied in the labora-
tory using a small flow-through reaction chamber (wet-cell device) mounted onto the X-ray
diffractometer (Warr and Hofmann ). This type of reactor provides a good analogue for
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X-ray diffraction (XRD) humidity experiment on bentonite clay showing the change in the

Ca-montmorillonite  reflections as a function of decreasing and increasing air humidity.

The sample was first measured as a clay slurry (bottom XRD pattern) and then dehydrated at

 ○C until % humidity. After complete drying at  ○C the humidity was increased in steps

up to %. These results highlight the reversibility of montmorillonite hydration in pure

water systems at temperatures < ○C.WL: water layer(s)

quantifying the mechanisms and rates of hydration in confined-volume systems equivalent
to underground storage sites where a ground water infiltrates the bentonite layer (Warr and
Berger ; Perdrial et al. ). In contrast to the stepwise hydration behavior of montmoril-
lonite clays observed in air humidity experiments, the build-up of structured interlayerwater in
percolating water is more continuous in nature. In general, WLs do not appear spontaneously
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Secondary-electron images of the hydration and drying of a bentonite sample in the

environmental SEMmode cooled to  ○C using a Peltier stage ( kV). (a) The state of the

bentonite clay during increasing humidity (%) and a chamber pressure of  Pa, (b) fully

hydrated clay with % humidity and Pa pressure, (c) dehydrated clay at % humidity

and Pa pressure
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Hydration of Ca-montmorillonite in groundwater. (a) XRD profiles of the  reflection of

montmorillonite during progressive hydration (peaks progressively shift toward the left).

(b) Changes in the water layer thickness (–) over a period of ca. h, determined by

matching calculated XRD patterns (Modified after Warr and Berger )
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in high abundance, as seen with increasing humidity, but form steadily as part of a progres-
sive layer expansion process. In > Fig. , the hydration path of a pressed bentonite (containing
>% Ca-montmorillonite) powder is shown with an initial packing density of . g/cm.The
initial hydration state of the pre-dried and laboratory-equilibrated montmorillonite consisted
of –% one WL and –% two WL (> Fig. b). No -WL structure was detected in this
sample material. During the first phase of ground-water inflow both one and two WLs rapidly
decreased during the first  h of hydration, with the formation of the three-WL state, reach-
ing its maximum (ca. % abundance) after  h. A four-WL state appeared at this stage of the
experiment, and corresponds to the disappearance of the one-WL, the continued decline of two-
WL, and reduction of the three-WL structure. A steady state system was achieved after  h of
hydration and comprised % two WL, % three WL, and % four WL. The gradient of the
normalized water-uptake curve during the first  h of hydration matches well the rate of both
three-WL and four-WL formation. The larger number of WLs developed compared to those
developed under the high-humidity conditions (> Fig. ) relates to the total saturation with
water that can be achieved in a flow-through reactor. A fully hydratedCa-montmorillonite does
developmoreWLs than recorded for a typical Na-montmorillonite, which can be explained by
the lack of swelling pressures related to the advanced hydration state at the beginning of the
experimental run and the lower osmotic gradients associated with the hydration of bivalent
interlayerCa ions than that for monovalentNa ions (Jasmundand Lagaly ;Warr andBerger
). With a packing density of . g/cm, a m thick barrier of Ca-bentonite would reach a
saturation state in ca.  months, which is ca. ten times faster than a Na-bentonite of equivalent
packing density (Warr and Berger ).

 Applications to the Storage of CO: Reactions in Shales

CO capture and sequestration (CCS) in deep geological formations has become an impor-
tant option for reducing greenhouse gas emissions. For a significant impact on reducing the
global gas emissions, huge volumes of CO must be sequestered (Haszeldine ). Large sed-
imentary basins do provide geological formations with sufficient pore space to accommodate
these large volumes of supercritical CO (Benson and Cole ). Suitable formations should
be deeper than m and have sufficient porosity and a high permeability to allow injection
of CO at high flow rates without pressure build-up. For effective trapping a thick extensive
seal is also required, typically composed of a low-permeability and low-porosity mudstone
or shale.

Shales comprise the majority of cap rocks for hydrocarbon and hydrologic reservoirs with
pore sizes typically < nm.As a result they are currently a central focus of study for the under-
ground storage of CO. An important aspect of the shale seal is that it remains closed when
coming into contact with supercritically charged CO fluids, which tend to be both acidic and
corrosive. When CO-charged fluids enter a reservoir, dissolution and crystallization reactions
are expected to occur between the fluid and the wall rock of fracture surfaces and open pores.
Although the temperatures of sequestration inmany reservoirs will be low (< ○C), published
laboratory experiments typically use significantly higher temperatures (> ○C) to enhance
reaction rates so that alterations are more extensive and easier to study (Kaszuba et al. ).
However, this approach assumes the same reaction mechanisms operate over a large thermal
range that may well not be the case.The sluggish nature of reactions relevant to shallow crustal
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(a) Focused ion beam thinning of a thin shale layer. (b) Backscattered electron image of the

milled section

depth (e.g., ca.  km) can now be more successfully studied using high-resolution microscopic
tools that allow D and D imaging of phase reactions and microchemical changes.

. Three-Dimensional Reconstruction Using Combined
Ion- and Electron-BeamMicroscopy

Low-temperature reactions between CO-charged fluids and the minerals in cap shales are
expected to commence as atomic scale coatings on surfaces exposed in micropores or small
scale fractures (Cole et al. ).With time, these can develop into nanoscale coatings as altered
mineral or neocrystallized material. A new type of analytical instrument to image and analyse
such small alteration reactions is the dual (or cross) beam instruments that combine the imag-
ing capabilities of field emission electron microscopy (resolution now < Å) with the milling
power of a focused gallium ion beam.

We are currently studying the suitability ofMesozoic reservoirs in the state ofMecklenburg-
Vorpommern, NEGermany, for CO sequestration. In > Fig. , the upper surface of a naturally
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Distribution of CO-sequestrating cations in a small-scale shale cap. (a) High-angle annular

dark field STEM image of the shale fracture contact (upper boundary), (b) energy-dispersive

X-ray intensity maps (K lines) of Mg, (c) K, and (d) Fe. All mapping was done in STEMmode

on a focused-ion-beam thinnedwafer

polished fracture surface in a shale laminate located within a sandstone bed is shown from the
Löcknitz reservoir, situated near the German–Polish border. This sample represents a micro-
reservoir analogue of a cap of shale overlying a sandstone reservoir composed mostly of quartz
and feldspar. Gallium ion milling into the fracture surface, with a section depth of ca. µm,
can be used to successively slice the shale layer. The freshly cut surfaces can be simultane-
ously imaged by secondary or backscattered electrons (> Fig. b) and used to map elemental
distributions (> Fig. ).The location of bivalent cations, such as Ca, Mg, and Fe that are of par-
ticular importance for CO sequestration, can be determined.When in contact with CO fluids
they can react to form carbonate minerals such as calcite (CaCO), magnesite (MgCO), and
siderite (FeCO). In the Löcknitz reservoir, notable concentrations of Mg and ferrous Fe are
available for reaction, and are located in minerals such as pyrite and chlorite.

An example of a D reconstruction attained from numerous slices into the micro-cap and
reservoir analogue is shown in > Fig. .This section shows the quartz and feldspar (darker grey
shades) and the phyllosilicate cap of shale (lighter shades). The areas marked in blue represent
the D microporosity, which is poorly connected, and the red-marked areas present very-low-
permeability Fe–Mg-chlorite minerals.These highly oriented clayminerals in the polished thin
film developed along fracture surfaces in the shale probably represent neocrystallization dur-
ing localized fluid flow along small-scale faults.Their distribution should govern the dispersion
paths of CO once injected into the reservoir. Similar D microchemical reconstructions can
also be mapped and used to track the diffusion of elements caused by dissolution and crystal-
lization reactions after contact with reactive CO fluids. Such analytical capabilities are ideal for
investigating the dynamic changes in microporosity after fluid-rock interaction and allow the
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D nano-reconstruction of a polished fracture surface in sandstone from the Löcknitz

reservoir based on cutting and imaging. (a) Backscatter electron image of the

microstructure (varying grey scales represent different minerals by density). (b) Dmapping

of two components: red presents sealant Fe–Mg clays and blue the microporosity. Block
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effectiveness of the cap to be tested. Nanoscale characterization of reaction heterogeneities on
altered surfaces and the quantification of reaction volume are much needed to assess the mech-
anisms and rates of CO sequestration and help reveal the type of fluid-driven alteration that
will occur within cap rock and reservoir. Further laboratory investigation of these samples after
treatment with supercritically pressured CO and brine fluids at reservoir-relevant conditions
is currently in progress.

 Conclusions and Outlook

Continuing improvements in particle detection and imaging techniques is having an important
impact on researching current geoscientific issues such as the disposal of nuclear waste and
the sequestration of atmospheric CO in underground geological sites. The combined use of
focused X-ray and electron and ion beams is offering improved characterization tools by which
the mechanisms and rates of nanoscale mineral reactions can be better studied. Such analyti-
cal techniques in the laboratory combined with samples measured under controlled analytical
environment (e.g., temperature, pressure, humidity, fluid circulation) enables close to real time,
in situ monitoring of fluid–mineral reactions that provide more accurate analogues to shal-
low crustal environments of the Earth. Stability of clay minerals in subcrustal conditions is a
topic of central importance as they form the most common type of geotechnical and geological
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low-permeability seal in waste disposal or storage solutions. Monitoring clay mineral reactions
in bentonites and shales as they interact with ground waters or supercritically CO-charged
fluids in reservoir brines provides insights into the nature of dissolution and crystallization
reactions that occur at the nanoscale interfaces of fractures and pores. New applications of
combined ion and electronmicroscope are moving toward a more complete characterization of
reaction products in three dimensions, particularly by combining serial slicing with electron-
based imaging, dispersive X-ray spectroscopy, and electron backscatter diffraction techniques.
Such achievements are leading to amore fundamental understanding ofmineral–fluid reactions
that should inevitably lead to safer containment solutions for unwanted waste in underground
geological sites.

 Cross-References

> Chapter , “Synchrotron Radiation and FEL Instrumentation”
> Chapter , “Scintillation Counters”
> Chapter , “Particle Detectors Used in Isotope Ratio Mass Spectrometry, with Applications
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 Analytical Equipment Used in this Study

Bruker DAdvance theta-theta diffractometerwith a LynxEye detector http://www.bruker-axs.
com/d_advance.html

MRI Humidity controlled reaction chamber http://www.mri-gmbh.de/
JEOL JEM  High resolution transmission electron microscope and a JEOL JXA A

Scanning electron microscope http://www.jeol.com/
Zeiss Auriga CrossBeam� (FIB-SEM) http://www.smt.zeiss.com/auriga
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Abstract: This chapter introduces the reader to mass spectrometry and the instruments
used to determine high-precision isotope ratios. These instruments separate ion beams,
of charged atomic particles with kinetic energies of several keV, by mass-to-charge ratio.
Quantitative detection of these energetic charged particles is a key technology in mass
spectrometry. For isotope ratio determination the main detector types are Faraday cups,
the Daly detector, and discrete dynode secondary electron multiplier (SEM) ion counters.
For high-precision applications, arrays of these detectors are arranged to collect several ion
beams simultaneously. Examples are given for the application of these detectors in geology,
environmental sciences, and nuclear safeguards.

 Introduction

The fundamental principle of mass spectrometry is the quantitative separation of analyte
ions with respect to their mass-to-charge ratio. This is achieved by creating positive or neg-
ative, atomic or molecular ions, accelerating and shaping these into an ion beam, separat-
ing the individual ions by mass-to-charge ratio (m/z), and then quantitatively detecting
these.

A wide variety of instrument types exist, with one possible division being made between
organic and inorganic mass spectrometry. Organicmass spectrometers are designed to preserve
or partially fragment compounds, and then quantify molecular ions at a high mass resolu-
tion. Inorganic mass spectrometers are designed to separate the analyte into atomic ions, or
in some cases to consistently create a simple molecular ion from an analyte which may exist
in the sample in many different molecular compounds. Applications include the determina-
tion of elemental concentrations and determination of ratios between isotopes of the same
element.

The focus of this chapter is isotope ratio mass spectrometry. The particles of interest
for detection in these instruments are typically, but by no means exclusively, singly charged
positive atomic ions of masses from across the periodic table, accelerated by a potential of
several thousand volts. Ion beam currents are usually between − and − amps, but no
single detector type covers this range adequately. The difference in intensity between two iso-
topes being measured may be greater than . Depending on the application, the required
uncertainty of the measurement for isotope ratio applications is usually better than one part
per thousand (�), but for high-precision applications this can be better than ten parts per
million (−).

The desirable characteristics of particle detectors for these applications are therefore a high
signal-to-noise ratio, and accurate calibration across a wide dynamic range. To achieve the high-
est analytical precisions, separated ion beams are detected simultaneously on an array of several
detectors. The design of these ‘multi-collector’ mass spectrometers requires relatively compact
detector types. In order to achieve high-vacuumconditions (<− mbar) to optimize ion trans-
mission and minimize scattered ions, the detector must not degas, and may have to survive
thermal conditioning of the instrument at temperatures greater than  ○C (‘bake-out’). This
chapter will describe the common detector types used in isotope ratio mass spectrometry, and
then illustrate their use with example applications.
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 Isotope RatioMass Spectrometry

Comprehensive coverage of the wide variety of mass spectrometers is beyond the scope of this
chapter. The interested reader is referred to texts on inorganic mass spectrometry by Becker
(), or Hoffmann and Stroobant () for coverage of organic mass spectrometry. A useful
glossary of mass spectrometry terms can be found in Mallet and Down (). Recommended
books on geological applications of isotope ratios include Hoefs () and Dickin ().The
following section describes some of the principles ofmore commonly usedmass spectrometers.

Traditional divisions have been made between instruments and geosciences laboratories
researching stable isotope and radiogenic isotope systems. The former isotope systems are tra-
ditionally light in mass (H, C, O, N, S) and are introduced to the mass spectrometer as a gas.
Stable isotope research investigates biological or physicochemical fractionationprocesseswhich
affect ratios between isotopes of the same element in the natural environment.

The traditional radiogenic isotope systems are heavy in mass (e.g., Sr, Nd, Hf, Pb) and usu-
ally cannot be introduced to the mass spectrometer as a gas. These systems include an isotope
that is the daughter of a parent radionuclide, effecting change to the ratio of two isotopes, for
example, in a closed mineral system, as the radionuclide decays. A smaller number of labo-
ratories research radiogenic isotope systems involving the noble gases (e.g., He and Ar) using
specialized gas isotope instruments.

There is increasing interest in “non-traditional” stable isotope systems such as calcium
and iron (e.g., Johnson et al. ), which cannot be introduced as gases. Mass spectrometers
typically used for radiogenic isotope systems are therefore used for the applications.

The generalized mass spectrometer is comprised of a sample introduction system, ion
source, a potential to accelerate ions, ion lenses to shape and focus an ion beam, amass analyzer,
and an ion detection system. This chapter briefly describes the common ionization sources,
mass analyzers, and instruments that are used for the determination of high-precision isotope
ratios.

. Ion Sources

The aim of the ionization sources used for isotope ratio mass spectrometry is to produce either
atomic ions with a common charge, or to consistently produce a simple molecular ion from
an analyte that may be present in the sample in a variety of molecular compounds. The type
of ionization source used is dictated by the original or processed sample type, and the type of
information required.

Electron ionization (EI) is used for analytes that can be readily introduced as a gas, such as
the traditional stable isotope systems (H, C, O, N, S), noble gases, and also for UF for nuclear
industry applications. A filament and accelerating voltage are used to bombard the gas phase
sample with energetic electrons, creating analyte ions for the mass spectrometer.

Analyte solutions can be deposited and dried onto the surface of a rhenium ribbon or
‘filament’ for thermal ionizationmass spectrometry (TIMS). In some instances solid particulate
samples can be loaded directly. Electrical heating is used to evaporate and ionize the analyte; in
some configurations these processes are separated between  or  filaments. Ion emission can be
highly sensitive to the presence of other elements; therefore, careful chemical separation of the
analyte is required for best precision and accuracy. Uranium and lead ionize at different tem-
peratures; the two analyte fractions are typically loaded onto one filament and analyzed in two
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separate runs using different filament currents. Activator compoundsmay be added to improve
analyte ion emission, although for some elements with high first ionization potentials, includ-
ing Hf andTh, thermal ionization is very difficult.Thermal ionization can produce a very stable
ion beam with minimal energy spread, and is therefore capable of some of the most accurate
and precise measurements.

A highly versatile ion source is used in inductively coupled plasma mass spectrometers
(ICP-MS), where an argon plasma at ca. ,K efficiently ionizes liquid or solid aerosols. A
radio frequency (RF) electromagnetic field is used to excite argon atoms and produce a plasma.
Laser ablation (LA) is a sample introduction technique that can be coupled to ICP-MS, in order
to micro-sample directly from solid materials. Further information can be found in ICP-MS
texts by Jarvis et al. () and Nelms (). > Figure  shows a schematic of the Thermo
Scientific Neptune multi-collector (MC) ICP-MS.

Spectral interferences are common for ICP-MS, therefore isotope ratios may need to be
corrected by monitoring other masses that relate to the interfering element. Alternatively
higher mass resolution may be used to filter polyatomic interference species from the analyte,
e.g., ArO+ from Fe+ (Weyer and Schwieters ). If the ionization energy of the interfer-
ence is higher than that of the analyte, the interference species can be minimized by reducing
the plasma temperature or using a collision cell. Vanhaecke et al. () provide an informative
tutorial review of the accurate use of ICP-MS for isotope ratio analysis.

Secondary ion mass spectrometry (SIMS) uses a focused ion beam from a separate source
(usually O− or Cs+) to sputter, dissociate, and ionize material from a sample surface. Sub-μm
spatial sampling resolution can be achieved; however, the technique is sensitive to the surface
conditions of the sample. SIMS produces a large number of different molecular ions and dif-
ferent charge states in addition to atomic ions. Therefore high mass resolution is required to
resolve spectroscopic interferences, in order to obtain accurate isotope ratio data.

A feature of all ion sources is ‘mass fractionation’ or bias.Where possible the isotope ratio of
interest is corrected by a mathematical function to an isotope ratio that is known. For example,
isotope ratios of radiogenic systems can be corrected using stable isotope ratio pairs within
these systems (e.g., Sr/Sr, Nd/Nd, and Hf/Hf), which are considered invari-
ant in nature. Double spikes of artificial isotopes added to a sample are also sometimes used
to make independent corrections for fractionation, where the assumption of invariance may
not hold.

In many isotope systems this is not possible, because all ratios are variable and therefore
unknown. This is especially true for lighter stable isotope systems where natural fractionation
processes affect all of the isotope ratios. In isotope dilution TIMS (ID-TIMS, see > Sect. .)
an accurately measured quantity of ‘spike’ material with a known isotopic composition can be
added to the sample, and the unknown isotope ratio can be accurately calculated. A ‘double
spike’ with gravimetricallyweighed artificial isotopes can also be added, e.g., a U/Udouble
spike has been used to reveal variability in U/U, an isotope ratio previously considered to
be invariant in natural samples (Weyer et al. ).

Alternatively, the unknown ratio of the sample can be normalized to the same ratio mea-
sured in a known standard referencematerial. It is common for stable isotope systems to report
isotope ratios that are relative to that of a standard reference material (δ or ε notation), rather
than as absolute values. Mass bias cannot be assumed to be constant, or to be the same for both
the sample and the reference material. Therefore great care must be taken when external nor-
malization is used; the composition of the reference material and matrix should be similar to
the sample, and it must be measured frequently.
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. Mass Analyzers

The most common mass analyzer used for isotope ratio determination is the magnetic sector
field (SF), which spatially separates ions by their mass-to-charge ratio (m/z), as well as by their
energy. In ICP-MS, the spread of ion energies from the ion source is large compared to TIMS
and gas source instruments, and an electrostatic analyzer (ESA) is typically used in a double
focussing configuration to refocus ions of differing energy, either before or after the magnetic
sector fieldmass analyzer. Alternatively some instruments have used a collision cell to thermally
equalize the ions prior tomass separation (e.g. the GV Instruments Isoprobe-P).The stability of
the magnetic sector field analyzer allows neighboring masses to be detected simultaneously on
a multi-collector array. The magnetic sector field is also capable of high mass resolution, which
may be required to separate isobars of polyatomic ions with mass-to-charge ratios that are close
to that of the isotope of interest.

Where mass resolution is not sufficient for resolving an analyte from spectral interferences,
acceleratormass spectrometry (AMS) can be used to ‘strip’ these isobaric interferences from the
isotope of interest, enabling the accurate measurement of ratios significantly lower than −.
Acceleration potentials of several MV are used, see, e.g., Steier et al. ().

The time-of-flight (TOF) mass analyzer spatially separates analyte ions along the path
of the ion beam, allowing ions to be sequentially detected, which is potentially attractive
for isotope ratio mass spectrometry. The quadrupole mass analyzer uses a combination
of alternating radiofrequency electromagnetic and electrostatic fields to filter by mass-to-
charge ratio. It is commonly used in low-resolution ICP-MS instruments to jump rapidly
between different masses; these ‘workhorse’ single-collector instruments are used to quan-
tify elemental concentrations across the whole mass spectrum and for lower-precision isotope
ratios.

 Detectors

The highest-precision isotope ratio measurements are made possible by multi-collector arrays.
These allow each of the measured ion beams to be measured simultaneously on separate detec-
tors, and therefore temporal differences in intensity from the ion source are measured on both
sides of the ratio. A multi-collector array is illustrated in > Fig. , with schematics of the two
most commonly used detector types.

The detection efficiency and ‘duty cycle’ (ratio of time spentmeasuring the ion signal to idle
time) of these instruments are also higher than for single-collector instruments, because all of
the ion beams are measured continuously, rather than alternately.Thus, counting statistics can
be improved for a limited sample size.This chapter will therefore focus on multi-collector mass
spectrometry, although for many applications single-collector mass spectrometry has adequate
precision.

A desirable feature for high-precision isotope ratio mass spectrometry is the ‘flat-topped’
peak. This is represented by a detector measuring a constant signal as a narrow ion beam is
scanned across a comparatively wide entrance slit to the detector. It enables precise isotope
ratios to be measured even if the centering of the ion beams into the detectors via the mass
analyzer is not perfectly stable.
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Formany isotope systems, the isotope ratio of interest may be corrected bymeasuringmass
bias from a separate known isotope ratio. This might be from an artificial spike added to the
sample, or an invariant stable isotope pair. In many systems other masses are measured that
relate to spectral interferences, allowing a correction to be made.This is especially true for ICP-
MS, for example, in order to accuratelydetermine the ratio Sr/Sr it is necessary tomeasure 
ion beams simultaneously (Kr+, Kr+, Rb+, Sr+, Sr+, Sr+). Precision and accuracy
is therefore dependent on intercalibration of six separate detectors.

The mass of the isotopes of interest also dictates the field strength of the magnet, and
therefore the distance between the ion beams on the focal plane of the detector array (i.e., dis-
persion). Instruments that are designed to measure several isotope systems therefore require
detectors aligned for each of the systems, moveable detectors, and/or ion optics that allow
the mass dispersion to be varied. Multi-collector arrays are therefore complex assemblies of
high-specification ion detectors.

The following sections describe the principle detector types used in isotope ratio mass spec-
trometry. Abriefmention should bemade of array detectors, which incorporate several detector
elements into one device, a review of these can be found in Barnes andHieftje (). Although
these are of potential interest, they have not so far been proven in commercial isotope ratiomass
spectrometers.

. Faraday Cups and Amplifiers

The Faraday cup is a device that ideally captures all ions entering it, and converts these to a
measurable flow of electrons. It is an open-ended box, constructed from a conducting material
such as graphite. An ion beam entering the Faraday cup produces a potential and thus current
flow from ground, which can be amplified and measured.

The amplifier and measuring circuit is typically constructed from an operational amplifier
connected with a feedback loop through a high-ohmic (– Ω) resistor. The intensity of
the ion beam is measured as the potential across the amplifier, using a voltage-to-frequency
converter.The circuit results in a high gain with low electronic noise.The detector and amplifier
circuit are illustrated in > Fig. .

The signal-to-noise ratio is improved for higher resistor values, for a  Ω resistor the gain
is a factor of  larger than for a  Ω resistor, but the noise increases by only a factor of

√

.
Thus, in theory, the signal-to-noise ratio is improved by a factor of /

√

; in practice a two-
fold improvement is achieved for workable  Ω amplifiers.

The electronic noise of the amplifier dictates the precision of the electronic baseline mea-
surement, which becomes increasingly significant for small ion beams. For example, for a typical
 Ω amplifier, a . fA (μV)uncertainty on the electronic baseline contributes a one permil
uncertainty for a . pA ion beam. For a . nA ion beam this uncertainty is only one part per
million. It is common for modern isotope ratio mass spectrometry instruments to be equipped
with  Ω amplifiers with a dynamic range extending to ca. . nA (V).

Resistance, and thus gain, are sensitive to temperature, which must therefore be kept con-
stant. This is usually achieved by electrically heating the electronic circuits in an isolated
housing. Another parameter of an amplifier is the exponential decay of a current through
the circuit; for a  Ω resistor it takes a couple of seconds for a current to reach − of its
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initial value. For a  Ω resistor the response is substantially slower, they are therefore not
recommended for transient signals from laser ablation or chromatography sources.

On a multi-collector array, the amplifier gains can be readily and precisely cross calibrated
using a stable reference voltage connected to each circuit. A relay matrix on the Thermo Sci-
entific Triton (TIMS) and Neptune (MC-ICP-MS) instruments allows each amplifier to be
connected to each Faraday cup in turn during an analysis, which improves external precision
further by cancelling out relative gain differences.

Faraday cups can be designed to give near identical responses to each other, thus avoid-
ing ‘cup-factor’ corrections or the need for ‘multi-dynamic’ analytical routines that cancel out
channel differences by jumping isotopes across cups. Response is also similar across the width
of each entrance slit, giving flat-topped peaks, thus the measured ratios are insensitive to the
precise centering of the ion beams. A potential applied to an isolated entrance-defining slit can
be used to repel secondary electrons and prevent escape of charge from the Faraday cup.

Faraday cups offer excellent linearity over a large dynamic range; they are also robust with
a long lifetime. Multi-collector arrays of these detectors are capable of measuring Nd/Nd
isotope ratios with σ external relative precisions of  × −, see, e.g., Caro et al. ().

. Secondary ElectronMultipliers

Energetic ions impacting onto a surface (usually ametal oxide, e.g., Cu-Be-O) release secondary
electrons, which, if attracted by a high field potential to hit another surface or part of the same
surface, release further secondary electrons. If this process is repeated many times, the cascade
multiplies the incidence of one or several ions into pulses of electrons that can be detected by
electronic circuitry. This is the principle of the secondary electron multiplier (SEM). The gain
across such a device is usually in excess of . These devices can either be of the continuous
dynode (channel electron multiplier) or discrete dynode types. The discrete dynode SEM is
illustrated in > Fig. .

The electronic detection circuitry can either count individual pulses (cps, counts per sec-
ond), or measure a current from the SEM. The first ‘ion counting’ detection mode is useful for
precise and accurate measurement of small ion beams, typically limited to less than .Mcps
(. pA, equivalent to mV on a Faraday cup with a  Ω amplifier). Ideally precision is lim-
ited only by counting statistics. The second, analogue mode, is often used in single-detector
mass spectrometers to increase the dynamic range of the detector, but having poorer linearity
and baseline characteristics, it is not generally used in multi-collector mass spectrometry.

Discrete dynode electron multipliers have better linearity and yield stability (yield =
registered counts/incident ions) when compared to continuous dynode electron multipliers.
The latter can be readily reduced in size, which is useful for multiple ion counting (MIC) arrays.
However, it is possible to accommodate several of the larger discrete dynode SEMs by using
beam deflectors to guide ion beams into detectors positioned away from the main array. Beam
deflectors can also be used to switch between detector types. This mechanism is used in the
Element  XR (Thermo Scientific, Bremen, Germany), where the dynamic range of this single-
collector high-resolution SF-ICP-MS is improved by seamlessly switching from dualmode SEM
to Faraday cup (isotopes are jumped sequentially across a single detector slit).

The perfect ion counting detector would be linear with no electronic noise and constant
yield. In practice, careful attention is required to use these detectors, starting with selection of
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an operating voltage from a plateau region where there is a minimum of variation in yield with
respect to change in operating voltage. If the operation voltage is set too high, it is possible to
double count ions (yield >%) and the lifetime of the detector is reduced. After the SEM is
installed, or after the system is vented and the device is exposed to atmosphere, the plateau
position and gain rapidly changes with use. A period of ‘burn-in’ using an ion beam at a high
count rate is required to stabilize the device, conditioning the dynode surfaces. Subsequently,
the position of the plateau with respect to operating voltage increases with use at a more mod-
erate rate. The ion yield continues to vary with use and has to be frequently determined, and
the operating voltage adjusted when the rate of change increases. A disadvantage of the SEM is
yield drift and limited lifetime, whichmight typically be of the order of – years with moderate
use.With care, some new designs of SEM have lasted more than  years of heavy use (>× 

registered counts).
The yield of an SEMcan be determined from a referencematerial with knownminor isotope

ratio abundance, where the signal is corrected for mass bias using twomajor isotopes measured
on Faraday cups. A lower-precision (− range) single-collector measurement can be made by
peak jumping a small ion beam between a Faraday cup and SEM(s). Alternatively the unknown
sample data can be normalized to known standard ratios during a sequence of samples brack-
eted by matrix matched standards. This method is especially convenient for arrays of several
SEMs, and combines the correction for mass bias.

SEMs are also sensitive to where and fromwhich angle an ion strikes.The latter is especially
a problem for continuous dynode SEMs, where the complex geometry of the dynode leads to
a variety of electron cascade paths with different gains. The stability of the mass analyzer and
precision of peak centering is therefore more significant than for other detector types.

SEM linearity was investigated by Richter et al. ().The linearity characteristics of SEMs
manufactured by MasCom (Bremen, Germany) were compared with those from ETP (New
South Wales, Australia). A correction is required for dead time, which is a finite time during
which the pulse counting circuitry registers a count and is unable to register coincident pulses.
This time is typically between  and  ns, and is significant for higher count rates when the
probability of coincident ions increases.

The dead-time parameter may be determined experimentally, from a series of solutions
with varying abundances of a minor isotope, such that the dead-time correction gives the
correct value(s) for the ratio of the minor isotope. The Institute of Reference Materials and
Measurements produces the IRMM- series for this purpose; for each of the solutions the
U /U ratio is approximately equal to one, so that mass-bias can be precisely measured
using Faraday detectors, and varying abundances of U can be used to test the linearity of an
ion counter at both high and low count rates. Alternatively a series of dilutions of the same solu-
tion can be used, and the dead time chosen to give a constant ratio, see, e.g., Vanhaecke et al.
().

Clearly the Faraday cup offers advantages for linearity, stability, and gain calibration com-
pared to the SEM. The advantage of the SEM in pulse counting mode is the extremely low
electronic baseline, or so-called ‘dark noise.’This is typically less than  cps, allowing quantifica-
tion of ion beams smaller than − A (aA). In contrast, the variability of the electronic baseline
for a Faraday cup with low-noise  Ω amplifier is of the order of − A (. fA), equivalent to
 cps. The response and decay times of the SEM are also well suited to transient signals, such
as those from laser ablation, whereas response and decay times are significant for low-noise
high-gain Faraday cup amplifiers.
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. The Daly Detector

The Daly detector is a scintillation-type detector (Daly ). Ions impacting a conversion
dynode release secondary electrons, which are accelerated to a scintillator target, result-
ing in photon emissions. A photomultiplier tube sitting behind the scintillator detects these
events.

The photomultiplier is sealed independently of the instrument and can be replaced with-
out venting the instrument. They can be less susceptible to yield drift, and typically have
a larger dynamic range and longer lifetime than an SEM. Disadvantages of the Daly detec-
tor include size, need for a large accelerating voltage, and thermal stability of fast scintillator
materials.

. Energy Filters and Abundance Sensitivity

Electronic noise is not the only limitation for quantification of low ion beam intensities.
Although abundance sensitivity is an issue relating to the mass spectrometer, it makes sense
to discuss this in relation to high-sensitivity ion counting detectors. Abundance sensitivity is
the term given for ions of a given mass ‘tailing’ onto neighboring masses. This may be signif-
icant where a low-intensity ion beam is measured that is close in mass to a high-intensity ion
beam, see, e.g., Thirlwall (). Ball et al. () extrapolated an exponential function for the
analytical baseline measured between peaks, to accurately correct U/U and Th/Th
ratios measured by MC-ICP-MS.

Abundance sensitivity, and therefore limits of quantification, can be improved using an
energy filter. This can be placed in front of the ion detector and consists of ion lenses which
decelerate the ion beam, and suppress ions with a low kinetic energy. The improvement in
abundance sensitivity may be a factor of , with only minor loss of analyte detection efficiency.
Various names are used for these devices, including Retardation Potential Quadrupole (RPQ)
andWide Aperture Retardation Potential (WARP) energy filter.

 Applications

Mass spectrometry is used for a huge variety of scientific applications, from determining trace
metal concentrations in drinking water to elucidating the components of complex molecules
in genetic materials. Isotope ratios from mass spectrometry have been used to date the oldest
rocks on earth, reveal details about sedimentary processes on the continental scale, measure
climatic changes through earth history, and trace human migration patterns. They have been
used to trace the provenance of food and drink, pharmaceuticals, and forensic samples. In
the nuclear industry isotope ratios quantify the enrichment grade of uranium fuels, which
may be independently verified so that these materials are not misappropriated for clandestine
weapons programs. All of these applications, and many more, require detectors to accurately
and precisely measure the intensity of ion beams. This section includes three examples of
the use of particle detectors for geology, environmental science, and nuclear forensic science
applications.
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. U–Pb Dating of Zircons by LA-MC-ICP-MS and ID-TIMS

Arguably the fastest growing area of isotope ratio science is in the use of laser ablation sampling.
Here, a laser beamusually of wavelength , , or nm, focused to a spot size of –μm,
is used to ablate the surface of a material, which may be anything from a Roman coin to a
Neanderthal tooth, a fish ear bone, a meteorite, or the oldest terrestrial material in the form of a
single crystal of zircon. This latter application has seen an explosion in recent years as a tool for
determining the provenance of sedimentary rock successions and dating individual volcanic,
intrusive, and metamorphic rocks.

Zircon is an extremely tough and refractory mineral which can survive multiple erosive
recycling events within sedimentary sequences, resist reincorporation within magmas, as well
as high pressures and temperatures during metamorphism, without losing all of its original
geochemical information. By incorporating uranium during its crystallization without lead,
it provides an ideal material for U–Pb geochronology where the radiogenic in-growth of
Pb and Pb from their parents, U and U respectively, allows precise and accurate
determination of the age of the crystal.

In ablating minerals such as zircon using ultraviolet lasers, a plume of nanometer-sized
particles is generated and swept to the mass spectrometer using a carrier gas flowing over the
sample surface. The shorter the wavelength of the laser beam used, the smaller the absolute
size and range of particles generated. Laser ablation systems are typically coupled to ICP-MS
instruments which provide an ideal ionization source with sufficient energy to ionize virtually
completely, most materials which pass into it. The particles pass through the argon plasma in
around ms and into the mass spectrometer. A single – ns pulse of a laser beam produces a
plasma plume of material within which condensation and agglomeration processes result in a
multitude of particle forms creating a stream of particles entering the argon plasma.

For a typical zircon analysis, a single laser pulse ablates .– ng of material. The structure
and shape of this particle stream is strongly influenced by the volume of the laser ablation cell
housing the sample, the carrier gas density, and the transport tube volume.The greater the total
volume of the transport system and the higher the density of the carrier gas, the more time is
taken for ablatedmaterial to reach themass spectrometer. In addition, packages of ablatedmate-
rial from successive laser pulsesmix and become attenuated,obscuring spatial information, and
reducing signal intensities. By improving transport dynamics, pulses on the order of –ms
(Asogan et al. ) can be resolved in time as distinct from each other. Therefore spatial sam-
pling information is retained and higher signal-to-noise ratios are achieved, helping to improve
analytical precision and overcome background signal contributions. Spatially resolved sampling
can be used to analyze separate growth zones within samples or individual crystals, recording
separate intervals in time, which would otherwise be averaged and interpreted as one event.

Highly time-resolved signal pulses do, however, present a challenge to some detectors used
in isotope ratio mass spectrometry. SEM detectors typically have dead times on the order of
 ns, therefore signal pulses of ms do not represent a problem. Typical laser ablation anal-
ysis using quadrupole ICP-MS or single-collector SF-ICP-MS, utilizing dual ion counting and
analogue mode SEM detectors, are the instruments of choice for routine elemental concentra-
tion determination, wheremultiple elements of widely varying concentrations are quantified to
percent level precision.

For isotope ratiowork, however, where relative precisions of – ppmare desired (e.g., Sr
isotope ratios), simultaneous acquisition usingMC-ICP-MS or TIMS is required.Here, Faraday
detectors are used with amplifier boards typically utilizing resistors which have a signal decay
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time (tau) of  s to reach − of the peak signal. These slow-response detectors are therefore
not appropriate to resolve highly spatially zoned materials using laser ablation. Laser ablation
analysis using these detectors usually involves integratingmany (ca. ) secondsworth of data to
achieve the precisions required,masking and sacrificing muchof the time-resolved information
which could otherwise be gleaned.

An improvement on this is to usemultiple ion counting (MIC) arrays.These typically com-
bine three or more ion counting channels allowing much greater time-resolved interpretation
of the data. When combined with Faradays in a multi-detector array, the rapid response time
of the ion counters can clearly be seen to differentiate them from the slow-response Faradays,
apparently shifting in time the defined signal peak and apparently making the measurement
non-simultaneous. This can be overcome by using single-pulse ablation and integrating the
whole of the peak signal as one, using a selection window for the integration which includes
the full peak width from each detector. An example of this was shown by Cottle et al. () as
applied to U–Pb geochronology, where data from individual laser pulses accurately quantified
the age of zircons and combination of – pulses provided equivalent statistics to a normal
-s, -pulse analysis.

U–Pb geochronology is a critically important methodology for accurately and precisely
determining the age of geological materials and rates of change within the geological record.
These observations andmeasurements underpinmodern interpretations of earth processes and
dynamics that are relevant to understanding climate change. ID-TIMS is the method of choice
for this work where spike materials can be gravimetrically calibrated and uncertainties accu-
rately quantified andminimized to a levelwhich enables age precision <.% to be achieved.The
detectors used in this work are the same as those already described, namely Faraday detectors
and discrete dynode SEM ion counters or Daly detectors.

They are, however, used in a different way than during laser ablation analysis. The solid
sample material, dried onto a filament and heated to ,–, ○C to ionize Pb or U sam-
ple fractions, emits a constant very stable ion beam over perhaps  h or more depending on
the size of the sample load. This allows long integration times and high counting statistic pre-
cisions to be achieved with inter-calibration of the different detectors performed within the
measurement routine.This also allows the differential response times of the detectors to be over-
come.The requirement for chemical separation of the material is a slight hindrance, increasing
the blank contribution to the sample, but modern chemical separation techniques can keep the
Pb blank contribution well below  pg, and in the low fg range for U. Using a silica-gel emission
enhancer, Pb detection efficiencies up to  percent can be achieved for ID-TIMS, compared to
≤.% typical for MC-ICP-MS.

Sample Pb loads of only a few pg can therefore be accurately quantified using ID-TIMS,
although this method typically precludes spatially resolved information. LA-MC-ICP-MS is a
rapid technique that can be used to analyze large quantities of detrital zircons, for example,
fromwhich isotopically disparate populations can be defined, revealing changes in sedimentary
source materials. The right methodology therefore needs to be used to address the problem in
question. ID-TIMS and LA-MC-ICP-MS can be used as complementary techniques, where the
rapid spatially resolved analysis capability of LA-MC-ICP-MS can be used to screen for themost
appropriate materials for high-precision ID-TIMS work.

U and Pb isotope analysis by ID-TIMS and MC-ICP-MS can suffer from polyatomic
interferences. Usually assigned to inefficient chemical separation procedures, these polyatomic
ions are usually thought to result from organic materials within the samples, and/or residues
from the separation resin, forming long-chain polyatomic species interfering on the Pb and U
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mass spectrum.This can be a particular problem when dealing with complex matrices, such as
urine, containing low concentrations (ca.  ppt by weight) of analyte. Such interferences on the
very small U, U, and U peaks were a significant concern for Parrish et al. ().

Doubly charged ions can also be an issue, these appear at half themass of the ion (i.e., at their
mass-to-charge ratio), where theymay interfere with the isotope of interest. SIMS analysis com-
monly requires correction for polyatomic and doubly charged interferences generated by the ion
sputtering process. LA-MC-ICP-MS can also contribute these species. Horstwood et al. (),
and references therein, detailed the effect of doubly charged REE ions, Ca dimers (Ca+ ),
and a CaPO+ polyatomic on the Sr mass region and in particular Sr. Although very small
(only a few thousand counts per second on a Faraday), this latter polyatomic interference was
enough to bias the Sr/Sr ratio by >% in low Sr concentration (ca.  ppm by weight) sam-
ples and typically .–.% in samples with –ppm Sr. Analysis protocols to mitigate
and/or correct for these effects can be employed to reduce the inaccuracy to ca. .�, but
usually at the sacrifice of detection efficiency, which often then renders precise determination
impossible.

Poor sample utilization (sample through to ion detection) is a serious problem in mass
spectrometry and in particular for TIMS and ICP-MS techniques. TIMS methodologies have
been honed over decades to optimize procedures for particular elements and utilize emission
enhancers to improve the number of atoms detected from the total number of atoms sampled. In
this respect ICP-MS ismore restricted, andmost of this efficiency is lost in the sample transport
to the plasma and also in extracting the ions generated in the plasma into the mass spectrome-
ter. Recent improvements in this latter aspect have dramatically improved sample utilization to
–% (compared with a more typical .–.%) which directly impacts on the ultimate pre-
cisions which can be achieved and/or the size of sample which can be analyzed. For exam-
ple, in nuclear forensic determinations it should now be possible to achieve <% precision
on the U/U ratio from  femtograms of uranium (ca. .μm diameter particle).
This higher ‘sensitivity’ also means that better resolution of discrete spatial changes can be
achieved using laser ablation techniques when combined with approaches to improve the
signal-to-noise ratio of the analysis (e.g., low-volume ablation cell technology and single-pulse
methodologies).

. Depleted Uranium in Urine

Exposure to aerosols containing depleted uranium (DU) has been cited as a potential cause of
‘Gulf War Illnesses’ that have afflicted many veterans of the  Gulf War. The impact of high-
velocity DU projectiles on heavy armor results in the creation of fine aerosols of uranium oxide
that can be inhaled deep into the lungs. Exposure to these potentially toxic inhaled particles
can be monitored by measurement of the uranium isotope ratio of urine passed by the veter-
ans. Parrish et al. () report the results of an inter-laboratory comparison study of veterans
urine by multi-collector and single-collector ICP-MS instruments, attempting to quantify the
presence of a depleted uranium isotope ratio signature which could indicate likely exposure to
DU particulates.

Enrichment of the fissile isotope U from natural uranium (U/U ca. .) for use
in nuclear fuels results in by-product ‘depleted uranium’ with U/U ratios up to ca. . A
small addition of this to the natural uranium present in the body changes the isotope ratios of
biomonitoring samples (e.g., urine or blood), which can be detected by high-precision analysis.
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Isotope ratio deviations of ca. % can be ‘detected’ as significant outside of total analytical uncer-
tainty. U, essentially absent in natural uranium, is produced in nuclear reactors and typically
‘contaminates’ DU, providing a fingerprint to the production cycle of this material. Typical
U/U ratios in urine samples with a DU contribution are of the order of −. Typical
quantities of total uranium in urine are only – ng/l.

Detecting these small shifts in ratio in such small amounts of material requires care-
ful chemical concentration and purification procedures. Even after this,  ng/ml of processed
sample still represents a significant challenge to accurately quantify a distinct shift in the
natural composition of U and determine whether U signals are significant above back-
grounds.

Abundance sensitivity (tailing of U onto m/z ) and hydride (UH+) corrections
are themost significant, contributing potentially % of the totalm/z  signal. Stable, highly
linear ion counters are therefore required so that U signals of up to several hundred thousand
counts per second can bemeasured accurately alongside  signals of only a few tens of counts
per second. Careful characterization of the ion counter and calibration of the dead time, linear-
ity, and plateau voltage is required. Faraday signals for U may also be small (<. pA) and
amplifier noise can become a significant problem for precision with very-low-concentration
samples. Combined with the potential for polyatomic interferences resulting from variable
chemical separation efficiencies, the accurate determination of U isotopes in urine and the
assignment of an appropriate uncertainty is a tough analytical challenge.

Parrish et al. () noted all these problems and reported in a later paper (Parrish et al.
) that none of the  veterans who volunteered for testing showed DU in their urine.
Although this didn’t rule out the possibility of undetectable exposure, this later study of a dif-
ferent population demonstrated that the technique was capable of detecting small levels of DU
contamination in urine > years after exposure.

. Nuclear Forensic Science

A significant impetus for early ion counting development was for nuclear mass spectrometry
applications, where minor uranium isotopes U and U are often measured with ratios to
U in units of parts per million. For example, during the s, the Daly detector was devel-
oped at the UK’s Atomic Weapons Research Establishment (Daly ), and work at Knolls
Atomic Power Laboratory saw improvements in SEM design (Dietz ). More recently a sig-
nificant driver for progress in commercial ion counting technologies has been for geochemistry
applications, including high-precision U–Pb dating of zircons by ID-TIMS (see > Sect. .).

An area of international political concern is nuclear proliferation, and the safeguards sys-
tems which ensure that nuclear materials are not misappropriated. Nuclear forensics is the
process that allows nuclearmaterials to be traced to origin, and interpretations to bemade about
processing technologies employed and the intended use of such materials. Nuclear Forensics
Analysis by Moody et al. () is a highly readable book on the subject, and a paper by Mayer
et al. () provides a short summary of the subject.

Of special interest are μm diameter particles, with pg masses, which would be especially
hard to clean-up and conceal. They can be formed by the hydrolysis of UF escaping from
enrichment processes, see, e.g., Kips et al. (). A paper by Donohue () describes the
International Atomic Energy Authorities (IAEA) strategies for safeguards monitoring, where



Particle Detectors Used in Isotope Ratio Mass Spectrometry  

swipe samples are taken from suspected and declared nuclear facilities. These could be con-
taminated by uranium and plutonium bearing particulates with isotope ratios indicative of
origin and intended use. Safeguards samples are investigated by a variety of techniques, includ-
ing SIMS, fission track, and TIMS (FT-TIMS). Sub-picogram detection levels were possible for
uranium using TIMS (Finnigan-MAT ) with an ion counting system and energy filter. The
traditional scheme for locating and analyzing uranium and plutonium particles is fission track
analysis followed by direct loading of particles of interest onto rhenium ribbons for analysis
by TIMS.

For uranium and plutonium samples, none of the isotope ratios can be assumed to be invari-
able, and therefore it is not possible to make an internal correction for mass bias. For TIMS it
is possible to run a total evaporation method, where the filament is heated until ion emission
effectively ceases.The entire signals for each isotope are integrated and the ratios calculatedwith
minimal bias.The method is used in ASTM C (ASTM International, West Conshohocken,
USA). With ion counting, it is possible to measure femtogram samples.

Secondary ion mass spectrometry (SIMS) is a useful and commonly employed tool for
nuclear forensics and safeguards. Ranebo et al. () discusses the advantages of large-
geometry SIMS. Polyatomic ion interferences that commonly cause inaccurate isotope ratio
data for SIMS can be resolved, whilst maintaining sensitivity that is not possible on standard-
geometry SIMS operated in high-resolution mode. A sample utilization of .% allows μm
diameter (sub-pg) particles of interest to be analyzed on arrays of SEM detectors. As for ICP-
MS, UH forms on U and cannot be resolved spectroscopically, UHmust therefore be
monitored and a correction made for m/z .

LA-MC-ICP-MS is a technique that could potentially be used for safeguards particle anal-
ysis. It offers rapid sampling directly from samples, with significantly lower instrument costs
compared to large-geometry SIMS.

In Lloyd et al. () we demonstrated the technique for the determination of precise and
accurate uranium isotope ratios from more than one hundred larger uranium oxide particles
(–μm diameter). The MC-ICP-MS used was a VG Elemental Axiom, a first-generation
instrument with a single continuous dynode electron multiplier, and eight moveable Faraday
cups. Data were externally corrected for mass bias, ion counter yield, UH+ on U+, and
U+ tailing onto U+. Relative σ uncertainties for U/U and U/U were typically
. and .%, respectively. The isotopic signatures of these particles, at this level of precision,
could reveal which gaseous diffusion plant produced the depleted uranium.

Challenges for analyzing fine particles by LA-MC-ICP-MS from safeguards samples include
LA targeting and sample utilization. Modern MC-ICP-MS instruments offer significantly
improved sample utilization (analyte sensitivity), options for counting all of the uranium
isotopes on discrete dynode SEMs, as well as ion energy filters for improved abundance
sensitivity.

 Conclusions

High-precision isotope ratiomass spectrometry ismade possible by arrays of high-specification
ion detectors. Faraday cups with high-gain low-noise amplifiers are used for the highest-
precision measurements.These detectors are robust, stable, linear, and readily cross-calibrated.
For small ion beam intensities (<. pA) low-electronic-baseline detectors, such as SEMorDaly
ion counting detectors, are required.



  Particle Detectors Used in Isotope Ratio Mass Spectrometry

 Cross-References

> Chapter , “Electronics Part I”
> Chapter , “Electronics Part II”
> Chapter , “Data Analysis”
> Chapter , “Statistics”
> Chapter , “Scintillation Counters”
> Chapter , “Accelerator Mass Spectrometry and its Applications in Archaeology, Geology
and Environmental Research”
> Chapter , “Particle Detectors in Materials Science”

References

Asogan D, Sharp BL, O’ Connor CJP, Green
DA, Hutchinson RW () An open, non-
contact cell for laser ablation-inductively cou-
pled plasma-mass spectrometry. J Anal At Spec-
trom :–

Ball L, Sims KWW, Schwieters J () Measure-
ment of U/U and Th/Th in volcanic
rocks using the Neptune MC-ICP-MS. J Anal At
Spectrom :–

Barnes JH, Hieftje GM () Recent advances in
detector-array technology for mass spectrome-
try. Int J Mass Spectrom :–

Becker JS () Inorganic mass spectrometry: prin-
ciples and applications. Wiley, Chichester

Caro G, Bourdon B, Birck J-L, Moorbath S ()
Sm-Nd evidence from Isua metamorphosed
sediments for early differentiation of the Earth’s
mantle. Nature :–

Cottle JM, HorstwoodMSA, Parrish RR () A new
approach to single shot laser ablation analysis
and its application to in situ Pb/U geochronol-
ogy. J Anal At Spectrom :–

Daly NR () Scintillation type mass spectrometer
ion detector. Rev Sci Instrum :–

Dickin AP () Radiogenic isotope geology, nd
edn. Cambridge University Press, Cambridge

Dietz LA () Basic properties of electron multi-
plier ion detection and pulse counting methods
in mass spectrometry. Rev Sci Instrum :–


Donohue DL () Strengthening IAEA safeguards
through environmental sampling and analysis. J
Alloys Compd –:–

Hoefs J () Stable isotope geochemistry, th edn.
Springer-Verlag, Berlin

Hoffmann E, Stroobant V () Mass spectrome-
try: principles and applications, rd edn. Wiley,
Chichester

Horstwood MSA, Evans JA, Montgomery J ()
Determination of Sr isotopes in calcium phos-
phates using laser ablation inductively coupled
plasma mass spectrometry and their applica-
tion to archaeological tooth enamel. Geochim
Cosmochim Acta :–

Jarvis KE, Gray AL, Houk RS () Handbook of
iductively coupled plasma mass spectrometry.
Viridian Publishing, Woking

Johnson CM, Beard BL, Albarede F () Geochem-
istry of non-traditional stable isotopes, In: Rosso
JJ (ed) Reviews in mineralogy and geochemistry,
vol. . Mineralogical Society of America and
The Geochemical Society, Washington, DC

Kips R, Pidduck AJ, Houlton MR, Leenaers A, Mace
JD, Marie O, Pointurier F, Stefaniak EA, Tay-
lor PDP, Van den Berghe S, Van Espen P, Van
Grieken R, Wellum R () Determination of
fluorine in uranium oxyfluoride particles as an
indicator of particle age. Spectrochim Acta B
:—

Lloyd NS, Parrish RR, Horstwood MSA, Chenery
SRN () Precise and accurate isotopic anal-
ysis of microscopic uranium-oxide grains using
LA-MC-ICP-MS. J Anal At Spectrom :–

Mallet AI, Down S () Dictionary of mass spec-
trometry. Wiley, Chichester

Mayer K, Wallenius M, Fanghänel T () Nuclear
forensic science: from cradle to maturity. J Alloys
Compd –:–

Moody KJ, Hutcheon ID, Grant PM () Nuclear
forensic analysis, st edn. CRC Press, Boca
Raton, FL

Nelms SN () Inductively coupled plasma mass
spectrometry handbook. Blackwell Publishing,
Oxford

Parrish RR, Thirlwall MF, Pickford C, Horstwood
M, Gerdes A, Anderson J, Coggon D ()

http://dx.doi.org/10.007/978-3-642-13271-1_2
http://dx.doi.org/10.007/978-3-642-13271-1_3
http://dx.doi.org/10.007/978-3-642-13271-1_4
http://dx.doi.org/10.007/978-3-642-13271-1_5
http://dx.doi.org/10.007/978-3-642-13271-1_15
http://dx.doi.org/10.007/978-3-642-13271-1_26
http://dx.doi.org/10.007/978-3-642-13271-1_26
http://dx.doi.org/10.007/978-3-642-13271-1_29


Particle Detectors Used in Isotope Ratio Mass Spectrometry  

Determination of U/U, U/U and ura-
nium concentration in urine using SF-ICP-MS
and MC-ICP-MS: an interlaboratory compari-
son. Health Phys :—

Parrish RR, Horstwood M, Arnason JG, Chenery
S, Brewer T, Lloyd NS, Carpenter DO ()
Depleted uranium contamination by inhalation
exposure and its detection after  years: impli-
cations for human health assessment. Sci Total
Environ :–

Ranebo Y, Hedberg PML,Whitehouse MJ, Ingeneri K,
Littmann S () Improved isotopic SIMS mea-
surements of uranium particles for nuclear safe-
guard purposes. J Anal At Spectrom :–

Richter S, Alonso A, Aregbe Y, Eykens R, Kehoe F,
Kühn H, Kivel N, Verbruggen A, Wellum R, Tay-
lor PDP () A new series of uranium isotope
reference materials for investigating the linearity
of secondary electron multipliers in isotope mass
spectrometry. Int J Mass Spectrom :—

Steier P, Golser R, Kutschera W, Priller A, Vockenhu-
ber C, Winkler S () VERA, an AMS facility
for “all” isotopes. Nucl Instrum Methods Phys
Res, Sect B –:–

Thirlwall M () Inappropriate tail corrections can
cause large inaccuracy in isotope ratio deter-
mination by MC-ICP-MS. J Anal At Spectrom
:–

Vanhaecke F, Balcaen L, Malinovsky D () Use
of single-collector and multi-collector ICP-mass
spectrometry for isotopic analysis. J Anal At
Spectrom :–

Weyer S, Schwieters JB () High precision Fe iso-
tope measurements with high mass resolution
MC-ICPMS. Int J Mass Spectrom :–

Weyer S, Anbar AD, Gerdes A, Gordon GW,
Algeo TJ, Boyle EA () Natural fractiona-
tion of U/U. Geochim Cosmochim Acta
:–





 Particle Detectors in
Materials Science
Xin Jiang ⋅Thorsten Staedler
University of Siegen, Siegen, Germany

 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Detector Application in Materials Science . . . . . . . . . . . . . . . . . . . . . 

 The Low-Temperature Synthesis of Diamond Films . . . . . . . . . . . . . . . 

 Structure Characterization: SEM, TEM, XRD, and Raman . . . . . . . . . . 

 Properties/Applications: Electron Field Emission . . . . . . . . . . . . . . . . 

 Material Development for Particle Detection . . . . . . . . . . . . . . . . . . . 

 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Cross-References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

C. Grupen, I. Buvat (eds.), Handbook of Particle Detection and Imaging,
DOI ./----_, © Springer-Verlag Berlin Heidelberg 



  Particle Detectors in Materials Science

Abstract: Particle detectors play a key role in today’s materials science. Being generally
based on the interaction of particles with matter they naturally form the foundation of any
analytical tool to derive information on the structure of materials. Therefore, advances in
particle detector technology are closely interrelated with improvements in instrumenta-
tion as well as an increased knowledge gain with respect to the corresponding interaction
underlying the method. Illustrated by an example of a chemical vapor deposition (CVD)-
based diamond synthesis process the correlation between particle detector technology and
the different stages of process and materials characterization will be shown.

 Introduction

From the earliest days of high energy physics in the s to the latest twenty-first century ini-
tiatives, the innovative ideas and technologies of particle physics have entered the mainstream
of society to transform the way we live. Selected examples illustrate a long and growing list of
beneficial practical applications with contributions from particle physics.

In order to develop advanced materials to support new technologies it is essential to have
detailed knowledge about the linear interrelationship between processing, structure, properties,
and performance of those materials. These terms represent the core of the scientific research
area known as materials science and engineering, whereby the terms “processing” and “perfor-
mance” are associatedwithmaterials engineering and the terms “structure” and “properties” fall
into the field of materials science. The key that allows gaining insight into individual compo-
nents of this interrelationship is the interaction of the item of interest with appropriate probes
such as electrons, ions, neutrons, and photons. In turn, the quantitative registration of the result-
ing interaction products along with a fundamental understanding of the nature of interaction
forms the basis of modern materials science (see > Fig. ).

With this in mind the importance of particle detectors with respect to the field of materi-
als science becomes quite obvious. The strength of each and every analytical tool with which
one strives to shed light on the structure as well as properties of the materials of interest is
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⊡ Fig. 

Particle detector technology does have a crucial impact on all stages of the materials

science and engineering chain
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directly related to the performance of its detector. In the following, we will try to show the
strong connection between particle detectors and materials science based on the example of
microwave-assisted growth of diamond by a chemical vapor deposition process (MW-CVD).
In particular, we will show fields of application of particle detectors in the area of gas-phase
diagnostics, electron microscopy, x-ray diffraction, and RAMAN spectroscopy.

 Detector Application in Materials Science

Before we go into detail about the individual analytical tools mentioned above and the parti-
cle detectors associated with them, we want to spend a few words about particle detectors in
materials science in general.

Particle detectors themselves are based on the interaction of the particles of interest with
detector material. Here the physical processes involved differ for particles that feature a charge
and those that do not. In the case of charged particles, it is almost exclusively their electromag-
netic interaction that is exploited for detection. If a charged particle passes throughmatter three
possible phenomena can be observed: Ionization, emission of Cherenkov light (Cherenkov and
Pavel ), and transition radiation (Allison et al. ). For particles that travel faster than the
phase velocity of light in amaterial where Cherenkov light is emitted, slower particles will cause
ionization. However, in case of inhomogeneous materials even slower particles might result in
the emission of Cherenkov light. This phenomenon is called transition radiation.

As for neutral particles we will restrict ourselves to neutrons and photons as these are the
ones that play an important practical role in materials science. Neutrons will typically interact
with the nuclei of the matter they permeate and hereby generate charged secondary particles.
Photons on the other hand feature three fundamental mechanismswith which they can interact
with matter depending on their energy, photo effect, Compton effect (Compton ), and pair
generation, respectively. For photons with energy below  keV the photo effect is the domi-
nating mechanism, around MeV the Compton effect is the prime one, and above MeV pair
generation becomes the most important interaction process.

In the following few paragraphs, some specific analytical tools of materials science are intro-
duced along with their associated particle detector technology. As already mentioned we will
illustrate this using the example of CVD-based diamond synthesis (see > Fig. ).

During the last decades, the research on diamond films has attracted the strongest atten-
tion of materials scientists. By virtue of its very strong chemical bonding, diamond features
extreme, unique, and diverse properties such as very high mechanical hardness, dielectric
strength, energy band gap, thermal conductivity, radiation resistance, corrosive resistance and
electrical resistivity as well as a very low thermal coefficient of expansion, and others. These
properties endow diamond with a large application potential (Field ; Angus and Hayman
; Yarbrough and Messier ; Wilks and Wilks ; Davis ; Pan and Kania ). A
typical application is the utilization of diamond in the context of cutting tools. With a thermal
conductivity of W/(cm○C), diamond is unparalleled as a thermal conductor. In addition its
high thermal conductivity suggests diamond as the ideal heat exchange material (heat sink and
heat spreader). Diamond has been applied as an electrically insulating thermal conductor for
various electronics applications. Recently, high-power laser diodes have also been mounted on
diamond in order to improve the performance and increase the output power of the diodes.
Very large integrated circuit (VLSI) andmultiple chip module (MCM) compacts also the use of
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⊡ Fig. 

Secondary-electron-based SEM image of a diamond film grown bymeans of a CVD-based

process

thick diamond films as heat spreaders to increase the packaging density (Eden ). Diamond
has the potential for both passive and active optical applications. Recently, it has been proposed
that CVD polycrystalline diamond film can be used as a very fast optical switch ( ps), due
to its low dielectric constant and high breakdown voltage (Baba et al. ; Yoneda et al. ).
Because of its high carrier mobility, breakdown field, saturation velocity, thermal conductivity,
and wide band gap, diamond is considered an ideal material for electronic devices that function
at high temperatures, voltages, power-levels, frequencies, and radiation environments.

 The Low-Temperature Synthesis of Diamond Films

Diamond is the crystalline form of carbon and it occurs in nature. The availability of natu-
ral diamond is limited and the purity of such diamond is not controllable, requiring efforts to
synthesize it in the laboratory.

The hot filament CVD (HF-CVD) method is the earliestmethod used for the growth of dia-
mond under low pressures, and is also themost popularmethod (see >Fig. ).Matsumoto et al.
() exploited a refractory metal filament (such as W) and heated it to a temperature above
, ○C, atwhich atomic hydrogen could be easily produced asH passed over the hot filament.
The simultaneous production of atomic hydrogen during hydrocarbon pyrolysis could enhance
the deposition of diamond. Diamond was deposited preferentially as graphite formation was
suppressed.As a result, the deposition rate of diamond increased to about mm/h,which proved
valuable for industrial manufacturing (Davis ). The simplicity and comparatively low capi-
tal and operating cost of hot-filament-assistedCVD havemade the method popular in industry
where it is imperative to minimize the price of synthetic diamond. A wide variety of refractory
materials have been used as filaments includingW,Ta, and Re.Carbide-forming refractorymet-
als must be first carburized before starting the deposition of diamond films. HF-CVD possesses
the ability to adjust to a wide variety of carbon sources such as methane, propane, ethane, and
other hydrocarbons. Even oxygen-containing hydrocarbons including acetone, ethanol, and
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⊡ Fig. 

Impression of a HF-CVD process (© Fraunhofer IST)

methanol can be applied. The addition of oxygen-containing species may widen the temper-
ature range within which diamond deposition can take place. In addition to the typical design
of HF-CVD, some modifications have been developed.

Besides HF-CVD, microwave plasma-assisted CVD (MW-CVD) is most frequently used.
The excitation frequency for microwave plasma CVD is typically .GHz. Microwave plasma
is unique in thatmicrowave frequency can oscillate electrons. High ionization fractions are gen-
erated as electrons collide with gas atoms andmolecules.Microwave plasma is often said to have
“hot” electrons and “cool” ions and neutrals. A typical microwave reactor is referred to in Davis
(). Microwaves enter into the reaction chamber from a proprietary antenna that converts a
rectangular WR microwave signal into a circular mode. The microwave proceeds through
a silica window into the plasma-enhanced CVD process chamber. The size of the luminous
plasma ball will increase with increasing microwave power. Diamond films have been grown
with the edge of the luminous plasma located about  cm higher than the substrate. The sub-
strate does not have to be in immediate contact with the luminous glow for diamond to grow
via microwave plasma. Uniform diamond films with diameters of up to  in. can be deposited
using this system.

To control the film growth processes many experimental conditions, most importantly the
process temperature, concentration, and pressure of reactive gases must be detected.

Even though one might argue that the research area of gas-phase diagnostics falls in the
materials engineering regime as it deals with tools to mainly study the synthesis process, we feel
that the techniques developed here have such a strong impact on materials science in general
that an inclusion is justified.

In order to identify and understand the gas-phase and gas–solid reaction mechanisms in
the CVD process, quantitative measurement of the concentrations of both free radical and
stable species in the gas phase is required. Various in situ diagnostic techniques are avail-
able for such studies. Optical spectroscopy is a widely used technique, but is typically only
specific with respect to a particular target species. Gas chromatography and mass spectrom-
etry feature the distinct advantages of being generic and being able to analyze several stable
species simultaneously. Especially the so-called molecular beam mass spectrometry (MBMS)
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(Hsu et al. ) that features minimal disturbance of the process environment is a very poten-
tial tool in the context of analyzing diamond synthesis processes and the one we want to focus
on in this chapter.

In general, there are two basic forms of electronmultipliers that are commonly used inmass
spectrometry as well as MBMS: the discrete-dynode electron multiplier and the continuous-
dynode electronmultiplier (often referred to as a channel electronmultiplier or CEM) (Heroux
and Hinteregger ). The working principle of both is analogical. The impact of a particle
on a dynode results in the emission of secondary electrons. Naturally the dynode material is
chosen in such a way that it features a high secondary electron emission coefficient such as
BeO orMg-O-Cs, respectively.The emission of three to five secondary electrons for an impact-
ing electron with an energy of about – eV is possible. Therefore, a series of dynodes in
a discrete-dynode electron multiplier with appropriate potential differences will lead to sig-
nificant signal amplification. A similar result can be achieved utilizing a continuous dynode.
Hsu and Tung () applied such a continuous-dynode electron multiplier to an MBMS in
the context of diamond synthesis and were able to detect radicals with sensitivity better than
 ppm.

As final part of the gas-phase diagnostic section we want to introduce a rather unique tech-
nique, which is tailored to detect hydrogen in the gas phase.The importance of the presence of
hydrogen for selecting diamond formation is widely accepted. Several possible roles within the
mechanism of diamond formation have been attributed to hydrogen. Hydrogen molecules are
supposed to prevent the formation of polycyclic aromatic hydrocarbons in the gas phase, which
otherwise lead to the deposition of nondiamond carbon phases. On the other hand, there are
several ways for atomic hydrogen, created by the activation of the gas atmosphere, to influence
the deposition process. H atoms may react with hydrocarbons, which together with molecu-
lar hydrogen usually constitute the source gas, to form hydrocarbon species like methyl, which
is key species in the process of diamond formation. By its ability to etch nondiamond carbon
phases at the growth front much faster than diamond and to create new growth sites, atomic
hydrogen may lead to the formation of thermodynamically metastable diamond as the only
phase. Furthermore, H atoms bonded to carbon on the surface may stabilize the sp bonds nec-
essary for diamond formation. The dependence of the atomic hydrogen concentration (cH) on
methane addition and filament temperature in a filament-assisted diamond deposition system
has been investigated using resonance-enhanced multiphoton ionization (REMPI) (Celii and
Butler ). Although this technique offers a good spatial resolution, a quantitative determi-
nation of H concentrations was not possible because of the lack of a calibration for the REMPI
signals. One can determine absoluteH concentration profiles at hot filaments under typical dia-
mond CVD conditions by a two-photon laser-induced fluorescence (LIF) method used earlier
for the detection of H atoms in low-pressure flames (Meier et al. ) (see also > Fig. ). The
applicability of LIF for different pressures,methane fractions, and varying filament temperature,
diameter, and material used in filament-assisted CVD of diamond is demonstrated by Meier
et al. () (> Fig. ). A detailed description of the experimental setup and the calibration of
the LIF signals is provided in Meier et al. (). The signal itself is detected by a photomulti-
plier, which will be introduced in more detail below. Radial temperature profiles, necessary for
the determination of calibration factors accounting for quenching and Doppler broadening of
the LIF signal, were estimated using a model introduced by Langmuir and coworkers for the
description of heat losses from hot filaments to the surrounding gas phase (Blodgett et al. ).
The temperature estimation includes a temperature drop at the filament over the first mean
free path of hydrogen molecules. This temperature drop depends on gas pressure and filament



Particle Detectors in Materials Science  

Dye
laser FD Raman shifter

Vacuum
chamber

PMComputer Computer

Gated
integrator

Transient
digitizer

Filter/mono-
chromator

Power
supply

Heated
filament

PD

Nd: YAG
laser

⊡ Fig. 

Schematic of the operation principle of laser-induced fluorescence

radius. In conclusion, the quantitative determination of cH using two-photon laser-induced flu-
orescence yields kinetic limitations for hydrogen dissociation under conditions of HF-CVD of
diamond.The deviation from thermal equilibrium is confirmed by subequilibrium values of cH
near the filament and the dependence of cH on filament geometry andmaterial. One has to note
that the presence of a substratewill change the concentration profiles.The presented results are,
however, in good agreement with values published by Harris and Weiner (). The effect of
methane addition on the measured H profiles can be attributed to the consumption of atomic
hydrogen by the hydrocarbon species in the gas phase, possibly in addition to surface effects
due to the reaction of methane with the filament.

 Structure Characterization: SEM, TEM, XRD, and Raman

In the following we will present the most common tools for materials analysis in the context
of diamond film characterization such as scanning electron microscopy (SEM), transmission
electron microscopy (TEM), x-ray diffraction (XRD), and Raman spectroscopy, respectively.
Special emphasis is given on the corresponding detector technology used.

The surface morphology of the deposited diamond films was analyzed by scanning electron
microscopy (SEM). SEM is probably one of themost common tools inmaterials science.Abeam
of high-energy electrons is scanned in a raster pattern over the sample of interest. The various
interaction products of this sample with the primary electron beam are in turn used to image
and/or characterize the sample surface. Among those interaction products that are widely used
are secondary electrons, backscattered electrons, and x-rays.

Secondary electrons are typically detected by a so-called Everhart–Thornley (ET) setup
(Everhart et al. ). This kind of detector usually combines a Faraday cage, a scintillator
element, a light guide, and a photomultiplier. Due to an appropriate charge on the Faraday
cage covering the scintillator element it is possible to collect the relatively slow (below  eV of
kinetic energy) secondary electrons. Light is emitted once the scintillator element is struck by
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the electrons. This, in turn, is channeled via a light guide to the photomultiplier for signal gain
(up to ∼ times).The photomultiplier itself consists of a photocathode followed by an electron
multiplier (described above). The photocathode, which is activated by the impinging photons,
emits, based on the photoelectric effect, electrons, which are multiplied. The advantage of the
ET setup is that only the Faraday cage and the scintillator element are needed in the vicinity of
the sample, whereas, the bulky photomultiplier can conveniently be placed outside of the sam-
ple chamber. However, the increasing demand for high resolution in SEM often results in very
small working distances. Here, the angular spectrum from which the ET setup would be able to
collect its signal is significantly blocked by the pole shoe of the final electron lens system. Alter-
native detection strategies for secondary electrons are necessary. The current path to solve this
issue is an in-lens solution. In this context, solid state annular detectors are utilized.This device
is essentially a disk-shaped silicon-based diode positioned inside the column of the SEM. For
an overview on semiconductor-based detectors see Spieler ().

In order to detect backscattered electrons three standard approaches can be found: An ET
setup with small shielding, a solid state (quadrant) annular detector, or a scintillator type of
backscattered electron detector. In the ET-based strategy, the Faraday cage is simply charged
in such a way as to deflect all incoming secondary electrons only allowing the more energetic
backscattered electrons to pass. This solution, however, turns out to be relatively inefficient as
typically only a very small dihedral angle is sampled.The annular detector is in case of backscat-
tered electron detection usually positioned above the sample in a doughnut-type arrangement.
Commonly quadrant annular detectors are used in this context as they offer aside from the ele-
mentary contrast imaging the option of topographical images if the signals are processed in an
asymmetricway. In-lens systems similar to those used in secondary electron detection exist also
for backscattered electron imaging. The design of a scintillator type of detector can be recog-
nized as very similar to the ET detector, except that it lacks the collection and accelerating fields
required to detect secondary electrons. Some scintillator types of backscattered electron detec-
tors have been constructed using single-crystal scintillators.Themost common scintillator type
is, however, the Robinson detector (Robinson ).This design uses a plastic scintillator mate-
rial to both produce the light and channel it to the external photomultiplier. The advantage of
this design is that the collection surface can be made quite large, fairly economically.

The characteristic x-ray radiation emitted by the sample surface during SEM operation can
be exploited to deduce the local elemental composition.The radiation can be tracked either in an
energy-dispersive (energy-dispersive x-ray spectroscopy (EDX)) or in a wavelength-dispersive
(wavelength-dispersive x-ray spectroscopy (WDX)) manner. In principle, two main solid state
layouts are used to detect the photons in this context: Si(Li) as well as silicon drift detectors
(SDD) (Lechner et al. ), respectively. A Si(Li) detector is a cylindrical Si crystal (–mm
thick) that has been drifted with Lithium.The x-ray photons are absorbed in the central volume
of the crystal and result in the generation of electron–hole pairs and an according current. To
reduce the noise level the Si(Li) detectors need significant cooling that is typically realized by
liquid nitrogen. For this reason appropriate windows have to be used to separate the cryostat
with detector unit from the SEM chamber. Earlier such windows have been produced from
beryllium. Current solutions utilize polymer foils that feature a thickness of about nm (so-
called super ultra thin windows (SUTW)). SDDs, on the other hand, are based on Si wafers and
are therefore much thinner compared to Si(Li) detectors. The main characteristic of a SDD is
its transversal field generated by a series of ring electrodes.This setup, which is imported from
particle physics, forces the generated charges to drift to a small central collection electrode and
allows for significantly higher count rates. Additionally, SDDs, based on their smaller volume,
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⊡ Fig. 

Scanning electron image obtained from a heteroepitaxial diamond film with a thickness of

about µm

naturally feature smaller stray currents and, in turn, smaller noise. Therefore, it is sufficient
to cool these detectors only by Peltier elements. Their size along with faster data acquisition,
a cost-efficient production, and inexpensive cooling are strong arguments for this technology
that starts to replace Si(Li) on many occasions.

> Figure  shows the ET-based secondary electron SEM surface image of a μm thick
film. Crystallites with lateral sizes of about  × μm with well-developed () surfaces are
demonstrated. The substrate orientation is indicated in the figure. Nearly all crystal edges are
aligned parallel to each other. Some of the crystals have grown together without perceptible
grain boundaries. Most of the crystallites show () surfaces parallel to the substrate, and a
few of them are slightly tilted toward the substrate surface.

Another electron-based microscopy technology heavily used in materials science is trans-
mission electron microscopy (TEM). Owing to its superior performance of high-resolution
imaging as well as nanoprobe analysis TEM has attractedmuch attention. Imaging strategies in
TEM are entirely different compared to SEM. In TEMphoto-films, television cameras, imaging
plates as well as slow-scan charge-coupled device cameras are used to record the information. In
this article, we will focus on the latter two as these have a relatively close relationship to particle
detectors.

The imaging plate was originally developed as recording device in the context of x-ray imag-
ing. The working principle of plates designed for x-rays and those for electrons in a TEM are
very similar. It is based on the trapping of electrons and holes, which are generated by imping-
ing electrons, at defect positions and the Eu+ doped in the halide phosphor [BaF(Br, I):Eu+]
powder, respectively. Later this information is read out by a laser that releases the electrons
which upon recombination with the holes generates light, which in turn is amplified by a pho-
tomultiplier. The operation principle of a slow-scan charge-coupled device (CCD) camera is
based on the conversion of incident electrons into light by a YAG (yttrium–aluminum garnet:
YO ⋅ AlO) scintillator. The light is transferred through a fiber optics plate to the CCD
where it is converted at a photoactive region (epitaxial layer of silicon) to an electric charge
that is temporarily stored in each channel. The charge is then sequentially transferred to the
neighboring pixel and finally read out.
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⊡ Fig. 

High-resolution TEM image of a diamond/Si interface

TheHREM observation shown in > Fig. was carried out at  keV with a point-to-point
resolution of .Å. The HREM images of interface areas were typically taken along the Si []
direction, showing the interface parallel to the silicon () plane. For nearly every diamond
crystal observed, planar defects (which are predominantly microtwins and stacking faults on
{} planes) were found extending from the diamond–silicon interface. The figure shown here
is an image of an epitaxial diamond–silicon interface, obtained in the usual [] projection.
Orientation of the lattice fringes exhibits the [] parallel epitaxial relationship between dia-
mond and silicon. Because the ratio of the lattice constants of diamond and silicon is close to
., a nearly perfect -to- correspondence (.% mismatch) of lattice spacings is seen at the
interface. Every three Si {} fringes are matched with four diamond {} fringes (marked by
arrows). Individual ○ interface misfit dislocations for every third () atomic plane, with a
spacing of two such dislocations of about  Å, can be clearly identified.The presented results are
reproducible for all of the epitaxially oriented diamond grains observed, and they give strong
evidence that diamond crystals can be epitaxially grown directly on silicon. Therefore, a thin
epitaxial SiC intermediate layer is found to be unnecessary for the epitaxy.

Besides the electron-based techniques, photons are heavily used to get information on the
structure of films. In this context x-ray diffraction (XRD) is most likely the most common
technique to analyze the atomic structure of a (crystalline) material. Aside from the already
mentioned Si(Li) detectors, SDDs, and photo plates, the diffracted beam of x-ray photons in
most of the commercial diffractometers is analyzed by Geiger counters. These detectors are
based on the ionization of a gas. An x-ray photon that enters a cylinder (representing the cath-
ode) containing a gas (usually helium, argon, or neon with halogens added) ionizes it forming
ions and electrons. The latter are accelerated toward the anode (a wire in the center of the
cylinder) causing further ionization along their trajectories. This phenomenon known under
the term of Townsend avalanche is electrically detected and counted.
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⊡ Fig. 

{} pole figure of an epitaxial diamond film

> Figure  shows a {} diamond pole figure, generatedby a standard x-ray diffractionmea-
surement under reflection geometry, of an epitaxial diamond film. The four {} peaks clearly
dominate the diagram.

Another photon-based tool that allows getting an insight into the bonding structure of the
diamond films is Raman spectroscopy. As carbon bonds are typically very Raman active, Raman
spectroscopy is an ideal tool to study diamond. The basic idea is to excite bond or molecu-
lar vibrations via electromagnetic radiation. When irradiating material with electromagnetic
radiation of a single frequency, the light will be scattered elastically as well as inelastically. In
Raman spectroscopy, one is interested in the inelastically scattered portion as it contains infor-
mation about the bond structure of thematerial under study. In dispersiveRaman spectroscopy,
the scattered light is usually analyzed with a CCD detector (see above) after being wavelength
separated by a diffraction grating.

Micro-Raman spectroscopy was applied to obtain information on the phase purity and to
determine the in-plane crystallographic orientation of the diamond crystallites relative to the
Si substrate.The laser beamwas focused on the samples with a spot size of approximately μm
in diameter. By varying the pole angle (○< χ<○) and the azimuthal angle φ (○<φ< ○),
the sample can be rotated relative to the scattering wave vector. The Raman intensities (peak
areas) of both the silicon and the diamond line were measured with parallel polarization of
incident and scattered light while rotating the sample under the microscope. The results are
shown in > Fig. .The Si intensity shows a behavior expected from the selection rules of Raman
backscattering from a () surface of a system with diamond crystal structure (Loudon ).
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Linear plot of the Raman intensities of diamond (closed dots) and the underlying silicon

(open dots) as a function of the azimuth angle φ. φ =  denotes scattering geometry

(,). The solid curves give the calculated I ≈ I ⋅ cos φ

 Properties/Applications: Electron Field Emission

Diamond can possess a negative electron affinity (NEA) surface that allows its surface to emit
electrons under low electric field. Comparing with the complicated and costly process of fab-
ricating metal or semiconductor sharp microtips to provide geometric field enhancement,
diamond films can show a planar electron emission property at low electric field and be man-
ufactured cheaply (Geis et al. ; Zhirnov et al. ; Zhirnov and Hern ). Here we
describe that strong electron emission at low applied fields is obtained from nanocrystalline
diamond films.

Nanocrystalline diamond films were prepared by MWPACVD method assisted by a con-
tinuous ion bombardment. During this process, ion bombardment of different energies was
induced by applying a negative bias voltage from V to −V on the substrate relative to the
grounded vacuum chamber. Scanning electron microscopy and Raman spectroscopy indicated
the nanometer structure of the films. The grain size of nanocrystalline diamond films can be
modified by means of changing the energy of the bombarding ions. The results suggested that
low-field electron emission and high emission current can be obtained from the films consisting
of nano-sized diamond grains.

Field emission experiments were performed at a pressure of − Torr. Sputtered indium–
tin-oxide (ITO) glass was used as the anode. The anode–cathode spacing was approximately
μm.

> Figure  shows the typical current–voltage (I–V) curve from the emissions of diamond
films deposited at various biases. To the film deposited at −V (grain size:  nm), the
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(a) Schematics of an experimental setup to acquire field-emission properties of a film

material (anode: ITO- and ZnS-coated quartz glass; base and working pressure of  × − Pa

and  × − Pa, respectively). (b) The corresponding I–V curves of diamond films deposited

at different bias voltages

emission current density increased rapidly at an applied voltage of about V/μm and reached
.mA/cm at V/μm. To the samples deposited at V (grain size: .μm), the emission
characteristics shifted to the high-voltage region, the current increased clearly at V/μm, and
reached .mA/cm at V/μm.To the ()-textured film deposited at−V, there is no clear
increase in emission current when increasing the applied voltage to V/μm.The results show
that nanocrystalline diamond films are advantageous for obtaining high emission current and
low emission threshold.

The nanocrystalline diamond films with high grain boundary density can providemore effi-
cient emission sites and electron sources, which present the properties of high emission current
and low-field electron emission.

The results indicate that the nanocrystalline film deposition at −V bias voltage has char-
acteristics of low-field electron emission and high emission current, which can be attributed to
the high grain boundary density of nanocrystalline diamond films.



  Particle Detectors in Materials Science

 Material Development for Particle Detection

As already mentioned, due to its outstanding properties, diamond can be used for develop-
ing many electronic devices for application in very stringent conditions. Actually, one of such
applications even falls into the field of radiation and high-energy particle detection. As an exam-
ple, radiation-hard diamond-based neutron detectors are being tested in fusion experiments
where conventional solid state detectors cannot be employed due to extremely high radia-
tion fluxes causing irreversible detector damage. Based on its high reliability, the most widely
used technique to produce such devices probably is chemical vapor deposition (CVD). Great
effort is now being devoted in many laboratories to the growth of both synthetic single-crystal
diamond and homoepitaxial diamond films showing very promising performance of single-
crystal diamond-based devices as α-particle and neutron detectors. Resolutions as low as .%
and .% were reported as the best results obtained for α-particle and for neutron detection,
respectively (Balducci et al. ).

 Conclusions

In this chapter, we tried to show the striking affinity of particle detector science to materi-
als science and engineering. Illustrated by the example of a chemical-vapor-deposition-based
diamond deposition process, some of the accompanying particle detector technology was pre-
sented for all of the four aspects of materials science and engineering such as process, structure,
properties, and performance. In retrospective, most of the crucial developments in materials
science have been strongly correlated with appropriate advances in the corresponding parti-
cle detector technology being utilized. In the last section, we also hinted at the fact, that, of
course, progress in materials science and engineering can also lead to improved designs and
performance of particle detectors.This is not surprising as both research fields are based on the
understanding of interaction mechanisms between particles and matter. Advances in one area
typically will lead to progress in the other and vice versa.

 Cross-References

> Chapter , “Interactions of Particles and Radiation with Matter”
> Chapter , “Electronics Part I”
> Chapter , “Gaseous Detectors”
> Chapter , “Photon Detectors”
> Chapter , “Scintillation Counters”
> Chapter , “New Solid State Detectors”
> Chapter , “Neutron Detection”

References

Allison WWM, Wright PRS () The physics of
charged particle identification. In: Ferbel T
(ed) Experimental techniques in nuclear and
particle physics. World Scientific, Singapore

(reprinted from: Bock RK (ed) () For-
mulae and methods in experimental data
evaluation. European Physical Society,
Geneva)

http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_2
http://dx.doi.org/10.007/978-3-642-13271-1_11
http://dx.doi.org/10.007/978-3-642-13271-1_13
http://dx.doi.org/10.007/978-3-642-13271-1_15
http://dx.doi.org/10.007/978-3-642-13271-1_21
http://dx.doi.org/10.007/978-3-642-13271-1_31


Particle Detectors in Materials Science  

Angus JC, Hayman CC () Low-pressure,
metastable growth of diamond and
“diamondlike” phases. Science :

Baba K, Aikawa Y, Shohata N, Yoneda H, Ueda K-I
() Photoconductive switch with CVD dia-
mond films by ultraviolet light pulse. NEC Res
Dev ():

Balducci A, Marinelli M, Milani E, Morgada ME,
Pucella G, Tucciarone A, Verona-Rinati G,
Angelone M, Pillon M () Synthesis and
characterization of a single-crystal chemical-
vapor-deposition diamond particle detector.
Appl Phys Lett :

Blodgett KB, Langmuir I () Accommodation coef-
ficient of hydrogen: a sensitive detector of surface
films. Phys Rev :, and references therein

Celii FG, Butler JE () Hydrogen atom detec-
tion in the filament-assisted diamond deposition
environment. Appl Phys Lett :

Cherenkov PA () Visible emission of clean liq-
uids by action of γ radiation. Dokl Akad Nauk
SSSR :. Reprinted in Selected Papers of
Soviet Physicists () Usp Fiz Nauk :.
V sbornike: Pavel Alekseyevich Čerenkov: Che-
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Abstract: The classical research neutron sources are fission reactors. They have reached
their technical limits as far as neutron flux is concerned. But there is an alternative way
with many advantages: spallation. The emphasis in this context is on pulsed operation,
which is easily achieved with spallation as being accelerator-driven. The extension of neu-
tron scattering to fields not covered with reactors is discussed as well as the utilization of
spallation neutrons for other fields such as nuclear waste transmutation and future power
reactors.

 Introduction: Fission Versus Spallation

Induced by high-energetic particles, spallation denotes a nuclear reaction, which results in a
more or less complete disintegration of the involved nuclei. The reaction has long been known
by cosmic-ray physicists, who observed it in nuclear emulsions exposed in high altitudes. In
, E.O. Lawrence observed the reaction in the laboratory by bombarding uranium targets
with neutrons of MeV (quoted inCrandall andMillburn ()).Themost practicalmeans of
triggering the spallation reaction is by using high-energy protons from accelerators.The salient
feature of the reaction is the release of – among other reaction products – a large number of
neutrons, which makes it more than competitive with fission reactors.

In both fission and spallation the primary fast neutrons have energies of at least a few
MeV, which are useless for neutron scattering. Neutrons useful for the latter are called slow,
in particular thermal. In reactor physics, the term thermal is used to distinguish these neutrons,
which sustain the nuclear chain reaction, from the fast fission neutrons. Thermal neutrons are
in thermal equilibrium with an adequate slowing-down medium (moderator) like graphite,
HO, or DO at ambient temperature (E = kBT ≅ . eV). In neutron scattering studies
of condensedmatter and biologically relevant substances, thermal neutrons are a nearly unique
tool, because their energies are comparable to excitations in these materials, and their wave-
lengths are comparable to interatomic distances according to the de Broglie formula λ = h/p =
h/
√

mE, which relates a particle property (momentum p) to a wave property (wavelength λ)
via Planck’s constant h. For practical work it is convenient to use the numerical expression
λ[nm] = ./

√

E[eV], where the neutron energy has to be inserted in units of electron
volts giving the neutron wavelength in units of nanometers. For example, for E ≅ . eV, we
obtain a wavelength of . nm, which is of the order of interatomic distances. Needless to say
that these wavelengths render thermal neutrons at least as useful for structure determination
as X-rays, because neutrons easily penetrate high-Z materials or large bulk samples. Moreover,
due to the perfectmatch of the energy of thermal neutrons to the dynamics of condensedmatter,
energy transfers during a scattering event can easily be resolved.

. The Fission Reactor

In a fission reactor a thermal neutron is captured by a uranium (U) nucleus, which
entails the splitting into two in general unequal nuclei and the release of – (fast) MeV
neutrons. The exact number depends on the particular fission fragments of a reaction. On
average about . neutrons are emitted per fission. These fast neutrons now have in turn to
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be slowed down by an appropriate moderator medium. If HO or DO is used as a moder-
ator, the medium serves as a reactor coolant at the same time as well. Now, obviously, there
are more neutrons produced than needed to sustain the controlled chain reaction. The sur-
plus of about . neutrons is exactly what makes the fission reactor a powerful source of useful
neutrons.

. Source Strength S

The source strength S is an important quantity in the present context and can be estimated by
the following consideration. An energy of about MeV per fission is released by Coulomb
repulsion of the fission fragments. At least one neutron out of the abovementioned . neutrons
is not needed to sustain the chain reaction.Then the number of available neutrons permegawatt
of reactor power can be calculated according to the expression

S (n/s/MW) = Reactor power/energy per fission = Fissions/second
=̂ Available neutrons/s/MW.

Using the unit conversion relation  eV = . × − J we obtain for a reactor power of MW

S (n/s/MW) = ( ×  J/s)/(. × − J/fission) ≅ . ×  fissions/s
=̂ . ×  n/s/MW. ()

This result will be used in the discussion on technical limits of fission reactors and the prospects
of spallation neutron sources based on their respective achievable source strengths. Enhancing
the source strength had been and is the major aim in reactor as well as in advanced neutron
source development (> Sects.  and > ).

. Early Reactor Development

For the purpose of elaborating on the possibilities and limits of reactor neutron source devel-
opments, it is interesting to take a look at the history of fission reactors and their use as a
research tool. Only  years after Chadwick’s identification of the neutron in , the first
controlled nuclear chain reaction had been put in operation by Fermi in Chicago. Immedi-
ately afterward a remarkably rapid development of research reactor performance took place.
The central aim of this achievement was to increase the thermal neutron flux, mathematically
defined as Φ(r) =

∫∫

n(r,Ω, E) v(E) dΩ dE = n(r)vth, where n(r) is the number density of
neutrons at position r inside the moderator and vth ≈ ,m/s the (average) thermal neutron
velocity.

In less than  years the flux had been increased by three orders of magnitude. At the top of
the list rank reactors like the High Flux Beam Reactor (HFBR) in Brookhaven (New York State,
MW), the High Flux Isotope Reactor (HFIR) in Oak Ridge (Tennessee, MW), and the
High Flux Reactor of the Institut Laue–Langevin (ILL) in Grenoble, MW, all with thermal
neutron fluxes Φ of the order of  neutrons/(cm s) (> Table ). Interestingly, this develop-
ment reached an end with the ILL reactor. A very ambitious project to increase the flux further
by a factor of – had been started at Oak Ridge. This Advanced Neutron Source (ANS) called
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⊡ Table 

Examples of the development of research reactors

First Average thermal Average power Thermal flux

criticality power (MW) density (MW/l) Φ (n cm− s−)
Graphite reactor (Oak
Ridge)

  .  × 

FRMa (Garching, “Atom-Ei”)   .  × 

FRJ-a (Jülich)
(decommissioned in )

  .  × 

  .  × 

HFR (ILL Grenoble)    . × 

ANS (Oak Ridge) (project
canceled in )

–   . × 

FRM II (Garching)    . × 

aFRM = Forschungsreaktor München, FRJ- = Forschungsreaktor Jülich 

MWproject had been canceled after  years of development in  –mostly for budgetary
reasons.

. Technical Limitations

It should be pointed out that the enhancement of neutron fluxes was only possible by both
increasing the U enrichment (up to %) and reducing the reactor core size, in other words
by increasing the number of fissions per unit volume. This is equivalent with a large increase
in power density and thermo-hydraulic requirements. A limit in cooling capability seemed to
have been reached with the average power density of .MW/l and MW/l at the hot spot of
the (single) fuel element reactor core of the ILL reactor.

It is now well established that power densities in reactor cores cannot substantially be
increased without unwanted and impracticable consequences, such as liquid-sodium cooling.
Moreover, the service time of reactor vessel components like beam-tube noses or cold sources
(vessels next to the core containing cryogenic fluids like liquid hydrogen for producing sub-
thermal neutrons) would become intolerably short due to radiation damage. Experience with
the HFR in Grenoble shows that these service times are of the order of  years. Ten times higher
fluxes would result in impracticable service times under one year.

 Neutron Sources: Why Not Pulsed?

Regarding these arguments, we may ask, whether high-flux reactors have already reached a
fundamental limit. This were certainly the case, if we expected a flux increase by another order
of magnitude like the one observed in reactor development since the s (> Table ). An
enhancement by a factor of  over the ILL reactor with the ANS would have been only possible
by a power increase to MWwith a simultaneous increase of the average power density by a
factor of  compared to the HFR in Grenoble.
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. The Two Essentials in Neutron Scattering: Single-Crystal
and Time-of-Flight Techniques

If we accept that steady state reactors have more or less reached their technical limits, how can
progress for neutron scattering be obtained otherwise?The answer is obvious from a closer look
at the methods of neutron scattering (see also > Chap. , “The Use of Neutron Technology
in Archaeological and Cultural Heritage Research”). Investigation of structure and dynamics
of materials with neutrons require the monochromatization of the inherently polychromatic
radiation.The two standardmethods, i.e.,monochromatizing neutrons byBragg reflection from
single-crystal and/or the time-of-flight technique, only use a minute fraction (− to −) of
the source flux.

Time-of-flight spectroscopy inefficiently utilizes the continuous reactor flux for two rea-
sons, because it requires a pulsed and monochromatic beam. Typically, the neutron beam is
chopped at a rate of the order of Hz into pulses of .ms duration. In other words, % of
the available neutrons are wasted. Spectrometers and diffractometers based on monochromati-
zation by Bragg reflection use a comparatively narrow fraction of the polychromatic radiation,
too. Time-of-flight techniques with pulsed source operation at the same average power can
yield gain factors of the order of the ratio of peak-to-average flux (> Sect. ..). With crystal
techniques, even higher-order Bragg reflections can be utilized, because they become distin-
guishable by their time of flight. In other words, the peak flux will be usable between pulses as
well. The latter is particularly true for time-of-flight diffractometry (> Sect. .). So, the task is
to put these % of wasted neutrons into the opening time of the chopper, in other words, to
run the reactor in a pulsed mode. Thereby for equal average reactor power the flux during the
pulse could surpass the average flux by a factor of .

. Pulsed Reactors or What Else?

A condition for a pulsed source to be superior to a continuous source is that the product of the
pulsed source peak flux Φpk times its repetition rate frep is large compared to the product of the
steady state source Φst times the typical slot opening rate fch of a chopper, i.e.,

Φpk ⋅ frep ≫ Φst ⋅ fch . ()

Demanding, for example, a pulsed source peak flux of  times the flux of the ILL reactor
and a repetition rate of , say, the condition > for a generic Hz chopper instrument at the
ILL, reads  × ≫  × . In other words, this hypothetical pulsed source outperforms
the reactor by a factor of .

Now,which types of pulsed sources of sufficient source strengths are available?Various types
of pulsed thermal reactors have been built in the past, the most famous thereof are the TRIGA
reactors. They reach thermal peak fluxes of up to several  cm− s−, but do not fulfill the
requirements of modern research reactors due to their inherent extremely low repetition rate
of only a few pulses per hour. But there is the famous high-flux pulsed reactor IBR- in Dubna
(Russia), a successful but unique example of that technique. It has an average thermal power
of only MW, is operated at Hz with a pulse duration of about μs, and reaches a thermal
peak flux of  ×  cm− s− (> Table  and > Fig. ).

The “high” repetition rate of the IBR- compared to TRIGA reactors is only possible due to
periodically running through a prompt supercritical configuration (in IBR- a moving reflec-
tor). But therefore the external control mechanisms (absorbers) of the continuously operating

http://dx.doi.org/10.007/978-3-642-13271-1_33
http://dx.doi.org/10.007/978-3-642-13271-1_33
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reactors will not work. The power excursion must be limited by inherent mechanisms, e.g., by
the temperature rise of the fuel. From this point of view, it is immediately obvious that not any
desired pulse structure, i.e., a much higher pulse repetition rate and shorter pulse duration will
be realizable.

 Spallation: The Future for Rapidly Pulsed Neutron
Sources

Although it may be unlikely in reality (and never happened at the IBR-), malfunctions of
the necessarily mechanical insertion of excess reactivity (rotating parts of the IBR- reflector)
may lead to substantial damage of the reactor core with the related environmental hazards.
So, rapid cycling (Hz or more) reactors do not present the desired solution. The exploita-
tion of the spallation reaction has meanwhile proven its potential as the neutron source of the
future (> Sect. .). And, importantly, accelerator-driven spallation sources are inherently safe,
because no critical configuration is needed for the neutron production. Since the proton-driven
reaction can only be sustained by external energy supply, it ceases with the shutdown of the
ion (proton) source.Therefore, a spallation neutron source can be brought into an immediately
safe condition within a few milliseconds. Moreover, neutron generation by protons enables the
virtually unlimited tailoring of pulse structures, i.e., pulse durations from milliseconds down to
below μs and pulse repetition rates basically unfeasible with mechanical devices. This flex-
ibility even enables the feeding of more than one target with a single accelerator. The future
extension to a second target station is the major advantage of all existing or planned spallation
sources (> Sect. ..).

. The Spallation Reaction

For kinetic energies above about MeV, protons cause a reaction in atomic nuclei, which
leads to a release of a large number of neutrons, protons, mesons (if the proton energy is above
MeV), nuclear fragments, and γ radiation. The spallation reaction is a two-stage process,
which can be distinguished by the spatial and spectral distribution of the emitted neutrons.This
is depicted schematically in > Fig. .

In stage , the primary proton knocks on a nucleon, which in turn knocks on another
nucleon of the same nucleus (intra-nuclear cascade) or of a different nucleus (internuclear cas-
cade). With increasing energy of the primary particle the nucleons kicked out of the nuclei will
for kinematic reasons (transformation from center-of-mass to laboratory system) be emitted
into decreasing solid angles around forward direction. The energy distribution of the cascade
particles extends up to the primary proton energy (> Fig. ). After emission of the cascade par-
ticles the nuclei are in a highly excited state, the energy of which is released in stage  mainly
by evaporation of neutrons, protons, deuterons, α particles, and heavier fragments as well as
γ radiation. Depending on the particular evaporation reaction course, different radioactive
nuclei remain.The evaporation neutrons are isotropically emitted.They are the primary source
neutrons, in which we are interested in the present context. The spectrum of the evaporation
neutrons is very similar to that of nuclear fission and has a maximum at about MeV (> Fig. ).
This is the very reason why we can utilize the spallation neutrons as with a fission reactor.
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Spallation
Intra-nuclear
cascade

Inter-nuclear
cascade

Highly excited
nucleus

Pb

e.g., 1 GeV

Fast
protons p+

Evaporation

Cascade
particle(s)

⊡ Fig. 

The spallation reaction

.. Total Neutron Yield

The neutron yield had been calculated numerically by a Monte Carlo high-energy transport
code system,which treats the processes during the intra-nuclear cascade and the entailing evap-
oration of neutrons (Prael and Lichtenstein ). Experimentally, the total yield of evaporation
neutrons emitted from the target surface had been determined for several target materials, tar-
get geometries, and proton energies (Bartholomew and Tunnicliffe ). Examples of these
data are shown in > Fig. .

The data of > Fig.  can be described by the following approximate empirical expression
(Carpenter )

Y = . × (A+ ) × (E − E) [neutrons/proton] , ()

where A is the mass number of the target material (A > , except U), E is the proton energy
(.GeV ≤ E ≤ .GeV), and E = .GeV. For uranium, which releases neutrons by fission
as well, the total yield is described by Y =  × E. Neutron yields depend on target size and are
somewhat larger for larger targets.The total number N of neutrons emitted per second, e.g., for
a  cm long, . cm diameter lead target is given by

NPb
= .×  × I [mA] × (E [GeV] − .) , ()

where I denotes the proton current in units of milliamperes.The offset E in > Eq.  expresses
the fact that for A <  and proton energies below E no spallation reactions take place.
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.. Spectral Distribution

The spectra of neutrons emerging from lead targets for proton energies of MeV and
MeV have beenmeasured and are shown in > Fig.  (Raupp F, Cierjacks S, Hino Y, Buth L,
Howe SD , unpublised). The spectra clearly consist of two components, the evaporation
components with maxima around a fewMeV and the cascade components extending up to the
energy of the incident protons.The evaporation spectrum is very similar to the fission spectrum
of a reactor, which is the very reason for making spallation competitive to reactors at all. The
cascade component on the other hand, although containing only –% of the total fast neutrons
generated, entails particular shielding requirements for the target stations.

.. Source Distribution, Proton Mean Free Path, and Range

Neutron production inside the target is exponentially decreasing over a distance comparable to
the effective range of protons in the particular target material with a build-up zone at the target
front end (> Fig. ) (Filges et al. ). The exponential decay constant is the mean free path
Λ for collisions of high-energy nucleons, which can be estimated from the total inelastic cross
section as given by the following expression (Ashmore et al. ):

σinel = .πA/
[mbarn/nucleus] . ()
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Differential spectrumof neutrons emitted at ○ and ○, respectively, from the first  cm of

a  cm diameter lead target for incident proton energies of MeV and MeV,

respectively (Raupp F, Cierjacks S, Hino Y, Buth L, Howe SD , unpublised)

Theprotonmean free path is then given with > Eq.  as the inversemacroscopic cross section Σ

Λ = Σ− = (n ⋅ σ)− = . [g/cm
]A/ρ−, ()

where n is the number density and ρ the mass density of the target material. Differential neu-
tron production P′(z) along the target axis z is therefore written approximately as P′(z) =
P′() exp(−Σ ⋅ z).The effective proton range R(E) can be expressed by the following empirical
relationship (Carpenter ):

R (E) =  [g/cm
] × ρ− × Z.

× (E[GeV] − .). , for Z >  and
.GeV ≤ E ≤ GeV .
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Calculated axial leakage distributions of fast neutrons from a lead-reflectedmercury target

compared to water-cooled tantalum and tungsten targets, respectively (Filges et al. )

.. Heat Deposition

Heat is deposited within the target partly directly by ionization due to primary protons and
partly by spallation products. Specific ionization losses dE/dS [MeV/(g cm−)] of charged par-
ticles are steeply decreasing with increasing kinetic energy and exhibit a flat minimum at an
energy of about twice the rest mass of the particle (Jackson ).This is in favor of using a pro-
ton energy of the order of a few GeV (> Fig. ). Other considerations show that an energy of
–.GeV is sufficient (> Sect. ..). Examples of heat deposition in lead and depleted uranium
targets are shown in > Fig. .

Monte Carlo calculations (R.D. Neef, , private communication) have shown that the
heat deposition is, except for a build-up zone at the target front end, exponentially decreasing
with the same mean free path as given above (> Fig. ).

Concluding, some useful physical and neutronic data of possible target materials are
complied in > Table .

. Technical Details of a Pulsed Spallation Source

The generic spallation neutron source consists of three major components, the proton acceler-
ator, the target, and the moderators. For reasons discussed in > Sects.  and > , all spalla-
tion sources but one are pulsed. Based on arguments like relation > one might wish to get the
highest possible thermal-neutron peak flux at the highest possible repetition rate for a given
time-average flux. However, the highest peak flux is not simply proportional to the highest pro-
ton pulse current, but rather determined by the physics of neutron slowing down and diffusion
in moderators (> Sect. ..).
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⊡ Table 

Some useful physical and neutronic data of possible target materials (atomic number, Z;

atomic mass, A; density, ρ; melting temperature, TM; boiling temperature, TB; proton mean

free path, Λ; proton range, R; total neutron yield, Y)

Ta W Hg Tl Pb Bi Th U

Z        

A . . . . . . . .

ρ(g/cm) . . . . . . . .

TM(○C) , , −.    , ,

TB(○C) , ,  , , , , ,

Λ (cm) . . . . . . . .

R(E) (cm) . GeV . . . .  . . .
 GeV . . . . . . . .
. GeV  .  . . . . .

Y(E) (n/p) . GeV . . . . . . . .
 GeV . . . .  . . 
. GeV . . .  . . . .

.. The Accelerator

If proton pulse durations in the microsecond range are demanded, the accelerator (> Chap. ,
“Accelerators for Particle Physics”) will be a complex multicomponent machine. With the
present technology (i.e., proton induction accelerators excluded) the three main components
of a high-power machine are () a high-current ion source, () a linear accelerator (“linac”),
actually composed of three major parts, and () finally followed by one or more accumulator
ring(s), which will compress the usually millisecond long linac pulses to the desired final dura-
tion. In addition, there are nontrivial transport lines between the different components as well
as to the target. Before we will describe the machine in detail below, reasonable values for the
proton energy and the current have to be selected.

Choice of Proton Energy
Since the fast-neutron yield rises linearly with the energy of the incident protons (> Eq.  and
> Fig. ), it seems at a first glance obvious to use the highest possible energy, whereby the
lowest ion currents could be used for a given beam power. The latter is important, because
high-current ion sources are still a challenge for high-power accelerators, in particular when
H−-ion sources are needed for injection into compressor rings to get very short proton
pulses (see below). However, to utilize the highest proton energies would be a valid argument
only, if the investment and operation costs of the respective accelerator were to increase less
than linear. Moreover, due to the offset E = .GeV in > Eq. , the neutron yield per MW of
beam power levels off as shown in > Fig. . This experimental verification of the mathematical
consequences of > Eq.  sets a natural limit to the design parameters energy and current of the
accelerator. From > Fig. , it is clear that choosing proton energies beyond –.GeV does not
really gain much in total neutron yield. Actually, the three major spallation sources use or plan
to use energies between . and .GeV (> Table ).

http://dx.doi.org/10.007/978-3-642-13271-1_7
http://dx.doi.org/10.007/978-3-642-13271-1_7
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Calculated total fast-neutron production rate perMW of proton beampower as a function of

energy. The line is a guide to the eye. Data points from Pynn et al. ()

Proton-Current Requirements: A Source-Strength Estimate
Typical target dimensions are very similar to the compact core of a modern research reactor
(FRM II:  cm outer diameter,  cm long annulus). The spectrum of the emitted fast-
evaporation neutrons is quite similar as well. It can therefore reasonably be assumed that a
comparable number of primary neutrons have to be generated in targets in order to obtain
comparable thermal fluxes in a water moderator placed next to the target (> Fig. ). So, how
many protons per unit time have to be injected into, e.g., a lead target ( neutrons per pro-
ton of  GeV) in order to obtain a thermal neutron flux comparable to the steady state flux of
the ILL reactor? Using relation >  one calculates for the MW ILL reactor a neutron source
strength of about  ×  n/s, which yields (× n/s)/(n/p) =  p/s. From the relation
 ampere =̂ .×  p/s follows ( p/s)/(.×  p/s/A) = .A. A current of .A
at  GeV corresponds to a beam power L = .A ×  V = MW. This estimate confirms
the experimental results of the German feasibility study for a .MW spallation source (Bauer
et al. ). According to this study, a . GeV/mAproton beamon lead generates a steady state
thermal flux in a water moderator, which is equivalent to about a third of the flux of the ILL
reactor (compare > Fig.  and > Eq. ).

.. The Target: Solid or Liquid?

According to > Eq. , heavy elements are favored as target materials, in particular the refrac-
tory metals tantalum, tungsten, or rhenium, but also lead, bismuth, mercury, or even uranium.
Whatevermaterial is selected, it will be subject to heavymultiple loads. Firstly, about % of the
average beam power is dissipated within the target as heat; the rest is transported as released
radiation to the target vicinity like moderators, reflectors, and shielding or is converted into
nuclear binding energy. Secondly, all materials hit by protons (and fast neutrons) will suffer
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Upper moderator plug

Lower moderator plug

Proton beam

Cryogenic
moderator

Ambient temperature
moderator

Reflector

Target plug

⊡ Fig. 

Visualization of the ESS target–moderator–reflector block. Both the target (center) and the

moderators (above and beneath the target) can be exchanged via horizontal plugs inside

the target shielding. Proton beam injection is from the right. Moderators beneath the target

are placed with their narrow faces “side by side,” above with their large faces “back to back.”

The big cylinder (about .m diameter) is the heavy-metal reflector

from radiation damage (>Chap. , “RadiationDamage Effects”). In order to both keep average
target temperatures low and reduce specific radiation damage and loads due to dynamic effects
from shockwaves, a solid rotating target is conceivable and had originally been proposed for the
ESS. As any solid target has to be cooled, it will inevitably be “diluted” by the coolant, whereby
the primary source’s luminosity will be diminished. One should therefore operate the target in
its liquid state avoiding an additional cooling medium. Radiation damage would be no longer
a problem with the target, but of course with its container. Refractory metals are excluded due
to their high melting points. So we are left with elements like lead, bismuth, the Pb–Bi eutectic,
or mercury. In fact, mercury has eventually been selected for the ESS and is realized with the
US and Japanese sources, because it exhibits favorable neutron yield as shown in > Fig. . The
dimension of a target along the beam path will reasonably be chosen according to the range of
the protons. Formercury and a proton energy of  GeV this is about  cm. Lateral target dimen-
sions are optimized so that the moderators are not too far from the target axis (solid angle!).
A typical target–moderator–reflector configuration is depicted in > Fig. .

http://dx.doi.org/10.007/978-3-642-13271-1_22
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Thermal time-average neutron leakage current per mA of incident charged-particle current

from a watermoderator placed next to targets of lead and uranium as a function of the

energy of the charged particles (Bauer et al. )

Remark Only recently (), reservations against mercury have been posed by the authorities
based on environmental arguments. For the ESS, a solid rotating target wheel like in the German
SNQ project (, SNQ project proposal for a spallation neutron source. Kernforschungsanlage
Jülich, unpublished) might be revived.

Moderators (> Sect. ..) can be placed above and below the target (> Fig. ). Positioning
the moderators along the target axis, on the other hand, is governed by the leakage distribution
of the evaporation neutrons (> Fig. ). Since this distribution exhibits a pronounced maximum
of typically only – cm half width, even the positioning of two moderators on the same
side of the target is a matter of compromise (one on each sides of the maximum or one at the
maximum and the second down at the slope).

The reflector (> Fig. ) is a device surrounding the moderators, which returns those fast
neutrons not being captured by the moderator on the first passage. A gain of a factor of  had
been observed experimentally. Depending on the requirements, the reflector material can be
moderating (beryllium or carbon) or non-moderating (lead, nickel, or other heavy elements).
Moderating materials will extend the neutron pulse widths (> Sect. ..).

.. TheModerators

Wewill now turn to the “heart” of the facility, themoderators, whichwere just shown in > Fig. 
in their positions next to the target. As the upper and lower faces of the target are equivalent
for symmetry reasons with respect to the emission of fast neutrons, it is obvious to place mod-
erators on both sides. The question now is, whether DO as the slowing-down medium shall
be used like in all modern medium- and high-flux reactors or possibly HO. As discussed in
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> Sect. ., not the highest possible average neutron flux is the only reasonable demand, but
rather the highest possible peak flux for a given (or requested) average flux. In that respect,
HO is the preferredmaterial due to its bigger slowing-down power and stronger absorption for
thermal neutrons (see > Eqs.  and > ). The reason for this seemingly paradoxical demand
for stronger absorption is that the achievable neutron peak flux not only rises with the proton
peak current, although not simply proportionally, but also depends on the lifetime τ of thermal
neutrons in the moderator (> Eq. ).

In > Fig.  is shown the time-average thermal-neutron leakage from a water moderator
embedded in a lead reflector (> Fig. ). A linear increase of the thermal-neutron leakage with
proton and deuteron energy is found like the fast-neutron yield (> Fig. ). For protons the start
of a leveling off for higher energies is observed as in > Fig. . In order to determine the advan-
tage of neutron-containing charged particles, deuterons were used as well, although not taken
into further consideration for a realistic design (Bauer et al. ). If we choose a proton energy
of . GeV and a proton current of mA on a lead target like for the German SNQ project (,
SNQ project proposal for a spallation neutron source. Kernforschungsanlage Jülich, unpub-
lished), we deduce from the data points in > Fig.  a time-average thermal-neutron flux from
a water moderator of

Φth = . × 

[cm− s− mA− steradian−] × π ×  [mA] ≈ . ×  cm− s−. ()

Peak and Time-Average Neutron Flux
In > Sect.  there had been emphasized the advantages of pulsed operation of spallation sources
with desired thermal peak fluxes of the order of  times larger than the average flux of the
best reactor. However, the neutron peak flux does not simply rise proportionally with the pro-
ton peak current. In order to understand the mapping of a proton pulse upon the shape of a
thermal neutron pulse, a brief excursion is undertaken into the physics of neutron moderation
and diffusion.

We start with a rectangular proton pulse shape. Since the spallation reaction takes place
within femtoseconds we may assume that the pulse of evaporation neutrons injected into the
moderator is rectangular as well. Slowing down the fast MeV neutrons to the thermal (meV)
range needs about  collisions in HO and lasts for about tS ≈ μs (Beckurts and Wirtz
). Therefore, even a δ-shaped pulse will be broadened after slowing down.The subsequent
diffusion will broaden the pulse further.

During slowing down, a substantial fraction of the neutrons will escape the moderator,
because it has to have a finite size due to the inevitable absorption. These so-called epither-
mal neutrons are lost for the thermal flux, but are altogether desired for spectroscopic means
(> Sect. .).They constitute a big advantage of spallation sources, because by dedicatedmoder-
ator shaping (and other “tricks” like decoupling and poisoning, see moderator tailoring below)
epithermal neutrons can be made available with orders of magnitude higher fluxes than with
reactors.

Thermal neutrons will by diffusion reach after some time the moderator surface and escape.
The characteristic time of this diffusion process is called the lifetime τ of the neutrons in a par-
ticular moderator. It is themain quantity to characterize a pulsed source and can be determined
experimentally (Bauer et al. ). The lifetime depends upon various parameters like type and
size of themoderator aswell as upon thematerial and size of themoderator environment, the so-
called reflector. Typical values of the lifetime τ for a water moderator inside a non-moderating
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reflector (e.g., lead or nickel) are between  and μs. The fact that the lifetime τ is dis-
tinctly longer than the slowing-down time tS simplifies the mathematical description of the
pulse structure. Neglecting the slowing-down time, the neutron pulse shape is the convolu-
tion of the proton pulse shape with an exponential e−t/τ describing the neutron escape. For a
rectangular proton pulse of width tp the neutron flux is therefore given as

Φ(t) = Φasymp ⋅ ( − e−t/τ) for  ≤ t ≤ tp ,

Φ(t) = Φ̂ ⋅ e−(t−tp)/τ for t ≥ tp ,

where the asymptotic value Φasymp, which would be reached with uninterrupted proton peak
current, is given by (with the repetition time trep as the time between two pulses)

Φasymp = Φ̄th trep/tp .

The peak flux Φ̂th will be reached at t = tp,

Φ̂th = Φ (t = tp) = Φ̄th ⋅
trep
tp
⋅ ( − e−tp/τ) , ()

where Φ̄th denotes the time-average flux.

Numerical Example
For a hypothetical .MW linac (. GeV, mA average current), operated at a repetition rate
of Hz and a proton pulse width of tp = μs, and a moderator with a neutron lifetime
τ = μs, the expression in > Eq.  yields

Φ̂th =  × Φ̄th .

Taking the (time-average) thermal flux of the experimental result (> Eq. ), which is third of
the flux of the ILL reactor, the corresponding peak flux would exceed the latter already by an
order of magnitude.

On the other hand, the maximum achievable peak flux for a given average proton beam
power is given by the limit of > Eq.  for vanishing proton pulse width, i.e., for tp → ,

Φ̂max = lim
tp→

Φ̂ = (trep/τ) ⋅ Φ̄th , ()

i.e., even a δ-shaped proton pulse current results in a finite neutron peak flux. The theoretical
maximum peak-flux value

Φ̂max = . × Φ̄th

would be nearly reached with a proton pulse width of one microsecond, i.e.,

Φ̂ µs = .× Φ̄th .

As mentioned above, the slowing-down time of about tS = μs had been neglected. A reason-
able estimate of the error of neglecting tS is obtained by inserting in > Eq.  a fictitious proton
pulse width of the order of the slowing-down time tS = μs. The result is Φ̂µs =  × Φ̄th,
i.e., a value only about % lower.

Moderator Requirements
From relation >, we see that the limit of the peak flux is inversely proportional to themodera-
tor lifetime. But, evenwith finite current pulse widths a short lifetime is important for obtaining
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large peak fluxes.The lifetime τ of a thermal neutron is ameasure of the escape probability from
the moderator and is obviously determined by both the geometry of the moderator vessel and
the absorption cross section of the moderator medium and can be written (Beckurts andWirtz
) as:

τ = (v̄th ⋅ Σabs + Dπ

/L
)

− , ()

where v̄th = .× cm s− is the average neutron velocity, Σabs = ×− cm− themacroscopic
absorption cross section, D = . ×  cm s− the diffusion constant for thermal neutrons
and L is a typical moderator dimension of the order of – cm. The absorption cross section
of HO is about  times bigger than that of DO. If it were only for this reason, an HO
moderator had to be small (small L in > Eq. ), because we want to, of course, utilize the
neutrons that leak from the moderator. So, a short lifetime must not entirely be due to self-
absorption. As, on the other hand, HO possesses the largest known slowing-down density
(the number of neutrons, which become thermal per cm and s), an HO moderator anyhow
does not need to be big.

For these reasons a pulsed spallation source will have small (V ≅ . l)HOmoderators for
thermal neutrons.The corresponding lifetime of such HOmoderators has beenmeasured and
is τ ≈ μs (Bauer et al. ), which is in good agreement with a calculation using > Eq. .
Small size and absorption diminish in any case the time-average neutron yield. In order to
improve this without deteriorating the peak fluxes, two tricks are used. Firstly, a moderator is
enclosed by a reflector (> Fig. ), a strongly scattering (“reflecting”) but non-moderating mate-
rial, i.e., a heavy element with a large scattering cross section like lead. Secondly, the leakage
probability from the moderator interior, i.e., a region of higher flux due to geometrical “buck-
ling” (Dπ

/L in > Eq. ) is enhanced by holes or grooves pointing toward the neutron beam
holes. Both measures give gain factors of  each, whereby the reflector gain is so to speak “for
free,” because the anyway necessary lead or iron shielding has the same effect.

Moderator Tailoring
With two schemes called decoupling and poisoning, respectively, the lifetime τ can be effec-
tively influenced (> Fig. ). Decoupling means to cover the moderator with a material, which
is strongly absorbing thermal neutrons, e.g., boron carbide or lithium halides. Thereby neu-
trons returning from the reflector are prevented from entering the moderator again; in other
words, the reflector is decoupled. Strictly speaking, decoupling is only significant with mod-
erating reflectors, i.e., consisting of beryllium, carbon, or DO.The situation is different, when
poisoning is applied.With poisoning, a moderator, which is geometrically large in order to inter-
cept a large portion of fast neutrons from the target (solid angle!), is made neutronically small
by placing absorbing sheets inside the moderator. Thereby the neutron pulse is shortened due
to suppressing diffusion between neighboring moderator regions.

. Examples of Spallation Sources

.. The US Spallation Neutron Source SNS

TheSNS (www.sns.gov) is themost powerful pulsed spallation source presently (). It is a so-
called short-pulse source, which refers to proton pulse durations in the μs range. In principle,
two accelerator variants are capable of producing pulses of that length, viz., synchrotrons or a

www.sns.gov
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Time-of-flight experiment to determine the influence of decoupling and poisoning a

moderator. The peaks correspond to Bragg reflections () to () from a pyrolytic

graphitemonochromator hit by the whitemoderator neutron beam. Top: no decoupling, no

poisoning;middle: decoupled; bottom: decoupled and poisoned. The shorter lifetimes are

clearly seen. Remarkably, the peak intensity of the individual reflections is diminished only

moderately by decoupling and poisoning

combination of a pulsed linac and a compressor (accumulator) ring. The SNS represents the
latter, because synchrotrons are not yet capable of delivering the proton currents demanded for
the SNS.

With this concept, the linac will supply the full beam power, and the subsequent
accumulator ring will compress the pulses from the linac. The basic SNS technical design
parameters are:

Linac proton energy  GeV
Average current on target mA
Average beam power MW
Repetition rate  s−
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The Components of the Accelerator

Ion Source and Linac
An ion source injects negative hydrogen (H−) ions into a radio-frequency quadrupole (RFQ)
pre-accelerator, which delivers .MeV ions to the linac proper.The linac is composed of a con-
ventional (Alvarez) drift-tube linac (DTL), followed by a so-called coupled-cavity linac (CCL),
both at room temperature and a high-energy part based on superconducting radio-frequency
niobium cavities (SRF) operating at liquid-helium temperature of . K.

DTL output energy MeV
CCL output energy MeV
SRF output energy ,MeV
Total linac length m
Linac peak H− current mA
Linac pulse duration ms
High-energy beam transport to ring m

Accumulator (Compressor) Ring
In order to obtain a pulse width of the order of μs, the long H− linac pulse has to be wrapped
into the ring through a stripper foil that strips the electrons from the negatively charged hydro-
gen ions to produce the protons (H+). Negative ions are needed for injection into the ring in
order to overcome problems due to Liouville’s theorem when painting the momentum space
during injection into the ring. Approximately , turns are accumulated and then all these
protons are kicked out at once, producing a pulse of .μs width. In fact, this pulse is obvi-
ously shorter than /, of the ms long linac pulse due to .μs long gaps within the linac
pulse. The gaps are necessary for a virtually loss-free extraction from the ring.

Accumulator ring diameter m
Ring orbit rotation time .μs
Ring peak current . A
Pulse duration after compression .μs
Ring beam extraction gap .μs
Ring-to-target transport system length m
Protons per pulse on target . × 

Proton pulse duration on target .μs

Target Building
Another about m long transport line will bring the compressed pulses down to the target
building. The target is mercury and is located in the center of a -m diameter shielding block.
Neutrons from the four moderators (one ambient, one composite, and two cold) are extracted
through  beamchannels to the scattering instruments. Apart of the beamchannels is extended
by neutron guides to instruments outside the target building proper.

An artist’s view of the entire complex of the US spallation source SNS is shown in > Fig. .
An important aspect of the versatility of an accelerator-driven neutron source is visualized in
this figure, viz., a future second target building. The linac can easily be operated with a differ-
ent (higher) repetition rate (at the expense of a higher power input, of course), so that freely
selectable numbers can be directed to different targets.
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⊡ Fig. 

Artist’s view of the US spallation neutron source SNS building complex. With its accelerator,

compressor ring, and ancillary buildings it differs distinctly from a reactor laboratory.

A future second target building is shown as well, which expresses the versatility of an

accelerator-driven neutron source

.. The European Spallation Source (ESS)

In its final project proposal published in  (ESS, , The ESS project,  volumes, www.
ess-europe.de, and F. Mezei, P. Tindemans, K. Bongardt, , The MW LP ESS; Best price-
performance, unpublished), the ESS was designed for two target stations, with a beam power of
MWeach.The first, a long-pulse (LP) station would have been fed by the linac directly and the
second, short-pulse (SP) station by compressed pulses from two accumulator rings. The main
project parameters are given in > Table . The project had not been pursued further until in
 an initiative revived the project on the basis of an ESFRI roadmap. Meanwhile a site on
the outskirts of the city of Lund in southern Sweden had been established. The parameters for
the ESS had been changed considerably and are presented in > Table . The major change is
the restriction to a single MW linac-fed LP target station.

Concluding, in > Table  is presented a neutronic performance comparison of selected
typical neutron sources with emphasis on pulsed sources.

 Experimental Methods at Spallation Neutron Sources

Neutron scattering is an intensity-limited technique. In other words, better resolution in all
kinds of experiments is only possible with more intense sources. Obviously, the best source
is that providing the highest flux. Due to engineering limits with steady state sources the

www.ess-europe.de
www.ess-europe.de
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⊡ Table 

Main parameters of the ESS as of 

Linac

Beam power MW

Linac beam energy .GeV

Ion sources H−

SP LP

Linac average current .mA .mA

Linac peak current .mA .mA

Linac repetition rate  Hz  /Hz

Linac beam pulse duration  × .ms ms

Two accumulator rings

Frequency of parallel operation Hz

Number of circulating protons per ring . × 

Revolution frequency .MHz

Bunch length at ring ejection .μs

Peak current .A

Mean radius of rings m

Target type Flowing mercury Flowingmercury

Number of moderators (viewed faces)  ()  ()

Average thermal flux . ×  cm− s− . ×  cm− s−

Peak thermal neutron flux . ×  cm− s− . ×  cm− s−

⊡ Table 

Main parameters of the revived ESS single-target-station project as of 

Linac LP

Beam power MW

Linac beam energy .GeV

Ion sources H+

Linac average mA

Linac peak current  × mA

Linac repetition rate  /Hz

Linac beam pulse duration ms

Target type Flowingmercury

Number of moderators (viewed faces)  ()

Average thermal flux . ×  n/cm s

Peak thermal neutron flux . ×  n/cm s

introduction of pulsed operation triggered the real progress for neutron scattering. Pulsed spal-
lation sources, in particular, even widened the frontiers such that neutrons of intermediate
energies, the epithermal neutrons, are available with intensity orders of magnitude higher than
with reactors. Moreover, all methods employing the time-of-flight technique in spectroscopy
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or diffractometry open doors to research fields inaccessible with reactors. For that reason, we
will not discuss in the following experiments and methods, which rely on the largest available
average flux.

. Epithermal Neutrons: An Important Reason for
Ultra-Short Proton Pulses

The epithermal neutrons stem from the intermediate stage during slowing down with energies
in the keV to eV regime. Due to neutron economy they are to be avoided with fission reac-
tors, since they would be missing in the thermal flux. Moreover, they were pretty useless with
continuous sources, because their monochromatization is virtually impossible by the classical
Bragg reflection technique due to vanishing Bragg angles. In order to achieve sufficient energy
resolution ΔE/E = Δt/t with the time-of-flight method, on the other hand, one has either to
use unreasonably long flight paths (large t) or short pulses (small Δt).

Since the pulse width of epithermal neutrons depends on their energy, it is only limited
by the proton pulse width. This energy dependence is qualitatively obvious, if one takes into
account that neutrons, which left the moderator prior to being in thermal equilibrium, had the
shorter duration (= pulse width) inside the moderator, the fewer collisions they made, i.e., the
higher the remaining energy is.The mathematical expression for that is given by (Beckurts and
Wirtz )

Σs v(E)ΔtE = const , ()

where Σs is the macroscopic scattering cross section of the medium (Σs = . cm− for water),
v(E) the neutron velocity at energy E and ΔtE the variance of an initially δ-shaped pulse when
reaching the energy E. For water and E =  eV we obtain ΔtE = .μs. This is a direct justi-
fication to aim at proton pulse widths below the slowing-down time tS (about μs in water),
e.g., tp = μs.

. Spectroscopy at High Energy Transfers

Neutronswith high incident energy are needed to determine energy levels of the order of several
hundred meV, which are virtually not populated thermally in samples due to the Boltzmann
factor. These energy levels have to be excited with energy loss for the neutron. Moreover, it is
important not to transfer too large a momentum to the sample, because a large momentum
transfer Q = k − k′ (k and k′ are the wave vectors before and after scattering, respectively,
Q
= k + k′ − kk′ cosθ) inevitably yields the excitation of multiphonon processes or even

recoil effects at individual nuclei of the sample. Both impedes the interpretation of data or even
renders it impossible. In > Fig.  is depicted the condition that a high energy transfer ħω =
E − E′ = (ħ/m)(k − k′) at simultaneous small momentum transfer Q is fulfilled only with
high incident neutron energies.

In addition, > Fig.  displays the accessible measuring range within the Q–ω plane for
two typical neutron energies of a spallation source. One from theMaxwell spectrum of thermal
neutrons with an energy of E =meV and another for epithermal neutrons with an energy
E =  eV. The latter obviously exhibits an enormous extension of the data acquisition range
within the Q–ω space. In > Fig.  is shown an example of a measurement with epithermal
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Measuring area within theQ–ω plane for thermal (meV) and epithermal ( eV) neutrons.

The areas cover for both cases the complete scattering-angle extent ○ ≤ θ ≤ ○. The set
of curves relatemomentum transfer ∣Q∣, energy transfer ħω, and scattering angle θ

neutrons (Fillaux et al. ). Since the employed time-of-flight spectrometer MARI (Multi
Angle Rotor Instrument at ISIS) covers a scattering-angle range from ○ to ○, a nearly
complete overview of the dynamics is available this way. In particular, the superposition of the
C−H vibration modes in coal ( and meV) with the recoil effects on hydrogen and car-
bon, respectively, has to be noted. To illustrate the latter, the recoil lines are indicated as well.
In > Fig. , the dispersion curves of a spin-Peierls system (CuGeO at T = K) are shown
together with an excitation continuum up to meV as measured at MARI as well (Arai et al.
).

. Powder Diffractometry at Pulsed Sources

Powder diffractometry can be very efficiently performed in time-of-flight mode (Conrad et al.
). Sufficiently short neutron pulses are needed for the diffractometry of poly-crystalline
samples in order to be able to separate by the time-of-flight technique densely packed Debye–
Scherrer rings (> Fig. ). Short neutron pulses are achieved bymoderator tailoring as shown in
> Fig. . Moreover, according to > Eq. , the pulse is the shorter the smaller the wavelength
λ (λ = h/(mv)). Due to Bragg’s law, λ = d sin θ, the lattice spacings (d spacings) in
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Scattering law S(Q,ω) for coal measured at T = K with incident neutron energy of  eV.

Superimposed on inelastic peaks at  and meV is the recoil line for mass  (H), as well

as for masses  (C) and  (Al), respectively. Reprinted from Fillaux et al. () with

permission from Elsevier ()

> Fig.  are proportional to the wavelength and therefore proportional to the flight time of
the neutrons. The wealth of additional lines in > Fig.  (bottom frames) impressively shows
the superiority of a pulsed spallation source like ISIS, the time-average neutron flux of which is
only  ×  n/(cm s) compared to a steady state reactor with a flux of  ×  n/(cm s).

. Neutron Powder Diffractometry in the History of Arts

If only minute quantities of certain substances are available or unique pieces of art such as sin-
gle ancient coins, nondestructive methods of investigation are inevitable (see also >Chaps. ,
“TheUse of Neutron Technology in Archaeological and Cultural Heritage Research” and > ,
“Radiation Detectors and Art” of the present Handbook). Below is shown an example of
phase and texture analyses by highly efficient time-of-flight powder diffractometry. In this case
the authenticity of historic coins had been the point of interest. In > Fig.  are shown texture
polar diagrams as well as diffractograms of two seventeenth-century coins (“Ferdinand-Taler”),
#, and #, of which the first could be dubbed as genuine and the second as fake.

http://dx.doi.org/10.007/978-3-642-13271-1_33
http://dx.doi.org/10.007/978-3-642-13271-1_33
http://dx.doi.org/10.007/978-3-642-13271-1_34
http://dx.doi.org/10.007/978-3-642-13271-1_34


  Spallation – Neutrons Beyond Nuclear Fission

30

1.0 1.2 2 5 10 25

20

E
ne

rg
y 

tr
an

sf
er

 (
m

eV
)

10

0

0 π 2π
Reduced momentum transfer

–10

⊡ Fig. 

Scattering from a CuGeO single crystal at T = K. Incident momentum k of the neutrons is

perpendicular to the -dimensional, antiferromagnetic spin chain along the c-axis. It has to

be noted that due to the low temperature the excitations with energy gain (ħω < ) are
missing. Reprinted from Arai et al. () with permission by the American Physical

Society ()

The verdict on the first relied on the content of silver (%) and the observed typical texture
obtained by the seventeenth-century production method of rolling. The fake one was identified
by its fraction of silver (%) and copper (%), respectively, as well as the random crystallite
distribution due to casting.

. Neutron Radiography

Because of the low attenuation by most chemical elements, neutrons can advantageously be
used to nondestructively investigate objects in various fields such as archaeology, arts, or tech-
nologically and industrially important items.The advantages include in particular the magnetic
interactions between neutrons and magnetic moments in materials as well as the consider-
able variations in contrast between chemical elements and isotopes. For biological applications,
radiation damage due to neutron irradiation is negligible, as compared to electrons or X-rays.
Neutron radiography has been applied to authenticate paintings, examine artifacts made of
metal or stone, or for quality control purposes in industries, which require precision machin-
ing such as aircraft engines. In all cases hidden structures are made visible, for instance, several
layers of different paintings or fakes on the same canvas, or cracks in turbine blades. With the
enormous peak intensity of pulsed sources and its inherent opportunity to perform real-time-
resolved experiments, even the varying lubrication distributions inside running engines can
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Top left: Pulsed powder diffraction as a path-versus-time diagram. The sample (polycrystal

or powder) acts as a wavelength (d spacing) selective filter for the incident “white”pulse.

The different reflections dhkl appear at the detectors separated in time. Top right: Same as on

the left, but in reciprocal-space representation with Debye–Scherrer rings and scattering

triangles from a polycrystalline sample. The reflections appear at the same detector

scattering angle θ, but at different times of arrival. Bottom left: Powder diffractogram of

quartz, measured at the FRJ- reactor in Jülich and bottom right:At the spallation source ISIS

in England. In both cases, the identical sample had been used with the same

position-sensitive detector in identical distance from the sample and identical measuring

time of  h. The wavelength extent at ISIS was .–. Å, the wavelength at the FRJ- was

. Å (W. Schäfer,Mineralogisches Institut, University of Bonn, , private communication)

be studied. Besides other installations at reactors, a dedicated, powerful radiography station
exists at the Swiss spallation source SINQ (Lehmann andWagner ). In > Fig.  are shown
examples of a -dimensional tomographic image as well as the lubricant distribution inside a
motor.The contrast necessary to distinguish the latter is due to the exceptionally high scattering
cross section of hydrogen compared to most other elements including all engineering metals.
In neutron radiographic studies hydrogenous substances are therefore easily discernible.
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Authenticity investigation of seventeenth-centurycoins from texture and composition

determination by neutron powder diffraction: (a) genuine coin and (b) counterfeited coin

(W. Schäfer, Bonn University, , private communication)

 Spallation: Accelerator-Driven Nuclear Energy

Accelerator-driven nuclear energy – most frequently cryptically called accelerator-driven sys-
tems (ADS) – summarizes ideas and concepts to apply accelerator-generated neutrons for
advanced nuclear technologies. Interestingly, however, the idea even goes back to the early days
of nuclear fission, when with an ADS it had been attempted to breed fissile materials such as
Pu (from U) or U (from Th) in the Materials Testing Accelerator in the Lawrence
Radiation Laboratory in Livermore (Lawrence ). Since in the s and s the intended
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(Continued)

breeding of fissile nuclei formed fertile ones as well as transmutation of actinides and fission
products was found to be inefficient due to insufficient accelerators, ADS had not been pur-
sued further for decades. With the advent in the s of powerful accelerators in the MW
range (cf. also > Sect. .) the interest in ADS revived. Meanwhile the envisaged applications
comprise

– Subcritical nuclear power reactors
– Nuclear waste incinerator (transmutation of fission products, minor actinides, and pluto-

nium from light water reactors (LWR))
– Disposal of weapons-grade plutonium
– Fertile-to-fissile conversion (thorium–uranium cycle)



  Spallation – Neutrons Beyond Nuclear Fission

⊡ Fig. 

Neutron radiographic image of an engine. Left frame: D tomographic image; right frame:

Visualization of the lubricant distribution (dark patches) (E.H. Lehmann, PSI, , private

communication)

The heart of any ADS is the spallation target. If the target is surrounded by () a blanket
assembly of nuclear fuel, such as fissile isotopes of uraniumor plutonium, or by () Th, which
can convert to U, or by () fissionable nuclear waste with added fuel, a fission chain reaction
can be sustained even for a subcritical blanket (effective neutron multiplication factor keff < ).
In such a system, the neutrons produced by spallation would boost fission in the fuel or waste,
assistedby further neutrons arising from that fission. A schematic layout of an ADS is presented
in > Fig. .

Up to % of the neutrons could come from the spallation, though it would normally be
less, with the rest of the neutrons arising from fission events in the blanket assembly. An ADS is
supposed to only run when neutrons are supplied to it, because it burns material that does not
generate sufficiently many neutrons tomaintain a fission chain reaction.Therefore, an ADS will
be a nuclear reactor that could be turned off simply by shutting down the proton beam, rather
than the necessity to insert control rods to absorb neutrons, which renders the fuel assem-
bly subcritical. Since the reaction ceases when the accelerator current is switched off, ADS are
considered safer than normal fission reactors.

. ADS Research and Development: The BelgianMYRRHA
Project

The only contemporary ADS simulation experiments started in  at the Kyoto University
Research Reactor Institute (KURRI) and onMarch , , MeV protons from a Fixed Field
Alternating Gradient (FFAG) accelerator were injected for the first time into a tungsten tar-
get inside a thorium blanket (www.rri.kyoto-u.ac.jp/press//Press_Release_.pdf),
but no major installation in the multi-MW scale has been realized so far. On the other hand,

www.rri.kyoto-u.ac.jp/press/2010/Press_Release_20100312.pdf
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Schematic layout of an ADS. If a thermal-spectrum system is considered (Bowman ), the

moderator will be placed between target and blanket or be an integral part of the blanket

the Belgian Nuclear Research Centre (SCK.CEN) at Mol is planning the construction of an
ADS research reactor called MYRRHA (Multipurpose Hybrid Research Reactor for High-tech
Applications) (Nuclear power in Belgium, http://myrrha.sckcen.be/ and http://world-nuclear.
org/info/inf.html). It is pointed out by SCK.CEN thatMYRRHA is not intended as an indus-
trial waste incinerator, but to serve as a multipurpose irradiation facility for research. The first
five years (–) of the project have to achieve what is called the Front End Engineering
Design (FEED), which includes both the completion of supporting R&D to alleviate technical
hurdles and the necessary studies to secure the licensing of MYRRHA.

Initially, MYRRHA will be a MWth ADS, consisting of a proton accelerator delivering a
MeV, .mA proton beam to a liquid lead–bismuth (Pb−Bi) spallation target that in turn
couples to a Pb−Bi-cooled, subcritical fast nuclear core (cf. > Fig. ). The technical details of
MYRRHA are as follows.

.. The Accelerator

The number of accelerator types to choose from is limited by the need to optimize the use of
existing technology and reduce the cost as well as maximize the reliability of operation as an

http://myrrha.sckcen.be/
http://world-nuclear.org/info/inf94.html
http://world-nuclear.org/info/inf94.html
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⊡ Table 

Main parameters of MYRRHA

Proton beam energy MeV

Accelerator current .mA

Proton beam heating .MW

Spallation neutron yield . n/p

Neutron source intensity .×  n/s

Initial fuel mixture (U/Pu)O MOX

Initial (HM) fuel mass  kg

Initial plutonium enrichment Pu/(U + Pu) wt%

Initial plutonium isotope vector (////) ././././.wt%

Effective neutron multiplication factor keff .

Source k factor ks .

Gain factor MF = /( − ks) .

Source importance (sourcemultiplication in a subcritical blanket) .

Thermal power MW

Specific power  kW/kgHM

Peak linear power (hottest pin) W/cm

Average linear power (hottest pin) W/cm

Maximum total flux in fast core . ×  n/(cm s)

Maximum fast (> MeV) flux in fast core . ×  n/(cm s)

Maximum fast (> .MeV) flux in fast core . ×  n/(cm s)

important issue.Themain challenging research topic for the accelerator as part of an ADS is the
improvement of the beam reliability, since an ADS is intended to be operated in a continuous
way. The reliability and availability requirements are the main reasons why a linac instead of a
cyclotron has been chosen for MYRRHA.The selected linac parameters are MeV at .mA
yielding a beam power of .MW (> Table ).

.. The Target

Due to the low range of MeV protons in heavy-metal targets and the corresponding high
power density therein, the Pb−Bi eutectic (melting point  ○C) has been chosen as a target
material. The molten eutectic target will be part of a loop, which also serves as the primary
coolant of the subcritical core. In order to avoid radiation damage to the proton beam win-
dow, it had been decided to rely on a windowless solution with corresponding beam injection
from above. The target will be placed in the center of the blanket, i.e., the subcritical core
(cf. > Fig. ).

.. The Subcritical Core

The subcritical core (MW thermal power) is composed of MOX (mixed oxide; U/PuO)
fuel with a plutonium content limited to wt%, cooled with liquid Pb−Bi and an effective
multiplication factor keff = .. The core will act as a neutron multiplier of the primary
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neutrons from the spallation source. The energy spectrum of the subcritical core depends on
the intended application of the core. Nevertheless, a fast-neutron spectrum presents various
advantages, among them are a larger excess of neutrons, which can be used for minor actinide
transmutation, a reduced amount of minor actinide production in the core itself, and a better
energetic yield for future energy production (see > Sect. .). For MYRRHA, it is envisaged to
couple a fast-spectrum zone (where minor actinide transmutation studies, structural materials
research, and ADS fuel studies can be performed) to a thermal spectrum region (cf. > Fig. 
and > Sect. .), where radioisotope production, long-lived fission product transmutation
research as well as light water reactor (LWR) fuel safety studies can be conducted.

. Energy Amplifier

In , Carlo Rubbia caught on to Lawrence’s idea of the ADS (Lawrence ), because recent
major advances in accelerator technology seemed to render an accelerator-driven power reactor
a viable option. The so-called energy amplifier (EA) is in fact a nuclear power reactor with
a subcritical core, whereby it is supposed to constitute an inherently safe design (Fernández
et al. ). Due to the subcriticality, the core does not sustain the chain reaction, wherefore
an external neutron source is needed. This external source had been immediately identified
as to be based on spallation. The basic idea is that an energetic proton beam is used to boost
the reaction, which in turn releases enough energy to power the particle accelerator and leaves
an energy surplus for power generation (“energy amplifier”). The main features of the energy
amplifier concept shall be briefly explained. Formore details, the reader is referred to Fernández
et al. (). The schematic layout is similar to that presented in > Fig. .

The plant is designed to be driven by two cyclotrons in series with a final proton energy of
 GeV and a nominal current of .mA. Due to changes of the subcriticality of the core, the two
accelerators must be able to produce up to mA. The subcritical core will consist of thorium
fuel, which initially contains plutonium from spent light water reactor fuel as fissile material.
The system is designed for an average effective neutron multiplication factor . < keff < ..
Assuming an electric efficiency of the accelerator of % (Fernández et al. ), .MW
electric power from the mains are required to obtain .MW nominal proton beam power.
A nominal accelerator input power of .MW is predicted to produce a thermal power of
the EA of ,MW. In other words, if owing to the high operating temperature of the EA
(– ○C) a % conversion efficiency (yielding MWe) is assumed, about % of the
produced electricity will have to be fed back to the accelerator.

In order to maximize the fission probability of the actinide inventory and to minimize the
losses due to parasitic capture of thermal neutrons in fission products (cf. > Sect. .), a fast-
neutron spectrum is chosen for the EA. Therefore, lead is chosen both as a primary coolant
(no moderation!) and as spallation target for the proton beam (no separate target!). The heat
produced both in the target and core will be removed by natural convection of the primary
coolant. Therefore the main vessel was originally designed with a height of m (later reduced
to m) in order to ensure a stable lead flow.

No fuel reloading or reassembling is planned for the entire lifetime of the fuel, which is
estimated to be –GWd/t (approximately  years). Eventually the fuel will be reprocessed,
the whole actinide inventory being restored into the EA, with only fission products destined for
final disposal.
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Variations of keff during burn-up, which will result in variations of the produced thermal
power, are compensated by adjusting the proton current delivered to the target. Therefore no
control rods are planned to be used in the EA.

Nevertheless, three different passive safety systems are planned to be installed. They will be
triggered, if an exceptional temperature rise leads to an expansion of the coolant (lead), which
will then flow through spillways into special regions of the reactor. The first system is an Emer-
gencyBeamDumpVolume (EBDV) to remotely dump the protonbeam in case of an accelerator
shutdown failure.The second system is the Reactor Vessel Air Cooling System (RVACS), which
consists of a narrowgapbetween the containment and themain vessel, normally filledwith ther-
mally insulating helium gas. If this gap is filled with lead, heat from the inner core is removed
via natural convection of air to ensure the decay heat removal. The third system is a scram
device consisting of BC absorber rods, which will be pushed from underneath into the core by
buoyancy forces, which are exerted by overflowing coolant lead.

. Nuclear Waste Incineration

A significant part of the wastes contained in used nuclear fuel from LWRs is fission products
as well as plutonium and long-lived minor actinides (particularly neptunium, americium, and
curium). In recent years, interest has grown in the possibility of separating (or partitioning)
the long-lived radioactive waste from the used fuel and transmuting it into shorter-lived radio-
nuclides so that themanagement and eventual disposal of this waste is easier and less expensive.
Since the s two basically different types of waste incinerators have been proposed, viz.,
fast-spectrum systems (Rubbia et al. ) and thermal-spectrum systems (Bowman et al. ).

The principal design features of a fast-spectrum ADS are those of the energy amplifier
(> Sect. .) and depicted in > Fig. , but without moderators. The fast-spectrum ADS pro-
posals feature either oxide-fueled and sodium-cooled systems or solid metallic-fueled and
heavy-metal-cooled systems. The interest in fast-spectrum systems stems from the many years
of effort in nearly all nuclear countries to develop fast breeder reactors. The principal design
advantage of the fast-spectrum system is its favorable neutron economy and the capability to
induce fission in all of the actinides.The disadvantage of the fast-spectrumADS is the long time
to reach equilibrium of LWRwaste generation and ADS incineration as well as requiring a large
waste-actinide inventory (Bowman ).

The thermal-spectrum neutron economy is less favorable than that of the fast spectrum.
Parasitic capture of thermal neutrons by structural and fuel transport materials have to be
minimized, wherefore elements like Li (enriched), Be, and Zr have to be mainly utilized.
Moreover, the necessary reduction of fission product absorption is one of the primary drivers
toward liquid-fuel systems with the capability for online removal of fission products by rapid
cycling without fuel destruction and re-fabrication. The disadvantage of rapid cycling is the
large amount of material which has to be processed and the high-performance separations
required (Bowman ). Nevertheless, the small inventory feature of the thermal-spectrum
system, made possible by the large fission and capture cross sections of plutonium and minor
actinides, is highly attractive for waste destruction.

The design of a thermal-spectrum ADS incinerator features a graphite-moderated liquid-
fueled assemblywith keff = . (Bowman ).The actinides and fission products, chemically
transformed into fluorides, continuously flow through the blanket (cf. > Fig. ) via the carrier
salt NaF−ZrF. The salt flows upward through holes in the graphite, then across the top to the
outside of the system and down through heat exchangers and back into the graphite moderator.
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A salt-to-graphite volume ratio of / assures a well-thermalized spectrum. A commercial
MWth plant will be capable of transmuting the waste from one ,MWth LWR at the
rate it is produced (Bowman ).

 Conclusions

As far as neutron scattering is concerned, it can clearly be stated that the future of neutron
sources is based on accelerators, in particular in pulsed operation mode. The big leap forward
for neutron scattering with pulsed spallation sources is obvious from the following comparison
as well as from > Fig. . Moreover, continuous spallation sources seem to open new fields in
both nuclear waste transmutation and future nuclear power plants.

Advantages of spallation neutrons

– More neutrons per reaction
– Pulsed mode easily feasible with accelerators
– Peak flux/average flux >  possible
– eV neutrons for neutron scattering available
– Two ormore target stations with different pulse structures possible with a single accelerator
– Proton pulse lengths between microseconds and milliseconds tunable (ESS-LP long-pulse

source)
– Only % waste heat per neutron
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The development of effective fluxes (i.e., peak fluxes for pulsed sources) of neutron sources

since the discovery of the neutron in  (visualization based on Brugger ())
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– No critical assembly (no fissile elements, if U not used; no actinides produced)
– Only % of saturation activity per neutron (little radioactive waste) (ESS )
– Future nuclear power plants without a critical core
– Nuclear waste transmutation possible

Disadvantages and problems (for neutron scattering applications):

– Due to sophisticated accelerators more complex than a reactor but reliably functioning
– Lifetime limits of liquid-target vessels due to cavitation caused by shock waves in

short-pulse operation (mitigation possible by gas injection into the liquid); no similar
problems with solid targets

– Radiation damage by high-energetic protons in solid targets and target structural materials
for liquid targets; no problemwithwindowless liquid targets and beam injection fromabove

 Cross-References

> Chapter , “Interactions of Particles and Radiation with Matter”
> Chapter , “Accelerators for Particle Physics”
> Chapter , “Radiation Damage Effects”
> Chapter , “The Use of Neutron Technology in Archaeological and Cultural Heritage
Research”
> Chapter , “Radiation Detectors and Art”
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Abstract: Neutrons are electrically neutral particles and therefore they are mainly sub-
ject to hadronic but not to electric forces. As neutrons are not directly ionizing they have
usually to be converted into charged particles before they can be detected. The basic phys-
ical principles for neutron detection are the neutron’s characteristic properties and several
important nuclear reactions and processes.

The most important active neutron detector types are gas-filled, scintillation, and
semiconducting detectors and the most important passive neutron detector types are ther-
moluminescent, etched-track, and nuclear-emulsion detectors. Specials techniques like the
superheated emulsion detectors are unique in neutron detection.

Neutron detection covers a wide variety of applications in nuclear physics, in neutron
scattering for biological, chemical, medical, and material analysis research, in metrol-
ogy, in radiation protection, in nuclear energy and in the nuclear fuel cycle, in reactor
instrumentation, in nuclear decommissioning and nuclear waste, in homeland security,
in safeguards, in fusion monitoring, and in industrial measurements. Several important
concepts and techniques as He proportional counters, rem counters, Bonner sphere
spectrometers, tissue-equivalent proportional counters, time-of-flight measurement, and
neutron activation analysis are described and discussed.

A few examples and results of neutron detection in aircrew dosimetry at flight
altitudes, measurements in accelerator environments, and industrial measurements illus-
trate the diversity of neutron detection applications. As neutron detection and mea-
surement requires calibration facilities and procedures, neutron reference fields are also
discussed.

 Introduction

Neutron detection was earlier only a small niche in radiation detection but since about one
decade its importance has considerably grown. Several fields dealing directly or indirectly
with neutrons have been newly developed or extended. There is now a large number of new
research facilities like synchrotron radiation sources, free electron lasers, fusion test facilities,
neutron spallation sources, and other neutron sources. For medical applications inmany coun-
tries the installation of hadron therapy facilities with proton or heavy-ion accelerators has been
started. Nuclear decommissioning and nuclear waste is growing, intermediate storage facili-
ties have been commissioned and spent-fuel transports require more neutron measurements.
There is also more environmental monitoring and for instance an increased awareness about
exposures at aircraft altitudes. Nuclear safety issues have triggered a large amount of home-
land security activities and neutron detection techniques are utilized in the search for illicit
trafficking nuclear materials in border control, in gate monitoring, and in the detection of
special nuclearmaterials.Thus, recent developments and new technologies togetherwith some-
times even reanimated classical nuclear knowledge are making neutron detection an exciting
field.
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 Fundamental Neutron Physics

. The Neutron

Theneutron was discovered relatively late in  by Chadwick, as neutron detection is not very
easy (Chadwick a, b). The neutron has total electric charge zero, while the proton carries
one positive elementary unit of electric charge. As a consequence, the neutron is not subject to
electrical force. Neutrons are primarily interacting by hadronic interactions with other parti-
cles. The hadronic interactions are much stronger than electromagnetic interactions, but they
have only a short range of a few fermi. Neutrons are as neutral particles not directly ionizing
when traversing through matter. They are only ionizing indirectly by generating charged par-
ticles or photons in hadronic scattering process or reactions. In the quark model the neutron
is just like the proton described as a composition of three quarks glued together with gluons.
Both nucleons are extended particles with electrical charge density distributions which can be
characterized bymean electric andmagnetic radii.Themass of the neutron is slightly exceeding
the proton’s mass. Both nucleons carry spin, an internal angular momentum (see > Table ).
The rotating charge density distributions are generating the neutron’s and the proton’s mag-
netic momenta. The neutron exhibits in the absence of electrical forces the weaker magnetic
interaction and is therefore also useful as a magnetic probe.

Neutrons are remarkable objects. They are stable as bound particles in nuclei, but they are
unstable as free particles.They have a beta decaymode with a half-life of approximately min.
As neutrons are not directly ionizing, their detection ismore complicated than charged-particle
or photon detection. They have usually first to be converted into charged particles. Effective
conversion via nuclear reactions requires in many cases slowing down of fast neutrons, because
the cross sections are only sufficiently high at low neutron energies.

The particular interactions with other particles and the huge energy range over more than
 orders of magnitude from ultracold neutrons below meV energies up to exceeding the TeV
domain at large accelerators or in cosmic radiation are making neutron physics so diversified
and cause a variety of phenomena and different detection techniques. In > Table , there are
a few common designations of neutron energy ranges. Neutrons are conventionally called slow
neutrons if they are below the so-called cadmium cutoff energy at . eV and fast neutrons if
they are above this value. In the terminology of the ICRP and the ICRU neutrons of all ener-
gies are considered to be strongly penetrating radiation. Thermal neutrons are very important,
because there are several efficient nuclear reactions which allow for thermal-neutron detection
and because thermal neutrons induce some of the frequently used fission processes.

. Basic Neutron Interactions

The interactions of neutrons with other nuclei (Evans ; Wirtz and Beckurts ) can be
grouped into the following processes:
● Elastic scattering
● Inelastic scattering
● Radiative neutron capture
● Other nuclear reactions
● Fission (inclusive of spontaneous fission)
● Spallation
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⊡ Table 

Physical data neutron–proton (Amsler et al. )

Designation Neutron Proton

Mass .MeV .MeV

Atomic mass unit [u] . .

Electric charge  +

Spin / /

Magnetic moment −.μN +.μN

Mean lifetime τ . s > . ×  years

Mean electric charge radius . fm . fm

⊡ Table 

Neutron energy ranges

Designation Neutron energy Wavelength λ [pm]

Ultracold neutrons < .meV >,

Cold neutrons .meV–meV –,

Thermal neutrons meV–meV –

Epithermal neutrons meV– eV –

Intermediate neutrons  eV– keV

Fast neutrons  keV–MeV

High-energy neutrons > MeV

⊡ Table 

Important-thermal-neutron-inducednuclear processes (Knoll )

Nuclear reaction Q-value [MeV] Cross section [barn] Natural abundance
He (n, p)H . , Not applicable
Li (n,α)H .  .%
B (n,α)Li . , .%

Cd(n,γ) , Natural Cd
Gd(n,γ)Gd , .%
U fission ≈  .%
Au(n,γ)Au . %

These processes are not only the base for most neutron detection mechanisms but also for
neutron shielding and for the generation of any radiation hazard in bio-systems. Besides elastic
and inelastic scattering neutron capture and several neutron-induced nuclear reactions are of
particular importance in neutrondetection.Themost important nuclear processeswith thermal
neutrons are listed in > Table .

Because of the extremely short range of the hadronic forces, neutrons have to come very
close within ≈− m of a nucleus before any interaction can take place. For a neutron in nor-
malmatter, there is a lot of empty space and therefore interactions have relatively lowprobability
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⊡ Table 

Examples: technical data of scintillators for neutron detection

Scintillator LiI(Eu) Li glass Scintillating fiber

Density [g/cm] . .–.

Index of refraction . .–.

λmax [nm]  

Decay time [ns] , – 

Manufacturer SCIONIX St. Gobain NUCSAFE Inc.

⊡ Table 

Materials for neutron threshold activation (Wirtz and Beckurts ; Knoll ; IAEA )

Isotopic γEnergy Thresh
Material Reaction abundance [%] Half-life [min] [MeV] Yield [%] [MeV]

Mg Mg(n, p)Na .  .  .

Al Al(n,α)Na   .  .

Al Al(n, p)Mg  . .–.  .

Fe Fe(n, p)Mn . . .  .

Co Co(n,α)Mn  . .  .

Ni Ni(n, n)Ni . , .  .

Ni Ni(n, p)Co . , .  .

Cu Cu(n, n)Cu . . .  .

Cu Cu(n, n)Cu .  . . .

Au Au(n, n)Au  , .–. – .

⊡ Table 

Materials for slow-neutron activation (Wirtz and Beckurts ; Knoll ; IAEA )

Isotopic Thermal cross

Material Reaction abundance [%] Half-life [min] section [barn]

Manganese Mn (n,γ)Mn  . .

Cobalt Co (n,γ)mCo  . .

Copper Cu (n,γ)Cu . . .

Copper Cu (n,γ)Cu . . .

Silver Ag (n,γ)Ag . . .

Silver Ag(n,γ)Ag . . .

Indium In(n,γ)mln . , 

Gold Au(n,γ)Au  , .

and the neutron is a very penetrating particle.The probabilities of neutron interactions are char-
acterized by their cross sections and are usually strongly depending on the neutron energy.
The Q-value is a measure for the energy released to the reaction products. The higher the
Q-value the easier is detection and discrimination against gamma radiation. The most impor-
tant process for fast-neutron detection and also for neutron moderation is elastic scattering on
light target nuclei especially elastic n–p scattering.
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Spallation is an inelastic interaction of a projectile, for instance a proton or a neutron with
high kinetic energy exceeding MeV with a heavy nucleus. In the first fast stage, the projec-
tile interacts with individual nucleons of the target nucleus and several nucleons are leaving the
nucleus with high energies preferably in the forward direction. In the second slower stage, the
energy in the residual nucleus is distributed across the other nucleons and neutrons and other
particles at a typical energy scale of several MeV are evaporated with isotropic angular distri-
butions. Spallation is used for neutron generation in spallation sources and is also used for the
detection of high-energy neutrons. Spallation target materials are for instance tungsten or lead.

. Neutron Generation

The main physical processes for neutron generation are fission, fusion, and nuclear reactions.
The most important neutron sources or neutron-generating facilities are as follows:

• Reactors
• Accelerators
• (α–n) radionuclide sources like Am–Be, Pu–Be, Pu–Be, and Ra–Be
• Spontaneous-fission radionuclide sources like Cf
• Plasma neutron generators
• Fusion facilities
• Nuclear weapons

Reactors are very common as neutron sources and can deliver very high intensities. As neutrons
cannot be accelerated directly by accelerators, they are generated by bombardment of appro-
priate target materials with charged projectiles. Nuclear (α–n) reactions are also important in
neutron production. Especially if alpha particles are hitting Be nuclei there is a large proba-
bility for the generation of a neutron and C. The mixture of an alpha-emitting radionuclide
with beryllium is therefore an excellent neutron source. Fusion processes are also efficient in
neutron generation. Relatively new are plasma neutron generators which utilize the d–d or the
d–t fusion reaction in a gas discharge tube. The former generates neutrons at energies around
.MeV and the latter at about MeV. Details of several of these processes and reactions are
summarized below in > Sect. . Another neutron source is spent nuclear fuel. There are also
significant amounts of neutrons in the secondary cosmic radiation in the atmosphere.

. Neutron Moderation

As there are no electric forces acting between neutrons and matter, energy can only be trans-
ferred from neutrons to other particles by hadronic interactions. As a consequence of the
conservation of energy and momentum, the maximum energy transfer in elastic collisions of
projectiles with target nuclei depends on the particles’ masses.Themaximumenergy transfer in
elastic neutron scattering occurs in collisions with protons or other light nuclei.This is efficient
up to the C nucleus. In order to transfer kinetic energy from neutrons to other particles elas-
tic neutron scattering on heavier target nuclei is relatively inefficient. Multiple elastic neutron
scattering in a material containing light nuclei reduces the kinetic energy of incoming neutrons
considerably and is called moderation.
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If moderated neutrons are in thermal equilibrium with the surrounding materials they
are called thermal neutrons. The mean kinetic energy of thermal neutrons is about . eV.
Neutron moderation is important because thermal neutrons can easily be detected or absorbed
and because thermal neutrons can induce some of the important fission processes. Good mod-
erators are materials with a large amount of hydrogen, for instance polyethylene or water.
Deuterium is also a suitable moderator because it has a lower neutron absorption cross section
than hydrogen. Of course the number of collisions required for thermalization is dependent on
neutron energy. About  interactions are sufficient to thermalize a MeV neutron in hydrogen.
Beckurts andWirtz () gave a comprehensive description of neutron moderation.

. Neutron Absorption and Shielding

A neutron absorber is a material with which neutrons interact significantly by nuclear reac-
tions resulting in their disappearance as free particles. As direct absorption of fast neutrons
has low probabilities efficient neutron absorbers are only existing for thermal neutrons. There-
fore neutron shielding is usually a combination of moderation and successive absorption of
thermal neutrons. The B reaction or absorption on natural cadmium, which is a mixture of
several isotopes, is providing excellent thermal-neutron shielding. Cadmium of a few millime-
ters thickness is absorbing basically all neutrons below a cutoff energy of about . eV.The cross
section of B is decreasing reciprocally to neutron velocity and boron is strongly absorbing slow
neutrons. Other possible reactions are listed in > Table .

Highly efficient neutron shielding for fast neutrons is either moderator material followed
by layers of slow-neutron absorber or a mixture of moderating material with slow-neutron-
absorbing material. Boronated polyethylene is a very useful neutron shieldingmaterial. Boron–
silicone is a heat- and fire-resistant elastomer, which can be used as castable neutron shielding.
Polycast is a dry mixmaterial designed to be cast into closed containers. It is field castable, pro-
viding excellent, low-cost neutron shielding, with a hydrogen content % greater than that of
water.Neutron putty is a nonhardening boron-loaded putty with a high hydrogen content. Neu-
tron shielding is available as sheets, plates, rods, or pellets. Other neutron shielding materials
in use are water, concrete, soil, and steel.

. Metrology and Dosimetric Quantities

Radiation measurements and investigations of radiation effects require the definition of radio-
metric quantities (ICRU a). Radiation fields are characterized by radiometric quantities
which apply in free space as well as in matter. The particle number N is the number of parti-
cles that are emitted, transferred, or received. The flux is the quotient of dN/dt where dN is the
increment of the particle number in the time interval dt. One of the most important quantities
in neutron detection is the fluence ϕ, which is the ratio of the number dN of particles incident
on a sphere of cross-sectional area da:

ϕ̇ =
dN
da

. ()
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The fluence is measured in unit m−. The fluence rate is defined as

ϕ̇ =
dϕ
dt

()

and has unit m− s−. The distribution ϕE represents the fluence with respect to energy where
dϕ is the fluence of particles of energy between E and E + dE:

ϕ̇E =
dϕ
dE

. ()

Dosimetric quantities should provide physical measures which are correlated with effects of
ionizing radiation. The basic dose definitions are given in > Chap. , “Radiation Protection”.
Operational quantities for practical measurements, both for area and for individual monitor-
ing were introduced and further explained in ICRU Reports , , , and  (ICRU , ,
, ). The International Commission on Radiation Protection has recommended their
use in radiation protection measurements (ICRP , ). They are based on the quantity
dose equivalent and have the unit Sievert (Sv). The ICRU has provided definitions of the oper-
ational quantities at points at a depth d in phantoms made out of tissue-like materials. For
strongly penetrating radiation as neutrons the depth d in the phantom is mm.Theoperational
quantities for strongly penetrating radiation are for area monitoring the ambient dose equiv-
alent H∗() and for individual monitoring the personal dose equivalent Hp(). The ICRU
sphere with diameter  cm is the phantom for H∗(), while a slab phantom with dimensions
 cm×  cm×  cm is used for the calibration toHp().The ICRUmaterial has a mass den-
sity of  g cm− and a mass composition of .% oxygen, .% carbon, .% hydrogen, and
.% nitrogen (ICRU ).

The relation between radiometric quantities and the operational quantities is established
by fluence-to-dose-equivalent conversion factors. The operational dose-equivalent quantities
H∗() and Hp() for neutrons are determined from the equations

H∗() =
∫

h∗ϕ(E) ϕE dE, ()

Hp() =
∫

hp,ϕ(E) ϕE dE, ()

where ϕE is the energy distribution of the neutron fluence and hp,ϕ(E) and h∗ϕ(E) are the
corresponding energy-dependent fluence-to-dose-equivalent conversion coefficients. These
coefficients were calculated by several groups and at an international level it was agreed upon
the numerical values that can be found in ICRP Report  (ICRP ) and in ICRU Report
 (ICRU b). The conversion factor h∗ϕ(E) as a function of neutron energy is displayed in
> Fig. .

The fluence response Rϕ of a radiation detector is a useful quantity specifying its sensitivity
for detection. For an irradiation in a homogeneous radiation field with fluence ϕ it is defined
as (ISO - )

Rϕ =
n
ϕ
, ()

where n is the total count of detected events. Fluence responses are measured in units of area,
usually in cm. The fluence response corresponds to the area of a hypothetical detector with
% efficiency.

A radiation detector’s response RH to dose equivalent H is defined as

RH =
Rϕ

hϕ
. ()

http://dx.doi.org/10.007/978-3-642-13271-1_10
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Fluence-to-ambient-dose-equivalentH∗() conversion coefficients for neutrons (ICRP
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 Materials and Detector Types for Neutron Detection

. Neutron Detection Principles

Ionizing radiation is a radiation consisting of directly or indirectly ionizing particles. A radia-
tion detector is a device which in the presence of radiation provides a signal for use inmeasuring
one or several quantities of the incident radiation. The detection of ionizing radiation usually
utilizes ionization effects in detector materials. As neutrons are not directly ionizing they have
to be converted into charged particles, which are then transferring their energy in direct ioniza-
tion processes to the detector’s sensitive volume. The ions are subject to charge collection and
sometimes to internal amplification processes. Proportional counters, Geiger–Müller counters,
GEM detectors, and photomultipliers are using avalanche charge amplification sometimes at
very large gains. Pulse analysis and discrimination is easier with large signals. Other detector
types like ionization chambers or semiconductors are only collecting the charge. Glenn Knoll
gave an excellent and very detailed overview on radiation detection (Knoll ).

. Active Neutron DetectionMethods

.. Gas-Filled Detectors

Gas is a well suited medium for the detection of ionizing radiation. Free electric charges are
mobile in gases and their recombination probability is relatively low. The conductivity of gases
is low enough that high voltages can be applied to produce sufficiently strong electric fields.
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Especially noble gases are well suited components of counting gases.Quenching gas admixtures
are required if avalanche gas amplification is used. This holds for the detection of all types of
ionizing radiation.

For neutron detection an efficient conversion process of neutrons into charged particles has
to be added.There are a few gases where nuclear reactions in >Table  provide efficient neutron
conversion. The most important counting gases in neutron detection are He, BF, methane,
and hydrogen. The reactions with He and B have sufficiently large cross sections and high
Q-values to convert slow neutrons with high probability into charged particles with enough
kinetic energy to exceed detection thresholds. In hydrogen or in methane neutrons are produc-
ing recoil protons. The neutron energy has to be not too low, because the recoil energy has also
to be above detection threshold and in elastic scattering there is no energy contribution from a
Q-value. In neutron detection the most common gas-operated detector types are proportional
counters, ionization chambers, and fission chambers.

The working horse in neutron detection is certainly the He proportional counter. Cylin-
drical tubes are available with diameters from a fraction of inch to several inches.There are also
spherical counters and detectorswith rectangular cross sections for time-of-flight spectroscopy.
Tube lengths are ranging between a couple of centimeters up to several meters and He filling
pressures are up to  atm with small amounts of quenching gas. He counters are rigid and
can be operated at temperatures up to  ○C. The efficiencies for thermal-neutron detection
are high. The He(n, p)H reaction releases a total of  keV kinetic energy as indicated by
the Q-value in > Table . According to the conservation of energy and momentum, the triton
carries  keV and the proton  keV. Both particles are directly ionizing along their tracks
through the gas volume and their total energy deposit is  keV. A typical pulse-height spec-
trum of a He counter tube is shown in > Fig. . with the full-energy-deposit peak at  keV.
The tails at lower pulse heights correspond to events where one of the two decay particles has

50,000

40,000

30,000

D
et

ec
te

d 
co

un
ts

20,000

10,000

0
0 100

764 keV peak

Triton
escape

Proton
escapeGamma

8060

Energy deposit [channels]

4020

⊡ Fig. 

Pulse-height spectrumof a He counter tube with diameter ′′ and filling pressure . atm



  Neutron Detection

hit the counter tube’s wall and only a fraction of the full energy release is detected. Only one
particle can hit the wall because the angle between both decay particles is ○.The triton escape
and the proton escape can clearly be seen in the pulse-height spectrum. All detected thermal-
neutron signals are exceeding a minimum energy deposit. Below this minimum there is a gap.
At very small pulse heights there are signals generated by gamma radiation. The discrimina-
tion threshold for the electronics is usually set above the gamma pulse heights and below the
minimum neutron energy deposit.

Detectors filled with BF have lower efficiencies than He detectors due to the lower cross
section and because the filling pressure is usually lower. But they have a better gamma discrim-
ination because of the larger Q-value. Drawbacks of BF are that the gas is toxic and corrosive.
Most BF counters are filled with pure boron tri-fluoride enriched to about % in B.

Boron-lined proportional counters have a similar construction to BF and He proportional
counters. However, the neutron detection is by means of a boron coating rather than boron or
He in a gaseous form, resulting in a higher neutron sensitivity. Typically, boron-lined propor-
tional counters are used where the temperature limitations of BF counters prevent their use.
Detectors filled with hydrogen or with methane are used as recoil proton counters.

.. Semiconductors

The following semiconducting materials have been used in neutron detection:

• Silicon with B coating or with LiF film
• Gallium arsenide with B coating
• Boron–carbide semiconductor diodes

The advantages of semiconductors for neutron detection are mainly compact size, relatively
fast timing characteristics, and an effective thickness that can be varied to match the require-
ments of the application. Drawbacks may be the limitation to small sizes and the relative high
susceptibility to performance degradation from radiation-induced damage (Knoll ).

.. Scintillators

The following scintillators have been used in slow-neutron detection:

• Boron-loaded plastic and liquid scintillators
• Li scintillators (LiF, LiI, LiFZnS(Ag), glass, scintillating fibers)
• Gadolinium-loaded liquid scintillators

Advantages of scintillators are that they can be sensitive to the amount of energy deposit and
that they are fast detectors which can be used for time-of-flight measurement. Scintillators are
robust, easy to be operated, and relatively cheap.Their disadvantages are aging effects and radi-
ation damage, sometimes difficulties in the light detection, for instance, with photomultipliers
in the presence of magnetic fields and some scintillators are hygroscopic.

The dominant fast-neutron interaction in plastic or in liquid scintillators is the genera-
tion of recoil protons. Plastic scintillators consist out of a solid solution of organic scintillating
molecules in a polymerized solvent. They are very popular because of the ease with which they
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can be fabricated and shaped. Typical emission is at  nm.They have a large light output and
short decay time and are well suited for timing measurement. Many scintillator designations
are following the Saint-Gobain-type designation. A plastic scintillator for fast neutrons would
be BC-. Plastic scintillators do not allow for a good neutron–gamma separation.

The BC-A (formerly called NE ) is a widely used liquid scintillator with good pulse-
shape discrimination properties intended for neutron detection in the presence of gamma
radiation. It has extremely good timing properties and is well suited for coincidence measure-
ments. Then there are for slow-neutron detection boron-loaded plastic scintillators (BC-)
and gadolinium (BC-) and natural (BC-) or enriched boron-loaded liquid scintilla-
tors (BC-A). Also scintillators with lithium are quite common. The lithium-iodide crystal
is chemically similar to sodium iodide and also hygroscopic. Liquid scintillator with lithium
is also commercially available. There are as well lithium-containing glass scintillators. A new
type of a scintillation detector for neutrons is scintillating glass fibers loaded with lithium.
Anthracene and stilbene also have been used for neutron detection. For neutron radiography
there are scintillators with phosphor screen based onZnS(Ag) and Li (BC- earlierNE-).

.. Superheated Emulsion Detectors

Robert E. Apfel proposed in  the superheatedemulsiondetectors, the so-called bubble tech-
nology as a new method for radiation detection (Apfel ). Superheated emulsion detectors
are based on superheated droplets suspended in a viscoelastic gel medium, which vaporizes
upon exposure to the high-LET recoils from neutron interactions. Bubbles evolved from the
radiation-induced nucleation of drops give an integrated measure of the total neutron expo-
sure. There are several different techniques to record and count the bubbles. In active devices
they can be detected acoustically, by optical bubble counting, or by vapor volumemeasurement.
Neutron spectrometry can be performed by measuring responses at different temperatures or
pressures. Bubble detectors are insensitive to low-LET radiation like gammas or X-rays. Acous-
tical recording has the issue with discrimination of bubble pulses against noise. Francesco
d’Errico published overviews concerning superheated emulsion detectors (d’Errico et al. ;
d’Errico ; d’Errico et al. ).

. Passive Neutron DetectionMethods

.. Track Detectors

Passive neutron detection with nuclear track emulsions is the oldest and was once the most
common method for neutron personal dosimetry (Knoll ; ICRU ; d’Errico and Bos
). The emulsions are relatively inexpensive, but track analysis under a microscope is labo-
rious. New developments are focusing on automated track scanning methods. Passive radiation
detectors have the advantage of being able tomeasure also in pulsed radiationfieldswhere active
devices may suffer from dead-time losses or pulse pile-up.

.. Thermoluminescent Dosimeters

In thermoluminescent dosimeters (TLDs) (Knoll ; ICRU ; d’Errico and Bos ),
electrons are elevated by a radiation from the valence to the conduction band and captured
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in trapping centers. Holes can also be trapped in analogous processes. The captured states are
stable for longer periods. If a TLD is heated the trapped electrons or holes are re-excited and emit
visible photons, which can be detected by a photomultiplier. The number of photons is a mea-
sure of the dose deposit. An exposed TLD material is thus an integrating detector for ionizing
radiation. There are many TLDmaterials. LiF has been the most widely exploited (Knoll ).
TLDs for neutron measurement are primarily used as albedo dosimeters, which is a dosimeter
capable of measuring the fraction of neutrons reflected by a human body. Thermolumines-
cence detectors for neutron detection utilize typically LiF and LiF crystals. LiF is sensitive
to neutrons and to photons while LiF is only sensitive to photons. The neutron contribution is
calculated by determining the difference of both readings. TLDs are simple, rugged, and cheap.
They have a good linearity and low detection limits. TLDs are usually processed by automatic
readout.

.. Etched-Track Detectors

Etched-track detectors (Knoll ; ICRU ; d’Errico and Bos ) are together with TLDs
the most commonly used passive neutron detectors. Charged particles, like alpha particles
or protons, damage the material along their tracks, which can be made visible by chemical
or electrochemical etching. These secondary particles can originate from nuclear reactions
both in materials adjacent to an etched-track detector and those created inside the bulk of it.
Etched-track detectors are usually processed by imaging systems which analyze and count the
tracks and determine the dose. This method is insensitive to photons. In particularly over the
last few tens of years, polymer etched-track detectors have been used.The most popular detec-
tormaterial is polyallyl-diglycol carbonate (PADC), commercially available as CR-. Li or B
aremainly used as converters for slow neutrons.Their response characteristics are generally suf-
ficiently well known for neutrons with energies up to several hundred MeV. These dosimeters
are generally able to determine neutron ambient dose equivalent down to a few tenths of a mSv.

.. Passive Superheated Emulsion Detectors

In passive superheated emulsion detectors or bubble detectors (ICRU ), the most imme-
diate readout method is the visual inspection, a process that can be automated using video
cameras and image analysis techniques. In the past decade superheated emulsions have achieved
acceptance among the passive systems for personal neutron dosimetry. The detectors are con-
sidered to be the passive devices with the most accurate energy dependence of the response and
the lowest detection threshold (d’Errico and Bos ).

.. Direct Ion Storage

Direct ion storage (DIS) is a relatively new technology. A small ionization chamber filled with
air is in contact with the floating gate of a MOSFET transistor. The charge of the gate is initially
set to a predetermined value. The charge generated by the radiation in the ionization chamber
discharges partially the gate.The stored charge at the gate can be measured as a voltage without
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modifying its value and it is proportional to the dose. Application of DIS to neutron dosimetry
is possible using pairs of detectors for the separate determination of the photon and neutron
dose contribution (d’Errico and Bos ; Fiechtner et al. ).

.. Other Passive Detectors

Radioluminescent glass detectors have found limited application in neutron dosimetry. Amore
recent technique is optically stimulated luminescence (OSL) (McKeever ). This method is
based on laser stimulation and does not need heating of the detector material. It seems to be a
breakthrough in passive radiation detection (d’Errico and Bos ).

 Applications of Neutron Detection

. Neutron DoseMeasurement

.. Introduction

As a consequence of the  recommendations of the International Commission on Radi-
ological Protection, the operational quantities were newly defined (ICRP ). The relations
between the neutron fluence and the two operational quantities, the ambient dose equivalent
H∗() and the personal dose equivalent Hp(), vary widely with neutron energy. The flu-
ence response of a well-designed instrument, which will give a reading sufficiently proportional
to the operational quantities, regardless of the neutron energy spectrum should have a fluence
response as a function of energy that is inversely proportional to the fluence-to-dose conversion
coefficients (Knoll ) provided by the International Commission on Radiological Protection
(ICRP ). This is the entire secret of the art of accurate neutron dose measurement.

.. Rem Counters

The first neutron dose-rate meters based on the concept of an active thermal-neutron detec-
tor centered in an appropriate moderator with internal neutron absorbers – so-called rem
counters – have been already designed in the s. The Andersson–Braun counter and the
Leake counter, became very popular and have been used all over the world for decades. While
the Andersson–Braun counter has a cylindrical moderator and a BF proportional counter tube
as neutron detector (Andersson and Braun , ) the Leake counter has a spherical mod-
erator with a reduced weight of about  kg and had a LiI(Eu) crystal at the center (Leake ).
The Leake design was later improved by replacing the crystal by a small spherical proportional
counter filled with He gas to achieve better gamma rejection properties and increased neutron
sensitivity (Leake ).

After the publication of the ICRP recommendations of the International Commission on
Radiological Protection (ICRP ), the Research Center Karlsruhe and Berthold Technolo-
gies designed a new neutron survey meter – the Berthold LB  – with an energy-dependent
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Schematic drawing of the Berthold rem counter LB 

response optimized to the then new operational quantity ambient dose equivalent H∗()
(Klett and Burgkhardt ). The rem counter utilizes a cylindrical He proportional counter
tube centered in amoderating polyethylene sphere with  cm diameter.The energy-dependent
response toH∗() tuned with internal perforated-cadmiumneutron absorbers and with bore-
holes is within ±% for neutron energies between  keV and MeV (Knoll ). This is
standard in gamma dosimetry but it is excellent in neutron dosimetry. The H∗() response
to neutrons emitted by a bare Cf source is approximately  counts/nSv, which is very high.
> Figure  shows a drawing of the geometrical setup.

> Figure  shows the responses of severalwidely used rem counters to ambient dose equiva-
lentH∗()which were calculated from the fluence responses given in a technical report of the
IAEA (IAEA ). In the United Kingdom, the radiation protection group of the Health Pro-
tection Agency together with the neutron metrology group of the National Physical Laboratory
have carefully assessed the performances of several instruments (Tanner et al. ).

For radiation protection purposes the response functions of conventional rem counters
are considered to be acceptable at energies below MeV. At higher energies the responses
are decreasing and the instruments are underestimating ambient dose equivalent. A growing
number of accelerators with high or even very high energies and enhanced interest in dose
monitoring at flight altitudes triggered novel designs of instruments for extended energy ranges
(Birattari et al. ; Fehrenbacher et al. ; Klett et al. ). Extended-range rem coun-
ters utilize layers of lead, tungsten, or other high-Z materials to convert in spallation processes
high-energy neutrons into lower-energy neutrons. Response functions of several extended-
range rem counters were calculated by Mares et al. ().
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Responses of several neutron surveymeters to ambient dose equivalentH∗()

.. Tissue-Equivalent Proportional Counters

Tissue-equivalent proportional counters (TEPCs) allow the measurement of the probability
distribution of the absorbed dose d(y) in terms of lineal energy y in radiation fields.The lineal
energy is defined as the ratio of the energy imparted to the matter in a volume by a single-
deposition event to the mean chord length in that volume. The lineal energy can be used as
an approximation of the linear energy transfer LET and the dose equivalent can be evaluated
through a function Q(y) which relates the quality factor to the lineal energy.

TheTEPC is an important tool inmicrodosimetry and in some cases the only one to provide
directly dose and radiation quality information in complex radiation fields. The TEPC can be
used to distinguish photon and neutron contributions with good accuracy.

A tissue-equivalent proportional counter is a spherical or cylindrical detector with walls
made out of tissue-equivalent material and filled with tissue-equivalent gas and operated in
proportional mode. When the TEPC’s gas density and its diameter is maintained at about
− g cm−, it can simultaneously determine the absorbed dose to the tissue and of the spec-
trum of the pulse heights which corresponds to the energy deposition (ICRU ). By far
the most commonly used TEPC has been the spherical counter. It has the advantage of being
isotropic with respect to external radiation, but the electric field close to the wire has unfortu-
nately not a cylindrical geometry. In order to obtain a cylindrical electric field geometry in the
volume of gas amplification, Rossi proposed the so-called Rossi counter with an auxiliary helix
electrode close to the wire (Rossi and Staub ; Rossi and Rosenzweig ). The sensitive
volumes of TEPCs range from a few millimeters up to several centimeters in diameter. TEPCs
are operated in pulse mode to record each individual event’s energy deposit. The pulse height
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is proportional to the charge released in the sensitive detection volume. The measurement of
lineal energies from below  eV/μmup to more than MeV/μm requires low-noise analogue
electronics with a linearity over – orders of magnitude and an appropriate ADC system.
TEPCs have not only been used in dose measurements at aviation altitudes and in mixed
photon–neutron fields in accelerator environments, but also in investigations in radiotherapy
and radiobiology (Kliauga et al. ; Gerdung et al. ).

.. Active Personal Dosimeters

A relatively new development now competing with and partially replacing the passive meth-
ods in individual dose monitoring are active personal dosimeters (APDs). In comparison to
passive dosimeters they have the advantages of instant reading, audible alarm, lower detection
limits, data memory, and communication capabilities with other hosts. There are several neu-
tron APDs on the market, which have one or several silicon diodes or silicon strip detectors
for neutron detection. The semiconducting detectors are combined with neutron converters
or with layers of material for neutron activation, for instance, silver. Some use separate pho-
ton channels for the subtraction of gamma doses. The main issue with neutron APDs is their
poor energy-dependent response. There were comparisons of instruments on the market and
summaries published (Bolognese-Milsztajn et al. ; Luszik-Bhadra ). Recent measure-
ments with electronic personal neutron dosimeters for high neutron energies were reported by
Luszik-Bhadra ().

.. Passive Dose Measurement

There is a large amount of passive dose measurement in individual monitoring of occupational
exposure. The passive neutron detectors that are used are described above. A good overview
about the state of art of the available techniques was given by F. d’Errico and A.J.J. Bos ().

.. Dose Measurement in Pulsed Radiation Fields

Many accelerators or other radiation generators operate in pulsed mode. It is well known that
active radiation detectors are subject dead to time effects and exhibit limitations in pulsed radi-
ation fields (Knoll ).These limitations cannot easily be overcome without the development
of new active detection technologies. Measurement of pulsed radiation is usually done with
passive detectors.

There are now a few developments of new technologies based on the activation of radionu-
clides by pulsed radiation fields. One of these designs utilizes the neutron-induced activation
of the nuclides Li, Li, and B with short half-lives below ms on the target nucleus C in
the detector materials. The decay products are detected in a time-resolved measurement. The
instrument is mainly intended for radiation protection at accelerators with high energies and
accomplishes the measurement of even very short and intense pulsed neutron fields (Klett and
Leuschner ; Klett et al. ).
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Luszik-Bhadra published another design of a new monitor for pulsed fields based on the
activation of silver. The device comprises four silicon diodes in a ′′ polyethylene moderator
sphere, two diodes covered on both sides with Ag, and two diodes covered with tin. The decay
products of the activation products Ag and Ag are beta particles which are detected by the
semiconductors.The detectors covered with silver are sensitive to neutrons and photons, while
the detectors covered with tin are only sensitive to photons. The neutron dose is determined by
subtraction (Luszik-Bhadra ; Leake et al. ).

.. Examples of Neutron Dose Measurements

The intensities of radiation levels at flight altitudes are exceeding-ground-level intensities by
two orders of magnitude. The exposure of aircrews is comparable with or even larger than
the exposure of workers classified as occupationally exposed. Primary galactic and solar par-
ticles – mainly protons – are interacting with the atmosphere and are generating secondary
particles with a complicated composition. At flight altitudes of civil aircrafts about % of the
ambient-dose-equivalent contribution is from neutrons, about % is from photons, electrons,
and muons, and about % is from protons. Accurate dose measurements in these mixed fields
with energies ranging from keV up to even exceeding the TeV domain is difficult. The rec-
ommendation by the International Commission on Radiological Protection (ICRP) in ,
that exposure to cosmic radiation in the operation of jet aircraft should be recognized as
occupational exposure, initiated a large number of new dose measurements onboard aircraft.
A EURADOS working group has brought together all recent, available, preferably published,
experimental data and results of calculations, mainly from laboratories in Europe (Lindborg
et al. ). The reported results have been obtained using a variety of instrument types like
rem counters, TEPCs, and Bonner sphere spectrometers.The results obtained are in good agree-
ment almost all within±% of themean values.During the time period – at temperate
northern latitudes in  km altitude measured ambient-dose-equivalent rates for neutrons were
about μSv/h and the total about μSv/h. The total exposure on a typical trans-Atlantic flight
is about μSv (Luszik-Bhadra ).

Another interesting example of neutron dose measurements was an international project
investigating complex workplace radiation fields at European high-energy accelerators and
thermonuclear fusion facilities. This study included all common types of existing neutron
detection techniques in an environment with mixed radiation fields and high energies. The
relevant techniques and instrumentation employed for monitoring neutron and photon fields
around high-energy acceleratorswere reviewedwith some emphasis on recent developments to
improve the response of neutron-measuring devices beyond MeV. It was investigated which
type of area monitors to be employed (active and/or passive) and how they should be cali-
brated. The influence of the pulsed structure of the beam on the instruments and the needs
and problems arising for the calibration of devices for high-energy radiation are addressed.The
major high-energy European accelerator facilities are reviewed along with the way workplace
monitoring is organized at each of them. The facilities taken into consideration are research
accelerators, hospital-based hadron therapy centers, and thermonuclear fusion facilities. The
issues of calibration are discussed and an overview of the existing neutron calibration facilities
was provided (Bilski et al. ; Rollet et al. ; Silari et al. ).
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. Spectrometry

.. General

Neutrons appear in nature, in laboratories, or in nuclear facilities covering a very large energy
range from ultracold up to ultrahigh energies at accelerators up to the TeV domain. As the inter-
action of neutrons with matter usually strongly depends on their energy, spectral information
is needed in order to describe the occurring process. Spectrometry measurements are needed
to characterize neutron fields. Commonly usedmeasurementmethods are Bonner spheremea-
surement, time-of-flight measurement, nuclear recoil measurement, neutron-induced nuclear
reactions, methods based on activation and on threshold effects, and neutron diffraction.
An excellent overview about neutron spectrometry for radiation protection was provided by
Thomas ().

.. Bonner Spheres

In , the Bonner sphere spectrometer (BSS) was first described by Bramblett, Ewing, and
Bonner (Bramblett et al. ). Of the many types of neutron spectrometers that have been
developed this multi-sphere system has been used by more laboratories than any other. It is
easy to operate, it has an almost isotropic response, it covers energies from thermal up to GeV
neutrons, and it can be used with active or with passive detectors. A BSS is consisting of several
moderating spheres with different diameters and a thermal-neutron detector which is assem-
bled in the centers of these spheres. The spheres are usually made out of polyethylene and each
sphere with the thermal-neutron detector has a sensitivity to neutrons over a broad energy
range. However, the sensitivity for each sphere peaks at a particular neutron energy depending
on the sphere diameter. From the measured readings of a set of spheres, information can be
derived about the spectrum of a neutron field (Thomas and Alevra ; Thomas and Klein
).

Several types of thermal-neutron detectors have been used. In the original Bonner sphere
spectrometer a small LiI(Eu) scintillator was used. Various cylindrical and spherical propor-
tional counter tubes filled with BF or He are obvious alternatives. Several groups investigated
the use of the SP spherical He proportional counter produced by Centronic Ltd. UK. It has
a diameter of mm and a gas pressure of about  atm. The characteristics of BSSs with this
detector are well established. Typical moderator sphere diameters are between ′′ and ′′ with
the number of spheres in a set ranging between  and  spheres (Thomas and Alevra ).

If sphere i has response function Ri(E) and is exposed in a neutron field with the spectral
fluence ϕ(E), then the sphere reading Mi is obtained mathematically by folding Ri(E) with
ϕ(E):

Mi =
∫

Ri(E)ϕ(E)dE. ()

This integral extends over the range of neutron energies present in the field. Good approx-
imations of Ri(E) can be obtained by simulation calculations supported by measurements
in well-characterized reference neutron fields. Information about the spectrum ϕ(E) can be
extracted by unfolding. However, because the total number of spheres is limited the solu-
tion may provide a poor representation of the spectrum with important features smeared out.
Additional a priori information on the spectrum is useful (Thomas and Alevra ).
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⊡ Fig. 

Bonner sphere spectrometer NEMUS of the PTB with five of the ten polyethylene spheres in

the back, a spherical He proportional counter in the center, and parts of the modified

spheres in the foreground left and right

The PTB NEMUS system, the INFN Frascati BSS, and the NPL BSS are a few examples
where detailed descriptions, measurements, and intercomparison data were published (Wiegel
and Alevra ; Bedogni and Esposito ). > Figure  shows the components of the
PTB NEMUS Bonner sphere spectrometer. BSSs have an excellent energy range, good sensi-
tivity, isotropy and photon discrimination, simple but time-consuming operation, and poor
energy resolution. According to a neutron field’s intensity and time structure various types of
active or passive thermal-neutron detectors can be selected. The data analysis requires com-
plex unfolding of themeasured data. For instance FRUIT (Frascati Unfolding Interactive Tool),
an unfolding code for Bonner sphere spectrometers, was developed under the Labview envi-
ronment at the INFN-Frascati National Laboratory and is available from the authors upon
request (Bedogni et al. ). An excellent overview on Bonner sphere neutron spectrometry
was provided byThomas and Alevra ().

.. Time-of-Flight Spectroscopy

Time-of-flight spectroscopy is based on measurementof the time it takes for a neutron to travel
a known distance. From this the neutron’s velocity and the energy can be calculated. The mea-
surement needs a start and a stop signal. The former can for instance be derived from a pulsed
neutron generation process while the latter is generated when the neutron arrives at a distant
neutron detector. The indication of the start can be generated by time-pick-up signals from an
accelerator, by an appropriate detector, or by a beam chopper. To minimize uncertainties time-
of-flight spectroscopy requires precise time measurement.Therefore the detectors from which
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Neutron spectra of bare Cf, moderated Cf, and Am–Be (IAEA )

the time information is derived have to be very fast. Excellent timing characteristics have for
instance plastic scintillators.The flight paths have to be very long and can be as long as the order
of magnitude of m.

.. Recoil Spectroscopy

Another neutron detection technique with spectral sensitivity is based on elastic neutron
scattering on light target nuclei. During the interaction a fraction of the neutron’s energy is
transferred to the recoil nucleus. As the recoil nucleus is directly ionizing it deposits its energy
in the detector materials.The maximum energy Emax which can be transferred from a neutron
with kinetic energy En to a recoil nucleus with mass A in units of neutron mass is (Knoll ):

Emax =
A

( + A)
En. ()

The maximum fractional energy transfer in elastic neutron scattering is  for hydrogen, .
for He, and . for O. Therefore only light nuclei are of primary interest with hydro-
gen being the best choice. Recoil proton spectroscopy can be performed with detectors with
a substantial amount of hydrogen in the detector material. The easiest detector would be a
scintillator containing hydrogen as organic crystals, plastic scintillators, or liquid scintillators.
Liquid scintillators have the advantage of the possibility for neutron–gamma discrimination.
Another detector type for recoil spectroscopy would be gas recoil proportional counters filled
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with hydrogen, methane, or with helium. The energy distribution for all scattering angles in
elastic neutron–proton scattering is approximately a rectangular function. This is the detector’s
response function. The neutron spectrum has to be determined by deconvolution (Knoll ).

. Neutron Activation Analysis

Neutron activation analysis (NAA) is one of the most sensitive analytical techniques to deter-
mine concentrations ofmany elements in a variety ofmaterials. It is based on neutron activation
and requires irradiation of the specimen with neutrons. This creates artificial radioisotopes of
the elements of interest. Usually reactors are used but other types of neutron sources as previ-
ously discussed can also be used, if the energy and intensity requirements are met. The decay
products of the artificial radioisotopes are then measured and analyzed. Preferably gamma
spectroscopy allows for the identification of nuclides and for quantitative measurement of con-
centrations. As it is a nuclearmethodNAAdoes not depend on the chemical form of the sample.
NAA is a nondestructive technique and requires usually very small amounts of sample. Many
elements can be determined at the same time (Alfassi ).

There are a few important experimental conditions for NAA, first of all the kinetic energy
of the neutrons used for irradiation. Generally neutron activation is performed with thermal
neutrons, but there are also nuclear reactions used, where higher neutron energies are required.
The intensity of the neutron field and the cross sections of the selected activation processes are
important parameters. The nuclear decay products can be measured during or after neutron
irradiation.

. Neutron Scattering

There is a lot of research utilizing neutron scattering in biology, biotechnology, medicine,
nanotechnology, and in research on catalysis, drugs, energy, magnetism, molecular structure,
polymers, and superconductors all over the world. Some of the leading institutes are the Insti-
tut Laue–Langevin inGrenoble, the Rutherford–Appleton Laboratories inOxford with ISIS, the
FRM II reactor in Munich, the Research Center Jülich, the Paul Scherrer Institute inWürenlin-
gen with SINQ, the KENS Neutron Scattering Facility at KEK in Japan, the Oak Ridge National
Laboratory with their new spallation neutron source, and the Los Alamos Neutron Science
Center LANSCE. These research centers are using special techniques like elastic and inelastic
scattering, diffractometry, time-of-flight measurement, small-angle neutron scattering, reflec-
tometry, or measurements of polarized neutrons. The international scientific community ben-
efits from applying these sophisticated large installed detector systems, which employ physical
principles and detection techniques that were discussed here. The details of these spectrom-
eters and techniques are very elaborate and are not subject of this article. More information
about these detector systems and research disciplines can be obtained from theWeb sites of the
neutron scattering laboratories.

. Nuclear Medicine

In radiotherapy with neutron beams, the estimation of the neutron doses to the organs surrou-
nding the target volume is particularly challenging. For instance at the Louvain-la-Neuve (LLN)
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facility these doses were investigated. The transport of a  cm ×  cm beam through a
water phantom was simulated with the Monte-Carlo code MCNPX and measurements of the
absorbed dose and of dose equivalent using an ionization chamber and superheated-drop
detectors were performed (Benck et al. ).

Boron neutron capture therapy (BNCT) is a cancer treatment method where after the
delivery of a suitable boron compound to tumor cells, the tumor is irradiated with slow
neutrons. The boron concentration in the tumor has to exceed the boron concentration in
normal tissue considerably, which can be achieved by a number of compounds. A reactor
or an accelerator has to deliver large thermal-neutron fluences of the order of magnitude
of  n/cm to get sufficient results of these irradiations (Gahbauer et al. ). Accurate
measurements of neutron fluences and dose distributions as well as Monte-Carlo calcula-
tions are the base of treatment planning. Neutron fluence and absorbed-dose measurements
were for instance performed with activation foils and paired ionization chambers (Binns et al.
).

. Search for Illicit Trafficking Nuclear Materials

Since the demise of the former Soviet Union and evenmore since the new terrorism, the search
for illicit trafficking or hidden nuclear material became an important new application in radi-
ation detection. In the beginning the main focus was in gamma detection, but soon neutron
detection was also included, because plutonium, a material used for nuclear weapons, is a
significant source of fission neutrons (Kouzes ).

Neutron detection is very selective for the indication of dangerous nuclear materials.
Plutonium is extremely hazardous and hard to be detected, because it is not very difficult
to shield the alpha, beta, and photon emissions. But the even-numbered plutonium isotopes
exhibit significant spontaneous fission yields. For instance  g of Pu is emitting , fission
neutrons per second. Therefore a neutron detector for the search for illicit trafficking or hid-
den nuclearmaterial needs amaximumof sensitivity in the fission-neutron energy region. Rem
counters are for these applications not sensitive enough and perform poorly, because their “dose
tuning” is based on a tremendous amount of neutron filtering and absorption. A well-designed
detector’s energy-dependent response should be optimized to fission neutrons at a maximum
of sensitivity. This can be achieved by a moderator of reasonable size in which a large thermal-
neutron detector is located. An example of a highly sensitive handheld detector is described in
Klett ().

Neutron detection is now widely used in security applications like access and exit control
of nuclear facilities, vehicle monitoring, border control, monitoring in harbors and airports, in
waste storage management, and in safeguard activities. The Austrian Research Center Seibers-
dorf in cooperation with a team of International Atomic Energy Agency IAEA experts and
supported by the World Custom Organization (WCO) and by INTERPOL has performed the
Illicit Trafficking Radiation Detection Assessment Program (ITRAP). The aim of the study was
to work out the technical requirements and the practicability of useful monitoring systems.
International suppliers andmanufacturers of radiation detection equipment fromnine different
countries have participated.The study covered fixed-installed monitoring instruments, pocket-
type instruments, and handheld instruments. Neutron monitoring should be included in the
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fixed-installed systems; it was desirable for the handhelds and not necessary for the pocket-type
instruments (Beck ).

For the detection of special nuclear materials (SNM) there are neutron coincidence
counters in use. They have arrays of neutron detectors – usually large He proportional
counters in moderators optimized for fission-neutron detection – covering a container
from several sides. There is active interrogation and passive measurement. For active inter-
rogation a neutron source is used to induce fission in a fissile material under investi-
gation. Passive measurement measures neutrons emitted by the sample without external
irradiation.

Homeland security applications consumed large amounts of He since a decade. Since
about  there is now a worldwide shortage in He supply and many groups are now
developing neutron detection alternatives (Kouzes et al. )

. Reactor Instrumentation

Reactor instrumentation requires mostly slow-neutron detection at high intensities and under
extreme conditions of reactor operation. Neutron intensities have to be measured in core up
to  cm− s− and out of core up to  cm− s− . There are high pressures and temperatures
which can be as high as  ○C. Because of a lower gamma sensitivity, gas-filled detectors is a
preferable choice.

Boron ionization chambers can be tailored to measure the required range of neutron flux.
Uncompensated boron ion chambers are generally used in regions of high neutron flux where
the gamma flux is only a small share of the total radiation level. Fission chambers can be used in
pulse or in direct-current mode. Fission chambers include a fissile material normally U.The
fission fragment’s large energy deposits are generating the detector signals. Fission chambers
in pulse mode are ideal in mixed fields because gamma discrimination is easy in pulse mode.
So-called self-powered detectors utilize a material with a high cross section for neutron capture
with subsequent beta decay. The beta decay current is measured without external bias voltage.
Overviews and more details about reactor instrumentation can be found in Knoll () and
Boland ().

. FusionMonitoring

Neutron spectrometry is a tool for obtaining fusion plasma information such as ion temperature
and fusion power. Neutron spectrometry measurements for diagnostics at the Joint European
Torus (JET) between  and  were reported by Jarvis (). A wide variety of spectrom-
eter types with nuclear emulsions, NE liquid scintillators, hydrogen ionization chambers,
recoil proton counters, He ionization chambers, silicon detectors, and diamond detectors
have been tested with varying degrees of success. Magnetic proton recoil spectrometers are
successful in monitoring the d–d and the d–t reactions at .MeV and MeV, respectively.
Investigations about the time resolutions of several different neutron spectrometry techniques
and an upgraded magnetic recoil spectrometer for ITER were recently described by Andersson
().
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. Industrial Applications

.. Neutron Imaging and Radiography

As neutron interactions with atoms and molecules are very different from X-ray interactions,
the neutron is sensitive to other aspects of matter. For instance, in investigating in automotive
industries with imaging techniques X-rays would illuminate the metallic structure of an engine
while neutrons would rather take a picture from the oil. Neutron imaging requires position-
sensitive neutron detectors.

Neutron transmission radiography (NR) is based on the attenuation of radiation passing
through a sample. Details of samples can be made visible, if the attenuation is different in dif-
ferent materials. As neutron detectors track etch foils, a combination of a neutron converter
layer (Gd, Dy) and X-ray film, or a combination of a neutron-sensitive scintillator and a CCD
camera or position-sensitive He detectors have been used. A new development is amorphous-
silicon flat panels. They contain Gd as neutron absorber and BaFBr:Eu+ as the agent which
provides the photoluminescence. An imaging plate scanner is extracting the digitized image
information from the plates by de-excitation caused by a laser signal.

.. Humidity Measurement

Because water is an excellent neutron moderator it is possible to measure humidity with neu-
trons. If fast neutrons emitted by a neutron source are penetrating humid matter, there is
thermalization depending on the amount of water. A typical neutron humidity measurement
setup comprises a fast-neutron source and a detector for thermal neutrons close to each other.
The probe is positioned in or close to the sample material, which could be coal, coke, sand,
sinter, soil, or lime sand bricks. The measurement is online and continuously without direct
contact with the sample. The measurement is not affected by temperature, pressure, pH value,
or optical characteristics of thematerial and determines of the amount of watermolecules, irre-
spective of their physical or chemical binding. Humidity measurementwith neutrons is mainly
used by chemical, cement, ceramics, coal, iron, and steel industries.

 Reference Neutron Radiation Fields

Reference neutron radiation fields are very important for the calibration of neutron detectors.
The following types are commonly used:

• Neutrons from radionuclide sources, including sources in a moderator
• Neutrons generated by nuclear reactions with charged particles from accelerators
• Neutrons from reactors

These fields have usually unidirectional beams and cover neutron energies in the range from
thermal up to several hundred MeV. There are quasi-monoenergetic neutron radiations for
determining the response of neutron-measuring devices as a function of energy and there are
neutron fields with wide spectra for calibration of instruments.
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⊡ Table 

Commonly used ISO reference neutron radiations (ISO - ; ISO - ; ISO

- ) with fluence-averagedenergies E and fluence-to-dose conversion factors h∗ϕ(E)

according to ICRP (ICRP )

Source/Generation Half-life [years] Reaction Energy [MeV] h∗ϕ(E) [pSv cm]
 Cf (DO
moderated)

. Spontaneous
fission

. 

Cf . Spontaneous
fission

. 

Am–Be  (α, n) . 

Reactor or
accelerator

Be(d, n)X/thermal
column

. × − .

Sc-filtered reactor
beam

 × − .

Accelerator Sc(p, n)Ti  × − .

Accelerator T(p, n)He and
Li(p, n)Be

. 

Accelerator T(p, n)He and
Li(p, n)Be

. 

Accelerator T(p, n)He and
Li(p, n)Be

. 

Accelerator T(p, n)He . 

Accelerator T(p, n)He . 

Accelerator D(d, n)He . 

Accelerator T(d, n)He . 

Accelerator T(d, n)He . 

Accelerator Université
Catholique de
Louvain (UCL)

 and 

Accelerator TSL Uppsala 

Accelerator CERN/CERF
(Mitaroff and Silari
)

< × 

An instrument under calibration is placed in a free-in-air radiation field of known fluence
rate and the reading is recorded. Neutron scattering from the air, by the walls, floor, and ceil-
ing should be minimized and corrected for. The room used for irradiation should be as large
as possible and measurements with a shadow cone help to take into account the scattered neu-
trons’ contributions. The international standard ISO  about reference neutron radiations
covers in its three parts the general principles, the commonly used radiation fields which are
listed in > Table , and the calibration procedures (ISO - ; ISO - ; ISO
- ).

The facilities providing neutron radiations traceable to national standards are for instance
the Physikalisch-Technische Bundesanstalt PTB in Germany, the National Physical Laboratory
NPL in the United Kingdom, and the National Institute of Standards and Technology NIST in
the United States.
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 Conclusion

As neutrons are neutral and not directly ionizing particles, neutron detection is more difficult
than photon or charged-particle detection. Neutrons can only be detected after conversion into
charged particles.There are several efficient nuclear processes to convert neutrons into charged
particles, among them especially elastic n–p scattering and nuclear reactions on He, Li,
and B target nuclei. These processes are utilized in a variety of neutron detection techniques
which are used in research, nuclear medicine, industry, and in many other fields.
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Abstract: To characterize a fusion plasma in an adequate way and to understand its com-
plex behavior as complete as possible, a large number of different plasma parameters must
be determined simultaneously. Most of them are local quantities varying with the radial
coordinate and in time. The spatial resolution aimed at is – cm and the required time
resolution varies fromμs to ms depending on themeasured quantity. The demanded accu-
racy of all the measuring systems is typically –%.Themajor challenge for fusion plasma
diagnostic originates from the harsh environment they are exposed to. When proceeding
to future burning-plasma devices, these burdens will further increase mainly due to the
strongly increased neutron fluence and energy load during the lifetime of the diagnostic.
This contribution sketches basic nuclear fusion and concentrates on diagnostic areas where
radiation detectors are involved, factoring out completely the wide field of electromagnetic
measurements and laser-aided methods.

 Introduction

Investigating hot magnetized plasmas in the frame of fusion research, a large number of differ-
ent diagnostic methods must be applied. Common to almost all diagnostic techniques is that
plasma probingmust be conductedwithout anymaterial contact between themeasuring instru-
ment and the plasma, due to the high temperatures and power fluxes involved. The physics
principles underlying the various techniques originate from almost all fields of physics. They
are complementing one another with respect to dynamic range or concerning certain informa-
tion gained by other diagnostic systems necessary to interpret the measurements. The whole
diagnostic system has redundancy which means that a given physical quantity is measured
simultaneously by a number of differentmeasuring systems.They are based on different physics
principles, ensuring that systematic errors do not remain unrecognized. Although a large num-
ber of diagnostic methods are well developed and established, growing new fields of research
demand for additional information, or higher spatial and temporal resolutions, stimulating the
development of new methods and even more refined techniques. Typically, more than  dif-
ferent diagnostic systems are installed at modern large fusion experiments. In first instance,
they provide the information necessary for the safe operation of the fusion experiment and the
protection of its components. Moreover, because all present-day fusion devices are devoted to
research, they constitute the backbone for the scientific work conducted.

To characterize the plasma in an adequate way and to understand its complex behavior
as complete as possible, a large number of different plasma parameters must be determined
simultaneously. These are the density of the electrons and the ions, the composition and den-
sity of certain impurities in the plasma, the temperature of the electrons and of the ions which
can differ significantly depending on the heating scenarios conducted, the total stored energy,
the plasma pressure, the radiation loss, currents and electric fields in the plasma and many
others. Most of them are local quantities varying with the radial coordinate. Examples are the
electron temperature and density being typically maximal at the plasma axis and approach-
ing low values at the plasma edge varying over orders of magnitude. Most of the quantities
are time dependent with characteristic times varying significantly. While fluctuating quanti-
ties are characterized by time scales of the order of μs, certain currents in the plasma or the
energy content vary slower by up to six orders of magnitude.The demanded accuracy of all the
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diagnostic measuring systems is typically –%. The spatial resolution aimed at is – cm and
the time resolution of the order of μs. The following short introduction to the subject concen-
trates on the areas where radiation detectors are involved, factoring out completely the wide
field of electromagnetic measurements and laser-aided methods. For a deeper insight into the
physical principles of the described diagnostics, the reader should refer to Lochte-Holtgreven
() and Hutchinson ().

 Basic Nuclear Fusion

Any energy production from nuclear reactions is based on differences in the nuclear binding
energy. An explanation of the structure for the general trend of the nuclear binding energies was
given by C. F. vonWeizsäcker in . Starting from the very limited range of the strong nuclear
force, he assumed that each nucleon just influences its nearest neighbors. The binding energy
per nucleon would thus be constant. The smaller binding energies for smaller nuclei are due to
the relatively large surface-to-volume ratio. The nucleons at the surface have missing partners,
and thus, their contribution to the total binding energy of the nucleus is reduced.The decrease
of binding energy per nucleon for nuclei beyond A ≈  is due to the repulsive Coulomb force
of the large amount of positive protons. The finer structures in the nuclear binding energy are
due to quantum-mechanical effects, i.e., at certain so-called “magic” proton and neutron num-
bers, the nucleus formed is a very stable configuration. This is roughly comparable to the stable
electron configurations of the noble gases, where electron shells are completed.The first magic
number is , which is manifested as a most remarkable example of a local maximum for the
helium nucleus with  protons and  neutrons. From the characteristics of the nuclear bind-
ing energy, it is clear that there are two ways of gaining nuclear energy: either by transforming
heavy nuclei into medium-size nuclei (this is done by fission of uranium, which is described in
> Chap. , “Spallation – Neutrons Beyond Nuclear Fission”) or by fusion of light nuclei into
heavier ones. In particular, the fusion of hydrogen isotopes into stable helium offers the highest
energy release per mass unit.

Themain fusion reaction in the Sun starts from protons leading through intermediate steps
to an α particle (He nucleus), two positrons, and two neutrinos and the release of the energy:

 p �→ α + e+ + νe + . MeV.

Since the fusion reaction in the Sun involves the weak interaction to transform protons to
neutrons, the reaction rates are far too low to allow energy production on a terrestrial scale.
Possible candidates for using fusion energy on earth are the following reactions (D andT denot-
ing the hydrogen isotopes deuterium and (the heaviest) tritium, with one and two neutrons,
respectively):

D + D �→

He + n + . MeV (%)
or T + p + . MeV (%),

D + He �→ He + p + . MeV,
D + T �→

He + n + . MeV,
p + B �→  He + . MeV.

The D–T reaction has by far the largest cross section at the lowest energies. This makes the
D–T fusion process the most promising candidate for an energy-producing system.The special

http://dx.doi.org/10.007/978-3-642-13271-1_30
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role of D–T reactions can be explained by a resonance in the compound nucleus He which
has an excited state just  keV above the sum of the masses of deuterium and tritium. Since
tritium is an unstable radioactive isotope, decaying to He with a half-life of . years, it does
not exist in significant amounts. Therefore, tritium has to be produced with nuclear reactions
of the neutrons from the D–T reaction and lithium:

n + Li �→ He + T + . MeV,
n + Li �→ He + T + n′ – . MeV.

Deuterium and lithium are very abundant and widespread in the earth’s crust and ocean water.
Since the range of the nuclear force is of the order of the dimensions of the nuclei, the

two colliding nuclei have to “touch” each other for a fusion reaction to occur. However, elastic
Coulomb scattering has amuch larger cross section, which leads rather to small-angle scattering
than to the fusion reaction. A way of overcoming this problem is to confine a thermalized state,
a so-called plasma of deuterium and tritium ions at energies of about  keV. Since the average
energy of particles at a certain temperature is about kT , where k is the Boltzmann constant,
temperatures are often given in units of electron volt ( eV =̂ . ×  K) in fusion research.
If the plasma is confined long enough, the particles thermalize as a result of many Coulomb
scattering processes and thus entail a Maxwellian velocity distribution:

f (v) = n (
m

πkT
)

/
⋅ exp(−

mv

 kT
) ,

where f is the number of particles in the velocity interval between v and v +dv, n is the density
of particles, m is their mass, and kT is their temperature.The reaction rate per unit volume, R,
can be written as

R = nD ⋅ nT ⋅ ⟨σv⟩

with v now being the relative particle velocity and ⟨σv⟩ being the reaction parameter, which is
calculated by integration over the distribution function of deuterium and tritium yielding

⟨σv⟩ =


(πmr)/(kT)/ ∫
σ(εr) ⋅ εr ⋅ exp(−

εr

kT
) dεr,

where mr is the reduced mass, and εr the relative kinetic energy. > Figure  shows the reac-
tion parameter for some important fusion reactions. At temperatures of interest, the nuclear
reactions result predominantly from the tail of the distribution.

A plasma can be confined by magnetic fields. In linear configurations, the end losses are
by far too large to reach the necessary thermal insulation, which is described by the so-called
energy confinement time τE. Frompower balance considerations – comparing the fusion power
inherent in theα particles to losses by radiation and heat conduction – a value of τE on the order
of several seconds is required. The end losses can be completely avoided in a toroidal system.
However, in such a device with purely toroidal magnetic field, the field curvature and gradi-
ent result in a vertical drift which is in opposite directions for ions and electrons. The resulting
electric field causes an outward E × B drift of the whole plasma, and therefore, such a simple
magnetic field configuration will be unstable. To avoid this charge separation, it is necessary to
twist the magnetic field lines by additional magnetic field components, where single field lines
map out so-called flux surfaces. On these flux surfaces, plasma transport is fast, as it is always
parallel to B, and therefore, plasma parameters usually are constant on a given flux surface.
Perpendicular to the flux surfaces, transport is hindered because particle motion perpendicular
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Schematic view of the modular stellarator W-Xwith non-planar coils

to B is restricted by the Lorentz force, and therefore, large radial temperature and density gra-
dients can be maintained in such a configuration allowing to reach central plasma parameters
necessary for fusion.

Two different principles for twisting the magnetic field lines are under investigation world-
wide.The stellaratorwas invented in  by LymanSpitzer, Jr. in Princeton.Here, the twist of the
field lines is created by external coils wound around the plasma torus.These external coils have
the advantage that the current can be controlled from outside, and can flow continuously, but
this kind of device is very challenging from the engineering point of view. > Figure  sketches a
modern “modular” stellarator, where the planar toroidal coils and the helical coils of a classical
stellarator have been replaced by one complex, but modular system of non-planar coils.
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Schematic view of a tokamak. The innermost cylindrical coil is the transformer coil for

inducing a plasma current. The toroidal coils above and below the machine create a vertical

field for plasma shaping and position control

The second approach is the tokamak proposed by two Russian physicists, Tamm and
Sakharov, in the year  and realized by Artsimovich.Theword tokamak itself is derived from
the Russian words for toroidal chamber with magnetic field. The tokamak concept is outlined
in > Fig. . The toroidal magnetic field is provided by external coils, and the necessary twist
is produced by means of an electric current in the plasma itself which gives rise to the poloidal
component of the twisted magnetic field. This current is produced by induction, the plasma
acting as the secondary winding of a transformer. Tokamaks have proven to be very successful
in improving the desired fusion plasma conditions and the today’smost successful experiments
are based on this principle. However, a transformer can induce the (DC-)plasma current only
during a finite time, while, as mentioned before, a stellarator may principally run completely
steady-state. For truly continuous tokamak operation, alternative current drive methods are
being developed. Another disadvantage of the required large plasma current is the potential
danger of so-called disruptions: Uncontrolled very fast (∼ms) plasma current quenches which
can give rise to large forces on the device. A recent review on the status of tokamak research is
given in Wesson ().

In a future fusion reactor, the hot plasma will be surrounded by the first wall and the blan-
ket. The latter is filled with lithium to produce the tritium, as discussed before. The majority
of the thermal energy of the plant is delivered here by neutron moderation, because the neu-
trons carry four-fifth of the energy released in the D–T fusion reaction. A shield is provided
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behind the blanket to stop the neutrons not captured by the blanket in order to reduce the heat
and radiation loads to the cold structures of the superconducting magnets (the application of
superconduction is mandatory for fusion reactors to obtain a positive energy balance).

 Diagnostic of Fusion Plasma

To investigate in detail the behavior of fusion plasmas with their extreme parameters, a large
variety of (partially complementary) diagnostic methods have been developed and are being
used in present-day experiments. In general, the diagnostic systems of a fusion experiment con-
stitute a major part of it, with regard to hardware as well as manpower. The principles of these
methods come from all areas of physics. A selection of the ones relevant to the scope of this con-
tribution is discussed in the following. The basic physics principles of plasma diagnostics are
described extensively inHutchinson (). In > Fig. , themost important plasma parameters
and the methods with which they are deduced are presented. > Figure  shows some princi-
ple plasma parameters of a typical discharge in the largest German tokamak ASDEX Upgrade.
As described above, the plasma is only confined in a tokamak if a current is flowing. In the
shown discharge (#), the current is ramped up to its final value of  MA until t = . s and
is ramped down again at its termination after t = . s. The line (of sight) averaged electron
density (same insert), which is measured by interferometry, reaches a maximum value of about
 ×  m−, which is typical for fusion plasmas. The insert below gives the trajectories of the
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Physics parameters of relevance in fusion plasmas (right) together with the diagnostic

method used for their deduction (left). Ip, plasma current;Ul, loop voltage; Bθ, (poloidal)

magnetic field; MHD, magneto-hydro-dynamics; Ti, Te, ion and electron temperatures;

ne, nimp, electron and impurities densities; Prad radiated power, Ptarget, power load to

the plasma-facing components, j(r), plasma current density
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Temporal evolution of several parameters of a tokamak discharge (for details see text)

auxiliary heating power. The discharge is heated by neutral beam injection (NBI) at a power of
 MW and Electron Cyclotron Resonance Heating (ECRH) of about  MW. The next insert
presents the power radiated from the plasma and the power convected/conducted to the outer
so-called divertor target, where the main plasma–wall interaction appears.The sum of radiated
and convected/conducted power must equal the total heating power – the missing part in the
balance is conducted/convected to other plasma facing components. Note that there is no sig-
nificant contribution from the fusion reaction in this plasma discharge since the experiment
is performed within D only. The plasma stored energy is a measure for the confinement at a
given heating power. Similarly, the neutron rate (lowest insert) also provides a rough measure
of the central plasma parameters, as can be deduced from the equation on the neutron rate
given above. Throughout the different phases of the discharge, the neutron rate varies by sev-
eral orders of magnitude (logarithmic scale). The emission of radiation and particles from a
fusion plasma can roughly be divided into two categories. The first one is due to plasma and
to atomic physics processes as scattering, excitation, ionization, and recombination, the sec-
ond category originates from (nuclear) fusion and subsequent processes. From the viewpoint
of their technical implementation, a division in radiation and particle measurements seems to
be more practical in the context of this handbook.

 RadiationMeasurements

Magnetically confined plasmas are optically thin, except for electron cyclotron radiation (≈
GHz range) and in some cases for the hydrogen Lyman-α radiation. The radiation spectrum



  Instrumentation for Nuclear Fusion

ranges from the infrared to the X-ray region and contains a lot of information about the plasma
composition. Different mechanisms for the emission of radiation can be distinguished:

– Thermal radiation from hot surfaces.
– Radiation from free electrons in the field of ions, so-called bremsstrahlung, or free–free

radiation, since it is a transition between two unbound states of the electron, resulting in a
continuous spectrum.

– Recombination radiation from free electrons captured by an ion (free–bound radiation).
This spectrum is also continuous, but it contains edges resulting from electrons with
negligible energy recombining into a specific energy level of the ion.

– Line radiation from bound electrons in an excited atom or an ion.
– Line radiation from nuclear reactions of fast particles in the plasma.

. Thermography

Power handling is one of the primary functions and most challenging problems for tokamak
plasma facing components (PFCs). Infrared thermography is an important tool that can quan-
tify the surface temperature and the heat-load profiles.The surface temperature is deduced from
the absolute measurement of the thermal radiation in the mid-to-long-wavelength infrared
≈–μm taking into account the emissivity of the surface. As detectors, linear or two dimen-
sionalCMOSarrays of InSb orHgCdTe are used.Thedetectors aremounted outside the vacuum
vessel, and the IR radiation is transmitted through sapphire or Ge optics. Temporal resolution
in the sub-ms range has to be achieved to allow the measurement of fast plasma events deposit-
ing power to the PFCs.The IR camera measurements are benchmarked directly with two-color
pyrometry or indirectly by thermocouples being built into the PFCsmeasuring the temperature
increase of the whole component.

. Continuum Radiation

Because the bremsstrahlung and recombination radiation spectra fall off exponentially with
the frequency ν, the slope of this spectrum can be used to deduce Te, without any need for an
absolute calibration. Usually semiconductor detectors (sensitive in the keV range) are usedwith
a pulse-height analysis system to measure spectra as sketched in > Fig. .

The bremsstrahlung intensity depends on the ion species, and if different ion species are
present in the plasma, all their contributions have to be added, and the intensity is propor-
tional to the so-called effective charge Zeff , where Z

eff ≈
∑ i n i Z

i
ne

. A calibratedmeasurement can
therefore be used to determine Zeff , which is a good measure of the degree of cleanliness of the
plasma and an important parameter for the fusion power output.

.. Bolometry

The energy loss from a plasma due to radiation is often a major contribution to the energy
balance and is therefore an important parameter in describing the plasma (see > Fig. ). The
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Schematic view of the bremsstrahlung and recombination spectra from a fusion plasma

easiestway tomeasure the total radiation loss is to use a bolometer.This is a detector specifically
designed to have a flat spectral response over a wide energy range, mainly in the UV region,
where the main radiative energy loss occurs.

Usually, a bolometer consists of a thin foil (gold absorber on thin mica or kapton foils with
gold meanders on their back side) that absorbs the energy. The temperature rise of this foil
is then equal to the total energy flux divided by the bolometer’s thermal capacity. This finite
capacity, however, limits the time resolution of this technique to the order of ms.

.. Soft-X-Ray Diagnostic

Amuchbetter time resolution (fraction ofμs) can be reached byusing semiconductor detectors,
which are sensitive in the softX-ray region (ħω ∼ Te).The absolute calibration of these detectors
is more problematic, because they change their sensitivity in time under neutron and plasma
irradiation, but they are ideally suited to measure dynamic processes (such as magneto-hydro-
dynamic (MHD) instabilities) in the plasma.

Bolometers, as well as soft-X-ray detectors, measure line-integrated signals that do not
allow spatial resolution. Because both detector elements can be built very small, usually a large
number of them is used in a pinhole camera to get spatial resolution. If several such cameras
view the plasma from different directions (see > Fig. , left-hand side), the local emissivity in
the plasma can be deduced from the line-integrated signals by an inversion algorithm
(tomography).

. Line Radiation

Line radiation from electrons bound in atoms or ions occurs at distinct wavelengths which are
specific to this atom (or ion). Therefore, line radiation can in principle always be attributed to a
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Typical arrangement of lines of sight of a bolometer diagnostic (left) for tomographic

reconstruction of the radiation profile (right) at ASDEX Upgrade

certain ion species. For this reason, spectroscopy is ideally suited to investigating the behavior
of impurities in a fusion plasma.The main objectives are:

• Identification of the elements present in the plasma
• Measurement of the impurity influx from walls and plasma facing components from the

line emission of excited atoms
• Determination of total impurity concentrations
• Investigations of transport processes by comparing measured impurity concentration pro-

files and their temporal evolution with transport models
• Determination of plasma parameters from line shapes and line ratios

.. Passive Spectroscopy

The electron temperature (Te) is usually peaked in the center of the plasma. Since the charge
state of ions strongly increases with Te, the different ionization stages of an element in the
plasma are usually ordered in a shell structure, as shown in > Fig.  for argon. For a cen-
tral electron temperature of . keV (≈.×  K) as shown in the figure, all ionization states up
to hydrogen-like Ar (Ar+) are abundant. Lighter species will be fully ionized and only heavy
species (like metals) will be partially ionized (and therefore able to radiate) in the inner part of
the plasma.
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Emissivity profiles of different Ar ions in an ASDEX Upgrade discharge with a central

electron temperature of Te ≈ . keV

As the excitation energy strongly increases with the charge state (∝Z), it becomes clear that
plasma spectroscopy has to cover a wide range of wavelengths. For the investigation of excited
atoms and low ionization stages at and around the plasma edge, visible lines can be used. In the
plasma center, the highly charged ions emit X-rays, and in a large part of the plasma, vacuum
ultraviolet lines are emitted.

To cover this whole range, different spectrometers involving quite different techniques have
to be used, see also Bitter et al. ().

Visible and ultraviolet (– nm)
Light can be transferred via glass fibers or normal optical components (for λ ≤  nm quartz
has to be used), gratings or prisms are used to disperse the spectra and the light is detectedwith
photomultipliers and modern CCD cameras. The spectral resolution can be made very high
(λ/Δλ ≈ ).

Vacuumultraviolet (VUV, – nm)
In this range, light is strongly absorbed even in air and can only be guided in evacuated
tubes. Gratings can still be used, and windowless photomultipliers, scintillators, channeltrons
or micro-channel plates with subsequent scintillators and CCD cameras are used for detection.

Soft X-rays (– nm)
The detectors are the same as in the VUV range, but to enhance the reflectivity of the grat-
ings, they are used at grazing angles of incidence (–○). The spectral resolution, however, is
relatively low (λ/Δλ ≈ –).

X-rays (–. nm)
In this spectral range, Bragg reflection on crystals is used to disperse the spectra. This results
in a very good spectral resolution (λ/Δλ ∼ ). Beryllium windows can be used and air
again becomes transparent. Scintillators and proportional counters are used as detectors.
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X-ray spectrum of light He-like and H-like ion species emitted in discharge # at ASDEX

Upgrade. Please note, the spectrum is taken by a rotating crystal spectrometer, which

means that each wavelength is measured at a different time during the discharge (time

scale at the top)

For focussing devices (with toroidally or spherically bent crystals) position-sensitive detec-
tors asmulti-wire proportional counters, back-illuminatedCCDs, CCDswith image intensifiers
have to be employed. Recently, new pixel detectors became available (Pacella et al. ; Ince-
Cushman et al. ). These detectors, either based on gas amplification or on semiconductor
elements, allow the readout of single pixels with individual amplification and discrimination.
> Figure  shows the spectrum of He-like and H-like O ions and F ions (an indication for
H-like Al is also visible). The spectrum is taken by a Bragg crystal spectrometer with a rotat-
ing detector/crystal arrangement allowing tomonitor a hugewavelength range during a plasma
discharge.

.. Charge-Exchange Spectroscopy

In the previous subsection on line radiation, it was discussed that light ions radiate only at
the plasma edge because they are fully ionized further inward. This problem can be over-
come by injecting a beam of neutral atoms. In collisions of these beam atoms with the plasma
ions, the latter can take over an electron (charge exchange) and subsequently emit radiation.
Energy and angular-momentum conservation results in the excitation of high-lying Rydberg
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levels, which emit visible radiation even from the heavier ion species. Usually the high-power
heating beams (NBI heating, see > Fig. ) are also used for charge-exchange spectroscopy.This
technique allows the measurement of the light-ion density in the plasma core. Since the
radiation is emitted in the visible range, it can be detected with high spectral resolution (simi-
lar to “passive spectroscopy”), which allows the determination of the ion temperature Ti from
Doppler measurements and of the plasma rotation.

.. γ Spectroscopy

Nuclear-reactionγ-ray diagnostic is a powerful technique used for studies of the fast ion behav-
ior in fusion devices. Intense γ lines are emitted when fast ions (p, d, t, He, and He) react
either with plasma fuel ions or with main plasma impurities, such as beryllium, boron, carbon,
and oxygen. Intensity and -D source profiles from the Be(He,nγ)C, Be(He,pγ)B, and
C(He,pγ)N reactions are used in the European tokamak device JET as an indicator of the
efficiency and spatial distribution of ion cyclotron resonance frequency (ICRF) power deposi-
tion in He-minority heating scheme (Kiptily et al. ). To identify the existence of fusion α

particles, the measurements of γ-rays from the reaction Be(α,n γ)C can be used. The γ-ray
measurements are performed in the energy range ≈−MeV using NaI(Tl), BGO, and NE
detectors with typical diameters of –. cm (Krasilnikov et al. ).

. ParticleMeasurements

.. Charge-Exchange Neutrals

The ions in the plasma are in general well confined by the magnetic fields, but in collisions
with neutrals also present in the plasma, they can take over an electron and become a neutral
atom that can leave the plasma. As in these charge-exchange collisions both particles keep their
energy, the neutral atoms leaving the plasma represent the energy distribution of the plasma
ions. Neutral particle analyzers consist of two major components, a stripping cell, where in a
low-pressure gas the neutral particles are ionized again, and amagnetic and electrostatic energy
analyzer to measure their energy spectrum. For plasma ions with a Maxwellian energy distri-
bution, this spectrum falls off with energy E as exp(−E/Ti) and allows determination of Ti.
The diagnostic is especially useful for the detection of deviations from the Maxwell distribu-
tion, e.g., due to additional heating of the plasma. However, it is a line-integratedmeasurement
and a set of different lines of sight is necessary to unfold the measurements to determine an
ion temperature profile Ti(r). Furthermore, the density of the neutrals decreases toward the
plasma center and is generally very low. Both issues can be overcome by using a beamof neutral
atoms injected into the plasma. This increases the neutral atom density in general, and results
in a localized source of the charge-exchange neutrals. With increasing size and density of the
plasmas, the charge-exchange diagnostic becomes very problematic in respect to information
about the plasma center since re-ionization of the atoms becomes large and strongly influences
the spectrum of the neutral atoms leaving the plasma. For measurements near the plasma edge,
it remains very valuable even for high-density plasmas.
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.. Neutron-Rate Measurements

Usually, fusion plasmas nowadays work with hydrogen or deuterium, and therefore, fusion
reactions between deuterium ions (D) can already occur via two different reaction branches,
thereby creating highly energetic protons (p), tritium nuclei, t, He nuclei, and neutrons (n)
(see > Sect. ). Neutrons easily escape from any plasma and have been used as a diagnostic
tool from the very beginning of fusion research. Since neutrons do not suffer from collisions
in the plasma, they carry the full information about the fusion process.The reaction parameter
⟨σ(v) ⋅ v⟩ (see > Sect. ) is a strong function of Ti . Therefore, the absolute measurement of the
neutron rate is a direct measurement of Ti, provided the deuterium density is known. As most
of the fusion reactions come from the ions in the high-energy tail of the velocity distribution,
this method works only for Maxwellian plasmas. Small deviations from the Maxwellian energy
distribution (i.e., even a small fraction of suprathermal particles in the tail of the distribution)
can significantly alter the fusion reaction rate.

In thermal plasmas, the neutron emission rate of  s− is equivalent to the fusion power
of . × − W in a D–T plasma and . × − W in a D–D plasma, respectively. There-
fore, it will be used as a feedback parameter for fusion output control in a future fusion reactor
and it has already been employed for control in JET (Jarvis et al. ) and TFTR (Hendel
et al. ) tokamaks. The neutron rate is typically measured outside the vacuum vessel, and
the neutrons have therefore to penetrate the vessel walls and other structures. To make the
measurements independent of the spectrum, they are further moderated (for example, with
polyethylene) and detectors which are only sensitive to thermal neutrons are used. Performed
in such a way, the measurement is quasi volume-integrated. Since the neutron emission profile
is strongly peaked, it can be assumed to be a toroidal line source, and the neutron detectors can
be absolutely calibrated for this case by moving a neutron source along the plasma axis in the
vacuum vessel. For absolute calibration of DD neutronmeasurements, typically a Cf neutron
source is used which is occasionally checked by activation measurements.The detectors must
have a wide dynamic range, fast response time, and must not be sensitive to hard X-rays and
γ-rays. Often a stack of detectors with different sensitivities is used. BF and He proportional
counters, U and threshold U fission chambers are the most common neutron detectors
having a time response on the order of ≈ ns. The fission chambers are operated in counting,
Campbell, and current modes. In addition, semiconductor Si and natural diamond detectors
are also successfully used in counting mode for neutron flux monitoring.

.. Neutron Spectroscopy

Spectra of unscattered neutrons reflect the velocity distributions of the reacting fuel ions. For
a plasma with ion temperature Ti , this results in a Gaussian-shaped neutron energy spectrum
with an energy width of the neutron peak ∼Ti . Plasmas with essential fast ion component due
to auxiliary heating by NBI or ICRH will produce neutron spectra with non-Gaussian tails and
Doppler energy shift. Fast confinedαparticles can give rise to alpha knock-on neutron emission
in DT plasmas with a high-energy tail. Therefore, neutron spectroscopy provides information
of the following plasma parameters: ion temperature, reaction rates, fusion powers for D–D and
D–T reaction components, fuel ion densities in the core, plasma rotations, relative densities of
super-thermal ions and their energy distributions, density and shape of fusionα-particle energy
distribution. Different types of neutron spectrometers are used in present-day fusion devices.
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Magnetic Proton Recoil (MPR) and Time of Flight for Optimized Rate (TOFOR) large neutron
spectrometers are successfully used in JET for detailed high-count-rate neutron spectrome-
try (temporal resolution ≈ ms). Natural diamond, stilbene, and NE- (see, for example,
Zimbal et al. ()) compact neutron spectrometers also are successfully applied for neutron
spectrometry at other fusion devices (temporal resolution ≈– ms). Typical energy reso-
lutions achieved for all the spectrometers is in the range of –% (Krasilnikov et al.  and
references therein). Different to neutron-rate measurements described in the previous para-
graph a direct view to the plasma has to be provided with as little as possible absorbing and
scattering material in the line of sight. The collimation of the spectrometers, however, requires
strong shielding around the detector to restrict its view into the plasma to the line of sight.

.. Charged-Particle-Loss Diagnostic

Besides the neutronmeasurements also themeasurement of charged-fusion-product losses pro-
vides important information on the source rate and profiles aswell as the lossmechanisms. Since
the production of a sufficient population of alpha particles (e.g., in DT) is limited in present-
day devices, it has long been realized that the  MeV proton and the  MeV triton, produced
in one of the DD fusion branches, should possess very similar single-particle behavior, since
both gyroradius and slowing-down time are very similar to the . MeV αs. In the attempt to
understand their behavior, new techniques were developed to study directly the confinement
of charged fusion products (CFPs) (including energetic ions such as beam and RF-tail ions)
primarily through the measurement of particle flux to the first wall. The most common detec-
tor systems for these charged-particle measurements are Faraday foil collectors and scintillator
probes. In the Faraday foil detectors, the particles are detected as current to ground, whereas in
scintillation detectors, the light is transported through fiber guides to externally mounted fast
CCD cameras or photomultipliers. The combination of the entrance slit at the diagnostic head
with the rather large magnetic field of the fusion devices acts as a velocity analyzer.

 Special Requirements for ITER and Burning-Plasma
Devices

Depending on their location in a burning-plasma device, diagnostics will experience different
levels of radiation, nuclear heating, etc. For ITER, which will be the first fusion device which
should demonstrate a burning DT plasma, the highest level will be experienced by components
near the first wall where the neutron-flux levels will be up to ×  nm−s− , the dose rate up
to  ×  Gy s−, and the plasma radiation up to  kWm−. The neutron and radiation-dose
levels are typically some orders of magnitude higher than the maximum reached on present
machines. The neutron heating will be typically MWm− compared to essentially zero on
existing machines. Relative to the conditions in present machines, probably the most signif-
icant extrapolation is in the pulse length: The pulse lengths will be up to several thousand
seconds, that is, – times higher than that typical on present-day machines. Combined
with the higher flux levels and planned high number of discharges, this means that the end-
of-life fluence levels will be about  times higher (Costley et al. ). As a consequence,
many phenomena new to diagnostic design can occur and have to be taken into account, for
example, radiation-induced conductivity and radiation-induced absorption and luminescence
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in optical materials. Further, the nuclear environment sets stringent demands on the engineer-
ing of the diagnostic systems, as for example containment of tritium and vacuum integrity,
ability to withstand high pressures, minimization of activation and remote handling, and
maintenance.

. Spectroscopic Systems and Bolometry

An extensive array of spectroscopic instrumentation will be installed in ITER covering the
visible-to-X-ray wavelength range. Both passive and active measurement techniques will be
employed. A common design requirement for the optical systems in the visible and infrared
(IR) regions is to provide access with high optical throughputwhilemaintaining neutron shield-
ing. This is achieved by using labyrinths in shielding blocks mounted in the ports. At least the
first few elements of the optical systems have to be mirrors because the high levels of radia-
tion lead to enhanced absorption in refractive components. Few existing tokamak diagnostics
incorporate in vacuo mirrors and the complexity in ITER of maintaining optical stability in
a nuclear heated system, using a water coolant prescribed for the massive bulk heat removal
of the blanket, significantly impacts the engineering design. The mirrors that face the plasma
can suffer both erosion and deposition depending on their location and the plasma conditions.
The erosion arises from bombardment by energetic ions and atoms formed through the charge-
exchange process while the deposition is due to the erosion of nearby first wall material. The
maintenance of the performance of the firstmirrors is a major challenge for the implementation
of the optical systems.

The vacuum ultraviolet spectrometers for the main plasma impurities require direct cou-
pling to the tokamak since windows are not available for this wavelength range. For these
systems, the radiation has to be collected through apertures in the blanket shield modules and
conducted through straight pipes to the vacuum-sealed instruments. Each pipe is fitted with
an isolation valve and means to ensure venting into an enclosure/vault capable of withstanding
high pressures.

Owing to the high neutron fluence, gold-based bolometers used in present-day devices will
fail because of the transmutation of Au to Hg and the embrittlement of the mica or kapton foils.
Materials reported to bemore radiation resistant are Pt and SiN.Thus, the detector development
for ITER currently focuses on Pt absorbers on SiN membranes (Meister et al. ).

. Fusion Products

In order to demonstrate the generation of fusion power in ITER, it will be necessary tomeasure
the total neutron source strength with high accuracy and high reliability. In order tomake these
measurements, several fusion-product diagnostics are planned: internal and external neutron
flux monitors, radial- and vertical-viewing neutron cameras, neutron spectrometers, neutron
activation systems, and lost-alpha detectors. The implementation of flux detectors both inside
and outside the vacuum vessel is not expected to pose significant problems although those
mounted inside the vacuum vessel will potentially be susceptible to cable problems and ade-
quate precautions have to be taken. Also, the presence of fissile material must be properly
managed. In order to make an accurate measurement of the total neutron source strength,
measurements of all regions, where significant fusion reactions are occurring, are needed.
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However, because of the long ports on ITER, only the central region of the plasma can be readily
probed with collimators and detectors, which have good access for repair, replacement, and
calibration. In order to determine the spatial profile of the neutron source, it is necessary tomea-
sure the emission along multiple lines of sight in two different directions so that tomographic
reconstruction can be carried out.

Various instabilities in the plasma could give rise to a loss of fusion alpha particles with con-
sequential reduction in the fusion heating and so diagnostics capable of measuring lost alphas
are required.The use of Faraday cup detectors and scintillator probes, as described above, could
be difficult in ITER, because of disturbing background signals in the case of the scintillators and
neutron-induced noise and cable problems in the case of the Faraday detectors.

 Conclusions and Outlook

This short overview of plasma diagnostics has tried to treat the basic plasma diagnostic tech-
niques (i.e., the most commonly used ones), and therefore, a lot of specialized techniques could
not been mentioned at all. Great efforts are still being made to develop new techniques and
improve existing ones. In the next major device, ITER, an extensive diagnostic system is still
required. While the physics of the operation of the diagnostics, as established on past and
present machines is, in many cases, directly applicable to ITER, the technology and engineer-
ing of the implementation of the systems differ substantially and involve many challenges.They
arise from several different aspects and especially the unavoidable location of many of the diag-
nostic components inside the vacuum vessel and in the ports where they are subject to high
levels of radiation and heating.This means that many phenomena new to diagnostic design can
occur and have to be considered. In addition, the designs of the diagnostic systems have tomeet
stringent requirements associated with the nuclear environment and allow full remote control
maintenance and repair.

A lot of details on processes and measurement techniques used in the instrumentation for
nuclear fusion can be found under “Cross-References,” see below.

 Cross-References

> Chapter , “Calibration of Radioactive Sources”
> Chapter , “Tracking Detectors”
> Chapter , “Scintillation Counters”
> Chapter , “Semiconductor Counters”
> Chapter , “Accelerator Mass Spectrometry and Its Applications in Archaeology, Geology
and Environmental Research”
> Chapter , “Particle Detectors in Materials Science”
> Chapter , “Spallation – Neutrons Beyond Nuclear Fission”
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Abstract: Nations define themselves by their history and their customs. Their history is
determined by both archaeological and archival evidence. The continuing development of
a national culture is essential for the formation of a national identity. Both archaeologi-
cal sites and cultural heritage artifacts are important to many nations because of income
earned through tourism. This chapter discusses the use of neutron technology, one of a
number of possible technologies, in the study of archaeological and cultural heritage arti-
facts. In particular descriptions of Neutron Activation Analysis, Neutron Diffraction, and
Neutron Imaging Techniques will be given, and selected applications of these techniques
to archaeology and cultural heritage artifacts will be given.

 Introduction

Archaeological sites and cultural heritage artifacts are of great importance for the defining
of the characteristics of nations to their people. Viewed from another perspective, travel to
countries by tourists interested in viewing national monuments, national buildings, national
museums, and the contents thereof brings much needed stimulus to national economies. For
some nations, tourism contributes substantially to the creation of national wealth.

To conserve and preserve the cultural heritage of nations effectively, it is necessary to have
in place appropriate systems of conservation practice. In the conservation of artifacts it is of
paramount importance that the structure and composition of the artifact is thoroughly under-
stood.Then, and only then, it is possible to formulate appropriate conservation and preservation
strategies.

Conservation scientists adhere to the basic principle “primum non nocere”: first, do no
harm.Therefore, the rule is to subject whatever is to be conserved to noninvasive, nondestruc-
tive testing.Theyusemany techniques to study the objects. Radiation sources employed include:
electromagnetic (mm-Wave, THz, IR, X-ray, γ-ray); electron beam (electron microscopy in all
its forms: transmission (TEM), scanning (SEM), convergent beam electron diffraction (CBED),
used in conjunction with energy-dispersive X-ray fluorescence (EDXRF), and Electron Energy
Loss Spectroscopy); particle beamX-ray emission (PIXE), particle beam γ-ray emission (PIGE),
and accelerator mass spectrometry (AMS). How these techniques are applied in practice is
described in several texts (Creagh and Bradley , , ).

In these cited reference books the role of neutrons in archaeological and cultural her-
itage studies received little attention. The sole contribution was by Kockelmann et al. ().
It must be stressed that the solution of problems in conservation science usually requires the
use of several complementary techniques, in their case, synchrotron radiation, see, for example,
Creagh ().

This chapter deals with the use of several techniques that use neutron technology to solve
problems in cultural heritage science: neutron activation analysis (NAA), neutron diffraction
(ND), and neutron tomography (NDT).

 Technology

The use of neutrons for experimentation is usually more tightly controlled than other radiation
types. Neutrons interact strongly with hydrogenous material, and have the capacity to cause
severe damage in organisms. (See > Chap. , “Radiation Protection”; > Chap. , “Radiation
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Damage Effects”). Systems that use neutron radiation sources, therefore, must be well shielded
against radiation leakage. Neutron sources may be: nuclear reactors, spallation sources, mem-
bers of the actinide family of the periodic table that spontaneously emit neutrons, composite
sources (these comprise a particle emitter and a beryllium target: He + 

Be →

C + 

n), and
sealed gaseous discharge tubes (> Chap. , “Technology for Border Security”) (ionized deu-
terium (D = 

H) is accelerated into a target loaded with tritium (T = 
H): D+T →


He+ 

n).
The neutrons have energies typically in the range meV (“thermal neutrons”) to  keV (“fast
neutrons”).

General techniques for the detection of neutrons are discussed by Klett (> Chap. , “Neu-
tron Detection”). Detectors vary considerably in energy response, linearity of response with
count rate, energy resolution, spatial resolution, size, and complexity of the readout systems.

In this chapter, a brief discussionwill be given of detectors that are used in imaging systems.

. Neutron Sources

The nuclear reactor is the most commonly used neutron source in research. Nuclear reac-
tors are devices in which chain reactions are initiated, controlled, and sustained in a stable
condition. There are many types and designs of nuclear reactors (Lewis ; for a sum-
mary of types see Nuclear Reactor Technology: http://en.wikipedia.org/wiki/Nuclear_Reactor_
Technology). It is not feasible here even to summarize this information. Spontaneous fission
(spontaneous fission is a form of radioactive decay, possible only for elements with atomic
masses greater than , in which the nucleus divides into two parts of approximately equal
mass, with the simultaneous emission of a neutron) is possible in atoms such as 

U,

Pu, or


Pu. Thus there is, in a rod of fissionable material, always a flux of neutrons that can inter-
act with nuclei to cause a reaction producing two or more neutrons (one possible reaction is:

n + 

U →

U →


Ba + 

Kr + n). These neutrons could interact with other atoms
causing an increase in the neutron flux. But, effective absorption of the neutrons occurs at low
neutron energies, so the neutrons have to be slowed down (“moderated”).This can be done in
a number of ways. In the reactor (OPAL Reactor, Ansto, Sydney, Australia: http://www.ansto.
gov.au/OPAL) shown in the schematic diagram (> Fig. ), cooling water flowing through the
fuel assemblies in the core and heavy water (DO) in the reflector vessel surrounding the core
provide moderation of the neutron energy.

The core is (.×.×.)m in size and contains  fuel elements, each (.×.m
)

cross section of % 
U enriched uranium. The neutron flux is controlled by the raising and

lowering of five hafnium control rods.
The small size of the reactor coremaximises the flux of neutrons available for the irradiation

of materials and research. Neutron guide tubes set into the reactor enable the neutrons to be
directed to equipment, which can be used for a wide range of scientific purposes.

In this chapter the use of techniques such as neutron activation analysis (NAA), neutron
diffraction (ND), reflectometry (NR), grazing-incidence diffraction (GID), small-angle scat-
tering (SANS), and imaging (NDT) will be described. Applications of these techniques in the
study of items of archaeological and cultural heritage significance will be given in a later section
(see, also, the web site: http://ancient-charm.neutron-eu.net/ach/).

Nuclear reactors provide a temporally constant flux of moderated neutrons with an approx-
imately Maxwellian distribution of energies of a mean energy of about meV. The energy of
the neutron is related to its wavelength (E = ./λ; here E is in units of meV and λ is in Å).
Useful flux is delivered over the wavelength range .– Å.

http://dx.doi.org/10.007/978-3-642-13271-1_22
http://dx.doi.org/10.007/978-3-642-13271-1_25
http://dx.doi.org/10.007/978-3-642-13271-1_31
http://dx.doi.org/10.007/978-3-642-13271-1_31
http://en.wikipedia.org/wiki/Nuclear_Reactor_Technology
http://en.wikipedia.org/wiki/Nuclear_Reactor_Technology
http://www.ansto.gov.au/OPAL
http://www.ansto.gov.au/OPAL
http://ancient-charm.neutron-eu.net/ach/
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Schematic view of the OPAL reactor

Another source of high-intensity neutron flux is the neutron spallation source (spal-
lation is the process whereby an energetic particle causes, in its interaction with a
nucleus, the emission of a number of particles of similar size, see also >Chap. , “Spallation –
Neutrons Beyond Nuclear Fission”). Spallation sources are particle accelerators in which neg-
atively charged hydrogen ions are accelerated in a linear accelerator (LINAC: see Burkhardt,
> Chap. , “Accelerators for Particle Physics”) to energies of ∼GeV. The ions are stripped of
their electrons and concentrated into highly intense (∼MW) pulses of protons of ∼ μs dura-
tion and frequency ∼Hz. These then interact with a target containing heavy elements (the
UK facility (ISIS) at Daresbury uses tantalum; the US facility at Oakridge (SNS) uses mercury),
and neutrons are generated by spallation. After moderation these neutron pulses can then be
used in the same types of scientific experiments as those at nuclear reactors.

Spallation sources provide the neutron flux as high-intensity pulses, with pulses of – μs
duration being provided at separations of –ms. Measurements are taken using time-of-
flight (TOF) techniques.The desired energy band in a neutron bunch is selected using rotating
mechanical shutters (“choppers”).Themean velocity of the neutron bunch is related to its wave-
length by the de Broglie equation (λ = h/(mv) = h/

√

mE), where h is Planck’s constant, λ
the neutron wavelength, E its energy, and v its velocity.

Each pulse contains a distribution of neutron velocities, the corresponding wavelength
range being .– Å, with a mean of ∼ Å. Traveling to the detector takes a different time for
each neutronwavelength. Separation of the wavelengths is effected by plotting a graph of counts
versus time.

> Chap. , “Interactions of Particles and Radiation with Matter,” > Chap. , “Spallation –
Neutrons Beyond Nuclear Fission,” and >Chap. , “Neutron Detection” will discuss the types
of neutron interaction experiments that can be undertaken with a spallation source.

http://dx.doi.org/10.007/978-3-642-13271-1_30
http://dx.doi.org/10.007/978-3-642-13271-1_30
http://dx.doi.org/10.007/978-3-642-13271-1_7
http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_30
http://dx.doi.org/10.007/978-3-642-13271-1_30
http://dx.doi.org/10.007/978-3-642-13271-1_31
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Of the other sources, composite sources are used to study the composition of materials in
confined spaces, such as the internal walls of an oil well. The sealed tube system using the D–T
reaction has similar uses.These are applications of the neutron activation analysis. As well, the
D–T source has been used in imaging systems (Eberhardt et al. ).

. Detectors

A detailed description of the neutron detectors will be given elsewhere (> Chap. , “Neutron
Detection”). Here only the detectors commonly used in neutron imaging systems are discussed.

The simplest form of detector consists of a scintillation material (Katigiri ) that is cou-
pled to a device which will count the light flashes arising from the interaction of neutrons with
the scintillator materials. For example, a scintillator such as glass or plastic blocks containing

B or 

Li may be coupled to a photo multiplier system. Flashes from the interaction of the neu-
trons with the dopants are amplified by a photomultiplier tube or an avalanche photodiode and
processed using conventional multichannel analyzer or pulse-height analysis systems. In this
application, many scintillation detectors are mounted in an array, and the object is illuminated
by a divergent beam.Or the imagemay be formed using a ZnS screen, which is viewed by a CCD
TV camera. Imaging plates can be used, such as those used in X-ray radiography, andmay find
application in some instances. (Imaging plates were originally developed for X-ray radiogra-
phy.They are large (A or A size) polymer sheets coated with a phosphor of Eu+-doped BaF.
Interaction with particles causes electrons to be raised to metastable states in color centers in
the phosphor. When illuminated by a laser the electrons return to their ground state with the
release of photons, which are then detectedwith a scintillation detector.) Smaller devices utilize
ComplementaryMetal Oxide Semiconductor (CMOS) detector arrays (>Chap. , “New Solid
State Detectors”; > Chap. , “Semiconductor Counters”).

Whatever method of detection is used, systems must have good spatial resolution, a short
exposure time, a large active area onto which the image is projected, a large number of pixels
per line scanned (which is related to the spatial resolution), a large and linear dynamic range,
and a short readout time.

The type of experiment to be undertaken will determine which of the detector configura-
tions to be used. > Table  lists these imaging systems and their configurations. Because of the
rapid development of scintillation materials and counting systems, the figures in this table are
to be taken as indicative rather than absolute.

⊡ Table 

Characteristics of four common imaging systems

System
Scintillator
CCD camera Imaging plates

Amorphous
silicon
Flat panel

CMOS
pixel
detector

Spatial resolution (μm) – – – 

Exposure for a suitable image (s)   – .–

Detector area (typical) (cm × cm)  ×   ×   ×  . × 

Pixels per line    

Dynamic range  (Linear)  (Linear)  (Nonlinear)  (Linear)

Readout time (s) –  .– .

http://dx.doi.org/10.007/978-3-642-13271-1_31
http://dx.doi.org/10.007/978-3-642-13271-1_31
http://dx.doi.org/10.007/978-3-642-13271-1_21
http://dx.doi.org/10.007/978-3-642-13271-1_21
http://dx.doi.org/10.007/978-3-642-13271-1_16
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 Neutron Interactions and Neutron Scattering
Techniques

When a beam of neutrons of energy E and intensity I passes through a material of thick-
ness t it suffers a loss in intensity given by the Beer–Lambert law (I/I = exp(−μl t)),
where μl is the linear absorption coefficient. The cross section σ for an atom is related to
μl by: μl = (/V)Σσi , where the summation is carried out over all the nuclei in the vol-
ume V . As mentioned by Creagh (> Chap. , “Technology for Border Security”) most
objects are not homogeneous in composition and structure. If the neutron beam traverses
a number of materials with different thickness the composite linear absorption is given by
(μl = Σμi ti), where the sum is over all the different species of nuclei present.

The absorption coefficient comprises both elastic and inelastic processes. Neutrons have no
charge. (Neutrons are baryons, and comprise one up quark and two down quarks. They have
no charge, and a mass slightly larger than a proton. They do, however, have a magnetic moment
(spin 

/). As free entities they are unstable with a half life of∼ min; n → p++e−+ν̄e. Here ν̄e is
an antineutrino.This is the simplest example of the phenomenon of β decay.) Interaction occurs
directly inside the nucleus. In elastic collisions the neutron leaves the nucleus with almost no
change in kinetic energy and the nucleus remains in the same configuration. There is a change
in the momentum, however, and the observed absorption is due to scattering of the neutrons
away from the direction of the incident beam.

Inelastic scattering arises from the disturbance of energy stateswithin nuclei by the neutron.
Many pathways exist for nuclear reactions involving neutrons and nuclei.These range from the
creation of a stable nucleus with a higher atomicmass to excitation events in which the nucleus
is perturbed into a higher excited state to which it relaxes emitting a γ-ray, to the creation of
intermediate nuclei which transform to new nuclei by the emission of α or β particles, to the
spallation of further neutrons, and for the actinide nuclei, in the production of fission.

The applications of interest in this chapter use either elastic scattering, or inelastic scattering
in which prompt γ-rays are generated, or inelastic scattering in which intermediate nuclei with
lifetimes greater than several days are produced.

. Coherent Neutron Scattering

Elastic scattering and neutron scattering experiments are, broadly speaking, similar to those
that use X-rays. In these experiments the neutron wavelength generally remains fixed. The
parameter of interest is the total scattering angle (θ). What is measured is the intensity of the
scattered radiation at a scattering angle of θ.Muchofwhatwill bewritten about neutrons applies
as well to X-rays.The difference between the two is that the coherent (or elastic) neutron length,
which is related to the scattering cross section by the relation σ = πbc, varies significantly,
and irregularly, between nuclei of different atomicmass, whereas the X-ray scattering cross sec-
tion is a smooth analytic function of the atomic number (Creagh: >Chap. , “Technology for
Border Security”). As well, the scattering length can be negative for some nuclei. For example,
deuterium and hydrogen have scattering lengths of . fm and −. fm, respectively.

In what follows, several experimental techniques involving elastic scattering of neutrons
will be described.

http://dx.doi.org/10.007/978-3-642-13271-1_25
http://dx.doi.org/10.007/978-3-642-13271-1_25
http://dx.doi.org/10.007/978-3-642-13271-1_25
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It is important to remember that, in all scattering processes, whether of neutrons or elec-
tromagnetic radiation, the dimension of the object relative to the wavelength of the radiation
determines the nature of the scattering.

Note that it is necessary to determine the atomic composition of the specimen using
X-ray Fluorescence Spectrometry (XRF) before undertaking any coherent neutron experiments
because neutrons can activate some atoms and therefore cause them to become radioactive.

.. Small-Angle Neutron Scattering (SANS)

Small-angle scattering (SANS) is said to occur for small angles of scattering (defined by a
momentum transfer, q = (π/λ) sin θ, of less than about . The scale of the interaction is such
that the object under investigation is verymuch larger than the wavelength of the neutron beam.
The application of scattering theory leads to an equation for the scattering of an ensemble of
identically shaped particles in a homogenous medium of the form

I (q) = π
∞

∫



p (r) sin (qr)
qr

dr,

where p(r) is the pair-distance distribution function (PDDF), p(r) = r Vγ(r). Here V is the
volume and γ(r) is the correlation function (Porod ).

The “particles,” which are referred to, are fluctuations in scattering density in the beam:
the difference between the local scattering density and the average scattering density, Δρ. The
fluctuations may be, for example, colloidal particles in a liquid, or at the other extreme theymay
result from a distribution of voids in an alloy.

The total intensity in a SANS pattern is an invariant quantity. At the high-resolution region
of the pattern, if the interface is smooth, the intensity distribution I(q) is proportional to Sq,
where S is the total surficial area.

The total scattering length is the intensity at q = , which is given by:

I () = π
∞

∫



p (r)dr.

The shape of the particles has effect, and scattering from themmay be described by a scattering
radius of gyration, which is entirely analogous to themechanical radius of gyration. Tabulations
of radii of gyration exist for an extremely wide variety of shapes (Glatter and May ).

> Figure  shows the scattering from spherical, oblate, and prolate spheroidal particles.
There is a marked difference in shape between these theoretical curves. Though instrumen-
tal broadening effects tend to smear the curves, it is usually possible to determine the shapes
of monodisperse “particles.” The problem becomes more difficult for poly-disperse systems in
which particles of different sizes and shapes are involved.

The SANS technique is used extensively in the study of biological molecules, biological
membranes, viruses, surfactants, mechanical defects in materials, colloids, alloy segregation,
and proteins, and applications as well in cultural heritage science.
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The intensity of scattering form spherical, oblate spheroidal, and prolate spheroidal

particles

.. Neutron Reflectometry and Grazing-Incidence
Diffraction (GID)

Whenaneutronbeamencounters an interface, like all waves, it is reflected and refracted accord-
ing to Snell’s law (cos αi/ cos αf = v/v = n/n) (Fermon et al. ). The extent to which it is
reflected or refracted depends on the refractive index and the angle of incidence. For an inter-
face between amaterial of mean nuclear potential,Vav, and air, the refractive index for coherent
scattering is given by the relation: n =

√

 − Vav/E = − λNbc/π. If absorption (nuclear reac-
tion) processes and magnetic effects are involved, the formula for the refractive index must be
modified (Sears ).

> Figure  shows the configuration used for X-ray reflectometry experiments. For specular
reflection the angle of incidence αi is equal to the angle of reflection αf . In reflectivity experi-
ments αi is usually fixed, and the angle αf is varied. Surfaces are not necessarily homogeneous
andmay be ordered in some way. If the surfaces exhibit order, crystalline diffraction effects can
occur. θB is the angle of incidence corresponding to a diffraction peak occurring at θB. The
two are related by Bragg’s law (dhkl sin θ = nλ; where dhkl is the interplanar spacing, θ is half
the total angle of scattering, and λ is the wavelength) (Andersen et al. ). When diffraction
occurs, grazing-incidence diffraction (GID) is said to occur.

> Figure  shows only the processes occurring during reflection. Whether n is less than 
(total external reflection) or greater than  (refraction), a wave field with a component normal
to the surface exists, although for n < , the wave field penetrates only a few microns. If there
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The geometry of reflectivity and grazing-incidence diffraction experiments (GID)
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Interference effects arising from the interaction of waves reflected by a buried interface

are other surfaces lying parallel to the surface, further processes of reflection and refraction
occur, and constructive and destructive interference can occur between the reflectedwaves from
the several interfaces. (These are referred to as Kiessig fringes. The spacing between fringes
is: d ∼ π/ΔQf , whereQf is the fringe spacing.) In > Fig. , a schematic diagram of such an in-
terface is shown, as well as calculated fringe patterns for two layer thicknesses.
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Reflectometry can be used as a tool to study surface layers deposited or growing on sub-
strates as well as layers lying beneath the surface. Roughness of the interface surfaces has the
effect of blurring the specular reflection, as does instrumental resolution.

If regular structural order exists at the surface, grazing-incidence diffraction can occur. Usu-
ally specular reflection is measured using a single detector, setting αi to a particular value and
varying αf in the plane of reflection. If, however, a two-dimensional detector array is used both
the off-specular scattering due to surface roughness and any grazing-incidence diffractionpeaks
can be observed.

An example ofGID is the study of the self-assembly of linear alkane-chainmolecules on sur-
faces.These molecules may havemany backbones comprising many CH radicals, but the head
and tail groups at the ends of the chain can be different. Museum conservators are interested in
the suitability of these materials for use in the protection of metal surfaces. The long, aligned,
molecular chains and the tight binding of the end groups to the surface effectively deny radicals
thatmay cause corrosion access to the surface (Creagh et al. ). >Figure  shows a schematic
diagram of such a self-assembly.The GID pattern shows strong hexagonal close packing of the
alkane molecules (alkanes are saturated hydrocarbons, with a generic formula CnHn+ . Many
of the molecules of interest to conservators are salts of stearic acid CH(CH)COOH.).

Electrochemical cells have been devised to enable the study of the performance of self-
organized systems exposed to different corroding environments (Price et al. a,b).

.. Neutron Diffraction

The analysis of powder diffraction data from both X-ray and neutron experiments uses the
Rietveld method (David and Jorgensen ). The specimens are assumed to be a mixture of
crystalline phases, each phase contributing its own pattern to the overall pattern.
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Left: Pictorial representation of a self-assembled array of alkane molecules on a bronze

substrate. Right: Grazing-incidence diffraction (GID) pattern of the manganese stearate

molecules deposited on a silicon surface
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To determine the combination of phases present in the sample the Bragg equation is used to
make a list of values of dhkl corresponding to the observed peaks. Association of measured peak
positions with calculated or observed positions of pure single-phase fingerprints can be made
using database search–match routines. Once the phases are identified, the subsequent step is
quantitative phase analysis, which assesses the amount of each phase in the sample material,
either as volume orweight fraction assuming that: each phase exhibits a unique set of diffraction
peaks and the intensities belonging to each phase fraction are proportional to the phase content
in the mixture.

A full-pattern diffraction analysis can, in addition to the phase fraction determination,
include the refinement of structure parameters of individual mineral phases, such as lattice
parameters and/or atom positions in the unit cell.

The Rietveld method assumes that the structure of each component of a mixture is known,
and its diffraction pattern can be modeled. It allows the refinement of phase-specific struc-
ture parameters along with experiment-specific profile parameters by fitting a calculatedmodel
pattern to the entire observed diffraction pattern using the least-squares algorithm which
minimizes the quantity

D =
∑

i
gi (yobsi − ycalci )


.

The summation index i runs over all observed intensities yobsi .Theweights gi are taken from the
counting statistics. ycalci are the calculated model intensities defined by instrumental and struc-
tural parameters, the latter includingweight fractions in amultiphase refinement. By refinement
of reflection profile parameters, crystallite size and micro-strain effects can be studied. The
Rietveld routine calculates figures of merit (R-values) that indicate the quality of the fit of the
entire model pattern to the entire observed diffraction pattern.

The weighted-profile R-value Rwp should converge to a minimum of < %:

Rwp =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Σgi (yobsi − ycalci )


Σgi (yobsi )


⎫

⎪

⎪

⎬

⎪

⎪

⎭

/

.

> Figure  shows a Rietveld fit to neutron data taken from the armor worn in the late nineteenth
century by an Australian outlaw, Joe Byrnes. The lower curve shows the discrepancy between
the experimental and the calculated values.

After fitting quantitative phase information can be obtained (a free downloadable Rietveld
program that can be used with X-ray and neutron diffraction data is available from: http://
www.ccp.ac.uk/solution/gsas). As well, other parameters such as strain and structural dis-
order can be determined. These can be extracted from the data in the difference curve
shown in > Fig. . In this case the difference is due to small amounts of austenite and pearlite
caused by reheating already forged steel at a low temperature (Reed-Hill and Abbaschian
).

The main advantages of quantitative phase analysis by the Rietveld method are as follows:
no internal standard is required; crystal structure models are included explicitly; and structure
parameters can be refined along with weight fractions of mineral phases; overlapping peaks
and even peak clusters are handled without difficulty; preferred orientation of crystallites can
be considered in the model.

http://
www.ccp14.ac.uk/solution/gsas
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(Top a) Joe Byrne’s armor. (Bottom b) the upper curve shows the fitting of experimental and

calculated results. The lower curve shows the difference between the two

. Incoherent Scattering (Neutron Activation Analysis
(NAA))

In NAA the specimen is irradiated by neutrons and artificial radioisotopes of the elements
present are created.After irradiation decay occurs by the emission of particles, especially γ-rays.
The radiations emitted are unique to the element from which they were emitted.

Modern NAA systems comprise either silicon or high-purity germanium solid state detec-
tors, the pulses from which are processed and sent to a multichannel analyzer. For the NAA
procedure to be successful the specimen or sample must be selected carefully. In many cases
small objects can be irradiated and analyzed without the need of sampling. In conservation
science, a small sample (∼mg) is taken, usually by drilling in an inconspicuous place.

The sample is placed in a vialmade of either high-purity polyethylene or glass and irradiated
in a suitable reactor to a known thermal neutron flux (≈ neutrons cm− s− with an average
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energy of ∼. eV). Neutron capture (the efficiency of which varies from element to element)
occurs. If the new nucleus is not stable it transmutes into another nucleus with the emission
of particles (α- or β-) or γ-rays. Prompt and delayed γ-rays as well as α and β particles often
accompany neutron capture. Of these only the delayed neutron activation is of interest here
(DGNAA). The half-lives are dependent on the type of compound nucleus formed and can
range from fractions of a second to several years.

Fast-neutron generators (MeV) are sometimes used for activation. Activation with fast
neutrons is termed as Fast NAA (FNAA).

NAA can detect up to  elements (http://en.wikipedia.org/wiki/Neutron_Activation_
Analysis) depending upon the experimental procedure used with minimum detection limits
ranging from . to  ×  ng g− depending on the elements under investigation.

NAA is used widely to study the composition of solids (in archaeology, botany, chemistry,
conservation science, metallurgy, mineralogy), liquids (blood, fuels, waste materials, water),
and slurries (sewerage, environmental water, paints). In the archaeological/conservation con-
text, it has been used for studies of artifacts to determine trading patterns and ancient bones to
determine population movements.

. Total Neutron Scattering: Imaging

Imaging with neutrons, in its simplest sense, involves the passage of a divergent neutron beam
through an object, and the detection and display of the absorption contrast on a screen. The
experimental arrangement is similar to that used inmedical radiography.The system resolution
depends on the intensity of the beam and the pixel resolution of the detector.

.. Two-Dimensional Imaging

The simple system described above does not provide any possibility of discriminating between
materials. Creagh (>Chap. , “Technology for Border Security”) described a system that uses
a photon source (Co) to produce an image of the object as well as a sealed-tube fast-neutron
generator (MeV) to produce the neutron image. In this system, the object is transported
through fan beams of γ-rays and neutrons at a fixed rate, and two -D images are formed.

The ratio, R, of the X-ray and the neutron attenuations at a particular pixel is constant for a
givenmaterial, and by comparing themeasured value with a table of known valuesmaterials can
be identified.The value of R can be read at any position, but to conform to the conventions used
in X-ray baggage imaging, metals are color blue, inorganic materials red, and organic materials
orange.

The resolution of the system is limited by the intensity of the neutron source and the size
of the detectors. In > Fig. , the R-value plot of a number of test objects is compared with a
photograph of the test objects. Note the size of the polyethylene and steel step wedges used to
test the penetration of the system.

For relatively thin samples and a relatively small degree of clutter, the system gives a good
degree of materials discrimination. However, for thick samples, the ratio fails to be a good indi-
cator of discrimination. This is apparent for the step wedges: each is a particular material, so
each step in the step wedges should have the color characteristic of that material.

http://en.wikipedia.org/wiki/Neutron_Activation_Analysis
http://en.wikipedia.org/wiki/Neutron_Activation_Analysis
http://dx.doi.org/10.007/978-3-642-13271-1_25
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⊡ Fig. 

Top: a rack of test objects and shapes and step wedges of polyethylene and steel. Bottom:

R-values for thesematerials color-coded to the X-ray convention

Arecentmodification to this system (usingX-rays instead of γ-rayswith upgraded software)
provides much better materials discrimination.

.. Three-Dimensional Imaging: Computed Tomography

Many Computed Tomography configurations are possible. The position of the source and its
collimating slits is fixed.Thereafter the configuration chosen is determined by the type of detec-
tor that is available. > Figure  shows schematically two such systems. The upper figure shows
a system in which the neutron beam passes through the object onto a plate, which scintil-
lates when struck by a neutron, and the image is reflected by a mirror onto a CCTV camera.
(See > Table .) This produces an image for one aspect of the object. Rotation of the object
about an axis perpendicular to the beam by fixed amounts produces a series of images that can
be reconstructed to form a -D image (a free textbook on reconstruction algorithms can be
downloaded from: http://www.slaney.org/pct/pct-toc.html).

The middle image in > Fig.  is a more modern configuration using an array of neutron
detectors.The spatial resolution is lower, but the speed at which measurements can be made is
faster. In the bottom, a CT image of the head of a statue is shown, see F. Casali in Bradley and
Creagh ().

http://www.slaney.org/pct/pct-toc.html
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Top: CT configuration using a scintillator/CCTV system.Middle: CT configuration using a

linear array of neutron detectors. Bottom: CT image of the head of a statue
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 Selected Applications

Neutron and X-ray techniques for the study of archaelological and cultural heritage materials
are complementary: whatever X-rays can do in most cases neutrons can do as well. Each of
the techniques has a research area in which it has an advantage, however. The use of neutron
technology in cultural heritage science is not so developed as synchrotron radiation (SR) tech-
nologies. A rapid expansion of experiments using photons of energies from . eV (Infrared)
to  keV (“hard” X-rays) has occurred at SR sources. Aweb-based archive of published papers
has been created (E. Bertrand, D. Vantelon, E. Pantos: http://srs.dl.ac.uk/arch/publications.
html). The number of published papers has increased from  in  to more than  in .
Many neutron sources are now involved in conservation science.The neutron spallation source
at the Rutherford–Appleton Laboratory (ISIS) has an active program in cultural heritage science
(W. Kockelmann: http://srs.dl.ac.uk/arch/publications.html).

Like all major facilities many types of experiments are served by one spallation source.
> Figure  shows the plan of the experimental hall at the spallation source at ISIS. At the bottom
left the beamline carrying the protons from the accelerator to the spallation source is shown.

Around this are clustered groups of experimental stations. Stations relevant to potential
users of these facilities for cultural heritage studies are the group associated with nuclear scat-
tering by neutrons (SANS, Reflectometry, and GID) (surf, crisp, loq) and the group associated
with neutron diffraction (gem, Engin-X, Hrpd, Nimrod, Osiris, Rotax).

Some examples will be given of the applications of these techniques. At the Saclay reac-
tor SANS has been used to study particle and pore size in building stone taken from various
archaeological sites in NE Sicily (Giodarno et al. ). Samples of quartzite, sandstone, cal-
carenite, andmarble were shown to exhibit particle- and pore-size dimensions that are inversely
proportional to the porosimetric values of the stones.
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Plan view of the experimental hall at the neutron spallation source, ISIS
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⊡ Fig. 

Different stages in the uptake of water into a sandstone block. Left: dry. Center: exposure of

 hour. Right: saturation

Some of the recent research using neutron diffraction has been undertaken on Gem, which
has a multielement () detector system and a range of scattering angles from  to ○.

Any crystalline material (metal, pigments, rock, ceramics) can be analyzed by neutron
diffraction. Large artifacts can be analyzed in air; without sampling or sample preparation being
necessary. Analysis under vacuumor other environments (e.g., high or low temperature) is also
possible. Measurements are made in live time, which can be useful for testing conservation
materials and treatments.

Multiple data points can be collected across an object. A typicalmeasurement time per point
is around min. Rietveld analysis is used to determinewhatmetal,mineral, and inter-metallic
compounds are present, and howmuch of each phase. In metals, grain orientation can be seen,
indicating manufacturing techniques like casting and hammering. It is important to note that
the neutron diffraction technique does not give data on atomic composition: this should be
determined before the experiment begins using X-ray fluorescence spectrometry (XRF).

Reports of recent advances in the study of cultural heritage materials using neutrons can be
found from the ISIS web site, for details see Kockelmann et al. (). This describes studies of
sixteenth century silver/copper coins and an imperfectly repaired Greek bronze helmet.

Neutron imaging has been used to study the porosity of building materials. This may
be applied to studies of rising damp in buildings of cultural heritage significance. > Figure 
illustrates the change in the image (in this case one of a family of CT images) as a sandstone
block is exposed to water. Analysis of the data reveals the uptake of water into pores within the
sandstone (data from Frikkie de Beer, SAFARI research reactor, RSA).

NeutronActivation Analysis is widely used in archaeology, biology, botany, conservation sci-
ence, geology, andmany other research fields for the determination of atomic concentrations at
themajor, minor, and trace levels of concentration. It is a mature technique, and this is reflected
in the abundance of papers in the literature. It has been used as a research tool by archaeologists
for more than  years. A recent reviewof its use in archaelology had been published (Ashworth
and Abeles ). An example of how NAA is applied in archaeology is the study of iron arti-
facts to establish the development of trade routes and to discriminate between different French
iron-making regions (Desaulty et al. ).
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 Conclusions

Neutron and X-ray sources can be used in a complementary fashion for a variety of studies in
conservation science. The underlying theory and the configuration of experiments are almost
identical for small-angle scattering, reflectometry, and grazing-incidence diffraction, diffrac-
tion, and imaging. Differences exist due to the nature of the particle–atom interaction, however.
And there is no X-ray equivalent of nuclear activation analysis.
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Abstract: The use of radiation detectors in the analysis of art objects represents a very
special application in a true interdisciplinary field. Radiation detectors employed in this
field detect, e.g., x-rays, γ-rays, β particles, and protons. Analyzed materials range from
stones, metals, over porcelain to paintings. The available nondestructive and noninvasive
analytical methods cover a broad range of techniques. Hence, for the sake of brevity, this
chapter will concentrate on few techniques: Proton Induced X-ray Emission (PIXE) and
Proton Induced γ-ray Emission (PIGE).

The basics of these techniques will be described together with tables and references
with relevant information for this field. On selected examples, the potentials and the pitfalls
of the applied methods will be described.

 Introduction andMotivation

Worldwide, there is an increasing interest in matters related to our cultural heritage: among
others, these issues comprise dating, provenance,manufacturing, origin, and conservation of an
artifact. Organizations like UNESCO or the European Union are fostering networks of natural
scientists and scholars for a better understanding of our cultural heritage.

Besides stylistic and historical considerations, combined with comprehensive studies of his-
torical sources, analytical methods and techniques are essential tools as they provide the means
to understand better the objects under investigation.Thesemethods have their origin in the cut-
ting edge of up-to-date science and comprise analytical techniques that have been developed
for modern physics, chemistry, and biology. However, there is one essential difference between
the analysis of ancient and modern materials: an art object or ancient artifact is unique; hence,
in most cases sampling is prohibited. In the ideal case the analysis is nondestructive and nonin-
vasive. Even in the case where sampling is allowed, nondestructive testing offers the possibility
of obtaining more information on one specific sample as complementary techniques may be
applied.

In , Friedrich Rathgen was appointed head of the Chemisches Labor der Königlichen
Museen zu Berlin (Chemical Laboratory of the Royal Museums in Berlin), the world’s first nat-
ural science laboratory within a museum. Since then, the field has evolved rapidly: Besides all
kinds of chemical analyses, there is today a vast abundance ofmany different noninvasive as well
as nondestructive analytical techniques applied to art objects (Janssens and Van Grieken ;
Bradley and Creagh /), even when considering only those involving radiation detec-
tors. Art objects are x-rayed or CT scanned (Lang ), or analyzed with neutron tomography
(Kardjilov et al. ), only to name a few.

Several nondestructive and noninvasive methods rely on the emission of characteristic
x-rays. They are characteristic for the emitting element, thus, allowing the identification of
this element, and their intensity provides information about their concentration in the sample.
To create excited atoms, which hereupon emit these x-rays, one can use either x-rays (X-Ray
Fluorescence – XRF (Beckhoff et al. ), electrons (electron microprobe (Goldstein et al.
)), or ions. For the excitation with ions, commonly hydrogen ions are used.Therefore, this
technique is called Proton Induced X-ray Emission (PIXE).
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 Proton Induced X-Ray Emission: PIXE

. Basic Principles

Whenmaterial is irradiatedwith ions having an energy of someMeV(Mega electronVolt), these
can interact either with the atomic nuclei or with the electrons of the sample. The ions collide
with the inner-shell electrons and eject these from the inner shell. This effect was observed for
the first time by Chadwick (). The vacancies are filled with electrons from outer shells. The
energy difference is released either by the emission of x-rays or the energy is transferred to
another electron that leaves the atom as the so-called Auger electron.The probability that an x-
ray is emitted instead of an Auger electron increases with the atomic number Z and is described
by the fluorescence yield ω (see > Fig. ). It can be calculated by the semi-empirical formula of
Bambynek et al. ():

(

ω
 − ω

)

/
=


∑

i=
BiZi . ()

The coefficients Bi are listed in > Table  (Johansson and Campbell a).
The arrangement of the shells is different for each element; hence, the energy of the emitted

x-rays is characteristic for the element in question. Moseley’s law (Moseley et al. ) describes
empirically the correlation between the frequency ν of the Kα line and Z:

√

vKα = κ (Z − ) ()
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Fluorescence yield as a function of the atomic number Z. The emission of a characteristic

x-ray is themost probable process for heavy elements

⊡ Table 

Coefficients for the calculation of the K- and L-shell fluorescence yields (Bambynek et al. )

K L

B . × − .

B . × − . × −

B . × − . × −

B −. × − −. × −
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Energy of the characteristic x-rays as a function of the atomic number

with κ = . ×  Hz. The determination of the x-ray energy allows the identification of
the emitting element. > Figure  shows the dependence of the x-ray energy as a function of Z
(Bearden ).

The electrons around an atom are arranged in the main shells K, L, M . . . corresponding to
the main quantum numbers n = , , , . . .. The orbital angular momentum l and the spin s of
the electrons interact, leading to the fine structure of the electron shells (see > Fig. ).The total
angular momentum j is given by:

�→

j =
�→

l +�→s . ()

Electrons filling a vacancy in the K or L shell from outer shells have to fulfill the rules Δl = ±
and Δ j = , ±. The Kα lines are the transitions from L to K, Kβ are the transitions from M to
K, and so forth. For the K lines, the relative intensity of the various lines is quite well known
(Scofield ; Perujo et al. ). For the L lines, the situation is more complicated due to the
Coster–Kronig effect (Coster and Kronig ): a vacancy in the L shell may be converted via a
non-radiation transfer to a higher shell before the emission of an x-ray or Auger electron.

The probability for the production of a vacancy in an inner shell is given by the cross section.
The highest probability is achieved, when the velocity of the proton matches the velocity of the
electron in that shell. Due to the different binding energies of the electrons in the different shells
of atoms with different Z these velocities vary. Hence, the projectile energy with maximum
production probability is a function of Z (see > Fig. ).

Cross sections were first calculated theoretically with the Plane Wave Born Approximation
(PWBA), where perturbation theory is applied: In the start system, the projectile is described
as a plane wave and a bound electron is included; the final state is a plane wave projectile and
an electron in the continuum.This theory has been further developed by taking into account the
energy loss (E), the deviation and the slowing down of the projectile in the Coulomb field of the
atom (C), the perturbation of the stationary status of the atom (PSS), and relativistic effects (R).
This is now known as ECPSSR theory (Brandt and Lapicki ). In addition to the theoretical
calculations, a vast amount of experimental data is available. Paul and Sacher analyzed the data
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⊡ Fig. 

Schematic diagram of the excited atomic states and the possible transitions leading to the

emission of characteristic x-rays. Main quantum number n, angular momentum l, and total

angular momentum j are indicated

for the K shell (Paul and Sacher ), resulting in so-called reference values. At MeV proton
energy, experimental values and theoretical values of the cross sections for K x-rays agree quite
well (> Fig. ).

As the cross sections drop with increasing Z for a given proton energy, for proton energies
up to MeV usually the L lines of elements heavier than Sn are used for quantitative analysis.
For the three L subshells, a compilation of experimental cross-section measurements, using the
data of Krause () for the L-subshell fluorescence as well as the Coster–Kronig probabilities
is provided by Orlic et al. (). A recent survey of the Lα x-ray production cross sections
from a number of empirical formulae published in the last two decades is reviewed by Lapicki
(). Although the precision for the L shells is not as high as for the K shells, these data can
be considered as sufficient for most analytical purposes.

The protons lose energy as they interact with the electrons and atomic nuclei. The x-rays
are produced along the total flight path of the projectile ion through the sample. Therefore,
the cross section for the production rate of the x-rays varies over the depth. This effect can be
disregarded for very thin samples; however, for thick samples the energy loss of the ion has to
be taken into account. Data for the energy loss can be found in the book of Ziegler et al. ().
>Table  gives the ranges of protons in air, water, glass, and brass calculated by SRIM (Stopping
and Ranges of Ions in Matter, www.srim.org).

www.srim.org
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Total ionization cross sections for  and MeV protons as a function of Z. Experimental

values are from Paul and Sacher () for MeV protons, and from Denker et al. () for

MeV protons. At a proton energy of MeV, the cross section for the K lines is several

orders of magnitude larger than for MeV protons for heavy elements

In addition, for the detection of the x-rays, the attenuation of x-rays in matter has to be
considered. For very thin samples, the attenuation is negligible. In thick samples, the attenu-
ation in the sample will determine the detection limits and the possible analytical depth. The
intensity I from the original x-ray intensity I after the transition of a material with a thickness



Radiation Detectors and Art  

⊡ Table 

Ranges of protons in different materials, calculatedwith SRIM

MeV MeV MeV MeV MeV

Air mm mm mm mm m

HO μm μm μm μm mm

Glass (Pyrex) μm μm μm μm mm

Brass (% Cu, % Zn, % Pb) μm μm μm μm mm

⊡ Table 

Thickness of glass, silver, and gold that will attenuate x-rays of Cu and Pb by % (i.e., leaving

% of the original intensity)

X-ray Glass (Pyrex) Silver Gold

Si Kα (. keV) .μm .μm .μm

Cu Kα (. keV) .mm .mm .mm

Pb Lα (. keV) .mm .mm .mm

Pb Kα (. keV) mm .mm .mm

d is given by
I = I exp (−μd) , ()

where μ is the attenuation coefficient (Hubbell and Seltzer ). >Table  gives the thicknesses
of different materials that reduce the intensity of x-rays to one tenth of the original intensity.

The number of atoms emitting characteristic x-rays in a sample is given by:

Nt =
Y(Z)

NpωZbZεabs
xmax

∫


σ(x) exp( −μxsin θ )dx

()

with

x: depth in the sample
Nt: number of atoms in the sample
σ : x-ray production cross section, which is a function of the depth as the protons lose energy
along their flight path
θ: angle between the sample normal and the detector
Y(Z): x-ray yield (in counts) from peak area of the correspondent line
Np: number of protons
ωZ : fluorescence yield
bZ : fraction of x-rays in that line
εabs: absolute detector efficiency
μ: absorption of x-rays between target material and detector crystal

Besides the characteristic x-rays, there is also a continuous contribution to the spectrum due to
various backgrounds:

– Atomic Bremsstrahlung (AB), created by the deceleration of bound target electrons in the
Coulomb field of the projectile.
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– Secondary Electron Bremsstrahlung (SEB), due to the deceleration of electrons emitted
from atoms in the ionization processes. The maximum energy Emax that can be transferred
to an electron in a central collision is given by > Eq. , whereme andMP are the masses of
electron and projectile and EP is the projectile energy:

Emax =
me

MP
EP. ()

If the collision is not head-on, a smaller energy than Emax will be transferred by Coulomb inter-
action. In the spectrum,we observe an intense contribution below Emax, decreasing rapidlywith
increasing energy.

– Quasi Free Electron Bremsstrahlung (QFEB) from the quasi-free electrons in the solid, and
the maximum energy transfer to those electrons is increasing the low-energy part of the
background,

Tr =
me

MP
EP. ()

– Compton background arises from the Compton scattering of γ-rays created in nuclear reac-
tions. Comparing this background for protons and heavy ions at the same velocity, the
Compton background is much larger for heavy ions.

Both AB and SEB have an anisotropic behavior and are maximal at ○ with respect to the
incoming particle beam.Therefore, for most PIXE setups a backward geometry of the detector
is preferred.

It is not possible to give a priori detection limits for a certain element in a particular sam-
ple: It depends on the sample composition, the thickness of the sample, and, therefore, the
contribution of the background to the spectrum.

To solve >Eq. , various computer codes are available, e.g.,Geopixe (Ryanet al. ),Gupix
(Campbell et al. ), Pixan (Clayton et al. ), Pixeklm (Szabo andBorbely-Kiss ), Sapix
(Sera and Futatsugawa ), andWinaxil (Vekemans et al. ). The achievable precision for
quantitative analysis is better than %, even for trace elements, if the sample is homogenous
and has a flat, smooth surface.

. High-Energy PIXE

Two factors define the achievable analytical depth: The range of the protons in the investigated
material and the absorption of the x-rays.

The range of protons with a given energy depends on the composition and density of the
material. The possible analytical depth is smaller than the proton range due to the energy loss
of the protons in the sample. As mentioned above, the cross section reaches a maximum if the
velocity of the protons matches the velocity of the electrons. Below that energy, the cross section
for a given Z decreases with decreasing energy. At a proton energy of MeV, the velocity of the
protons matches the electron velocity in the K shell of fluorine. For higher Z, the cross section
drops remarkably.Therefore, for Z > , commonly the L lines are used for analysis. For higher
energies, the maximum of the cross section increases with higher Z. Hence, heavy elements
may be detected via the higher-energetic K lines simultaneously with the L lines.
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High-energy PIXE spectra of an Egyptian flacon, measured on the empty part (gray line) and

on the filled part (black line). On the filled part, the K lines of Pb are clearly visible, while

there are no Pb L lines. Hence, the fill consists of a Pb-containing compound. For

comparison, the spectrumof a thin Pb foil is shown (dotted line)

Theother parameter limiting the analytical depth is the absorption of the x-rays in the above
lyingmaterial. For proton energies above MeV, the achievable analytical depth depends solely
on the absorption. For low-Z elements, e.g., Na to Zn, only the K lines are visible in the spec-
trum. For heavier elements, the energy of the L lines is large enough to be detected. As the
energy of the K lines is much higher compared to the L lines, they will suffer less absorption.
An example is given in > Fig. : The Staatliche Museum Ägyptischer Kunst München owns an
Egyptian glass flacon, partly filled with a dark powder. The glass itself is brownish; hence, it is
not possible to guess the real color of the powder. As the glass still has its original seal, the ana-
lytical task was to determine the elements of the powder through the glass, without the opening
of the flacon. High-energy protons pass easily through a layer of mm glass (> Table ), and
the attenuation of the x-rays of heavy elements is small (> Table ). The flacon was measured
on the empty part and on the filled part. The difference in the spectra comes from the powder.
The Pb K lines have a high intensity, while the Pb L lines are completely absorbed by the glass.
Thus, the powder contains a Pb compound.

The appearance of both K and L lines in the spectrum can be exploited for further infor-
mation about the sample: Quantitative analysis can be done using either the K or the L lines.
If the resulting concentrations are different, this indicates that the sample is not homogenous
in depth.

However, the background in high-energy PIXE spectra is larger; especially, the contribution
of the Compton background is much higher, as the probability for nuclear reactions is higher.

. PIGE

At proton energies above some MeV, nuclear reactions may occur and prompt γ-rays can be
produced.Theseγ-raysmaybe used to identify elements otherwise not detectablewith the PIXE
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⊡ Table 

Nuclear reactions used for proton induced γ-ray emission and the energies of the measured

γ-ray

Reaction Eγ (keV)
F(p,αγ)O ,
Na(p, pγ)Na 
Na(p,αγ)Ne ,
Si(p, pγ)Si ,

technique, especially light elements (> Table ). This technique is called Proton Induced γ-ray
Emission – PIGE. > Table  lists possible reactions often used for the analysis of art objects. For
instance, the reaction F(p,αγ)

O has been used to determine the fluorine diffusion into
archaeological teeth (Gaschen et al. ).

The advantage of PIGE is that the measurements can be performed simultaneously to
the PIXE measurements by adding a detector for the more energetic γ-rays (see > Chap. ,
“Gamma-Ray Detectors”).

Hence, elements not detectable when the object remains in ambient atmosphere air due to
the strong absorption of their low-energy x-rays in the air between sample and detector, e.g.,
Na or F, can be measured together with the x-rays of heavier elements. In addition, for some
elements x-ray lines as well as γ-rays can be measured simultaneously. This is very useful, e.g.,
when measuring ancient glass: Si x-rays will provide information about the sample surface,
whereas the γ-rays provide information from larger depths (Mäder and Neelmeijer ). As
the glass surface is often altered due to aging processes, the two different information depths
permit – in the same run – the determination of Si close to the surface and in the bulk. Thus,
this technique complements the PIXE measurements.

. Application to Art Objects

The first application of the PIXE technique was performed by Johansson et al. (). They
irradiated samples consisting of carbon foils with subnanogram depositions of titanium and
copper with proton beams of –MeV energy from a Van-de-Graaff accelerator. Since that
time, PIXE has evolved tremendously, also thanks to the rapid development of suitable solid
state x-ray detectors. Industry is offering today small accelerators with complete experimental
setups, thus allowing the application of PIXE and PIGE in various fields, like archaeometry,
biology, geosciences, medicine, and environmental studies (see > Chap. , “Accelerator Mass
Spectrometry and its Applications in Archaeology, Geology and Environmental Research”).
Under favorable conditions, detection limits below  ppm can be achieved.The interested reader
will find detailed descriptions of PIXE in the books of Campbell and Tesmer (Johansson and
Campbell b; Johansson et al. ; Tesmer and Nastasi ).

The possibility to extract the proton beam from the vacuum of the beam-line into ambi-
ent atmosphere has lead many laboratories worldwide into the analysis of art objects [e.g.,
Mandó ; Respaldiza et al. ; Demortier et al. ; Zucchiatti et al. ; Calligaro et al.
; Boutaine et al. ; Denker ]. The investigated materials comprise paintings and
drawings, porcelain, ceramics and gems, as well as all kinds of metals. At the International Con-
ference on PIXE and its applications held at the University of Surrey in , laboratories from

http://dx.doi.org/10.007/978-3-642-13271-1_17
http://dx.doi.org/10.007/978-3-642-13271-1_17
http://dx.doi.org/10.007/978-3-642-13271-1_26
http://dx.doi.org/10.007/978-3-642-13271-1_26
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Budapest, Catania, Cape Town, Debrecen, Ljubljana, Paris, Surrey, Rossendorf, and Vienna
presented work on art and archaeometry (http://www.ionbeamcentre.co.uk/PIXE/).
And this listing is by far not complete.

 Experimental Setup for Art Objects

Most of the itemsneeded for PIXEmeasurements have beendescribed in detail in other chapters
in this book. Hence, this section will give only a short overview.

The protons are produced in an ion source and accelerated to the desired energy
(see > Chap. , “Accelerators for Particle Physics”). The accelerator may be a Van-de-Graaff
or Cockroft–Walton machine, or a cyclotron. A beam-line system guides the proton beam to
the experiment with bending and focusing magnets.The beam-line is under vacuum, typically
better than − mbar, in order to avoid interactions of the protons with residual gas.

The proton beam is extracted via a thin foil from the vacuum of the beam-line. As exit
foils, thin aluminum, polymers, or silicon-nitrate foils are used.Thus, the art object remains in
normal atmosphere. However, one has to keep in mind that the atmospheric environment in a
physics laboratory may differ from the ideal conditions for the conservation of an art object.

The size of the proton beam spot on the sample depends on the beam-line: In most cases,
the beam is focused to .–mm, which is suitable for many purposes. The size is controlled
by looking at a crystal emitting visible light when irradiated. At special, dedicated beam-lines
a size of about μm has been achieved. Fine structures, e.g., metal point drawings, need such
excellent spatial resolution (Duval ).

The object under study is mounted on an x, y table that allows positioning of the object. As
art objects rarely are solid, regular-shaped samples, customized sample holders are required.
Many setups have lasers to mark the beam spot on the object. Commonly, a camera helps
positioning the sample and documents the beam spot.

The x-rays are detected by solid state detectors made from single crystals. For the x-ray
energy range of – keV, normally lithium-doped silicon (Si(Li)) detectors are employed. For
x-ray energies above  keV, high-purity germanium (HPGe) detectors offer far better detec-
tion efficiency (see > Chaps. , “Photon Detectors,” > , “Semiconductor Counters,” > ,
“Gamma-Ray Detectors,” and > , “New Solid State Detectors”). The signals of the detector
are amplified, given to an analog/digital converter, and then processed by a multi-channel ana-
lyzer, usually combined with a computer to allow online display of the spectra (see >Chaps. ,
“Electronics Part I,” and > , “Electronics Part II”). The identification of the elements present
in the sample can be done during the measurements, whereas the final de-convolution of peak
heights to concentrations is done off-line (see > Chap. , “Data Analysis”). In addition, γ-
rays can be measured in parallel using thick HPGe detectors with suitable detection efficiency
for the expected γ-rays. In some setups, the volume between beam exit, object, and detector is
flushed with helium: This does not only reduce the background originating from argon in the
air, but also allows the use of a particle detector which detects backscattered protons from the
sample (Rutherford Backscattering – RBS). The possibility to combine several analytical tools
in the same setup is the great advantage of the PIXE technique, as additional, complementary
information about the object may be obtained in one experimental run.

There are various ways to measure the intensity of the proton beam: for higher beam inten-
sities the current on rotating metal fingers may be used or the x-rays from the exit window
or from the argon in the air can be recorded in parallel to the normal PIXE measurements.

http://www.ionbeamcentre.co.uk/PIXE2010/
http://dx.doi.org/10.007/978-3-642-13271-1_7
http://dx.doi.org/10.007/978-3-642-13271-1_13
http://dx.doi.org/10.007/978-3-642-13271-1_16
http://dx.doi.org/10.007/978-3-642-13271-1_17
http://dx.doi.org/10.007/978-3-642-13271-1_17
http://dx.doi.org/10.007/978-3-642-13271-1_21
http://dx.doi.org/10.007/978-3-642-13271-1_2
http://dx.doi.org/10.007/978-3-642-13271-1_2
http://dx.doi.org/10.007/978-3-642-13271-1_3
http://dx.doi.org/10.007/978-3-642-13271-1_4
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⊡ Fig. 

Experimental setup for high-energy PIXE. The protons from the accelerator leave the

vacuumof the beam-line via a thin Kapton foil. Their intensity is measuredwith a

transmission ionization chamber. An HPGe detector is mounted under ○ with respect to

the beam-line and shielded by a polyethylene block. The object under study, here an Italian

Renaissance bronze statue is mounted on an x, y table with high positioning precision. Two

laser cross-hairsmark the beam spot on the sample and the distance to the detector

For low beam intensities, backscattered protons from the exit foil or, at higher proton ener-
gies, transmission ionization chambers can be used. When measuring art objects the proton
beam intensity is kept typically below  nA for a beam spot of mm. This is a sufficient inten-
sity to obtain good count rates in the x-ray detectors, and will not damage the object. For very
radiation-sensitive material, like glass and porcelain, usually test irradiations are performed on
modernmaterial. If there are no observable changes in themodernmaterial, the beam intensity
is then reduced even further to ensure the safety of the art object. > Figure  shows a photograph
of the high-energy PIXE setup at the former Hahn-Meitner-Institut (now Helmholtz-Zentrum
Berlin), Germany, with an Italian Renaissance bronze statue.

 Examples

. Paintings

Today, there are portable XRF systems available that allow a detection of elements on-site in the
museum.However, additional information can be obtained by the use of protons thus justifying
the transport of a valuable to an accelerator laboratory. The combination of PIXE and PIGE
permits the simultaneous measurementof typical x-ray elements such as Ca, Cu, and Pb as well
as elements not visible in x-ray spectra like F, Na, and Al. An example for this is the analysis
of the blue pigment in the“Madonna and Child Enthroned” from the Finnish National Gallery
(Tuurnala and Hautojärvi ) by T. Tuurnala and A. Hautojärvi.

A further advantage is that the PIXE technique provides information about the
depth-dependent distribution of the elements by varying the incident proton energy.
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For instance, when increasing the proton energy the Pb Lα/Hg Lα ratio increases as well; this
indicates aHg-containing layer on top of a Pb-containing layer.The possibilities and constraints
have been investigated by a European collaboration on various paint test samples (Neelmeijer
et al. ). This technique was applied to Leonardo da Vinci’sMadonna dei fusi by Grassi et al.
().

When the paint layers are very thick, above μm, high-energy PIXE permits a nonde-
structive analysis. Due to the small energy loss of high-energy protons, the excitation conditions
are about the same throughout the paint layers. Hence, changes in the intensity ratios Kα/Kβ

of the lines of the same element yield an indication of the depth of this element. It could be
shown on paint mock-ups that paint sequences, such as a white ground and on top of it layers
consisting of pure pigments, can be clearly distinguished and identified.However, with increas-
ing complexity limitations occur, e.g., if the same pigment is present in various layers (Griesser
et al. ).

.. Flemish Painting

The painting shown in > Fig.  belongs to the Gemäldegalerie Berlin. It is a Flemish painting
from an unknown artist, dating back to the seventeenth century and had been analyzed by
neutron autoradiography at the research reactor of the Helmholtz-Zentrum Berlin. Neutron
autoradiography is capable to provide two-dimensional distributions of pigments in a painting
nondestructively. However, chalk, lead white, ochre, and lead–tin yellow will not cause distinct
images (The Metropolitan Museum of Art ).

The goal of the additional PIXE analysis was therefore to look for the elements characteristic
for those pigments: Ca, Fe, Pb, and Sn. In > Table , the detected elements at the various spots
and the corresponding pigments are listed. Pb and Fe have been detected on all analyzed spots.

⊡ Fig. 

Flemish painting “Adoration of the shepherds”, seventeenth century, unknown artist,

Gemäldegalerie Berlin, during the measurement, as recorded by the video camera
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⊡ Table 

Measured spots, detected elements at this spot, and the corresponding pigment

Analyzed spot Detected elements Pigment

Blue: sky Fe, Co, Cu, As, Pb Smalt

Blue: window Fe, Cu, Pb Probably azurite

Red: coat and trouser Fe, Hg, Pb Cinnabar

Roof Mn, Fe, Pb Umber

Shepherd coat Fe, Sn, Pb Lead–tin yellow

For the dark parts of the painting, the intensity ratio of the various Pb lines indicates Pb in
larger depths thus implying a lead-white ground. Earth pigments are based on Fe. In the blue
sky, Co, together with small amounts of As, were found. As was detected by the Kβ line, as
the Kα of As (EKα = . keV) is overlapped by the Lα line of Pb (ELα = . keV). The
presence of Co and As points to smalt. The blue of the window, however, was painted with a
Cu-containing pigment, probably azurite. In the red color of the trouser and the coat from one
shepherd, Hg was found, suggesting the use of cinnabar. Mn, found in the spot measured on
the roof, is typical for umber. As in the yellow of the coat of another shepherd, Sn was found
together with Pb, most likely lead–tin yellow was used.

.. Modigliani Portrait

Whereas Old Masters could use only a limited palette, this changed in the nineteenth and
twentieth century, when new, synthetic pigments became available. An example for this is the
portrait, attributed to Modigliani, shown in > Fig. . Below the now visible portrait of a man,
a picture of a woman wearing a hat could be observed in the x-ray image of the painting. Thus,
the artist reused the canvas.The question arises, if both paintings have been created by the same
artist. Hence, high-energy PIXE was used to provide some clues, as the range of the protons is
much larger than the thickness of the paint layers. Overall, seven points of the painting were
measured.

> Figure  shows the high-energy spectra of two points, hat and collar. Obviously, the artist
(or artists) employed pigments containing a large variety of elements. On all seven measured
spots, Fe, Zn, Cd, Ba, and Pb were found in varying amounts. On the gray waistcoat, Hg was
found. Se could be detected on the lips. One problem arises from the omnipresence of Ba in the
painting: It is thus impossible to determine Ti, because the energy of the Ti Kα line (. keV)
overlaps with the Ba Lα line (. keV). This cannot be sidestepped by using the Kβ line of Ti –
like in the example given above – as the Ti Kβ line (. keV) and the Ba Lβ line (. keV)
overlap as well. In addition, if Ti in this painting has been used in the ground, the x-rays will be
absorbed partly by the above lying paint layers. Besides the identification of the various elements
at different spots on the painting, an estimation of their depth in the paint layer wasmade based
upon the intensity ratio of the different lines from one element.

It is indeed possible that the two portraits were created by different artists, as they differ in
the pigments used for the white color. The lower-lying portrait of a woman contains lead white,
whereas the collar in the visible portrait of a man was executed in zinc white.
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⊡ Fig. 

Portrait attributed to Modigliani in the high-energy PIXE setup
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⊡ Fig. 

High-energy PIXE spectra of the Modigliani portrait measured at the hat and at the collar

. Metals

PIXE is widely applied to the analysis of metal artifacts: characterization of the alloy type, deter-
mination of the ore provenance, or gilding techniques are typical analytical tasks. One of the
analytical challenges is thatmetals seldomhave unaltered surfaces. Corrosion may occur due to
long burial times in an unfavorable environment or the less noblemetal can be depleted deliber-
ately in the alloy. In addition, segregation processesmay lead to inhomogeneousmetal artifacts.
In these cases, PIXEmay provide additional information by varying the incident proton energy,
thus changing the analytical depth, or by the combination with PIGE.
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.. Silver Coins: Wiener Pfennig

A certain type of medieval silver/copper coins, the so-called Wiener Pfennige was minted
around – in different parts of today’s eastern Austria. It was minted by first cutting
the blanks from a silver band and afterward striking them by a one-sided stroke with a hammer
applying two different coining dies for the obverse and reverse sides of the coins. During their
minting period (/– ≈ ) the coins show a regular change of the coinage. These coins
were classified at first by Bernhard Koch during the s (Koch ) but some numismatic
questions concerning the chronology and composition of these coins were still unanswered. In
, near Tulln, more than , of these coins were excavated.The major part of these coins
belongs to theminting period assigned to “Friedrich dem Schönen” (/–). As this find-
ing is an authentic one and due to the high number of coins found, it seems to be perfectly suited
for performing a survey. The composition was studied nondestructively on the obverse as well
as the reverse with respect to:

– Enabling a new classification of the coinage and receiving a relative or even better absolute
chronology for the different coin types

– Finding a possible relation between certain weight classes of Wiener Pfennige and their
silver content

– Approving the assumption that coins minted in later years show a decreasing silver con-
tent in comparison to the coins minted at the beginning of the period of “Friedrich dem
Schönen”

As the surface of the coins originating from the “Hoard of Tulln” had strongly been corroded
due to the burial conditions, these coinswere already restored, i.e., cleanedwithEDTAand citric
acid/ammonia solutions, to remove the corrosion products after the excavation. Therefore, the
Cu contentwas visibly leached out in the near-surface regions of the coins (they appeared silvery
and shiny) and a nondestructive investigation technique enabling the analysis of the coins’ core
(bulk) had to be applied.

The challenge was that a large number of coins had to be analyzed. An automatic device
for positioning the coins was used enabling the investigation of more than  single objects
within a time period of around  h.

In a first step,  coins from the hoard of Tulln and  coins from the same period (but
from distinct finds) stored in the coin-cabinet of the Kunsthistorisches Museum Vienna were
analyzed on the obverse as well as reverse. For the data evaluation of these coins, only x-rays
of elements visible in the spectra were evaluated. With a few exceptions, the coins show the
same composition on the obverse as well as on the reverse. Their average composition is %
silver, % copper, and about % lead. As the calculated lead concentration was the same using
either the Pb L line (low x-ray energy) or the lead K line (high x-ray energy) intensities for
the evaluation, the Pb concentration has to be constant throughout the whole coin: Due to the
tremendous difference in the x-ray attenuation and, therefore, also the analytical depth of the K
and L lines, similar concentrations can only be calculated for both lines when the objects show
homogeneous elemental distributions.

The composition of the “Wiener Pfennige” of the hoard of Tulln obtained during thesemea-
surements is in strong contrast to previous investigations from other findings, performed by
melting a number of coins and analyzing them in a chemical way Koch . The high-energy
PIXE results of the  coins not belonging to the hoard of Tulln, however, show a composition
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⊡ Fig. 

High-energy PIXE spectra of coin K/MA , aWiener Pfennigminted in Enns (today’s

Austria) about /. The x-ray lines of the main elements silver, copper, and lead can

already be detectedwith sufficient statistics after a short measurement time of less than

 s (dotted line). Increasing the counting time yields the detection of a γ line at . keV in

the spectrumdue to nuclear reactions of the Cu (solid line)

of –% copper, and % lead, the rest being silver – which agrees well to the chemical investi-
gations and to the contemporary documents. However, keeping in mind that the measured Cu
x-rays are mainly originating from the surface, the PIXEmeasurement results of the Cu content
for the hoard of Tulln confirm the anticipated decrease of Cu in the near-surface layers due to
the burial of the coins under detrimental conditions and presumably also due to the restoration
treatment applied.

When using MeV protons for the excitation of the Cu x-rays, there is the possibility of
nuclear reactions. Besides the x-ray lines in > Fig. , there is also a single line at . keV that is
caused by γ radiation.This γ line is due to the formation of Ni, created by the nuclear reaction
Cu(p,n)Zn. The Zn decays by two consecutive β

+ decays into the excited Ni∗. As the
Ni∗ atomic nucleus is still in an excited state, it relaxes to the ground state by emitting the
surplus of energy as γ radiation with the well-defined energy of . keV. Ni is a stable isotope,
so no further reactions take place. The energy of this γ line is large enough to be detected from
large depths, even a few hundredmicrometers.The drawback is the transformation of Cu to Ni.
However, only about , atomsundergo this reaction under these experimental conditions.
Compared to the about  ×  Cu atoms in a . g silver coin with about % copper, this is
negligible and the analysis can still be considered nondestructive (see > Chap. , “Radiation
Damage Effects”). For quantitative analysis, the peak intensity of the . keV γ line has to be
correlated with the Cu concentration. This was done using Ag/Cu standards from ÖGUSSA
(ÖsterreichischeGold- und Silberscheideanstalt) as well as various Cu-containing materials from
the BAM (Bundesanstalt für Materialforschung und -prüfung).

The probability for a nuclear reaction is much smaller than for the excitation of char-
acteristic x-rays, hence, for sufficient statistics, longer measurement times are required.

http://dx.doi.org/10.007/978-3-642-13271-1_22
http://dx.doi.org/10.007/978-3-642-13271-1_22
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⊡ Fig. 

Averaged copper concentrations for different minting places depending on the year of

minting. No increase in the copper concentration can be observed

Therefore, in a second run,  coins were measured for about , s in order to increase the
signal of the . keV γ line present in the spectra. Using this line for the determination of the
Cu content, an analytical depth of nearly μm can be achieved.The thickness of the coins is
less than one millimeter; therefore, this line provides information about the inner part of the
coins. The Cu content obtained by the γ line varied quite strongly from coin to coin: For one
coin the intensity of the γ line was, even after ,s, not high enough, so we obtained a Cu con-
centration of zero. For another single coin, the copper concentration is %. For all other coins
copper concentrations around % are obtained, which fits very well to the previous studies.

The large scattering of the Cu concentrations of single coins makes an analysis of the devel-
opment of the Cu content as a function of minting time very difficult. As groups of ten coins
per minting place and minting year have been analyzed, it was possible to average over these
ten coins. > Figure  shows the average and standard deviation for each group of coins. For
this figure, also included are those spectra of the first measurement campaign whose statistics
for the γ line were good enough. The comparison gives an excellent agreement between long
and short time measurements, as well as for measurements on the obverse and reverse. No dif-
ferences between the different minting places could be observed. Looking at the time evolution
of the copper concentration, no increase of the copper content is observed over the rather short
minting period studied.

.. Gold Scarab

TheÄgyptische Museum und Papyrussammlung Berlin owns a small Egyptian scarab (> Fig. ).
The analytical questions were: What is the composition of the gold? Is the scarab solid or is it
a gilded object? On regular-shaped objects, the latter question can be easily answered by deter-
mining the volume and the weight. High-energy protons excite K and L lines of Au in a sample.
The absorption of the lines is very different, thus providing information from different depth
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⊡ Fig. 

Egyptian scarab during the high-energy PIXE measurements. The laser cross-hairs mark the

analyzed spot and serve for precise positioning. On the right, the detector nozzle is visible
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⊡ Fig. 

High-energy PIXE spectra of an Egyptian scarab (solid line) in comparison with the spectra of

a -μm thin gold foil (dashed line). The large intensity of the Au K lines shows that the scarab

is made of massive gold

layers. Measurements were performed on the wing and the bellow of the scarab. The quantita-
tive analysis yields a concentration of %Au and %Ag.The relative error in the concentration
is around %, due to the irregular shape of the object leading to uncertainties in the angle of
the incident proton beam as well as the angle toward the detector. The strong presence of the
K lines of Au in the spectrum (> Fig. ) indicates the use of a massive gold. Hence, with a
measurement of only a few minutes, not only the composition, but also information about the
manufacturing could be obtained.
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 Conclusions

PIXE applied to objects from cultural heritage canprovide, in a nondestructiveway, information
concerning age of the object, composition, manufacturing, or provenance. The combination
with PIGE in the same experimental setup provides further, additional information. Depth-
resolved analysis is possible when varying the incident proton energy.

The composition of the artifacts covers a broad range of materials. The objects are often
unique, hence, simple solutions are neither available for positioning nor for data analysis. As
ancient objects are scarcely homogenous or have a smooth surface, special care has to be taken
of possible errors in the quantification.

As a final conclusion, I would like to state: Measurements on objects d’art are a fascinating
and truly interdisciplinary field.
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Abstract: This chapter will present an overview of two radiation-based medical imag-
ing techniques using radiopharmaceuticals used in nuclear medicine/molecular imaging,
namely, single-photon emission computed tomography (SPECT) and positron emission
tomography (PET). The relative merits in terms of radiation sensitivity and image resolu-
tion of SPECT and PET will be compared to the main conventional radiologic modalities
that are computed tomography (CT) and magnetic resonance (MR) imaging. Differences
in terms of temporal resolution will also be outlined, as well as the other similarities and
dissimilarities of these two techniques, including their latest and upcoming multimodality
combination. The main clinical applications are briefly described and examples of spe-
cific SPECT and PET radiopharmaceuticals are listed. SPECT and PET imaging will be
then further detailed in the two subsequent chapters describing in greater depth the basics
and future trends of each technique (see > Chaps. , “SPECT Imaging: Basics and New
Trends” and > , “PET Imaging: Basics and New Trends”).

 Introduction

Over the past  decades, nuclear medicine and molecular imaging have been taking an increas-
ing role in clinical medicine, mostly in the diagnosis, staging, and therapy of malignant disease.
These radiation-based imaging techniques provide information on tissue and organ function
that is complementary to the conventional anatomic imaging modalities of computed tomog-
raphy (CT) and magnetic resonance (MR) imaging. This increasing role is due in part to the
significant improvements in detector technology (scintillation crystals, photodetectors, detec-
tor electronics), scanner design including coupling to morphological imaging (also called
hybrid imaging), efficient -D iterative reconstruction algorithms, and to the availability of new
radiopharmaceuticals. Dramatic improvements have been witnessed with examination time
decreasing from  h to –min for a whole-body oncologic PET scan and from min to
about min for amyocardial perfusion SPECT scan.This has been paralleledwith higher spatial
resolution and increased sensitivity and signal-to-noise ratio.

This chapter gives an overview of radiation-based medical imaging first describing nuclear
medicine and molecular imaging before outlining differences and specificities of both SPECT
and PET imaging (including hybrid imaging) along with a few clinical applications and future
trends. Each specific technique will be described in more details in the two subsequent chap-
ters (> Chaps. , “SPECT Imaging: Basics and New Trends” and > , “PET Imaging: Basics
and New Trends”).

 Nuclear Medicine andMolecular Imaging

Nuclear medicine has been employed for more than half a century. It relies on using radioac-
tive molecules administered to patients for diagnostic or therapeutic purposes. Radioactive
molecules behave in vivo the same way as their nonradioactive “natural” equivalent and allow
following a specific organ or bodily function. It is used daily in oncology, cardiology, neurology,
pediatrics, rheumatology, or orthopedics for diagnosis and therapy.

http://dx.doi.org/10.007/978-3-642-13271-1_37
http://dx.doi.org/10.007/978-3-642-13271-1_37
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_37
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_38
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Recently, the concept ofmolecular imaging has been introduced and is defined by the ability
to visualize and quantitatively measure the function of biological and cellular processes in vivo
(Pysz et al. ), as opposed to conventional radiology techniques based on the morphological
alterations produced by disease. Molecular imaging is a fast-growing field that holds promises
for improvement in specificity and early diagnosis, as well as in tailoring medical therapy to
a specific patient (“personalized medicine”) and prognostic information with early therapy
follow-up (Pysz et al. ). Such personalized medicine approach is especially important in
patients with advanced disease with poor prognosis, for whom the best care is not always known
in advance and depends on tumor molecular characteristics specific to each patient. To illus-
trate this point, the HER/neu-targeted therapy is only effective in patients with HER-positive
breast cancer (Pysz et al. ). Thus, a HER-negative breast cancer patient treated with such
drugswould receive ineffective therapy bringing unwanted side effects and diminishing remain-
ing life quality. Another advantage of molecular imaging is the ability to measure earlier the
effect of a drug before overt anatomical changes can be observed by conventional radiological
techniques (CT, MR). Indeed, many modern drugs have specific molecular targets.

. Sensitivity Versus Resolution in Imaging

To compare the SPECT and PET radiation-based medical imaging to conventional radiology
techniques such as CT or MR, it is interesting to consider the number of agent molecules per

Sensitivity vs. resolution required for detection

CT

MR

0.001

1�10−6

1�10−9

1�10−12

1�10−15

S
en

si
tiv

ity
ag

en
t c

on
ce

nt
ra

tio
n 

pe
r 

vo
xe

l (
m

ol
/L

)

PET

SPECT

100.1
Voxel volume (mL)

Resolution

0.010.001 1

1

⊡ Fig. 

Sensitivity versus resolution detection limits in clinical SPECT and PET as compared to

conventional radiology techniques (CT, MR)



Radiation-Based Medical Imaging Techniques: An Overview  

voxel necessary for detection (as a measure of sensitivity) versus the minimum detectable voxel
volume (as ameasure of spatial resolution).This has been plotted in >Fig.  fromdata extracted
from the literature (Frangioni ).The respective advantages of each individual technique can
be seen, with the excellent anatomic resolution of CT (millimetric resolution) andMRI and the
very sensitive detection of SPECT and even better with PET (picomolar concentrations).This is
the reason why integrating multimodality imaging by associating one of the anatomic imaging
modality with nuclear medicine/molecular imaging modality will generally be beneficial for
diagnosis, with improved image localization and functional/molecular information (Seo et al.
).

. SPECT Versus PET

There are main differences in design and characteristics of SPECT and PET (> Table ), but
the most important one lies in the kind of radioisotope used. For SPECT, a single gamma ray
is emitted from disintegrating nuclei, with a variable energy (from  keV for Tl to  keV
for I). To form an image, the direction of the incoming gamma rays on the detector must
be known, which is done by using a collimator. For PET, radionuclides decay by emitting a
positron, a particle of the mass of the electron, but positively charged (e+, also known as β+,
see > Chaps. , “Interactions of Particles and Radiation with Matter” and > , “Radiation
Protection”), which annihilates rapidly by interaction with an electron to give two coincident
gamma rays of opposite direction, each of  keV of energy. Using detectors placed around the
patient working in coincidence, the direction of the two gamma rays is determined along the
straight line passing by the two points of interactions.

 Single-Photon Emission Computed Tomography (SPECT)

. Conventional Gamma Camera and SPECT

SPECT has been used since the s, first with -head gamma cameras, then with two or more
heads. Using projection at different angles, SPECT allows reconstructing the -D distribution
of the radiopharmaceutical activity. It was found to increase sensitivity and specificity as com-
pared to simple planar projections, but the exact localization of the observed lesions remained
somewhat questionable due to lack of anatomical details in SPECT images.

SPECT has a trade-off between resolution and sensitivity, which is given by the relation
Sensitivity ∝ /(FOV/Resolution), with FOV = field of view. Better performances are
obtained by increasing the detector area or by limiting the FOV. As the collimator degrades
resolution with the distance from the object, it is important to bring the object to image as
close as possible to the detector. Thus, the collimator must be tailored for a specific purpose
and optimized for a given imaging situation; many types of collimators exist (low energy gen-
eral purpose LEGP, low energy high resolution LEHR, low energy high sensitivity LEHS, fan
beam, pinhole, etc.), which are chosen in function of the clinical question to answer and the
radioisotope energy.

http://dx.doi.org/10.007/978-3-642-13271-1_1
http://dx.doi.org/10.007/978-3-642-13271-1_10
http://dx.doi.org/10.007/978-3-642-13271-1_10
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⊡ Table 

Main differences between SPECT and PET characteristics for clinical imagingwith radiophar-

maceuticals

Variable SPECT PET

Radiation type ● Emission of a single photon of
variable energy (– keV)

● Coincident emission of two
-keV gamma rays

Sensitivity ● Geometric efficiency ∼ .% ● Geometric efficiency ∼ %

● Need of a physical collimation
to reject photons not from a
known incidence
● Collimator designs with
increased sensitivity (slit/slat,
rotating slant hole) or increased
resolution (pinhole)
● Geometric design
● Detector material stopping
power for gamma rays

● Geometric design
● Detector material stopping
power for gamma rays
● Signal-to-noise ratio improved
by time-of-flight (TOF)
capabilities

Spatial resolution in
clinical images

● Resolution ∼ –mm
● Depends from the
collimator–detector response
function (CDRF), determined by:
– Intrinsic detector resolution
– Geometric response
– Septal penetration
– Septal scatter
– It is distance dependent

● Resolution ∼ –mm
● Depends from the detector, as
determined by:
– Crystal composition
– Crystal width
– Inter-crystal scattering
– Inter-crystal penetration
● Photon non-collinearity
● Positron range

Temporal resolution ● Low, but new -D
reconstruction algorithms may
improve observation of
changing activity during
tomography acquisition
● Due to higher radionuclide
half-life, biological
phenomenon over hours to
days can be observed

● Good, due to high sensitivity
● List mode acquisition allows
different phenomena to be
observed (e.g., kinetic modeling
and ventricular function in
cardiac PET)

Attenuation correction ●More challenging than PET, but
possible

● Correction is independent of
the origin along the line of
response

Detected scatter
radiations

● –% of emitted gamma rays ● –% of coincidence events in
-D mode (scanner with septa)
● –% of coincidence events
in -Dmode (latest scanner
designs)

Iterative reconstruction ● Distance dependency of the
CDRF can be modeled and
taken into account to improve
image resolution and
signal-to-noise ratio

● The effects altering the spatial
resolution can be modeled and
taken into account to improve
image resolution and
signal-to-noise ratio (the
so-called high-definition
[HD] PET)
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⊡ Table 

(Continued)

Variable SPECT PET

Dual-tracers imaging ● Feasible based on multi-energy
windows
(e.g., mTc  keV + Tl
/ keV)

● Although all photons have the
same -keV energy,
radioisotopes differentiation is
feasible based on
multidimensional analysis
methods

Partial volume effect ● Correction possible with
anatomic imaging, not routinely
implemented

● Correction possible with
anatomic imaging, not routinely
implemented

Motion ● Correction possible ● Correction possible

Hybrid imaging ● SPECT/CT improves anatomic
localization and specificity over
SPECT-only
● SPECT/MR has not yet been
implemented in the clinics

● PET/CT improves diagnostic
accuracy by –% over all
cancers
● PET-MR hybrid scanners for
sequential imaging start in
clinical research
● PET/MR simultaneous imaging
is possible for the brain (PET
insert in clinical MR scanner)

. SPECT/CT

The first clinical prototype of SPECT/CT was developed in the mid-s (Seo et al. ), but
it was only after the success of PET/CT that SPECT/CT became commercialized in  (see
> Sect. .. on PET/CT below).

In clinical applications, SPECT/CThas been found to be particularly useful in localizing dis-
ease in tumor imaging thanks to the supplementary anatomic information. This is of great help
to the clinicians for oncologic applications who need to decide if a particular uptake could be
from benign or tumoral processes (> Table ). Similar applications have been found in ortho-
pedics, infection and inflammation, pulmonary function, endocrinology (Seo et al. ), as
well as in musculoskeletal or infection imaging, where the better lesion localization increases
specificity, as it allows distinguishing degenerative/physiologic changes from pathologic ones
(> Figs. , > , and > ) (Bybel et al. ).

Nuclear cardiology has also benefited fromCT-based attenuation correction allowing differ-
entiating decreased inferior wall perfusion due to ischemia or infarct from a possible diaphrag-
matic attenuation of photons, thus improving specificity without any decrease in sensitivity
(> Fig. ). However, great attention should be devoted to possible coregistration errors between
the SPECT and the CT due to respiration or patient motion, as they can induce false-positive
artifacts for decreased perfusion, starting with -pixel shift in the SPECT image.

A developing application is the use of SPECT/CT for calculating patient-specific radiation
dose delivered by radioimmunotherapyor in local treatment of liver cancer and livermetastases
with selective internal radiation therapy (SIRT). Indeed, CT allows greater accuracy with pho-
ton attenuation correction as well as using the patient’s own anatomy rather than a generalized
anatomic model from the Medical Internal Radionuclide Dosimetry (MIRD) methodology.
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⊡ Table 

Clinical applications improved by hybrid imaging with SPECT/CT over SPECT-only scanners

Application Indication

Oncology:
– Bone metastases
– Endocrine tumors
– Thyroid cancer
– Adrenal tumors
– Sentinel lymph node
Benign bone pathology
Infection or inflammation
Parathyroid

Increased specificity and diagnostic confidence due to
increased ability to distinguish pathologic from
degenerative or physiologic changes (> Fig. ), as well as
improved localization (> Figs.  and > )

Nuclear cardiology Increase in specificity due to attenuation correction in
myocardial perfusion scintigraphy (> Fig. )

Radiation dose estimation for
radioimmunotherapy or selective
internal radiation therapy (SIRT)
with microspheres

Use of the patient own anatomy and attenuation correction
to estimate and optimize the radiation dose delivered to
the tumor and to the dose-limiting critical organs (e.g.,
bone marrow, kidneys, or lung).

SPECT/CT with appropriate attenuation correction has the potential to give quantification
that is more accurate. This would improve the ability to determine the response to therapeutic
interventions. Practically, quantification of radiopharmaceutical activity by SPECT/CT is chal-
lenging and necessitates deriving a proportionality constant derived from the number of counts
in a standard (Seo et al. ). In contrary,many factors can influence thesemeasurements, such
as attenuation, scatter, partial volume effect, although specific compensationmethods have been
developed.However, in contrary to PET/CTwhere attenuation correction is performed for each
examination, SPECT/CT images are corrected for attenuation only in selected cases in clinical
practice (Papathanassiou and Liehn ).

So far, SPECT/CT scanners have not achieved the same supremacy over SPECT-only as
compared to PET/CT over PET-only scanners. This might be due to the larger spectrum of
clinical applications in gamma cameras as compared to PET/CT (mainly in oncology). Major
enhancements in sensitivity are expected from the newer solid-state detectors and novel radio-
pharmaceuticals currently in development. Thus, SPECT/CT clinical applications are likely to
expand in the coming years, but long-term clinical and economic benefit of this new technology
will have to be determined.

. Dedicated SPECT Systems

.. Ultrafast Dedicated Cardiac Camera

Most clinical gamma cameras used today rely on the principle set byHal Anger in the late s,
with a collimator placed in front of a detector constituted of a crystal coupled to photomulti-
pliers. However, as myocardial perfusion scintigraphy is a very frequently used test in nuclear
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⊡ Fig. 

Improved ability to distinguish degenerative frommetastatic changes in bone lesions when

using SPECT/CT: (a) -year-old woman with breast cancer and degenerative changes

(arrows); (b) -year-oldman with prostate cancer andmetastases (arrows)

medicine, novel, ultrafast cardiac SPECT cameras have emerged as a viable imaging alternative
with improved sensitivity and better resolution than conventional SPECT (>Chap. , “SPECT
Imaging: Basics and New Trends”).

These cameras are based on cadmium zinc telluride (CZT) detectors based on direct con-
version of incident radiation energy into charge carriers resulting in improved resolution and
sensitivity. This allows decreasing injected activity (thus patient radiation dose) and study time
(less patient motion), while improving image quality (> Fig. ). These cameras also bene-
fit from improved, heart-centered collimator geometries, which further enhance sensitivity
allowing study time reduction from –min down to –min. The improved energy dis-
criminationmakes dual-isotope protocols (injection of Tl at rest followed by mTc perfusion
agent at stress) feasible with only a single acquisition for both radiopharmaceuticals resulting

http://dx.doi.org/10.007/978-3-642-13271-1_37
http://dx.doi.org/10.007/978-3-642-13271-1_37
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⊡ Fig. 

Improved localization on the fused image (lower left) of a specific sentinel lymph node

(arrow) by SPECT/CT over SPECT-only in a -year-oldman with inferior lip melanoma

⊡ Fig. 

Myocardial perfusion scintigraphy in the (a) short-axis, (b) vertical-axis, and (c) horizontal

long-axis views in a -year-old woman with dedicated cardiac SPECT scanner (upper row)

and conventional scanner (lower row) with a myocardial scar (arrowhead). Note the

improved dedicated scanner image quality obtained with shorter acquisition time (min vs.

min) and lower activity (Tl MBq vs. MBq) (courtesy of B. Songy, M.D. [Centre

Cardiologique du Nord, Saint-Denis, France])
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in intrinsically better coregistration of rest and stress studies and increased patient comfort
(shorter study).

.. Breast Imaging with SPECT/CT

There has been an attempt to develop multimodality dedicated scanners for the breast
(SPECT/CT) using coupled CsI(Tl) phosphor and CZT detectors rotating around the uncom-
pressed pendant organ, but this scanner has not entered the clinical arena (Tornai et al. ).
Dedicated positron emission mammography (PEM) is emerging as an interesting alternative
(see > Sect. ..).

.. Single-Pinhole and Coded Aperture Collimation Systems

Pinhole imaging has been used since many years in conventional planar scintigraphy, provid-
ing better resolution images of small organs (e.g., thyroid, hip joint, etc.) when placed close to
the pinhole. SPECT reconstruction with pinhole is possible and predominantly used in small-
animal scanners (see > Sect.  below). Promising multi-pinhole scanner designs are being con-
sidered for clinical stationary SPECT (Beekman and Have ).They offer a potential for sig-
nificant improvement in performances, with a possible system resolution approaching mm
for a clinical machine.

. SPECT/MR

The combination of SPECT and MR imaging has additional technical challenges as compared
to PET/MR (see > Sect. .. below). In addition to high-magnetic-field-compatible detec-
tors, the collimator material used for SPECT is likely to generate eddy currents, hence MR
artifacts from collimator movements (Cherry ). Although attempts at designing small-
animal SPECT/MR imaging systems were made, there is currently no available prototype of
a clinical SPECT/MR scanner. An opportunity may arise with newer SPECT systems based on
electronic collimation (also called Compton camera), which has been existing in theory for
over  decades, but not built in practice because of the limited energy resolution of the available
detectors (Kohara et al. ).

. Other Detector Types

The new CdZnTe (CZT) semiconductor detectors allow better resolution with higher packing
fraction and may allow to reach geometrical efficiency in the order of .% ( times better)
with reconstructed resolution inferior to mm for instance in a dedicated brain imager when
this technology will be deployed on clinical head or whole-body clinical scanners (Jansen and
Vanderheyden ).
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 Positron Emission Tomography

. Standalone PET Imaging

Conventional PET imaging uses scanners designed as ring scintillation detectors with coinci-
dence detection of -keV annihilation photons (> Chap. , “PET Imaging: Basics and New
Trends”).The detector typically uses a crystal with a high stopping power for the -keV gamma
rays and produces light that a photomultiplier and its associated electronics can transform
into a meaningful signal for image reconstruction (Lewellen ). Over the years, signifi-
cant progresses have beenmade to scintillating materials (>Chap. , “Scintillation Counters”),
photodetectors and their readouts, and electronics in order to palliate factors that are known
to degrade spatial resolution and to improve detection sensitivity (> Chap. , “PET Imaging:
Basics and New Trends”).

.. Sensitivity

The sensitivity of a PET system is determined by its intrinsic and geometric efficiencies. High
intrinsic sensitivities are already obtained with crystals with high stopping power such as BGO,
LSO, and LYSO that are stopping –%of annihilation photons. Better geometric efficiencies
can be attained by increasing the axial field of view at the expense of increased system costs or by
using new block detector concepts in order to decrease the amount of dead space between crys-
tals. Future scanner design exists where the majority of the body is covered in one bed position.
Such systems coupled with time-of-flight (TOF; see > Sect. ..; see also >Chap. , “Particle
Identification”) capability lead to expected improvement in signal-to-noise ratio of about one
order of magnitude allowing to reduce study time and/or injected radiopharmaceutical activity.

.. Resolution

Resolution is mainly affected by detector size, positron range (> Table ), collinearity of the
annihilation photons, and depth of interaction in the detector, among others. The main effect
in clinical scanners is a collinearity, which is proportional to scanner diameter, reaching for
instance .mm for a -cm ring for F-based radiopharmaceuticals.

The signal-to-noise ratio is also influenced by the event type: only true events originating
from the detection of both annihilation photons participate to the true signal formation. Other
single events arriving within the coincidence window are also examined for energy and dis-
carded if outside the energy acceptance window (typically –% or – keV), but still a
number of random and scatter counts are accepted leading to degrading signal-to-noise ratio
(Lecomte ).

.. Quantitative Imaging

Modern image reconstruction algorithms use iterative methods such as ordered-subset expec-
tation maximization together with a posteriori information and eventually the underlying
physical model of the scanner to incorporate corrections for dead time, detector normalization,
photon scatter, random events, and photon attenuation (> Chap. , “Image Reconstruction”).

http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_15
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_6
http://dx.doi.org/10.007/978-3-642-13271-1_6
http://dx.doi.org/10.007/978-3-642-13271-1_39
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⊡ Table 

Positron range of major PET radioisotopes (listed by increasing positron energy)

Positron energy (MeV)

Radioisotope Maximum Average Positron effective rangea (mm)
F . . .
Cu . . .
C . . .
N . . .
O . . .
Ga . . .
Rb . . .

aDefined as the average distance from the decaying nucleus to the end of the positron range measured perpen-
dicular to the line defined by the two -keV annihilationphotons

. Hybrid/Multimodality PET Imaging

.. The Success Story of PET/CT

After a phase of introduction and clinical testing of a PET/CT prototype since , the first
commercial PET/CT was introduced in  (Townsend ; Mawlawi and Townsend ).
The advantages of hybrid PET/CT scanners over PET-only scanner led the major vendor to no-
longer offer PET-only systems as early as . Currently, commercial scanners aremostly using
GSO, LSO, and LYSO, which offer better -D performance for whole-body imaging (Mawlawi
and Townsend ).

The introduction of hybrid scanners combining a radiation detector with morphological
information obtained from computed tomography (CT) has acted as a catalyst for the devel-
opment of the nuclear medicine/molecular imaging market. PET/CT has become in a decade
a standard diagnostic imaging modality and has led the way to other multimodality imaging
modalities (first SPECT/CT and now PET/MR) (Blodgett et al. ).

Currently, PET/CT imaging has been proved more sensitive and specific than PET or CT
alone for staging and restaging in a variety of cancer (> Table ), with significant improve-
ment in accuracy ranging between % and %. PET/CT is considered as an essential imaging
modality for cancer at present time (> Fig. ). Even for cancer not currently reimbursed in the
United States, PET/CT led physicians to change .% of their intendedmanagement after per-
forming this examination (n = , PET or PET/CT studies in , centers) (Hillner et al.
).

Another developing application of PET/CT is the target volume definition of radiation ther-
apy with the emphasis on conformal and intensity-modulated techniques necessitating more
precise volume definitions. For the first time, tumor biology information can be integrated
in radiation therapy planning possibly resulting in more efficient and effective radiation dose
delivery to the tumor and sparing of normal tissue. However, the definition of the threshold
selection for PET image volume contouring during tumor segmentation remains challenging
and no method has gained wide acceptance so far, although a –% fixed threshold is used
in many settings, with a risk of overestimating tumor size in small lesions due to the partial
volume effect. The clinical impact of targeting biologically active tumor volume remains to be
determined.
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⊡ Table 

Clinical applications improved by hybrid imaging with PET/CT over PET-only scanners

Cancer Indication

Head and neck (squamous cell
carcinoma)

Initial diagnosis, staging, restaging, prognosis

Thyroid (aggressive form) Initial diagnosis, staging, and restaging

Lung cancer Initial diagnosis of single pulmonary nodule; staging and
restaging

Esophageal cancer Staging, restaging, and prognosis

Breast cancer (Staging), restaging, and response to therapy

Colorectal cancer Staging and restaging

Non-Hodgkin and Hodgkin lymphoma Initial diagnosis, staging, restaging, and response to
therapy

Melanoma Staging and restaging

Unknown primary tumor Initial diagnosis, staging, and restaging

Incidental, unsuspected cancer Initial diagnosis

⊡ Fig. 

PET/CT in a -year-old woman with left shoulder melanoma showing incidental increased
F-fluorodeoxyglucose uptake in the right thyroid lobe (arrow); (a) PET, (b) PET/CT, and (c)

CT image. Note the improved localization on fusion not obtainable from PET or CT image

separately. (d) -D fused image with voluminous axillary metastases (arrowhead). The

incidental thyroid lesion was a papillary thyroid carcinoma

The clinical adoption of PET/CT has been fast inmany clinical applications in therapyman-
agement and follow-up. The cost-effectiveness of PET and PET/CT has been established for
specific indications such as the investigation of a single pulmonary nodule, for non-small-cell
lung cancers, for restaging colorectal cancers and lymphomas, for head and neck cancers, for
pancreatic cancer, as well as in the clinical management of patients with suspected recurrent
ovarian cancer (Buck et al. ; Lee et al. ). However, not all PET/CT applications are
cost-effective, as for instance the surveillance by PET/CT of patients with Hodgkin lymphoma
at the first relapse, where CT is generally adequate (Mansueto et al. ). More economic eval-
uation will need to be performed in the future to see if the PET/CT diagnostic supremacy will
apply to cost-effectiveness.



Radiation-Based Medical Imaging Techniques: An Overview  

.. Time-of-Flight (TOF) PET

There has been renewed interest in time-of-flight (TOF) PET imaging with the arrival of fast
scintillators with high stopping power such as LSO and LYSO. The first commercial TOF
PET/CT system was introduced in  (Conti ). Nowadays, all major vendors offer scan-
ners with TOF capabilities that improve the signal-to-noise ratio.This is done bymeasuring the
difference between the two gammas’ arrival time at the detectors to constrain the event in space
(Mawlawi and Townsend ). For instance, with a coincidence timing resolution of  ps,
the spatial uncertainty reaches . cm leading to a signal-to-noise ratio increase of about . for a
-cm diameter uniform distribution. Key design parameters can be optimized specifically for
TOF PET, including scintillators, crystal shape and surface, photodetectors, electronics, image
reconstruction, and emission data correction (Conti ).

Benefits from TOF PET over conventional, non-TOF PET are decreased image noise and
better image resolution. However, the improvement in the signal-to-noise ratio is correlated
with patients’ size, where better localization of annihilation events is obtained in larger patients
where the reduction of photon count due to attenuation is most apparent (> Fig. ) (Karp
et al. ). Similarly, dynamic acquisitions with short frames substantially benefit from TOF
PET, with better algorithm convergence due to less image noise. Finally, image quality may be
kept at the same level as non-TOF PET and the signal-to-noise gain can be used for reducing
acquisition time or injected activity for the patient comfort or study costs (Conti ).

⊡ Fig. 

Maximal intensity projection images of a -year-old patient with lung cancer (arrow) on a

non-time-of-flight (TOF) PET scanner (left) as compared to the latest generation TOF PET

scanner (right) min after F-fluorodeoxyglucose injection. Note the improved image

quality of the TOF PET with decreased noise level and better visualization of the

contralateral lesion (arrowhead) (courtesy of F. Corminboeuf, Ph.D. [Bern University

Hospital, Switzerland])
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The latest PET/CTdesigns drawupon improvements in sensitivity due to larger axial field of
view, as well as in image quality due to the integration of the detector spatial response function
(high-definition PET) and reduction of image blur due to respiratory motion. However, many
challenges remain in improving the use of PET/CT in clinical imaging, such as the correction of
the underestimation of activity concentration in small lesions (partial volume effect) affecting
lesions size up to .–. times the PET resolution (–mm) (Soret et al. ).

.. From PET/CT to PET/MR

Most commercial clinical PET systems still use photomultipliers as light detector, but the lat-
est advances in detector technology is to replace them by novel semiconductor light detectors,
especially for hybrid PET/MR scanners, as photomultipliers do not work in high-magnetic-
field environment (Lewellen ; Pichler et al. ; Lecomte ). Among these new
semiconductor-based light detectors, there are avalanche photodiodes (APDs) and silicon pho-
tomultipliers (siPMs), which are a new generation of Geiger-mode APDs; both are insensitive
to magnetic fields (Pichler et al. ).

Several drawbacks from PET/CT can be listed: () PET and CT are not acquired simulta-
neously (misregistration due to organ motion); () CT adds radiation dose; and () CT only
provides low soft-tissue contrast as compared to MR. Basically, three architectures of PET/MR
can be envisioned at the clinical and preclinical, small-animal level (Delso and Ziegler ):

. The sequential architecture is the easiest one with PET and MR scanner separated in space
like the current PET/CT machines, with a common bed sliding from one machine to the
other, with obvious advantages in electromagnetic shielding and costs, but with long total
examination times, coregistration artifacts, and large room-size requirements. The first
PET/MRmachines were installed starting  (> Fig. ).

. The insert architecture where a removable PET detector is put inside a conventional MR
scanner allowing simultaneous PET/MR imaging with reduced total costs when the MR
system is already available, but with a reduced field of view allowing only brain studies.

. The integrated architecture that is most technologically challenging with a PET detector
inserted between the MR coils.

As of today, there is no clinical machine built for whole-body simultaneous PET/MR imag-
ing. Many advantages are expected from such a simultaneous acquisition, notably a reduction
of total study time, the possibility to correct for motion during PET acquisition using motion
vectors extracted from MR motion-sensitive scans (Pichler et al. ), or to correct for par-
tial volume effect using accurate morphologic information (Meltzer et al. ). In addition,
a wealth of information can also be gained from simultaneous PET/MR acquisitions using at
best the strength of each technique or to correlate the same parameter for cross-validation.
Such whole-body simultaneous PET/MR is the subject of recently funded ambitious projects
of the th European Framework Program such as “Hyper-Image” (www.hybrid-pet-mr.eu) or
“Sublima” (http://www.sublima-pet-mr.eu).

It is still too early to tell whether PET/MR will replace PET/CT in clinical applications or
remain reserved to specialized research centers.This will depend on the application that will be
developed and the possible specific advantages of this technique, as well as cost-effectiveness
issues.

www.hybrid-pet-mr.eu
http://www.sublima-pet-mr.eu
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⊡ Fig. 

Comparison of (a) PET/MR versus (b) PET/CT clinical imaging in a -year-old patient with

gastrointestinal stromal tumor (arrow); Note the better soft-tissue contrast on MR that is

acquired without any additional patient radiation dose. (c) Overview of the second clinical

whole-body PET (front)/MR (back) scanner installed worldwide (courtesy of Prof. O. Ratib,

M.D. Ph.D. [University Hospital of Geneva, Switzerland])

. Dedicated PET Imaging Devices

.. PET Mammography (PEM)

There have been attempts to combine PET and mammography to reduce the false positive of
mammography (Townsend ). An interesting device is the ClearPEM/Sonic device, which
combines ultrasound/PET to benefit from including the elastographic tissue properties with



  Radiation-Based Medical Imaging Techniques: An Overview

US probe

ClearPEM/Sonic

Elastography

3-D elastography

PET/elastographyPET

⊡ Fig. 

ClearPEM/sonic scanner combining PET mammography with ultrasound-based

elastography (upper row). PET and elastographic data (lower row) of a suspicious lesion

(arrow)

the metabolic activity to differentiate benign from malignant breast lesions (Albuquerque
et al. ) (> Fig. ). Clinical trials are under way to determine improvement in diagnostic
performances over conventional mammography.

.. Endoscopic PET Imaging

The use of image-guided interventions (e.g., needle biopsy or placement of a needle for
radiofrequency ablation) is growing and the introduction of molecular imaging information
during these interventional procedures is desirable. This is the aim of the -year project enti-
tled “EndoTOFPET-US” (http://endotofpet-us.web.cern.ch/) funded within the th European
Framework Program and conducted by a large international and multidisciplinary consortium
of  partners from six countries under the CERIMED guidance (http://cerimed.web.cern.ch/
cerimed/php/default.php). This technically challenging project will start in  and develop
the first bimodal PET-US (PET and Ultrasound) endoscopic probe. It combines a miniatur-
ized, fully digital, -ps time resolution TOF PET detector head coupled to a commercial
endoscopic ultrasound system (> Fig. ). First clinical applications are envisioned in pancreatic
cancer, after preclinical feasibility tests on pigs.

. Other PET Detectors

Other detector technologies have been used or are currently in development, including multi-
wire proportional chamber, resistive plate chamber, and liquid xenon technologies.The discus-
sion of their relative merits and possible future applications in medical imaging is outside the
scope of this chapter, but related details can be found elsewhere (Lecomte ).

http://endotofpet-us.web.cern.ch/
http://cerimed.web.cern.ch/cerimed/php/default.php
http://cerimed.web.cern.ch/cerimed/php/default.php
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⊡ Fig. 

Conceptual drawing of the time-of-flight (TOF) PET endoscopic probe for assisting biopsies

with functional molecular imaging and anatomic landmarks from ultrasound (courtesy of

B. Frisch [CERN, Geneva, Switzerland])

 Radiopharmaceuticals

An overview of radiation-based medical imaging techniques would not be complete without
describing, at least superficially, the wealth of existing and upcoming radiopharmaceuticals tar-
geting different biological and molecular processes. Many textbooks and reviews are dedicated
to this field (Ell andGambhir ; Pysz et al. ).The number of SPECT and PET radiophar-
maceuticals are growing every week and the online database MICAD (Molecular Imaging and
ContrastAgentDatabase; http://micad.nih.gov) is developed at theUnited StatesNational Insti-
tute of Health (NIH) and is currently containing  SPECT and  PET molecular imaging
agents (NCBI ).

. SPECT Radiopharmaceuticals

Examples of SPECT agents are given in > Table . They are characterized by medium to long
half-lives allowing observing biological processes over longer times than PET radiopharma-
ceuticals. They can also be produced locally at low cost from generators or delivered from
remote production centers. A few of them allow the so-called theragnostic approach combining
therapy with one radiotracer and diagnosticwith another one. Newer radiopharmaceuticals are
in development, such as the expected mTc-labeled deoxyglucose, which will strengthen the
role of SPECT for imaging hibernating myocardium (Zaman et al. ), or tracers for imaging
apoptosis and angiogenesis.

http://micad.nih.gov
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⊡ Table 

Example of common radiopharmaceuticals for SPECT

Name Half-life

Molecular target or
uptake process Application

mTc-phosphates (e.g.,
methylene diphosphate,
hydroxymethylene
diphosphate)

 h Hydroxyapatite crystals Bone, musculoskeletal

Sma-lexidronam
(EDMTP)

. days Bone Bone metastases

mTc-bicisate (ECD)  h Cerebral perfusion Neurology
mTc-exametazine
(HMPAO)
mTc-sestamibi
(Cardiolite�)

 h Perfusion Cardiology

mTc-tetrofosmin
(Myoview�)
mTc-teboroxime
(Cardiotec�)
mTc-disofenin (DISIDA)  h Clearance Hepatobiliary
mTc-lidofenin (HIDA)
mTc-labeled red blood
cells

 h Perfusion Gastrointestinal
bleeding

mTc-sulfur colloids  h Perfusion/clearance Sentinel lymph node,
splenosis

mTc-mertiatide (MAG)  h Active tubular secretion
and glomerular filtration

Renal

mTc-succimer (DMSA)  h Proximal tubular cells Renal
I-, I-, Ia-
metaiodobenzylguanidine
(MIBG)

. h, . days Specific, high-affinity Na
uptake mechanism +
energy-dependent type-I
amine uptake mechanism

Pheochromocytoma

I-norcholesterol . days Adrenocortical steroid
hormones synthesis

Adrenocortical
disorders

I-hippuran . h Glomerular filtration +
secretion

Renal

I, I (lower activities) . h, . days Sodium-iodide symporter Thyroid
Ia (higher activities)
In-pentetreotide
(Octreoscan�)

. days Somatostatin receptors Endocrine tumors

In-pentetate (DTPA) . days Perfusion Cerebrospinal fluid
In/Ya-ibritumomab
tiuxetan (Zevalin�)

. days/ h CD leukocyte antigen Non-Hodgkin
lymphoma

aThese radionuclides can be used for therapy
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. PET Radiopharmaceuticals

Many PET radiopharmaceuticals have been developed for research, but few are commonly used
in clinical practice (>Table ).Theworkhorse used in oncologic PET is F-fluorodeoxyglucose
(FDG), a radioactive analogue of glucose whose uptake is increased in cancerous cells. In addi-
tion, other radiopharmaceuticals are currently used in a small, but increasing proportion, such
as F-NaF (for bone metabolism), Rb (for myocardial perfusion, > Fig. ), or Ga-based
peptides (neuroendocrine tumors).

⊡ Table 

Example of common radiopharmaceuticals for PET

Namea Half-life
Molecular target or
uptake process Application

F-fluorodexyglucose
(FDG)

min Glucose transporter Tumor glucosemetabolism

F-NaF min Hydroxyapatite crystals Bone turnover
F-fluoro-L-thymidine min Thymidine uptake in

DNA/RNA synthesis
Tumor cell proliferation

F-galacto-arginine-
glycine-aspartic acid
(RGD)

min αVβ integrin Tumor angiogenesis

F-fluorocholine (FCH) min Choline transport Tumor phospholipid synthesis
F-fluoro-L-ethyltyrosine
(FET) (> Fig. )

min L-amino acid transporter Brain tumor (glioma)

F-fluoromisonidazole
(FMISO)

min Hypoxia Tumor hypoxia

C-methionine min Protein synthesis Tumor protein synthesis
Ga-DOTA min Somatostatin receptor Endocrine tumors
Rb .min Na-K-ATPase pump in

myocardium cells
Myocardial perfusion

C-acetate min Cell metabolism Cardiacmetabolism
C-palmitate min Fatty acid metabolism Myocardial ischemia
C-metahydroxy-
ephedrine

min Adrenergic transmission Heart failure

F-fluorodopamine
(FDOPA)

min Dopamine synthesis Parkinson disease

C-raclopride min Dopamine postsynaptic
receptor

Schizophrenia, addiction

C-Pittsburgh
compound-B (PIB)

min β-amyloid Alzheimer disease

F-florbetapir, min
F-florbetaben, F-FDDNP min

aAll radiopharmaceuticals are cyclotron-produced, except for Rb and Ga that are generator-produced
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MR T2

PET FET

PET-MR
fusion

⊡ Fig. 

Example of brain PET-MR fusion imaging with the amino acid analogue
F-fluoro-ethyl-tyrosine (FET). There is a tumoral relapse around the resection cavity

(arrows) in a -year-oldwoman  years after removal of a glioma

⊡ Fig. 

Example of myocardial perfusion imaging with Rb PET superimposed onto a coronary CT

showing a region of diminished perfusion (arrow) in an ischemic region subtended by two

cardiac stents
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 Preclinical Imaging

Preclinical imaging in small-animal is part of the development of new molecular radiophar-
maceuticals, as well as drugs tested in animals before their application to man (translational
research) (Pysz et al. ). Specific, dedicated scanners have been developed or are in devel-
opment for small-animal imaging (SPECT, PET) as well as their hybrid imaging combination
(PET/CT, PET/MR, SPECT/CT, SPECT/MR).

Many adaptations have been made to improve the resolution needed in rodents. For
instance, in microPET, the spatial resolution should be .mm to provide whole-body mouse
imaging at the same volume resolution as the current human machine. This is very challeng-
ing requiring long crystals with depth-of-interaction measurements. Nowadays, microPET
resolutions are down to about .mm allowing to image small structures like mice hearts
(> Fig. ).

On the other hand, microSPECT systems using pinhole imaging have currently reached
submillimetric image resolutions of about .mm (. μL) in the mouse, which can even

4 mm
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⊡ Fig. 

Example of microPET imaging of myocardial glucose metabolism using
F-fluorodeoxyglucose in amouse heart (mm long) with ligatured left anterior descending

coronary artery. (a) Short-axis, (b) vertical-axis, and (c) horizontal long-axis views showing

an infarct (arrow). (d) Polar map (courtesy of CIBM [CHUV–EPFL Lausanne, Switzerland])
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be improved with strategies such as measuring the depth of interaction within the crystal.
Thus SPECT imaging with pinhole has no intrinsic limitation such as in PET due to the
positron energy, and therefore has the potential to obtain ultrahigh resolution down to sub-
compartments of mouse organs (Beekman and Have ).

 Conclusions

Improvements in sensitivity and spatial resolution are expected thanks to the development
of new detectors, in both SPECT and PET radiation-based imaging modalities. Multimodal-
ity imaging available today in the clinics (SPECT/CT and PET/CT) or upcoming (PET/MR,
SPECT/MR, PET/US) increase lesion localization and specificity. New scanners dedicated to
specific organs (breast, brain) or applications (biopsy or interventions) should complete the
armamentariumof clinical applications in nuclearmedicine andmolecular imaging. Combined
with the development of new radiopharmaceuticals, these techniques offer many opportunities
to provide characterization of the biology and function of tissues noninvasively with the aim of
personalizing therapy.

References

Albuquerque E, Almeida FG, Almeida P, Auffray
E, Barbosa J, Bastos AL, Bexiga V, Bugalho R,
Carmona S, Carrico B, Ferreira CS, Ferreira NC,
Ferreira M, Frade M, Godinho J, Goncalves
F, Guerreiro C, Lecoq P, Leong C, Lousa P,
Machado P, Martins MV, Matela N, Moura R,
Neves P, Oliveira N, Ortigao C, Piedade F, Pin-
heiro JF, Relvas P, Rivetti A, Rodrigues P, Rolo I,
Sampaio J, Santos AI, Santos J, Silva MM, Tav-
ernier S, Teixeira IC, Teixeira JP, Silva R, Silva
JC, Trindade A, Varela J () An overview of
the clear-PEM breast imaging scanner. Nuclear
Science Symposium Conference Record, .
NSS ’, Dresden, IEEE, Piscataway, –
December 

Beekman F, Have F () The pinhole: gate-
way to ultra-high-resolution three-dimensional
radionuclide imaging. Eur J Nucl Med Molec
Imaging ():–

Blodgett TM, Meltzer CC, Townsend DW ()
PET/CT: form and function. Radiology
():–

Buck AK, Herrmann K, Stargardt T, Dechow T,
Krause BJ, Schreyogg J () Economic eval-
uation of PET and PET/CT in oncology: evi-
dence and methodologic approaches. J Nucl Med
():–

Bybel B, Brunken RC, DiFilippo FP, Neumann DR,
Wu G, Cerqueira MD () SPECT/CT imag-
ing: clinical utility of an emerging technology.
Radiographics ():–

Cherry SR () Multimodality Imaging: Beyond
PET/CT and SPECT/CT. Semin Nucl Med
():–

Conti M () State of the art and challenges of
time-of-flight PET. Phys Med ():–

Delso G, Ziegler S () PET/MRI system design.
Eur J Nucl Med Mol Imaging (Suppl ):
S–S

Ell PJ, Gambhir S () Nuclear medicine in clincal
diagnosis and treatment. Elsevier, Edinburgh

Frangioni JV () New technologies for human
cancer imaging. J Clin Oncol ():–

Hillner BE, Siegel BA, Liu D, Shields AF, Gareen IF,
Hanna L, Stine SH, Coleman RE () Impact
of positron emission tomography/computed
tomography and positron emission tomogra-
phy (PET) alone on expected management of
patients with cancer: initial results from the
National Oncologic PET Registry. J Clin Oncol
():–

Jansen FP, Vanderheyden JL () The future
of SPECT in a time of PET. Nucl Med Biol
():–



Radiation-Based Medical Imaging Techniques: An Overview  

Karp JS, Surti S, Daube-Witherspoon ME,
Muehllehner G () Benefit of time-of-
flight in PET: experimental and clinical results.
J Nucl Med ():–

Kohara R, Shirahata T, Nakazawa T, Miyazaki O,
Kabuki S, Kurosawa S, Miuchi K, Kubo H, Tani-
mori T, Nakahara T, Kunieda E, Kubo A, Fujii H
() Advanced Compton camera system for
nuclear medicine: Prototype system study. In:
Nuclear science symposium conference record,
, NSS ’, Dresden, IEEE, Piscataway, –
December 

Lecomte R () Novel detector technology for clin-
ical PET. Eur J Nucl Med Mol Imaging (Suppl
):S–S

Lee AI, Zuckerman DS, Van den Abbeele AD, Aquino
SL, Crowley D, Toomey C, Lacasce AS, Feng Y,
Neuberg DS, Hochberg EP () Surveillance
imaging of Hodgkin lymphoma patients in first
remission: a clinical and economic analysis. Can-
cer ():–

Lewellen TK () Recent developments in PET
detector technology. Phys Med Biol ():
R–R

Mansueto M, Grimaldi A, Mangili G, Picchio M, Gio-
vacchini G, Vigano R, Messa C, Fazio F ()
Positron emission tomography/computed
tomography introduction in the clinical man-
agement of patients with suspected recurrence
of ovarian cancer: a cost-effectiveness analysis.
Eur J Cancer Care (Engl) ():–

Mawlawi O, Townsend DW () Multimodality
imaging: an update on PET/CT technology. Eur
J Nucl Med Mol Imaging (Suppl ):S–S

Meltzer CC, Leal JP, Mayberg HS, Wagner HN Jr.,
Frost JJ () Correction of PET data for partial
volume effects in human cerebral cortex by MR
imaging. J Comput Assist Tomogr ():–

NCBI () Molecular imaging and contrast agent
database. National Library of Medicine (US).
http://micad.nih.gov. Accessed  Aug 

Papathanassiou D, Liehn J () The growing devel-
opment of multimodality imaging in oncology.
Crit Rev Oncol/Hematol ():–

Pichler BJ, Wehrl HF, Judenhofer MS () Latest
advances in molecular imaging instrumentation.
J Nucl Med (Suppl ):S–S

Pysz MA, Gambhir SS, Willmann JK () Molecu-
lar imaging: current status and emerging strate-
gies. Clin Radiol ():–

Seo Y, Mari C, Hasegawa B () Technological
development and advances in single-photon
emission computed tomography/computed
tomography. Semin Nucl Med ():–

Soret M, Bacharach SL, Buvat I () Partial-
volume effect in PET tumor imaging. J Nucl Med
():–

Tornai MP, Bowsher JE, Jaszczak RJ, Pieper BC, Greer
KL, Hardenbergh PH, Coleman RE () Mam-
motomography with pinhole incomplete circular
orbit SPECT. J Nucl Med ():–

Townsend DW () Multimodality imaging of
structure and function. Phys Med Biol ():
R–R

Zaman MU, Hashmi I, Fatima N () Recent
developments and future prospects of SPECT
myocardial perfusion imaging. Ann Nucl Med
():–

Further Reading

Cherry SR, Sorenson S, Phelps M () Physics in
nuclear medicine. Saunders, Philadelphia

Ell PJ, Gambhir S () Nuclear medicine in clincal
diagnosis and treatment. Elsevier, Edinburgh

Tavernier S, Gektin A, Grinyov B, Moses WW ()
Radiation detectors for medical applications.
Springer, Dordrecht

http://micad.nih.gov




 CT Imaging: Basics and New
Trends
Françoise Peyrin

⋅Klaus Engelke
Inserm U; UMR CNRS ; INSA Lyon; Université de Lyon, Villeurbanne,
France
University of Erlangen, Erlangen, Germany

 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Principles of X-ray CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Physics of X-ray CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Image Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Image Quality and Artifacts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Historical and Current Concepts of CT Technology . . . . . . . . . . . . . . . 
. Translation–Rotation CT: First and Second Generations . . . . . . . . . . . . . 
. Fan-Beam CT: Third and Fourth Generations . . . . . . . . . . . . . . . . . . . . 
. Spiral or Helical CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Multi-slice CT (MSCT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 New Developments in CT Technology and Applications . . . . . . . . . . . . 
. Perfusion CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Quantitative CT (QCT) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Spectral CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Radiation Exposure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 From Clinical CT to Nano-CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Micro-CT Using X-ray Tubes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Synchrotron Radiation Micro-CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. Nano-CT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

Cross-References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 

C. Grupen, I. Buvat (eds.), Handbook of Particle Detection and Imaging,
DOI ./----_, © Springer-Verlag Berlin Heidelberg 



  CT Imaging: Basics and New Trends

Abstract: This chapter presents the principle of X-ray CT and its evolution during the last
 years. The first section describes the physical basis of X-ray CT, tomographic image
reconstruction algorithms, and the source of artifacts in X-ray CT images. The second
section is devoted to the evolution of CT technology from the first translation–rotation
systems to multi-slice spiral CTs currently used today. The next section addresses specific
developments of CT technology and applications, like perfusion CT, quantitative CT, and
spectral CT. The fourth section introduces the problem of radiation exposure delivered to
the patient and its evaluation. Finally the last section addresses the development in micro-
and even nano-CT which is a rapidly evolving area in preclinical imaging and biology.

 Introduction

In the s, the introduction of X-ray Computed Tomography (CT) was a breakthrough in
medicine since it was the first technique providing unbiased virtual sections of the human
anatomy. The name tomography comes from the greek word, tomos meaning section or cut.
X-rayCT relies on the combination of data acquisition and data processing that became possible
onlywith the availability of the first computers. X-rayCT has considerably evolved since the first
systems and is still the focus of active research. Today, despite of the development of alternative
modalities providing slices, such as Magnetic Resonance Imaging (MRI), Positron Emission
Tomography (PET) or Single-Photon Emission Tomography (SPECT), certainly X-ray CT
remains the most widely spread imaging technique in medical practice and is used for diag-
nosis, follow up, surgery preparation, radiation therapy planning, and other applications. With
the technological progresses of detectors, X-ray sources, acquisition time, image reconstruction
algorithms, advanced CT image analysis, and reduction of radiation exposure, it is likely that
clinical applications of this technique will further expand in future.

The discovery of X-rays by Wilhelm Roentgen in  opened the way for radiological
imaging inmedicine. Since X-rays are able to penetrate through the human body, the first radio-
graphic images allowed us to “see through” the patient. However, in a standard radiograph, all
the structures along the X-ray beam are superimposed and thus depth information is lost.With-
out a good knowledge of anatomy, the radiologist cannot tell whether a structure is in front or
behind another.Therefore, during a radiological examination, front and profiles views are often
prescribed for better interpretation. This idea of combining information from different angles
of views is the basic principle of CT.

X-rayCT removes the ambiguity of standard radiography by providing sections in the depth
direction perpendicular to the radiographic image. X-ray CT has two distinct stages: ) data
acquisition during which measurements obtained when rotating the X-ray source around the
patient are collected, and ) image reconstruction, i.e., processing of all measured data in order
to generate the digital image of the section. It has to be noticed that the measurements in CT do
not directly provide the image but all necessary information to obtain it by solving an inverse
problem.Thus, X-ray CT combines X-ray and computer technologies together with theoretical
aspects in physics and mathematics.

The first prototype of X-ray CT was constructed by Godfrey N. Hounsfield (Hounsfield
), from EMI Laboratories, who proposed both a system for data acquisition and an algo-
rithm for image reconstruction. In , Hounsfield received the Nobel Prize for this major
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discovery together with the physicist Allan Cormack who had independently contributed to
the mathematical basis of CT (Cormack ). In addition to these pioneers, other researchers
independently had similar ideas in other areas such as radio astronomy, electron microscopy,
or positron emission (Herman ). The foundations on image reconstruction are due to the
Austrian mathematician Johann Radon (Radon ) although in a purely theoretical context.

With the evolution of technology and new ideas brought by researchers, different gener-
ations of scanners succeeded one another. In the s, the introduction of spiral or helical
scanners was a significant improvement from single-slice toward three-dimensional imaging.
Decrease of acquisition times was also amajor advance to enable good-quality cardiac imaging.
Today, the use of planar andX-ray-sensitive detectors or dual-X-ray sources still opens newper-
spectives. X-ray CT has evolved from a single-slice D technique to a multi-slice D imaging
modality. With appropriate computer graphic software, it is thus not only possible to display
virtually any section in any direction in the volume but to obtain D rendering on selected
anatomical structures and to observe them under any incidence.

In this chapter, > Sect.  introduces the principle of X-ray CT by presenting the X-ray phy-
sics, some basics in image reconstruction, and a discussion on image artifacts. > Section  is
devoted to the description of historical and standard concepts of CT technology. > Section 
discusses new developments and applications. > Section  addresses the problem of X-ray ex-
posure and dose. Finally, > Sect.  introduces the developments in micro- and even nano-CT,
which are rapidly evolving areas for applications in small-animal imaging and biology.

 Principles of X-ray CT

The principle of image formation in X-ray CT illustrated in > Fig.  relies on two well-defined
steps of data acquisition and data processing. The first step consists in recording the so-called
projections, which are attenuation measures along a number of X-ray paths in the section of
interest.The second step consists in processing all thesemeasurements to reconstruct the digital
image of the section. The theory of X-ray CT requires modeling data acquisition by taking into
account the physics of X-rays and solving the inverse problem to reconstruct the digital image.

. Physics of X-ray CT

X-rays are electromagnetic waves that can either be characterized by their wavelength or their
energy.The range of energies used in medical imaging is between  and  keV. In this range,
X-ray attenuation is the result of three main X-ray–matter interaction phenomena: photo-
electric absorption, in which the X-ray photon transfers its energy to the absorbing material,
Rayleigh (elastic) scattering, and Compton (inelastic) scattering in which the X-ray photon
is deviated. Macroscopically, X-ray attenuation is modeled by the Beer–Lambert law. Let a
monochromatic X-ray beamof given energy E travel through a homogeneousmaterial of thick-
ness L. If I is the intensity of the incident X-ray radiation, its intensity I after passing through
the material can be expressed as

I = I exp(−μ L), ()

where μ is the energy-dependent linear attenuation coefficient of the material, expressed in
reciprocal length, typically per centimeter (cm−). This relationship shows the exponential
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The two steps of data acquisition and data processing in the first generation of X-ray CT. Left:

During data acquisition, the attenuations of a pencil X-ray beam on parallel X-ray paths are

measured on a detector, providing one projection. The X-ray source is then sequentially

rotated and newmeasurements are collected. Right: When a complete rotation angle of ○

has been done, the data are processed through an image reconstruction algorithm

providing a digital image

decay of the intensity as a function of thickness. The μ parameter describes the fraction of the
beam absorbed or scattered per unit thickness. It includes the contributions of photoelectric
absorption and Compton and Rayleigh scattering effects. When it is high (respectively low),
the material is more opaque (respectively more transparent) to X-rays. μ depends on the com-
position and density of the materials. Typically, the linear attenuation coefficient decreases
with energy and is lower for low-atomic-number materials (air, water, soft tissue) than for
high-atomic-number ones (bone, metal). The mass attenuation coefficient expressed in square
centimeters per gram (cm

/g) is defined as μ/ρ, ρ being thematerial density. μ/ρ values for the
various elements of the periodic table as a function of energy are available in different databases
(Hubbell ) (NIST Standard Reference Database). The mass attenuation coefficient of a
mixture or compound can be expressed as the linear combination of the mass attenuation
coefficients of each element (μ/ρ)i weighted by its weight fraction or concentration wi as

μ
ρ
=
∑

i
wi (

μ
ρ
)

i
. ()

When X-rays travel through the human body, they encounter various materials. The Beer–
Lambert law can be generalized to model the absorption in an inhomogeneous material. If
μ(x, y) denotes the linear attenuation coefficient for energy E at each point (x, y), the relation
between the incident and transmitted intensity becomes

I = I exp
⎛

⎜

⎝

−

∫

D

μ(x, y) ds
⎞

⎟

⎠

, ()

where D is the X-ray path, modeled as the straight line joining the X-ray source to the detector.
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Thus, in theory, the image provided in X-rayCT is amap of the linear attenuation coefficient
in the section plane. In practice, X-ray CT scanners deliver the so-called HU for Hounsfield
Unit, corresponding to the linear attenuation normalized by that of water:

HU(x, y) = ,
(μ(x, y) − μwater(x, y))

μwater(x, y)
. ()

According to this definition, HU of water is zero, fat and lungs have negative HU values, bone
or calcified tissues have high values (usually above ,), and other tissues fall between these
extremes. The HU values are typically -bit coded providing , integer values ranging
from −,HU to ,HU. Since the human eye is not sensitive enough to distinguish ,
gray levels simultaneously, the image is generally seen through a “window,” which can be cho-
sen interactively by the radiologist and determines the range of gray levels to be displayed. It is
defined by its center and width, the center corresponding to the HU value of the structure of
interest, and the width determining the contrast in the image. Typical couples of (center, width)
for lung and bone are for instance (−, ,) and (,, ,).

. Data Acquisition

Data acquisition consists of recording the transmitted intensity along different X-ray paths as
specified in > Sect.  which, for a given energy can be equivalently rewritten:

∫

D

μ(x, y) ds = ln(
I
I
) . ()

For a given X-ray path D, since the incident intensity I is assumed to be known, and the trans-
mitted intensity I is measured, the measurement gives access to the integral of the searched
function on the straight line D. This line integral is known as a projection value.

In theory, the reconstruction of the image μ(x, y) requires to measure such attenuated
intensities along all possible straight linesD of the planar section. In practice, the dataset is finite
and the way it is parameterized defines the geometry of the acquisition system. The simplest
geometry corresponds to the one initially proposed by Hounsfield known as parallel geom-
etry, which is tailored to the first scanner generation also called translation–rotation scanners
(see > Sect. ).The X-ray source and detectors are sequentially rotated and for each given angle
of rotation, all X-ray paths are parallel to each other (> Fig. ).This geometry is also the simplest
to study the principle of image reconstruction.

By expressing the equation of the straight line defined by angle θ and detector position r,
the parallel projection pθ(r) (> Fig. ) can be expressed as

pθ (r) =
+∞

∫

−∞

μ(r cos θ − s sin θ, r sin θ + s cos θ) ds. ()

The set of projections for which θ varies between  and π constitutes the Radon transform of the
image, also called a sinogram in CT.This terminology comes from the fact that a point (x, y) in
the original image is associatedwith a sinusoidal line inRadon space. >Figure  illustrates three
×  pixel digital images and their corresponding sinograms. The sinogram is displayed as
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Three  ×  images (a–c) and their corresponding Radon transform or sinogram

(d–f): (a, d) small circle, (b, e) ellipse image, (c, f) CT section. The Radon transform of the

small circle illustrated the sinusoidal shape fromwhich the sinogram takes its name.

The Radon transform of the ellipse image can be calculated as the sum of the Radon

transform of each ellipse

a gray-level image where black corresponds to the zero value and white to the highest value.
The vertical axis corresponds to the rotation angle between  and π and the horizontal axis to
the detector position. It has to be noted that the Radon transform is linear and then the Radon
transform of a sum of images is the sum of each Radon transform.
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. Image Reconstruction

Image reconstruction is the estimation of the image from its sinogram. From a mathemat-
ical point of view, this problem is equivalent to invert the Radon transform of the image,
i.e., to estimate the image from its line integrals over a large number of lines in the plane
(Natterer ).

Historically, long before the actual realization of CT scanners, J. Radon had solved this prob-
lem in a general theoretical framework for n-dimensional functions (Radon ). The Radon
inversion is directly applicable in X-ray CT for the reconstruction of images in dimension .
However, othermethodswere developed and are preferred because of speed or simplicity.There
are generally two broad classes of methods, Fourier and series expansion methods (Herman
; Kak and Slaney ; Grangeat ). These two approaches correspond respectively to a
continuous and a discrete formulation of the problem. Fourier methods are based on analytic
inversion formulas expressing the image as a function of its projections. In algebraic methods,
the image is obtained through the resolution of a large linear system, which, given the size of
the problem, is generally solved iteratively. The historical method proposed by Hounsfield was
an algebraic method called Algebraic Reconstruction Technique (ART). Since more details can
be found in > Chap. , “Image Reconstruction”, we only recall some basic notions useful in
the scope of this chapter.

Let f (x, y) be the image to be reconstructed. The fundamental result in the field of image
reconstruction is the Fourier slice theorem. This theorem states that the D Fourier transform
of a parallel projection of angle θ is a slice of the D Fourier transform of the image along the
straight line in direction θ.Thus, when the angle θ varies between  and π, the entire DFourier
transform of the image is filled.This theorem is very important since it reveals why acquired CT
data are necessary and sufficient to reconstruct the image.This theorem implies a reconstruction
method called direct inversion. In practice this method requires D interpolation between a
polar and Cartesian grid in the Fourier domain, a step which is very sensitive to errors.

Themost popular reconstruction algorithm in X-ray CT is Filtered Backprojection (FBP). It
relies on an exact analytical inversion formula that can easily be derived from the Fourier slice
theorem (Ramachandran and Lakshminarayanan ; Shepp and Logan ):

f (x, y) =



π

∫



p̃θ (x cos θ + y sin θ) dθ, ()

p̃θ (r) = (pθ ∗ h)(r), ()

where ∗ denotes the convolution operator and h is the reconstruction filter. > Equation  is
called backprojection of the filtered projections p̃θ (r). If the bandwidth of the projection is
within the interval [−W ,W], then for the Fourier transform of the reconstruction filter the
following relation must be valid:

Fh(R) = ∣R∣ for R ∈ [−W ,W] , ()

where F denotes the D Fourier Transform operator.
From a geometrical point of view, the backprojection of one projection “spreads” the val-

ues of the projection along the projection direction. This is illustrated in > Fig.  showing the
backprojections of the raw and filtered projections for θ = ○. In the FBP algorithm this
operation is repeated for all projection angles and the reconstructed image is the sum of the
backprojections of all the filtered projections. The first line of > Fig.  shows the result of FBP

http://dx.doi.org/10.007/978-3-642-13271-1_39
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Illustration of the backprojection of one single projection: (a) projection for angle θ = ○

and (c) its backprojection, (b) filtered projection and (d) its backprojection. The

backprojection is displayed as a gray-level image

for respectively , , and all projections, the latter providing the final reconstruction, which
is a good estimate of the original image. The second line of > Fig.  shows the backprojec-
tion effect directly applied to the projection without filtering. In this case, a blurred version
of the image is obtained, a result that can be demonstrated mathematically. Thus, filtering is
mandatory for reconstruction of the original image. Filtering introduces negative values in the
projectionswhich are compensated once all filtered backprojections are combined. Filtering can
be implemented as a convolution in the spatial or a multiplication in the frequency domain. In
this later case, the projection is first zero padded to avoid aliasing.

FBP is the method currently used in clinical scanners, due to its simplicity and speed. It is a
sequential algorithm, only involving one-dimensional filtering operations, and the contribution
of each projection can be computed before the end of data acquisition. It has been presented
in the simple case of D parallel geometry, but the method can also be extended to fan- and
cone-beam geometries found in modern of X-ray CT scanners.

. Image Quality and Artifacts

As will also be discussed in > Chap. , “Evaluation and Image Quality in Radiation-Based
Medical Imaging”, image quality in medical imaging is generally assessed in terms of spa-
tial resolution (size of the smallest observable detail), contrast (smaller observable difference

http://dx.doi.org/10.007/978-3-642-13271-1_43
http://dx.doi.org/10.007/978-3-642-13271-1_43
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⊡ Fig. 

(a–c): Filtered backprojection after summing, ,  and all projections. (d–f) Backprojection

without filtering after summing, , , and all projections. Image (c) is the reconstructed

image while image (f) is a blurred version of the original image

of densities) and signal-to-noise ratio (SNR). In X-ray CT, image quality depends on a number
of parameters, either related to data acquisition or reconstruction protocols or to the CT sys-
tem itself. In this section we review themajor parameters determining image quality and typical
artifacts that can be found in tomographic images.

The FBP integral (> Eq. ) is an exact inversion formula for a continuous image assuming
a continuous Radon transform defined for (θ, r) ∈ [, π[×]−∞,∞[. In practice, the Radon
transform is sampled since only a finite number of projection angles and a finite number of
detector values are available. The choices of angular and spatial sampling have an important
impact on image quality.

Spatial resolution: Spatial sampling on the detectors determines the spatial resolution of the
reconstructed image. According to the Shannon–Nyquist theorem, if the sampling distance of
the projection is Δr, the maximal available spatial frequency is /Δr. Using the Fourier slice
theorem, this means that the support of the DFourier transform of the image is a disk of radius
/Δr.Thus, the sampling rate of the detector determines the sampling rate of the reconstructed
image. If the original object effectively contains details smaller than Δr, the reconstructed image
will be corrupted by aliasing artifacts, which result in smoothing and corruption of details.
Thus, the spatial resolution of the projections must be chosen according to the desired spatial
resolution in the image.

Partial volume effect: Another phenomenon closely related is the partial volume effect.This
effect is related to the fact that the physical detector element which has a given area and thick-
ness integrates the intensity measurement within a finite volume element. In direct imaging,
such a problem causes smoothing of details and edges in the recorded image.However, in X-ray
CT, an additional effect occurs, which is related to the logarithmic relation between measured
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intensities and attenuation (> Eq. ). Since the logarithm is a nonlinear function, the logarithm
of the averaged intensity values is not equal to the average of the logarithm of different intensity
values. For example, a sharp edge in the object will introduce a nonlinearity visible in the recon-
structed image as smoothing, underestimation of the CT values and possible streak lines. This
effect can either originate from structures within the transverse section but also from struc-
tures slightly below or above the section due to the vertical extent of the detector.Thus, the slice
thickness is also a parameter to take into account when interpreting the image.

Angular sampling: Angular sampling has to be appropriate to obtain an adequate
reconstruction. Since in the FBP algorithm the integral in > Eq.  is approximated, as many
projections as possible should be taken in the interval [, π]. Actually, the minimum number
of projection angles M depends of the spatial resolution, i.e., may be estimated as a function
of the number of detector resolution elements in one projection NP by the following formula
(Kak and Slaney ):

M ≈
π

NP. ()

When the number of projections M is too small, typical streak artifacts along the projection
rays are apparent. > Figure b shows streak rays appearing in the reconstruction of the ellipse
image in > Figure a from only  projections. > Figure c shows the reconstructed image

⊡ Fig. 

Illustration of image quality and artifacts: (a) Original  ×  ellipse image, (b) FBP

reconstruction from  projections on [, ○], (c) FBP reconstruction from  projections

on [, ○], (d) reconstruction from noisy projections with the ramp filter (standard

deviation: .), (e) reconstruction from noisy projections with the Cosine filter (standard

deviation: .), (f) reconstruction with off-centered rotation axis
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from an angular coverage of only ○ instead of ○ showing the blurring introduced by the
missing information.

Reconstruction filter: The reconstruction filter is another important parameter in FBP.
The ideal reconstruction filter is defined by > Eq.  and called the ramp or Ram–Lak filter in
abbreviation of the authors who introduced it (Ramachandran and Lakshminarayanan ).
However, this filter amplifies high frequencies and thus can also amplify noise in the filtered
projections and therefore in the reconstructed image.That is why variants of this filter obtained
by multiplication with a smoothing window in the frequency domain are often used. This
operation is equivalent to a low-pass filtering of the reconstructed image and thus improves
signal-to-noise ratio at the cost of a loss in spatial resolution. The Shepp–Logan filter uses a
sinc window but other filters such as Hamming or Hanning have been used as well (Shepp and
Logan ).The reconstruction filter is a parameter that CT operators can choose. > Figure d
and e, respectively, display the reconstruction of an ellipse image with data corrupted by Gaus-
sian noise with the Ram–Lak and the Cosine filters. Although the differences are hardly visually
apparent, the SNR in the two images differs by a factor of . (>Fig. e).The improvement of the
SNR has been obtained at the expense of the edges that appear more blurred.Thus, in choosing
different reconstruction filters the radiologist has to choose a noisier textured image with sharp
details versus a smoother image.

Acquisition geometry: Finally, image reconstruction also requires the precise knowledge of
the acquisition geometry. > Figure f illustrates the blurring introduced by a shift of one pixel of
the center of rotation. Thus, the geometry of clinical X-ray CT scanners is accurately calibrated
by using dedicated procedures, which should be repeated regularly.

X-ray CT imagesmay be corrupted by other typical artifacts related to the X-ray source, the
detection system or the patient itself.

Ring artifacts: Response differences among detector elements or the lack of stability of the
intensity of the X-ray beam introduce typical circular or ring artifacts. These artifacts can be
more or less eliminated by the specific preprocessing of the sinogram or post-processing of the
image, but sometimes at a loss of resolution in the image.

Beam hardening artifacts: In standard CT systems, the X-ray beam is not monochromatic
as is assumed in the theory of image reconstruction, but is polychromatic. Thus, the shape
of the energy spectrum of the incident X-ray beam is modified during propagation in tis-
sue. For example, photons with lower energies may be completely absorbed. In this situation,
the physical problem becomes nonlinear and is no longer modeled by a simple Radon trans-
form. If I(E) is the incident energy spectrum, the total number of transmitted photons N
should be

N =
∫

I(E) exp
⎛

⎜

⎝

−

∫

D

μ(x, y, E) ds
⎞

⎟

⎠

dE. ()

Since the reconstruction method does not take this nonlinearity into account, so-called beam
hardening artifacts appear in the reconstructed image. These artifacts can for example be
observed as ghost lines joining hard tissues in the CT image. To minimize this problem, X-ray
beams used in commercial scanners are generally filtered with thin layers of aluminum or cop-
per to remove low-energy photons. Also linear water-based correction algorithms are typically
implemented on all current CT scanners that eliminate the so-called cupping artifact in pure
water samples, which is indeed a beam hardening artifact. Metal artifacts caused for example by
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metallic implant are also caused by beam hardening because an implant prevents X-ray trans-
mission along certain directions. It should be noted that even in the absence of visible beam
hardening artifacts, the use of a polychromatic X-ray beam does not allow interpreting the
reconstructed image as a simple map of the linear attenuation coefficients for a given energy
since it integrates the nonlinear contribution of the linear attenuation coefficients at different
energies.

Motion artifact: A strong requirement for good image quality is data consistency, which
means that all projections are from the same object. This assumption would always be fulfilled
if data acquisition was instantaneous. However, since acquisition time is finite, recorded data
may be inconsistent due to patientmovementor breathing.This inducesmotion artifacts which
appear in the form of fuzzy or distorted structures. Some methods have been proposed to cor-
rect motion artifacts but in general their assessment is nontrivial. Nowadays motion artifacts
are significantly reduced due to the considerable reduction of acquisition time inmulti-detector
CT. Nevertheless, even if acquisition time is on the order of a few milliseconds, it remains too
long with respect to cardiac motion; thus, in cardiac imaging prospective or retrospective EGC
gating is used.

Truncation artifacts: The theory of image reconstruction assumes that the projections are
completely known. In practice, it happens that the patient is larger than the field of view of
the detectors for some or all incidences of the X-ray beam. This results in truncated projec-
tions generating truncation artifacts. Truncation can compromise the accuracy of the recon-
structed image. Reconstruction from truncated projections is also known as local tomography
(Natterer ). Theoretical works have shown that under some conditions, it is still possible to
reconstruct the image (Clackdoyle et al. ).

Noise: Noise in X-ray CT is mainly quantum noise directly related to the total number of
transmitted X-ray photons. It can be shown that the SNR in the reconstructed image varies
as the square root of the product of tube current and exposure time (mA s product). Thus,
quantum noise can be reduced by increasing mA s but the dose to the patient linearly scales
with the mA s product. Thus, a compromise must be found to get an acceptable SNR while
limiting the dose to the patient.

Evaluation of image quality: In practice, image quality is measured with various phantoms
(Kalender ). For spatial resolution, test patterns containing objects of different sizes are
offered by CTmanufacturers. Resolution contrast can be assessed by phantomsmade of objects
of different known densities. Noise is often evaluated with a water phantom by measuring the
deviation in a homogeneous region. Radiation exposure can be measured by dosimeters quan-
tifying the energy deposited during a scan. In practice, CT operators have the possibility to act
on some parameters such as: the voltage of the X-ray tube (kV) and the current of the X-ray
tube (mA), the exposure time (s), the reconstructed slice thickness, and the reconstruction fil-
ter. For a given acquisition protocol an increase in slice thickness and the use of a low-pass
filter improve the SNR at the cost of resolution in the image. In practice, the choice of spatial
resolution, contrast, SNR, and dose are related and must meet a compromise.

In conclusion, FBP is a fast and efficient method which provides good image quality given
the limitations and preconditions discussed above. Nevertheless it is worth noting that iter-
ative algebraic methods currently regain interest. Although ART was initially proposed by
Hounsfield, iterativemethodswere abandoned in clinical CTbecause they required longer com-
putation times.However, thesemethods are alsomore flexible for incomplete datasets since they
allow the inclusion of prior knowledge of the object and regularize the inverse reconstruction
problem.With progress in computer technology, most manufacturers have recently introduced
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advanced iterative reconstructionmethods in their system.Thesemethods are expected to allow
for dose reduction since they can provide comparable image quality with a smaller number of
projections.

 Historical and Current Concepts of CT Technology

In this section we describe the concepts of CT technology and their evolution. Until the advent
of multi-detector scanners, CT systems were traditionally classified into four generations. The
subsequent evolutions were driven by the goal of achieving three-dimensional imaging and
reducing acquisition time (Kalender ).

. Translation–Rotation CT: First and Second Generations

The principle of the first generation of CT scanners corresponded to that proposed by
Hounsfield and is illustrated in > Fig. a. A collimated X-ray source emitting a pencil beam
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The four historical generations of X-ray CT: (a–b) Translation–rotation CT, (a) first generation,

(b) second generation. (c–d) Fan beam CT, (c) third generation, (d) fourth generation
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was used tomeasure a transmitted intensity on a single sodium iodide (NaI) scintillation detec-
tor located on the opposite side. Source and detector were then linearly translated together in
the same direction to record a new measurement.This operation was repeated sequentially to
acquire a series of measurements of parallel rays covering the section and corresponding to
a D projection. Then, source and detector were rotated and a new series of translations was
performed. Data acquisition stopped when the rotation had covered a total angle of ○. On
Hounsfield’s prototype, the data consisted of  projections taken at a step of ○ with  points
each and the reconstructed image was made of × pixels.The first scans on phantoms took
nine days with reconstruction times of more than  h.

The second generation was a slight variant of the first (> Fig. b). The systems were still
based on the principle of translation and rotation, but the single detector was replaced by a
small array of detectors (between  and ).They included a narrow fan-beamwith an aperture
angle between ○ and ○.Thanks to the simultaneous irradiation of multiple detector elements,
acquisition time was reduced to a fewminutes per section. In , the first commercialized CT
scanners built on this principle allowed to image sections of the head. One year later, whole-
body CT scanners offering a wider field of view were introduced to image any section of the
human anatomy. Nevertheless, the scan which took approximately –min could be corrupted
by respiration and patient motion, thus leading to artifacts in the reconstruction image.

. Fan-Beam CT: Third and Fourth Generations

Amajor goal for the next scanner generations was to reduce acquisition times to below  s per
scan to avoid motion artifacts. This was achieved by abandoning the translation thanks to the
use of large arrays of fan-beam detectors, which however necessitated the introduction of fan-
beam geometry. In current CT scanners the fan angle varies between ○ and ○ to irradiate
simultaneously an entire section of about  cm in diameter. Fan-beam geometry also better
exploits the power of the X-ray source, because in pencil-beam acquisition most photons are
lost due to collimation.

The third- and fourth-generation CT scanners differ by their detectors. In the third-
generation systems (> Fig. c), the fan beam irradiates a large linear or circular array of
detectors made of –, elements and thanks to slip ring technology, the X-ray source can
rotate continuously. About , projections are measured per rotation and total scan times of
less than  s are typically achieved.The fourth-generation systems (> Fig. d ) include a com-
plete ring of detectors surrounding the patient. The X-ray source rotates continuously inside
(or sometimes outside) the detector ring and the signal reaching the detector is sampled every
few milliseconds. Two types of detectors were used: gas detectors (xenon ionization chambers)
or scintillation detectors made of a crystal such as sodium iodide coupled to an electronic light
sensor such as a photodiode.

Third- and fourth-generation systemshave their own advantages and drawbacks. For exam-
ple, if one detector element is defective, the reconstructed imagewill suffer from ring artifacts in
a third-generation systemwhile the defect will be less visible in a fourth-generation system since
the erroneous valueswill not be present at the same location in all projections. Conversely, third-
generation systems are less sensitive to scatter phenomena. Fourth-generation systems can be
regarded as a side step in the technological development; they coexisted with third-generation
systems in the s but never really replaced them.
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Fan-beam geometry requires the adaptation of the filtered back projection method
described in the previous section for parallel beams. In fan-beam geometry all X-rays origi-
nate from a single source point.There are several methods tomap the fan-beam projection into
parallel projection data. One is rebinning, i.e., the reorganization of fan-beam projections into
a parallel dataset, which is done before or after the filtering process. A more efficient procedure
is the generalization of the FBP algorithm to fan geometry (Herman ). For this purpose
someweights are introduced in the backprojection operator and the filter is modified if circular
detectors are used. In parallel geometry projections must be acquired over a total angle of ○,
while in fan-beam geometry, an angle of at least ○ plus the half fan angle must be covered.

. Spiral or Helical CT

The development of spiral CT or helical CT was driven by the goal to extend CT acquisition to
several slices to move toward three-dimensional imaging. Actually the acquisition of a single
slice became rapidly limited for diagnosis because it only provided partial information to the
radiologist. For instance, it is not possible to determine the z-extension of a tumor or to see the
surrounding organs. The first solution to this problem was to acquire a sequence of consecutive
slices in “step-and-shoot mode” by moving the patient table between the slice acquisition. In
theory, this should provide a stack of slices representative of a D volume. In practice, however,
this procedure had severe limitations: the sections were not necessarily contiguous, the spatial
resolution was lower in the z direction corresponding to displacement and the sections could
be misaligned due to patient motion between each slice.

Finally, the technique was not reproducible and was abandoned and replaced by spiral or
helical CT (Kalender ) which is now standard on all clinical whole-body scanners. The
idea of spiral CT is to perform a continuous acquisition while the table moves slowly in the
z direction (axis perpendicular to the cutting plane). Thus relative to the patient the X-ray
source describes a spiral trajectory instead of a simple circle (see > Fig. ). Of course, spiral
CT scanners can also be used in sequential mode.

An important dimensionless parameter in spiral CT is the pitch p defined as the ratio of the
table displacement d in mm for a rotation of ○ and the slice thickness S:

p =
d
S
. ()

Typical settings for p vary between  and . A pitch of  corresponds to a table displacement
equal to the collimation: if p is smaller than , imaged sections overlap and for p larger than
, sections are disjoint. Larger pitch values enable faster acquisition times and reduce radiation
exposure at the expense of spatial resolution in z direction.

For spiral CT, FBP techniques again had to be adapted since the data acquired during a ○

rotation do not come from the same section and the resulting sinogram is no longer compa-
rable with the one acquired in single-slice scanning. In spiral CT the measured projections are
interpolated in z direction to generate virtually consistent sinograms that can be used by FBP.
These sinograms correspond to slices with arbitrary positions, i.e., in contrast to sequential scan
modes the z-position of the reconstructed tomogram can be chosen retrospectively. Also the
reconstructed slice thickness can be determined retrospectively and it may deviate from the
collimation selected for the acquisition.
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Scheme of spiral or helical CT: the patient table is translated during X-ray acquisition. It is

virtually equivalent to rotate the X-ray source on an helical trajectory

The first spiral interpolation method is known as ○ Linear Interpolation (LI) and esti-
mates the projection value of an arbitrary slice as the weighted combination of the two data
with an angular spacing of ○ that are closest to the section to be reconstructed.This method
has the disadvantage of requiring an angular range of  × ○ to reconstruct a single slice
(and introduces a loss of resolution in z direction). The second method, termed ○ LI, takes
into account the data redundancy over ○, since each projection ray is measured twice. By
rebinning the data, it is thus possible to generate an additional virtual helix providing a denser
angular sampling. Then the virtual sinograms for any slice can be interpolated by using a total
rotation angle of two times ○ plus the fan angle. This algorithm, which is the most widely
used today, allows choosing a pitch value up to .

A variant of this algorithm called ○WI implements the interpolation directly in the back-
projection by introducing a projection-dependent weighting factor. This process increases the
computational cost of the backprojection but avoids the interpolation step. Higher-order inter-
polations (○ HI) have also been proposed but are hardly used in commercial CT scanners.
One drawback of these methods is that noise in the reconstructed images depends on the posi-
tion of the section and increases with the distance to the center of rotation. This property is
visible for example in Maximum Intensity Projection (MIP) renderings in the form of horizon-
tal stripes at the image periphery. More sophisticated reconstruction techniques such as ○

Additional filtering and Interpolation(AI) can reduce this problem by including an additional
filtering such as Wiener filtering after interpolation.

. Multi-slice CT (MSCT)

Spiral CT scanners have evolved to multi-row detector or multi-slice CT scanners (MSCT).
The principle remains the same but the acquisition is performed with a multi-slice instead of
a single-slice detector array. Acquisition time considerably decreases since it is reduced by a
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factor equal to the number of detector rows. Due to their high quantum efficiency, scintillation
detectors for instance built of GdOS gadoliniumoxysulfide crystals coupled to photodiodes
are used. In addition, X-ray tube heating is also reduced and longitudinal spatial resolution
is improved. Since the s, the number of rows has increased to , , and then to  with
rotation time down to . s. With -slice CT systems sub-millimeter volumes can be acquired
at a speed of mm/s corresponding to short breath-hold times.

Despite the better exploitation of the X-ray output in multi-slice detectors, the increasing
use of volumetric scanning places high demands on the power of the X-ray tubes. New concepts
that replace the standard rotating anode with a rotating tube design allow for much more effi-
cient cooling and power values of up to  kW. Today, in CT scanners, X-ray tubes are typically
operated with voltages between  and  kV and currents between  and mA. X-rays are
usually filtered with –.mm of aluminum or .–mm of copper to eliminate as much as
possible low-energy photons to reduce beam hardening artifacts discussed in > Sect. .. The
maximum tube current is generally lower than in the sequential scans to avoid overheating of
the anode for long scans. Recent CT scanners allow acquisition times up to  swith currents of
mA.

In MSCT, if M is the number of rows of the detector array, the concept of pitch is
generalized to

p =
d
MS

. ()

For example, for a four slice CT (M = ), a slice thickness of mm and a table feed of
mm/○, the pitch is .. Conversely, the pitch, the slice thickness and the number of detector
rows determine the speed of the table.

MSCTs also require some adaptations of the image reconstruction algorithms. The ○

Multi-slice Linear Interpolation (MLI) algorithm is a generalization of the ○ LI algorithm
presented in the previous section. This algorithm is suitable as long as the number of detector
rows remains small (< ). For a higher number of rows between  and  slices, usually the
Advanced Single-Slice Rebinning algorithm (ASSR) is used (Kachelriess et al. ). It estimates
parallel sinograms corresponding to oblique sections better suited to the spiral trajectory. In a
post-processing step, the stack of reconstructed oblique slices is interpolated to generate a new
stack of parallel sections in the usual coordinate system.

For MSCT systems with  or  detector rows, the ASSR is no longer adequate because
of the large X-ray cone angle. Reconstruction from cone-beam projections is more complex.
Tuy defined sufficiency conditions for exact cone-beam reconstruction (Tuy ) which are
satisfied by a spiral but not by a circular source trajectory. In cone-beam geometry an impor-
tant concept is the so-called PI-line, which is defined as a line joining two points S and S on
the trajectory located at an interval of less than π. Any point on this line can then be recon-
structed accurately from a set of source points located in the segment [S, S]. By using this
idea, Katsevich proposed various inversion formulas, which can be expressed in terms of filtered
backprojection (Katsevich a, b). In the case of divergent helical scanners, it is theoretically
possible to use these exact algorithms. However, approximated algorithms either based on a
reorganization into parallel data (Kachelriess et al. ) derived from the Feldkamp algorithm
(Kachelriess et al. ) are most currently used. Further details on cone-beam reconstruction
are given in > Sect. ..
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⊡ Fig. 

(a) Different CT slices of the heart acquired in MSCT, and (b) rendering of the heart wall

(courtesy of Dr. L. Boussel, CREATIS, Université de Lyon)

 NewDevelopments in CT Technology and Applications

MSCTs are routinely used in the clinic today. Scans times are typically  s or less per image
with a total scan time lower than min. They can produce realistic images of the whole body
with almost isotropic spatial resolution of about .mm; thus, partial volume artifacts are sig-
nificantly reduced. The slice thickness can be chosen between . and mm, scan times vary
between . and  s for a ○ rotation, and it is possible to achieve – slices per rotation
(Kalender ). Large areas can be covered allowing rapid and even dynamic investigations
of whole organs. State-of-the-art display techniques include multi-planar reformations (MPR),
maximum intensity projections (MIP), and a variety of D rendering methods. As an example,
> Fig. a illustrates different CT slices of the heart acquired in MSCT and > Fig. b, a D ren-
dering of the heart. CT technology is further evolving aiming at still faster scan times, higher
resolution, and lower radiation exposure coupled with advanced quantitative image analysis.
Here, we can only give a limited glimpse into these applications, which already demonstrates
the immense value of CT in medicine.

. Perfusion CT

Dynamic CT or perfusion CT (PCT) is used to determine time-dependent attenuation curves
of contrast agents such as xenon or iodine from which functional instead of morphological
parameters can be quantified. In dynamic CT repetitive or permanent gantry rotation without
table feed is used. With increasing number of detector rows, larger volumes of interest (VOIs)
can be covered but – cm typically covered with -row scanners still do not suffice to cover
whole organs. So-called continuous periodic (Haberland et al. ) or toggling tablemovement
techniques (Roberts et al. ) have been developed to address this deficiency but this may
only be an intermediate step toward the preferred use of CT scanners with larger-area detectors
(Gupta et al. ; Salomon et al. ) which are currently introduced in the market.



CT Imaging: Basics and New Trends  

Themain application of PCT is the support of stroke diagnosis using hemodynamic param-
eters such as cerebral blood flow (CBF), cerebral blood volume (CBV), and mean transit time
(MTT) (Wintermark et al. ). Depending on the properties of the contrast agent several
theoretical models have been developed to derive these parameters from the time-dependent
attenuation curves (Wintermark et al. ) – the Kety–Schmidt model for xenon, a dissolvable
agent or the maximal slope model and the central volume principle for iodine, which to first
order is assumed to be a nondissolvable contrast agent. The Kety–Schmidt model is based on
the Fick principle stating that the change in the amount of a substance in tissue (Q) is given by
the arterio (Ca) – venous (Cv) concentration difference of the tracer times the flow:

Q(t) = CBF
T

∫



(Ca(t) − Cv(t))dt. ()

From this equation, the Kety–Schmidt model assuming a single-tissue compartment can be
derived as (Wintermark et al. )

C(t) = CBF
T

∫



Ca(t) exp (−k(T − t)) dt. ()

where C(t) is the concentration of the tracer in cerebral parenchyma and Ca(t), the arterial
blood concentration at time t. k = CBF/λ, where k is the enhancement parameter and λ so-
called partition coefficient, which is the ratio of the tissue to venous blood concentration. If the
tracer is freely diffusible then k is time independent, which means that there is equilibrium of
the xenon concentration between parenchyma and local capillary blood. This is one important
assumption in xenon CT.The single-tissue compartment assumptionmeans that for each voxel
the parenchyma is assumed to be homogeneous. The determination of arterial and parenchy-
mal attenuation, i.e., concentration curves from CTmeasurements at different time points thus
allow the calculation of CBF for each voxel. Typical protocols include six repetitive scans of the
complete head within a period of about min (Wintermark et al. ).

Unlike in xenonCT, in dynamic perfusion using iodine, a continuous CT scanning protocol
is selected because iodine passes the vascular systemmuchmore rapidly than xenon. After bolus
injection iodine equilibrium in blood is reached within a few seconds before it is eventually
slowly washed out in the kidney. The maximum slope model, which was developed for the
description of the distribution of microspheres in capillary networks, makes the assumption
that in > Eq.  Cv =  i.e., that the venous concentration is zero. Then (Konstas et al. )

CBF =
[dQ(t)/dt]Max

[C(t)]Max
. ()

The flow is the ratio of the maximum slope of the tissue times density curve to the peak arte-
rial concentration. The assumption Cv =  is only valid within the first – s after injection
(Konstas et al. ), which requires a high injection rate typically not achievable in vivo. As
a consequence, so-called deconvolution-based models are used, which are more adequate for
lower injection rates (Wintermark et al. ; Konstas et al. ; Kudo et al. ). A more
detailed description is beyond the scope of this section.

While stroke is one of the major applications, PCT is also used for the myocardial perfusion
imaging (MPI) (Ho et al. ; Stanton et al. ), for the lung perfusion studies, for example
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to diagnose embolism (Thieme et al. a, b; Hoffman and Chon ), and increasingly for
tumor perfusion studies in various other organs such as liver or kidney. One major goal in
perfusion studies is the reduction of radiation exposure. One approach is to use intermittent
instead of permanent radiation.

. Quantitative CT (QCT)

The term quantitative CT (QCT) is not well defined as principally all analyses performed in
a CT dataset beyond a pure visual interpretation include quantitative aspects. Historically the
acronymQCThas been used to denote the quantification of tissue concentration, for example of
hydroxyapatite (HA),which is themajor constituent of bonemineral, of lungnodules (Zerhouni
et al. ), or of lung parenchyma (Kalender et al. ; Gould et al. ; Heremans et al. ).
Obviously PCT is also a quantitative technique. The renewed interest in dual-energy CT (see
next section) will certainly increase the variety of QCT applications because it allows for the
quantification of any base material concentration.

The determination of bone mineral density (BMD) is one of the early applications of QCT.
Single- and dual-energy approaches exist and a detailed description of the techniques applied
has recently been published in a report on bone densitometry of the International Commis-
sion on Radiation Units (ICRU ). In single-energy QCT, the CT values must be converted
to BMD values. For this purpose a calibration phantom containing different (HA) concentra-
tions is used, which is typically measured together with the patient. The phantom consists of
water equivalent material without HA (HA = mg/cm

) and a compartment with a HA con-
centration of mg/cm. The BMD value of a given pixel, e.g., in the spine, BMDtiss , can be
determined from the CT value of the pixel CTtiss by

BMDtiss = CTtiss


CT − CT
, ()

where CT and CT are the measured CT values in the two compartments of the calibration
phantom. In the dual-energy approach also, a phantom would be included in the measurement
to determine the mass attenuation coefficients of the two base materials, which in the case of
bone densitometry would be water and bone HA equivalent materials.

Traditional BMD measurement sites have been the lumbar spine (Genant et al. ;
Kalender et al. ) and the distal forearm. With the introduction of spiral CT, which allows
for the rapid acquisition of a large volume, the application has been extended to the proxi-
mal femur (Engelke et al. ). For the spine and the femur, clinical whole-body CT scanners
are used (> Fig. a, b). Special dedicated smaller peripheral QCT scanners (pQCT) have been
developed specifically for the forearm, which typically operate with tube voltages between 
and  kV which is more adequate for the forearm compared to  or  kV typically avail-
able on whole-body CT scanners. More recently a new high-resolution pQCT scanner with
the aim of quantifying trabecular and cortical bone structure of the distal radius and tibia has
extended the diagnostic instrumentation of BMDmeasurements.This high-resolution scanner
is equipped with an area detector covering a width of mm. It offers excellent spatial resolution
down to a voxel size of (µm) at the expense of a spiral mode and relative long scan times
of around min. > Figure c demonstrates the spatial resolution of a high-resolution pQCT
scanner.
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⊡ Fig. 

(a–b) QCT of the femur: (a) one slice of the D stack with calibration phantom, (b) MPRwith

segmented femur, (c) high-resolution peripheral QCT of the distal radius using dedicated

peripheral CT scanner

. Spectral CT

The aim of spectral CT imaging is the isolation and quantification of chemical elements
or compounds such as iodine or calcium hydroxyapatite. Another purpose is the reduction or
elimination of beam hardening artifacts. Element selective imaging by CT can be performed in
several manners. In the K-edge approach the object is scanned at two energies below and above
the edge of the element of interest and a weighted subtraction image is calculated (Kruger et al.
; Riederer and Mistretta ). Dual-energy imaging exploits the difference of the energy
dependence of the Compton and photoabsorption cross sections. In this case a single element
can be distinguished from its matrix if it differs largely in Z. In the same manner a group of
heavier elements can be separated from a group of lighter elements. Other element selective
techniques such as fluorescence imaging require the use of monochromatic radiation. However,
when using X-ray tubes as in clinical CT, monochromatization of the emitted energy spectra
would reduce the usable intensity below practical needs; therefore, here we assume that always
a broad energy spectrum is used.

It was shown in a series of theoretical papers (Alvarez and Macovski ; Lehmann et al.
; Hawkes et al. ) that in the range of diagnostic X-ray energies ( keV < E <  keV),
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the energy dependence of the mass attenuation coefficient μ/ρ of most biological tissues can be
parameterized with sufficient accuracy by a linear combination of two energy functions:

(

μ
ρ
)(E) = a f(E) + a f(E). ()

The above equation is only valid as long as no absorption edges are present, which is the case
for biological tissues in the energy range given above. The functions f(E) and f(E) can be
represented by the mass attenuation coefficients of two so-called base materials. The parame-
terization above implies that a measurement of μ at two different energies suffices to describe
its energy dependence in the diagnostic range, in other words the measurement of μ at a third
energy results in redundant information. More importantly, the equation implies that a given
tissuemixture can be separated into two components or conversely that if a tissuemixture con-
tains just two components, then theirmass concentrations can be determined.Thus, we obtain a
linear system of two equations for the two X-ray energies EL and EH and the two basematerials
 and :
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The constants ci are the mass concentrations ρ′i of the base material i, divided by the mass
density ρ of the investigated volume: ci = ρ′i/ρ. As the mass attenuation coefficients of the two
base materials (μ/ρ), are known for both energies, by elimination of c the set of equations
can be solved for the mass concentrations ρ′.

If more than two materials are present, only an equivalent base material concentration is
obtained. Obviously the choice of base materials  and  is arbitrary and the equation system
above can be solved even if the selected base materials are not even contained in the sample.
Mathematically the change of base materials is a base transformation in a vector space, i.e., a
combination can be selected so that for one of the materials present in the sample ρ′i = , which
means than this material can be “removed” from the image.

In CT significant efforts were already made during the s to develop dual-energy CT for
quantifying bone mineral density (BMD) either by post-processing two images taken at  and
 kV, respectively (Brooks et al. ; Genant and Boyd ), or by preprocessing two sets of
projections acquired by rapidly switching the tube voltage between each projection (Kalender
et al. ; Vetter et al. ). The latter technique requires special hardware but is less sensitive
to movement artifacts and corrects for beam hardening artifacts. With respect to BMD mea-
surements, the diagnostic relevance of dual energy was limited because the increased accuracy
was accompanied by poorer precision and as a consequence the approach was abandoned.

The goal of reducing scan times in particular in cardiac applications along with the
difficulties to further increase the X-ray tube output power led to the development of dual-
tube/detectorCT (DSCT) scanners (Flohr et al. ), which again sparked interest inmultiple-
energyCT. Recent applications of dual-energyCT include bone (Lell et al. ; Kemmling et al.
; Zhang et al. ) or plaque removal for the separation versus iodine in angiography appli-
cations (Thomas et al. ), mapping of the iodine distribution of the myocardium (Ruzsics
et al. ; Bauer et al. ), lung perfusion (Kang et al. ; Thieme et al. a, b), or
the discrimination of the elemental composition of urinary stones (Zilberman et al. ).

The application of preprocessing dual-energy algorithms is not possible in current dual-
source CT scanners because the scan geometries of the two raw datasets differ. As both energy
raw datasets are sampled already at the same time, motion artifacts are no longer a problem for
post-processing techniques but differences in beam hardening of the two absorption images
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remain. One promising approach to this problem is the linear combination of so-called gener-
alized precorrected projections to calculatematerial selective images instead of the combination
of projections including water-based linear beam hardening correction (Maass et al. ).

 Radiation Exposure

The rapid progress of CT technology in the last two decades has resulted in an increasing num-
ber of CT installations and an increasing frequency and type of examinations (IAEA ).
While this reflects the diagnostic relevance of CT it also raises some concerns from the per-
spective of radiation exposure. The dose per CT examination is increasing as often a large part
of the body is scanned, spatial resolution is improved, or dynamic scan protocols are used. For
example, in theUS in CT accounted for %of all radiological contributions but for almost
% of the collective dose (Mettler et al. ). To address these concerns several techniques
that will be described in more detail below have been developed to reduce dose.

The standard physical measurement in CT to quantify dose is the Computed Tomography
Dose Index (CTDI), which was introduced to also account for out-of-plane scattered radiation
that exposes tissue not illuminated by the direct X-ray beam. As a consequence the radiation
exposure of a series of slices is larger than the sum of the exposure of the individual slices. The
CTDI is determined using a -mm ionization chamber inserted in little openings of Lucite
phantoms (see > Fig. ) with a diameter of  cm (head) or  cm (body) (Kalender ):

CTDI [mGy] =

S

 mm

∫

− mm

D(z) dz. ()

where the index  refers to the length of the radiation chamber, D is the dose, and S the slice
thickness. The average dose in the scanning plane can be described by the weighted CTDIw:

CTDIw [mGy] =


CTDI(center) +



CTDI(periphery). ()

⊡ Fig. 

CDTI body (Ø  cm) and head (Ø  cm) phantomswith circular inserts of a mm radiation

chamber
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CTDI is proportional to the mA s product and approximately independent of the slice thick-
ness. In spiral acquisition modes depending on the pitch p a spiral overlap or gap may occur.
Thus for volumetric scan modes a volume CTDIvol has been introduced:

CTDIvol [mGy] =
CTDIw

p
with p =

d
M S

, ()

where d is the table feed in millimeter and M the number of simultaneously scanned slices. In
order to compare the radiation exposure among different scanners or among different acqui-
sition protocols of a given scanner the CTDI is normalized to the product of tube current and
rotation time (typically Itube trot = mAs):

nCTDIw [mGy] =
CTDIw
Itube trot

. ()

It is important to note that CTDI parameters quantify CT-scanner dose characteristics, not
patient doses. For the latter purpose the effective dose values in mSv must be used. Effective
dose values E for typical CT examinations are for example summarized by the United Nations
Scientific Committee on the Effects of Atomic Radiation (UNSCEAR ). Effective doses are
often estimated from the dose length product (DLP)

DLP [mGy ⋅ cm] = CTDIvol ⋅ irradiate length E = kDLP ()

using dedicated conversion factors (Jessen et al. ). However, recently major inaccuracies of
this estimation have been reported (Christner et al. ). Higher accuracy can be achieved by
calculating effective dose values based on tissue weighting factors published by the International
Commission on Radiation Protection (ICRP ) using Monte Carlo simulations with virtual
whole-body phantoms (Deak et al. ).

For patient exposure the ALARA principle (as low as reasonable achievable) is always valid.
Thismeans that the exposure to the patient ultimately has to be determined by the requirements
of the diagnostic purpose and not by the desire to obtain pretty images. Dose values for typical
X-ray and CT examinations are defined as so-called diagnostic reference values and are pub-
lished by the national and international authorities.Themain parameters that determine image
quality are noise, spatial resolution, and contrast resolution. Their dependency can be conve-
niently graphed in a contrast detail dose diagram.At a given radiation exposure the relationship
between image noise and spatial resolution can be altered by using different reconstruction
kernels.

The radiation exposure delivered to the patient depends on several acquisition parameters.
Most important the dose increases linearly with the Itubetrot (mA s) product. Dose also increases
approximately linearly with an increase of the scan volume; details depend on the illuminated
organs. In spiral CT dose scales with /p, i.e., relative to a pitch of  a pitch of  decreases the
dose by % and a pitch of . increases it by %. The slice thickness is of lesser importance
because in volumetric scanning it can be set during the reconstruction process. However, at a
given exposure the reduction of slice thickness increases the noise in the images. If the noise
should be constant then the dose must be increased linearly with decreasing slice thickness.
Another important parameter is patient size. Image noise approximately scales linearly with
patient weight (IAEA ). Thus, in order to achieve the same noise level a weight difference
by a factor of  would require a dose difference by a factor of .

Automatic adaptation of exposure to patient size is one component of automatic exposure
control (AEC) (Kalra et al. ; McCollough et al. , ) which aims to optimally adapt
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exposure once the desired image quality in terms of noise and spatial resolution has been spec-
ified. One of the first AEC components was anatomy-adapted tube current modulation (TCM),
which exploits the fact that in patients the X-ray absorption is higher in lateral than in anterior
posterior (ap) direction and therefore the tube current can be significantly reduced in ap direc-
tion without increasing noise (Kalender et al. ). Indeed the tube current in lateral direction
can even be slightly increased so that despite lower dose noise is also reduced. The achievable
dose reduction depends on the body location and is largest in the shoulder and the pelvis. The
same principle, dose adaptation to the actual absorption can be applied along the z-axis of the
CT scanner, which is another component of AEC. Homogeneous noise distribution in the slice
of an image stack is another goal of AEC. There are different technical approaches to AEC, and
their implementations vary bymanufacturer. Formodern  and  detector row CT scanners a
dose reduction between % and % has been reported with a more homogenous image noise
distribution compared to fixed mA s acquisition protocols (Söderberg and Gunnarsson ).

Another approach to reduce radiation exposure is to decrease noise in the reconstructed
images by applying advanced tomographic reconstruction methods such asmulti-slice-adapted
filtering (Kachelriess et al. ; Baum et al. ). Also it has recently been shown that the use
of iterative reconstruction methods can significantly reduce noise (Hara et al. ; Flicek et al.
; Prakash et al. ), although from a practical perspective these algorithms are still too
slow to be used in clinical routine.

 From Clinical CT to Nano-CT

Current clinical CT scanners can produce images with a maximum spatial resolution of about
.mm, and a slice thickness of about .mm.Despite all the technological advances, the funda-
mental limitation to increase spatial resolution is radiation exposure, which at a given object size
and constant SNR is inversely proportional to the fourth power of the detector resolution. As a
consequence, dose increases by a factor of  each time the pixel size is halved.Thus, it is difficult
to increase spatial resolution of in vivo imaging in humans much below the values given above
unless the size of the object to be scanned is reduced.This is for example the case in the periph-
ery and one reason why trabecular structure in humans is assessable in the forearm (Boutroy
et al. ) but not in the spine. However, micro-CT and nano-CT are receiving increasing
interest in various domains going from preclinical imaging and biology to materials science.
This is also the topic of > Chap. , “High-Resolution and Animal Imaging Instrumentation
and Techniques”.

. Micro-CT Using X-ray Tubes

Micro-CT relies on the same principle as CT but can achieve spatial resolutions up to the
micrometer level.The investigation of bone architecture has been a strongmotivation for devel-
opment of these devices in the late s (Feldkamp et al. ; Rüegsegger et al. ). Although
the first micro-CTs were laboratory prototypes, the interest in this type of imaging has ledmany
manufacturers to provide micro-CT systems at the end of the s. Micro-CT can be used in
vivo for small-animal imaging but is restricted to ex vivo examination of human biological
samples due to dose limitations.

http://dx.doi.org/10.007/978-3-642-13271-1_45
http://dx.doi.org/10.007/978-3-642-13271-1_45
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⊡ Fig. 

Principle of D cone-beamCT: (left) data acquisition with a X-ray source following a circular

path providing (middle) a set of radiographs which are processed through a cone-beam

reconstruction algorithm to obtain (right) a D digital image

Micro-CT systems using X-ray tubes are mainly based on the concept of truly D CT using
cone-beam geometry. The idea is to acquire D projections of a D image from different angles
as illustrated in > Fig. . For each X-ray source position, an X-ray radiograph of the object is
acquired, that can be regarded as a D projection of the object. The D digital image is then
estimated from this set of D radiographs by a specific cone-beam reconstruction algorithm.

The first cone-beam CT prototype was the Dynamic Spatial Reconstructor (DSR) with 
X-ray sources at the Mayo Clinic used for D dynamic cardiac imaging (Ritman et al. ).
In France, the “Morphometre” was a prototype with two X-ray sources developed by General
Electric and the CEA-LETI for angiography (Saint-Félix et al. ). However, these first imple-
mentations had limited image quality mainly because the detection system consisted of image
intensifiers. The introduction of D scintillation detectors allowed a fast progression of cone-
beam micro-CT. In these systems, the D radiographs are acquired with a D detector, usually
consisting of a scintillator screen, an optic, and a CCD camera.

As already mentioned in > Sect. ., cone-beam CT reconstruction algorithms are more
complex because the information relative to a single slice is distributed along different detector
lines. Thus, it is not possible to perform a sequence of D tomographic reconstructions. This
problem is known in the literature as reconstruction from cone-beam projections (Herman
; Tuy ; Peyrin ; Grangeat ). It was shown theoretically that a D image is com-
pletely determined by its cone-beam projections if any plane that intersects the image also
intersects the source trajectory (Tuy ). Thus, a cone-beam acquisition using a circular tra-
jectory does not uniquely determine the D image. This nonuniqueness can be interpreted in
terms of missing data in the D Radon space. As in D, there is an inversion formula express-
ing the D image as a function of its D Radon transform defined as integrals on planes. For
a circular X-ray path, the D Radon transform cannot be estimated on its entire support thus
leading to missing data. Hence, reconstructed images from circular cone-beam data are always
approximated whatever method is used.

Despite this limitation, several cone-beam reconstruction methods have been proposed.
Because of its simplicity, the most popular approach is the Feldkamp algorithm (FDK)
(Feldkamp et al. ). It is a generalization of the FBP algorithm for cone-beam geome-
try consisting of three steps: weighting the cone-beam projections, filtering each row of the
D projections with the usual ramp filter, and cone-beam backprojection of the D filtered
projection. Unlike the D FBP, this formula is not exact, except in the central plane (z = ).
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The reconstruction errors increase with the distance to the central plane. Cone-beam artifacts
manifest themselves in the form of geometric distortions and intensity attenuations in the ver-
tical direction. They are more visible on high-contrast objects. Many heuristic methods have
been proposed to correct cone-beam artifacts in circular cone-beam geometry (Valton et al.
).

Cone-beammicro-CTs using amicro-focus X-ray source and a D high-resolution detector
can achieve spatial resolutions down to a few micrometers. Even if the D detector resolution
is about µm, the system benefits from magnification brought by the divergent X-ray beam.
However, the cone-beam angle increases with magnification, resulting in more pronounced
cone-beam artifacts in FDK reconstructions. For this purpose, the useful part of the data is
sometimes limited to the central area of the detector.

Manufacturers generally provide different micro-CT systems with different specifications.
The characteristics include the range of spatial resolutions and fields of view that they offer, but
also the properties of the X-ray tube in terms of energy spectrum.The choice of the system has
to consider the size and type of objects to be investigated and the desired level of detail. It can
be noted that the higher the spatial resolution, the smaller the field of view. If for example the
pixel size in the reconstructed image is µm and the detector has , × , pixels then the
maximum sample size is limited to diameter and a height of mm each.

For instance, specific systems with rotating gantry are designed for the in vivo examination
of small anesthetized animals. Similar to a whole-body clinical CT they include a small table
to position the animal in the field of view. These scanners typically offer spatial resolutions
between  and µm, a FOV between  and  cm and scan times of up to a few minutes.
It is difficult to achieve considerably higher spatial resolutions in animals in vivo because this
would require much longer scan times, which could yield motion artifacts. Conversely, systems
optimized for the examination of samples and biopsies use smaller FOVs but achieve higher
spatial resolution down to the micrometer level. Typically in these systems the sample rotates
and a selectable source detector distance provides the possibility to adjust the spatial resolution
to the sample requirements.

Through the dissemination of the technique, Dmicro-CT has become a routine technique
for studying D bone micro-architecture or other porous natural or industrial materials. This
success is due to the possibility of acquiring nondestructively a three-dimensional image and
not a single section, which offers many advantages in the quantification of morphological or
topological properties of materials.

. Synchrotron RadiationMicro-CT

Coupling X-ray micro-CT to synchrotron sources presents a number of advantages in terms of
image quality that were first highlighted in the s (Grodzins ). Synchrotron radiation is
produced when high-energy electrons are forced on a circular trajectory. Synchrotron sources
are characterized by their brilliance which is several orders of magnitude higher than that of
X-ray tubes. They can be used to provide quasi-monochromatic beams with very high fluxes.
The use of amonochromatic beam avoids beam hardening artifacts in the reconstructed images
(see > Sect. .). The high photon flux provides the possibility to obtain very high spatial
resolution with excellent SNR and reduced acquisition times.Micro-CT experiments have been
developed on different synchrotron sources in the world (Engelke et al. ).

A micro-CT setup has been developed in the late s on beamline ID at the European
Synchrotron Radiation Facility (ESRF) in Grenoble (Salome et al. ). It consists in recording
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Dprojections of a sample with a high-resolution detector composed of a scintillator converting
X-ray photons into visible light, optic lenses formagnification and a , × ,CCDcamera.
The sample is sequentially rotated around the vertical axis to cover a total angle of ○. Since
this system is installed at a distance of m from the X-ray source, it can be considered a
truly D parallel geometry CT. Thus, a straightforward FBP algorithm can be applied to the
different parallel transverse sections of the D image. >Figure  shows a transverse and sagittal
slice extracted from the D reconstructed image of the mice femur as well as a D display of
bone surfaces.The raw slices show the high contrast and high SNR of the image although some
ring artifacts can be seen. D displays allow visualization of the complex organization of the
trabecular network. With appropriate D display software, it is possible to rotate the D image
under any angle and obtain sections in arbitrary planes or even to virtually navigate through
these D images.

Due to its properties, synchrotron micro-CT images can be seen as quantitative in the sense
that it provides a reliable map of the linear attenuation coefficient for the given energy. This
property is particularly interesting in bone research since, in addition to studying the structure,
the tissuemineralization can also be quantified (Nuzzo et al. ). Data acquisition is also fast,
for example it is about min at a micrometer spatial resolution while it would be more than
 h to achieve the same SNR in standard micro-CT.

⊡ Fig. 

Illustration of synchrotron radiation micro-CT of a mice femur at µm resolution: (a) D

projections between ○ and ○, (b) transverse and sagittal slices, and (c) D rendering of

bone surfaces
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While synchrotron micro-CT is an excellent tool that offers unparalleled spatial resolution
and image quality, its availability is limited to a few synchrotron facilities around the world.
Thus, these systems are reserved to applications requiring quantitative imaging and are mainly
devoted to research.

. Nano-CT

Recently, technical progresses permitted to push the limit to nano-CT, this nomenclature
being understood by manufacturers as an imaging technique achieving sub-micrometer spa-
tial resolution. For instance, Skyscan proposed a nano-CT based on an X-ray source having an
extremely small focal spot size (< nm), a voltage between  and  kV, and a -bit CCD-
based detector. The announced spatial resolution is nm at % of the modulation transfer
function.The system can image .mmobjects with a voxel size of  nm to mmobjects with
a voxel size of µm and provide , × , ×  digital images. The feasibility of this sys-
tem was recently demonstrated to examine osteocyte lacunae in bone tissue (van Hove et al.
). Nano-CT is also available with synchrotron micro-CT with the same advantages
as presented above. The ESRF nano-CT setup has already been used for the analysis of
micro-/nano-porosities in bone tissue such as osteocyte lacunae and micro-cracks (Peyrin
). Without any doubts, nano-CT systems open attractive perspectives for the three-
dimensional investigation of biological samples.

 Conclusion

X-ray CT, which has been a pioneer technique in medical imaging has evolved from a single-
slice to a fully three-dimensional imaging technique. Throughout the years, image quality and
acquisition times have been considerably improved by the introduction of new theoretical and
technological concepts. Many improvements have been motivated by important problems in
public health such as cardiac, cerebral, or bone diseases requiring progresses in cardiac, brain,
or bone imaging. X-ray CT is a perfect example in which technical advances have resulted from
the synergy of progresses in different domains.

Multi-slice spiral CTs provide in a few seconds sub-millimeter slices covering a sufficiently
large region of interest for most clinical applications. Currently – slices systems are most
common but new generation systems can already use up to  slices. These systems provide
multi-planar slices in the investigated volume and three-dimensional displays of structures of
interest. Flat panel detectors coupled to CT scanners, although not yet commercially available,
is a promising technique for volumetric imaging on larger fields of view with isotropic spatial
resolution. With fast volume scanning and improved detectability, these systems would open
new applications in functional imaging.

By using specific calibration, QCTprovides not only images but quantitativemeasurements.
With the new developments in spectral CT, exploiting the polychromaticity of the X-ray beam,
it is even expected to improve the sensitivity of CT scanners and the discrimination of different
tissues.

The improvement of spatial resolution has also been noticeable although clinical CT suf-
fers from a fundamental limitation which is the acceptable dose delivered to the patient.
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Specific high-resolution systems have been developed for the investigation of bone microar-
chitecture but they are limited to peripheral bone. New image reconstruction methods based
on iterative reconstruction and image models have recently been implemented on clinical CT
to reduce the dose. They actually provide a similar image quality from a smaller number of
projections, thus yielding dose reduction.

Radiation exposure is less crucial when imaging small animals or biological samples. In this
domain, micro-CT is a considerable success and is becoming a standard tool for biologists. The
recently introduced nano-CT technique can be seen as a new three-dimensional microscopic
imaging tool expected to offer new perspectives in biology.
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Abstract: Single Photon Emission Computed Tomography (SPECT) is widely used as a
means of imaging the distribution of administered radiotracers that have single-photon
emission. The most widely used SPECT systems are based on the Anger gamma camera,
usually involving dual detectors that rotate around the patient. Several factors affect the
quality of SPECT images (e.g., resolution and noise) and the ability to perform absolute
quantification (e.g., attenuation, scatter, motion, and resolution). There is a trend to intro-
duce dual-modality systems and organ-specific systems, both developments that enhance
diagnostic capability.

 Introduction

As mentioned in the introductory chapter on medical imaging (see > Chap. , “Radiation-
Based Medical Imaging Techniques: An Overview”) Single Photon Emission Computed
Tomography (SPECT) provides images of the D distribution of an administered radiotracer,
reflecting functional information depending on the fate of the radioactive component. As
the name suggests, SPECT involves tomographic imaging based on single-photon-emitting
radionuclides as opposed to Positron Emission Tomography (PET), which involves detection
of dual photons that arise from positron annihilation (see > Chap. , “PET Imaging: Basics
and New Trends”). SPECT is in wide spread use in clinical Nuclear Medicine as it has become
a standard feature on the Anger camera systems that are in general used for planar imag-
ing, most commonly based on dual-detector systems. The flexibility of system use has, to a
large extent, dominated the development of SPECT designs, with organ-specific designs his-
torically proving unpopular, although more recently finding renewed interest. This chapter
introduces the Anger gamma camera as the basic imaging component of SPECT systems;
SPECT performance is largely determined by the gamma camera characteristics. System design
of conventional SPECT and the factors that affect SPECT performance are discussed. Finally, an
overview of new trends in SPECT design is included.The content relates closely to the coverage
in other chapters and some overlap is inevitable.

 The Anger Gamma Camera: Design and Performance

. System Components

The gamma camera initially designed by Hal Anger () continues to be the most widely used
instrument in nuclear medicine, and although the performance and robustness have improved
since its introduction, the basic design concept remains essentially the same. The basic com-
ponents of the Anger gamma camera are illustrated in > Fig. . The conventional camera con-
sists of a single large scintillation detector using thallium-doped sodium iodide (typically
×mmalthough dimensions can be smaller) andmost commonly . mm thick (chosen
to optimize stopping power for the  keV photons of technetium-m, the most commonly
used radionuclide). Thicker crystals can be purchased where imaging higher-energy radionu-
clides is of particular interest. Photons interact with the scintillator producing light that is
detected by an array of photo-multiplier tubes (PMTs) optically coupled to the scintillator
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⊡ Fig. 

Schematic of standard Anger gamma camera illustrating the collimator, scintillation

detector, and an array of photo-multiplier tubes. The measured output is used to determine

both location and energy of the detected photons. Also illustrated are paths for (a) a photon

that is detectedwithout any photon interaction in tissue, (b) a photon that is Compton

scattered so as to be deflected and not detected (effectively attenuated), and (c) a photon

that would not normally be detected but is deflected via Compton interaction so as to reach

the detector

(historically using a light guide).ThePMTs convert the light detected froma single photon inter-
action to an electrical signal, which is amplified via a set of dynodes internal to the PMT. The
sumof the electrical signals is proportional to the energy deposited in the scintillator; the distri-
bution of light can be decoded to provide an estimate of the location in the scintillator where the
photon interacted. As a result, each individual photon interaction is decoded so as to provide
an x/y location on the detector and the energy for that photon. Image formation historically
involved the use of the x/y signal to deflect a cathode ray tube so as to expose a photographic
film for a short time per detected photon; the final image was then acquired via integration of
light for the period of acquisition. This process of image formation is now achieved digitally;
an image is formed by simply adding a count at an image pixel location corresponding to the
x/y location on the camera. On completion of acquisition each image pixel will contain a total
number of counts recorded within the pixel area; the final image is formed by transforming the
recorded count to a gray shade or color, so that the displayed pixel is perceived as having inten-
sity proportional to the recorded counts. Note that the integrated light signal is proportional
to the total energy absorbed in the detector and is indicative of the energy of the photon that
is detected. Knowledge of this energy allows some level of discrimination against photons that
have undergone Compton scatter in the patient, since these photons will have reduced energy.

It should be noted that image quality is largely determined by two factors: spatial resolution
and sensitivity. Spatial resolution determines the ability to distinguish detail and to discriminate
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between closely located points of activity; sensitivity determines the number of detected pho-
tons (assuming acquisition for a finite tolerable time), which directly determines the observed
statistical noise in the resultant image.The statistical noise observed in acquired projections is
a direct result of the uncertainty in pixel counts due to the random decay of radiation and so is
Poisson distributed. This should be distinguished from electronic noise that is reflected in the
uncertainty in both location and energy of the detectedphotons. (Note that evenwhile account-
ing for the electronic noise, noise remains Poissonian in the projections). The number of counts
can be increased by acquiring for a longer time (but in practice this is limited, otherwise patient
motion would be problematic) or by increasing the amount of administered activity (but this is
limited by the radiation dose that the subject receives).

An essential component of the system is the collimator, without which the origin of detected
photons could not be determined. The collimator limits detection to those photons traveling
(ideally) at right angles to the detector; the point of detection therefore provides an estimate of
the point of origin of the photon but consequently most emitted photons remain undetected
(> Fig. ). The collimator is usually fabricated from lead (although tungsten can also be used)
and in the case of a conventional parallel hole collimator, the collimator consists of a “hon-
eycomb,” whose dimensions determine the collimator properties. In theory, extremely narrow,
long holes could be used so as to provide optimal resolution, however this would limit the num-
ber of detectable counts; as a result a compromise is made in hole dimensions so that the system
sensitivity is acceptable. In practice the sensitivity becomes the limiting factor in performance,
since collimator hole size cannot be infinitely small and hence spatial resolution is limited.

There is uncertainty in both the position and energymeasured,which results in the detector
having a finite intrinsic spatial resolution and energy resolution. Typically an energy window is
selected around the photo peak energy of the radionuclide being imaged so as to limit the pho-
tons detected to those within the range of energies determined by the energy resolution (e.g.,
window width twice the energy resolution); this eliminates lower-energy photons that most
likely have undergone Compton scatter prior to detection (and whose origin is therefore uncer-
tain).The spatial intrinsic resolution contributes to the overall system resolution in combination
with the geometric resolution of the collimator (the latter being usually the dominant factor).

. Detector Characteristics

Sodium iodide (doped with thallium) is in many respects an ideal scintillator for use in gamma
cameras, being particularly well optimized for detection of  keV photons. A table of prop-
erties is provided (> Table ). NaI(Tl) has a particularly good light output compared to most

⊡ Table 

Properties of NaI(Tl) scintillation detectors

Density (g/cm) . Good stopping power

Effective atomic number  Good absorber

Light decay Time (ns)  Reasonably fast

Photon yield (per keV)  Higher than most scintillators

Refractive index .

Peak emission (nm)  Well matched to PM tube

Fragile, hygroscopic − Easily damaged
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scintillators, with reasonably fast decay time and high transparency. Unfortunately, thematerial
is hygroscopic (absorbs water) and has to be hermetically sealed otherwise crystal deterioration
would occur. Fortunately large crystals are reasonably robust and easy to grow so that a single
large crystal can be utilized. The material is reasonably dense so that crystal thickness does not
need to be excessive (which would degrade resolution). The refractive index is higher than that
of glass so that optical coupling with PMTs can be problematic and requires specially designed
coupling grease.

PMTs have evolved slowly with a number of fairly recent innovations gradually being intro-
duced; however, the conventional PMT is still largely used in commercial systems. The main
advantage of PMTs is the high gain (∼) and relatively fast response time. The quantum
efficiency is relatively low (∼%) and they do suffer from being sensitive to magnetic fields
(even the earth’s field can affect performance at different orientation without suitable shielding).
Typically gamma cameras utilize – PMTs.

The overall performance of the detector results from variations in the PMT gain (also cou-
pling) and the geometry of the PMTs. As a result, an unprocessed image acquired from a gamma
camera has significant defects. Current systems involve mainly digital processing in order to
maintain balance of PMT gains so as to provide well-aligned energy spectra from each PMT,
linearity correction so as to adjust for spatial distortion in positioning events, and uniformity
correction to correct for any further regional variations in sensitivity. A uniformity correction
matrix is reacquired periodically to ensure that any drift in performance is corrected; maintain-
ing high-quality uniformity is particularly important for SPECT where uniformity defects can
lead to observable artifacts (rings).

. Collimator Design

As pointed out above the collimator is an essential component that effectively limits the over-
all performance of the imaging system. Collimator dimensions can be chosen to provide some
compromise between resolution and sensitivity, and hence a range of collimators is usually avail-
able to enable high-resolution or high-sensitivity acquisition. Since collimator septa (the lead
separating holes) must be designed to reduce likelihood of penetration these need to be thicker
for higher-energy radionuclides, acting as a further constraint to performance. > Table  pro-
vides some details of typical parallel hole collimators as a guide to possible design.The shape of
the hole is most commonly hexagonal in order to provide a symmetric and efficient geometry.

Although parallel hole collimators aremost commonly used, there are a wide range of other
collimator designs, some of which are specifically designed for use with SPECT. > Figure 
illustrates some possible designs.These alternative designs aim to improve the balance between
resolution and sensitivity, mainly by providing more optimal use of the detector via magni-
fication, although in some recent designs minification is used in combination with new high
intrinsic resolution detectors so as to improve sensitivity. There is continuing research into
alternative designs, some of which are discussed in the sections below. For example, the pin-
hole collimator, essentially identical to the pinhole optical camera, was introduced at an early
date as a means of providing magnification with potentially improved resolution and sensitivity
for small objects; it originally found its clinical role in thyroid imaging. More recently multi-
pinhole collimators have become important for their application in preclinical SPECT systems
achieving resolution of <.mm (see > Chap. , “High-Resolution and Animal Imaging
Instrumentation and Techniques”).

http://dx.doi.org/10.007/978-3-642-13271-1_45
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⊡ Table 

Typical parallel hole collimator specifications

Collimator
type

Hole diameter
(mm)

Hole length
(mm)

Septal thickness
(mm)

System resolution
at  cm (mm)

Relative
sensitivitya

Low energy
high
resolution

.  . . .

Low energy
general
purpose

.  . . .

Medium
energy

.  . . .

High energy .  . . .

aSensitivity for % energy window using technetium−m with this low-energy high-resolution collimator is
 cps/MBq

. Performance Parameters

.. Spatial Resolution

Spatial resolution is defined, as in optics, as the minimum distance between two sources (of
activity) such that they can be discriminated; in practice the spatial uncertainty in measured
counts results in a Gaussian spatial distribution of counts for which resolution is estimated as
the Full Width at Half Maximum (FWHM). As mentioned above the spatial resolution has two
main components, due to the detector (intrinsic: Ri) and the collimator (geometric: Rg); the
system resolution (Rs) is given by Rs =

√

R
i + R

g. Note that the intrinsic resolution for conven-
tional gamma cameras tends to be < mm; the geometric resolution for even a high-resolution
collimator at  cm is ∼mm degrading linearly with distance. With parallel hole collimation,
reducing intrinsic resolution to mm has little effect on the overall system resolution except for
points very close to the detector.

.. Energy Resolution

The energy resolution is expressed as the FWHMof the distribution of energiesmeasured from
amono-energetic source of activity (e.g., technetium-m). It is usually expressed as a percent-
age of the photopeak energy, and for NaI(Tl), it is typically ∼.% at  keV. As a result of the
energy resolution, the energywindow selected around the photopeak will also include scattered
photons whose actual energy is lower than the photopeak, but whosemeasured energy still falls
in the energy window.

.. Sensitivity

Sensitivity is measured as the recorded countrate from a known activity (alternatively, the per-
cent of detected photons from a known activity is used). The sensitivity will depend on photon
energy and detector thickness, although the thickness is chosen to at least optimize sensitivity
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for technetium-m. The typical figure for a gamma camera with a high-resolution collimator
is ∼ cps/MBq (or <.%) reflecting the very poor sensitivity of SPECT, largely due to the
collimator (and of course the geometry of detectors, typically limited to two planar detectors).

.. Dead-Time and Count-Rate Capability

Dead time refers to the finite time immediately following photon detection during which no
further events can be detected.There are a number of factors that contribute to dead time; the
finite time for scintillation light to decay resulting in an electrical signal of finite length, the
ability of electronics to handle a rapid succession of pulses, and the time required to transfer
data for digitization/display.The end result is that two photons interacting in the detectorwithin
a short time period may not be distinguished; in fact, the combined pulses may pileup with a
resulting error in both recorded energy and location. The effect of dead time is to effectively
reduce the maximum count-rate capability of the system. In modern systems, fast electronics
that limit processing to local regions of the detector and efficient transfer of digital data result
in relatively high count rates, sufficient for most practical purposes.

.. Uniformity

An important parameter is the uniformity of the system; exposure of the detector to a uniform
activity should result in a constant count rate per unit area of the detector. This is normally
measured either in terms of the maximum global variability in measured count rate (integral
uniformity) or the maximum local variability (differential uniformity), the latter being more
critical for SPECT. Uniformity is checked on a daily basis as part of routine quality control, and
a high-count uniformity acquisition is performed periodically in order to adapt correction to
the current performance. As a result differential uniformity can usually be maintained at an
acceptably low level (<%).

 Conventional SPECT System Design and Performance

. Basic System Design

Although there were many early attempts to design specific SPECT systems, the use of a stan-
dard Anger gamma camera fitted to a rotation gantry has proved to be themost popular system,
mainly due to its flexible application for combined use as a planar or SPECT system.The earli-
est commercial systems used a fairly low-cost and easy-to-use balanced gantry system;however,
this was later demonstrated to be insufficiently robust to ensure exact controlled rotation. Fail-
ure to rotate with well-calibrated camera position and a constant and reproducible center of
rotation (COR) can seriously degrade image quality. The standard SPECT design has remained
effectively unchanged since its introduction, although this now normally involves dual rectan-
gular detectors rather than the original single circular detector, which introduced truncation in
off-center planes. Three- and four-detector systems were introduced but later abolished due to
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⊡ Fig. 

A current commercial SPECT: note the robust gantry

their lack of flexibility compared to dual-head designs. Gantries are nowusually sturdymechan-
ically sound structures that guarantee stable rotation (see > Fig. ). But the simple principle of
rotating the planar detector(s) is maintained.

The detector(s) is normally operated in a step-and-shootmodewhere the detector is rotated
to a specific angle to acquire a static image and then rotated by a small angular increment to con-
tinue a new static acquisition; acquisition therefore consists of a set of planar images acquired
over ○ or ○. Each of the images can be considered as a set of axial projections at a given
angle; the system therefore operates very similar to the modern multi-detector CT systems,
acquiring multiple transaxial planes simultaneously. Due to the relatively poor sensitivity of the
Anger camera the acquisition time at each angle is usually –s; the total SPECT acquisi-
tion is therefore quite lengthy (typically –min). Image reconstruction historically involved
iterative algorithms but with the development of filtered back projection for use with CT, this
became the standard reconstruction approach.More recently however iterative algorithms have
again become popular, especially accelerated forms of maximum likelihood reconstruction
such as ordered-subsets expectation maximization (OS-EM) (Hudson and Larkin ), offer-
ing advantages compared to filtered back projection in many studies (see > Chap. , “Image
Reconstruction”).

. SPECT Performance

The SPECT system performance is determined largely by the performance of the planar detec-
tors; essentially only the rotational stability and calibration differs from a planar system.As with
the planar system the trade-off between resolution and sensitivity is dominated by the collima-
tor and a similar range of collimators is available as used for planar imaging. There are some
additional collimators that have been designed specifically for use with SPECT and these will
be described later in the chapter.The resolution, as described before, varies with distance from
the detector and so a practical issue is the need to rotate the detectors, keeping them as close as

http://dx.doi.org/10.007/978-3-642-13271-1_39
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possible to the patient at all angles (typically in a non-circular orbit). Avoiding collision neces-
sitates introduction of collimator collision sensors and/or laser positioning devices. Since the
rotation involves acquisition distant as well as close to any specific point in the body, the resul-
tant reconstructed resolution can be considered an average of the resolution over the acquired
angles, usually with an asymmetric point spread function, depending on position.The best indi-
cation of the expected reconstructed resolution (assuming high enough counts to avoid use of
a smoothing filter) is to determine the planar resolution for the maximum used radius of rota-
tion (typically – cm for the body, less for the brain).The reader will immediately appreciate
how much this limits SPECT resolution; clearly planar imaging of near objects can be signifi-
cantly better but suffers from the inability to discriminate counts originating frommore distant
structures. Consequently, even for high-resolution collimators the SPECT resolution is typically
–mm for whole-body applications (e.g., cardiac perfusion imaging) and around –mm
for brain (unless alternative collimators are used).

The main factors that are of particular concern in SPECT relate to the stability of rota-
tion and the assumption that the observed distribution of activity remains constant throughout
acquisition. Any variation in the activity distribution or its position will give rise to artifacts in
the reconstruction; patient or organ motion or redistribution of activity (e.g., bladder filling)
are problems that are hard to avoid but must be recognized as potential sources of error. Simple
checks must be made that the camera and collimator remain orthogonal to the plane of rota-
tion; otherwise acquired data will be inconsistent. Existence of a localized uniformity defect on
the camera can lead to serious artifacts observed as ring artifacts (if ○ acquisition); careful
correction of uniformity and regular quality control checks are therefore essential. Errors in
the calibration of the system’s electronics can result in wrong identification of the mechanical
center of rotation with a degradation in resolution that can be hard to identify. Regular checks
on the COR calibration are also therefore mandatory. Fortunately, current systems have much
improved performance and more stable mechanics than the earlier designs.

 Factors Affecting SPECT Quantification

There are a number of factors that influence SPECT image quality and the ability to extract
quantitative information regarding the measured tracer distribution.These can be summarized
as factors due to instrument performance (including resolution and noise), physical factors
affecting photon emission (including attenuation and scatter), and patient-related factors (e.g.,
motion and changes in tracer distribution in time). The factors affecting SPECT quantification
will be introduced here but corrections for the various effects will be covered in subsequent
>Chaps. , “Motion Compensation in EmissionTomography” and > , “Quantitative Image
Analysis in Tomography”.

. Instrument Effects: Resolution and Noise

As summarized in the gamma camera section, sensitivity and resolution are limited com-
pared to other imaging modalities, the main constraint being the acceptable radiation dose for
standard procedures. Most approaches to reducing the resultant statistical noise (whether via
instrument design or image processing) result in a degradation of resolution. The result is that
the image detail is reduced but also there is reduction in the observed counts (and contrast)

http://dx.doi.org/10.007/978-3-642-13271-1_40
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⊡ Fig. 

Phantomwith same concentration of radioactivity in four spheres of different volume. Note

that, as the volume decreases (–), the count density appears to decrease due to the partial

volume effect

for small objects. This is normally described as the “partial volume effect” that can be defined
as follows: if an object partially occupies the sensitive volume of the imaging instrument the
observed maximum count density (estimated activity concentration) will be reduced. In effect,
what is observed is an average of the activity in the area of interest with background activity.
The effect is clearly visible in > Fig.  where four spherical volumes with identical activity
concentration appear to have quite different activities.

. Physical Effects: Attenuation and Scatter

It is clear that the idealized model that all photons are emitted and travel to the point of detec-
tion without interaction (photon path (a) in > Fig. ) is incorrect; in reality photons interact
with patient tissues mainly undergoing Compton scatter.The probability of photon interaction
in tissue via the photoelectric effect is low since tissues have low atomic number, unlike detec-
tor materials where the photoelectric effect is dominant. The result is that some photons are
deflected from their original path with loss of energy, with a consequential reduction in the
number of photons reaching the detector (photon path (b) in > Fig. ); this loss of photons
is referred to as attenuation. For a homogeneous material, the attenuation can be estimated by
the linear attenuation coefficient μ, which is energy-dependent; for example, at  keV the lin-
ear attenuation coefficient of soft tissue is approximately ./cm and the number of photons
reaching the detector (N) compared to the number emitted in the direction of the detector
(N) is given by N = Ne−μd where d is the distance traveled through tissue. Note that for
a point of activity  cm deep in tissue the attenuation factor is ∼.; lack of attenuation cor-
rection therefore results in a rather large quantitative error. As will be demonstrated in later
chapters correction for attenuation is possible but usually demands knowledge of the distribu-
tion of attenuation coefficientsmost often by utilizing an x-ray computerized tomography (CT)
scan (or transmission scan based on an external radionuclide).

Some photons are emitted in a direction such that they would not reach the detector but
are scattered so as to be within the acceptance angle of the collimator (photon path (c) in
> Fig. ). These scattered photons will have reduced energy but, due to the finite energy res-
olution of the detector some of these photons may still be acquired in the selected photopeak
energy window. These scattered photons contribute additionally to the expected photon flux,
but their origin is not correctly identified by their point of detection. Although the Compton
interactions of the detected scattered photons are no different from those that are lost in the
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attenuationprocess, correction of scatter is normally treated independently.The effect of scatter
is to degrade contrast since the scattered photons represent a broad distribution of unwanted
additional photons.

. Changes of Observed Activity Distribution in Time:
Motion and Tracer Kinetics

A basic assumption in tomography is that the measured projections are consistent and there-
fore form a set of angular views from an unchanging activity distribution. Any variation in the
activity distribution with time (e.g., due to tracer redistribution) or variation in the location
of the tracer distribution with time (due to movement) results in inconsistency, which leads to
potential artifacts in the reconstruction. Changes in tracer distribution during acquisition are
normally avoided as much as possible by scanning at a time when equilibrium of the admin-
istered radiopharmaceutical has been reached. But in some cases, consistent data cannot be
guaranteed (e.g., bladder filling during acquisition). The acquisition time is typically quite long
and so patient motion can be difficult to avoid. The issue may be particularly problematic if
imaging the thorax where involuntary movements due to the beating heart or breathing cannot
be avoided. Both cardiac and respiratory gating are standard procedures that permit data to be
acquired for a series of datasets, each acquired for a preselected period during which motion is
minimized. The principle of gated acquisition is illustrated in > Fig. .

 New Trends in SPECT

. Novel Collimators

As mentioned earlier there are a number of alternative collimators that can be used for SPECT.
These are not all new but there is a current trend to consider alternatives as a means of opti-
mizing SPECT performance, usually aimed at specific applications. The wider use of these
collimators is closely linked to iterative reconstruction algorithms that until recently were not
commercially available; these are easily adapted to different geometry and can includemodeling
of the system resolution (see > Chap. , “Image Reconstruction”). For example, there is some
evidence that use of a collimator with higher sensitivity and poorer resolution can provide some
advantage in certain applications (Lau et al. ; Larsson et al. ). A range of collimators
have been described for use with SPECT (> Fig. ).

These include fan-beam and cone-beam collimators that result in some degree of mag-
nification for limited field of view. Any magnification results in an effective improvement in
the intrinsic component of resolution as well as good sensitivity achieved by maximizing use
of detector area. Half-cone-beam collimators have also been suggested specifically for brain
SPECT (Li et al. ), with more recent suggestion to use these in combination with par-
allel hole collimation on a separate detector. Of recent interest have been designs involving
combination of parallel hole and pinhole acquisition via a slit-slat collimator (Metzler et al.
). This offers the benefit of pinhole imaging while covering the complete axial field with-
out need for complex acquisition protocols and is considered optimal for brain SPECT. Pinhole
collimation was introduced at a very early date and recently has proved very effective for
small-animal SPECT (see >Chap. , “High-Resolution andAnimal Imaging Instrumentation

http://dx.doi.org/10.007/978-3-642-13271-1_39
http://dx.doi.org/10.007/978-3-642-13271-1_45
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16 frame gated blood
pool study with ROIs

⊡ Fig. 

Principle of using an electrocardiograph (ECG) to acquire gated cardiac data. The ECG signal

is used to indicate a fixed time in the cardiac cycle; assuming a cardiac contraction with

regular timing relative to the onset of the measured ECG R-wave; the acquired data can be

sorted into data frames for different period of the cardiac cycle

Fan beam Cone beam

L P

Pinhole Slit-slat

⊡ Fig. 

Range of possible collimator designs available for use with a gamma camera

and Techniques”) where the object to be imaged is small compared to the detector area (see
Beekman and van der Have ). However, a number of authors have demonstrated that mul-
tiple pinholes in combination with high-intrinsic-resolution detectorswould provide both high
resolution and high sensitivity (e.g., Rogulski et al. ; Goorden et al. ). Multiple-pinhole
collimators were used for cardiac work in the early eighties (LeFree et al. ) and have been
reintroduced as the basis for a new cardiac-specific design (see next section). An issue related
to use of multiple pinholes is the possible overlap of projections or multiplexing. Although it

http://dx.doi.org/10.007/978-3-642-13271-1_45
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was previously suggested that overlap provided no real advantage (Meikle et al. ; Vunckx
et al. ), there is recent evidence that sensitivity can be improved with careful utilization of
multiplexing (Mahmood et al. ).

Efforts to replace conventional collimation using solid-state detectors in so-called Comp-
ton cameras have until recently proved impractical at the energies of interest for clinical practice
(e.g.,  keV), although recent improvements in energy resolution and noise reduction using
silicon detectors (lithium doped) do show some promise of significant improvement in signal-
to-noise ratios suggesting a possible future role for this technology (Boston , personal
communication).

. Organ-Specific Systems

The earliest SPECT systems were in fact designed specifically for brain, and over many years,
there have been many systems designed for specific applications, especially for brain studies.
As outlined earlier, however, these have not gained wide acceptance due to their limited use
for more general nuclear medicine imaging, requiring a large specific referral base to justify
their use. Over time, mainstream application of nuclear medicine tends to shift emphasis and
organ-specific systems tend to have limited lifetime compared to more general systems. One
area of nuclear medicine that has in recent years expanded to the stage of justifying dedicated
systems is nuclear cardiology. The available systems include compact dual-head cameras with
smaller than usual detectors, specific collimators that permit eithermulti-view acquisition (e.g.,
Xu et al. ) or non-truncated acquisition with the central part of the collimator providing
magnification (Siemens, IQ-SPECT) and systems with novel designs that are specifically opti-
mized for cardiac acquisition. Central to these new developments has been the introduction
of solid-state detectors such as cadmium zinc telluride (CZT), which produce an electrical sig-
nal directly from the photon interaction (see >Chaps. , “SemiconductorCounters” and >,
“New Solid State Detectors”).These detectors have the advantages of being compact with much
improved energy resolution compared to the conventional sodium iodide (∼%) and so are
well suited for simultaneous acquisition of multiple radionuclides. Two of these novel systems
are described below.

TheD-SPECT system (SpectrumDynamics) uses a set of nine CZTdetectors, each of which
rotates on its own axis to acquire data from a preprogrammed region of interest that includes
the heart (Gambhir et al. ; Erlandsson et al. ) (> Fig. ).The systemutilizes wide-beam
tungsten collimators which, combined with the region-centric acquisition, results in significant
gain in sensitivity compared to conventional dual-head SPECT. The gain in sensitivity can be
used to reduce scan time, reduce activity or improve image quality (e.g., during fast dynamic
acquisition). In practice, acquisition time is reduced by a factor of – compared to conven-
tional systems, a significant jump in performance. GE Healthcare has also introduced a CZT
systemwith similar gains in sensitivity using a non-rotatingmulti-pinhole design (> Fig. ).The
appeal in this system is the ability to perform dynamic cardiac acquisitions without any detec-
tor motion (Esteves et al. ). Various academic groups continue to investigate novel designs
for organ-specific imaging, for example, work on dedicated breast imaging is being assessed for
clinical use (Cutler et al. ).

A further design concept that has recently been introduced, with potential relevance to
organ-specific imaging, is adaptive SPECT where components of the imaging system can be
adjusted, ideally to optimize acquisition for application in a specific patient (Barrett et al. ;
Clarkson et al. ). The aim is to acquire a scout view in order to determine the optimal

http://dx.doi.org/10.007/978-3-642-13271-1_16
http://dx.doi.org/10.007/978-3-642-13271-1_21
http://dx.doi.org/10.007/978-3-642-13271-1_21
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⊡ Fig. 

Two recently introduced dedicated cardiac SPECT systems: D-SPECT (SpectrumDynamics)

(top) and Discovery NMc (GE Healthcare) (bottom)

parameters to choose for acquisition using task-based criteria. Components of the acquisition
system are then adjusted so as optimize the acquisition. A preclinical system has been designed
to meet this aim (Freed et al. ). In essence the D-SPECT system outlined above is the first
commercial system to offer an adaptive capability; a scout view is acquired so that an individual’s
heart region can be delineated in order to define a patient-specific volume for region-centric
acquisition, thus maximizing the counts acquired from the selected region. There is clearly
scope for further development of these concepts.

. Dual-Modality SPECT

The development of a hybrid SPECT/CT systemwas pioneered by the late Bruce Hasegawa and
his group (Hasegawa et al. ), initially motivated by the need formeasured transmission data
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⊡ Fig. 

Clinical SPECT/CT study with CT (left), SPECT (middle), and fused SPECT and CT data (right).

The areas of avid uptake are easily localized using the CT anatomy

to facilitate attenuation correction for cardiac SPECT, improving on previous low-cost trans-
mission systems that were developed for this application (Bailey ). The development was
further motivated by the introduction of coincidence imaging for PET radionuclides on stan-
dard SPECT systems.The first commercial system (Hawkeye) was introduced byGEHealthcare
in , predating the first commercial PET/CT systems that were developed by CTI/Siemens
(Beyer et al. ). The impact of PET/CT was very significant with all current commercial
PET systems available only in hybrid form; in this case the combined information has proved
invaluable. In the case of SPECT/CT clinical demandhas been less clear with only limited appli-
cations requiring either accurate attenuation correction or direct localization; once again the
generality of the system has influenced the development. The CT performance requirements
vary depending on intended application; for example, attenuation correction for SPECTmainly
needs to delineate areas with attenuation significantly different from soft tissue such as lung,
whereas accurate localization usually requires better contrast resolution.The GEHawkeye is an
example of a low-dose (and low-cost) system where the performance at low dose outperforms
conventional diagnostic systems operated at similar dose levels (Hamann et al. ); however,
the slow rotation does render this system prone to motion artifact. Full diagnostic systems are
not without problem especially as the fast acquisition can result in positional mismatch with
SPECT due to difference in respiration during the two studies (McQuaid and Hutton ).
Themain suppliers now do offer higher-performance CT and clinical demand is increasing. An
example of a SPECT/CT study (> Fig. ) demonstrates the added value in being able to more
clearly localize functional abnormalities detected by the SPECT.

Following the footsteps of PET, dual-modality SPECT/MRI continues to be a work-in-
progress with availability of a preclinical system (Hamamura et al. ) but no clinical systems
available at the time of writing.

 Conclusions

SPECT continues to be widely used in clinical Nuclear Medicine, providing flexibility to com-
plement continuing planar investigations. The number of studies that involve SPECT as a
standard protocol is increasing, as is the use of SPECT/CT dual-modality systems. The lim-
itations in SPECT image quality continue to be determined primarily by the collimator that
is an essential component of the system. There is an increasing interest in novel designs for
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system geometry and alternative collimators to the conventional parallel hole collimator; the
flexibility in design is easily accommodated in iterative reconstruction algorithms, which are
now widely used.

 Cross-References
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Abstract: Positron Emission Tomography or PET is a noninvasive molecular imaging
method used both in research to study biology and disease, and clinically as a routine
diagnostic imaging tool. In PET imaging, the subject is injected with a tracer labeled with
a positron-emitting isotope and is then placed in a scanner to localize the radioactive
tracer in the body. The localization of the tracer utilizes the unique decay characteristics
of isotopes decaying by positron emission. In the PET scanner, a large number of scintil-
lation detectors use coincidence detection of the annihilation radiation that is emitted as
a result of the positron decay. By collecting a large number of these coincidence events,
together with tomographic image reconstruction methods, the -D distribution of the
radioactive tracer in the body can be reconstructed. Depending on the type of tracer used,
the distribution will reflect a particular biological process, such as glucose metabolism
when fluoro-deoxyglucose is used. PET has evolved from a relatively inefficient single-
slice imaging system with relatively poor spatial resolution to an efficient, high-resolution
imaging modality which can acquire a whole-body scan in a few minutes. This chapter
will describe the basic physics and instrumentation used in PET. The various corrections
that are necessary to apply to the acquired data in order to produce quantitative images are
also described. Finally, some of the latest trends in instrumentation development are also
discussed.

 Introduction

Positron Emission Tomography or PET is a well-established research and diagnostic imaging
modality, which is used to image the in vivo -D distribution of an injected radiotracer. To local-
ize the tracer, PET uses the unique decay characteristics of radionuclides that decay through
positron emission. In a typical PET imaging session, a small amount of radiotracer (e.g., a
tracer molecule labeled with a positron-emitting radionuclide such as fluoro-deoxy glucose)
is injected into the subject. The subject is then placed into a PET scanner, which is designed to
detect the high-energetic photons that are emitted as a result of the positron decay. By using
an image reconstruction, a -D image volume is created which represents the distribution of
the radiotracer in the subject. Depending on the characteristics of the radiotracer, the result-
ing activity distribution reflects the physiological uptake or metabolism of the tracer.Therefore,
PET is usually referred to as a functional or molecular imaging method.

PET was for many years used in research to study the function of single organs, primar-
ily the heart and the brain. Although PET is still widely used in research, its main application
for the last – years has been in clinical imaging where it has become an invaluable tool in
oncology for diagnosis and staging (Czernin and Phelps ; Weber et al. ). PET is also
used clinically in various neurological diseases such as degenerative diseases (e.g., Alzheimer’s
and Parkinson’s disease (Silverman et al. )) and the evaluation of patients with epilepsy (Lin
et al. ). With the recent development of long-lived tracers for cardiac imaging, PET may
also become used more widespread clinically in the evaluation of cardiac disease (Schindler
et al. ).
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 Physics

PET imaging relies on the unique emission properties of isotopes decaying through
positron decay. Isotopes with an excess of protons can either decay through electron capture
or positron decay. One example is F which decays to O by electron capture % of the time
and by positron decay the remaining %. In the case of positron decay, the decay can be seen
as the conversion of a proton (p) into a neutron (n), a positron (β+), and a neutrino (ν):

F→ O + β
+

+ νe, ()
p → n + β

+

+ νe. ()

Thepositron is the antiparticle to the electron andhas the samemass, butwith a different electric
charge.

The total amount of energy released in the decay Emax is shared between the daughter
nucleus, the positron, and the neutrino. Since this energy is shared between the three parti-
cles, the positron can be emitted with an energy between zero and the total amount of energy
available. Emax is determined by differences in atomic masses of the parent and daughter atoms
and any possible excited states of the daughter. This energy is therefore dependent on the iso-
tope and the particular decay path. The energy distribution of the positrons from a specific
decay path is not uniform but varies with an almost zero probability at zero and Emax energies
and is peaked at approximately / Emax.

After being emitted in tissue, the energetic positron will rapidly lose its energy through
inelastic collisions with atomic electrons. It will eventually have lost most of its energy and
will reach thermal energies. At this point, it will be attracted to an electron because of its
positive charge and form a hydrogen-like state known as positronium. The positronium is
very unstable and the electron–positron will annihilate to produce two photons, each with
an energy of  keV, which is the rest-mass energy of the electron and the positron (Evans
):

e+ + e− → hν. ()

If the positron–electron pair is at rest at the time of annihilation (i.e., having zero momen-
tum), the two photons will be emitted ○ apart. However, if the momentum is nonzero
at the time of annihilation, then there will be a slight deviation from ○ between the two
photons.

The simultaneous emission of the two photons with a defined energy ( keV) in opposite
directions is what is utilized in a PET scanner to localize the isotope. The orientation of the
emission of the two annihilation photons can be determined using coincidence detection. By
placing a pair of detectors on each side of a positron-emitting source, and using coincidence
detection (i.e., requiring that both detectors simultaneously detect a  keV photon), the anni-
hilation is assumed to have occurred anywhere along the line connecting the two detectors
(> Fig. ). The line connecting the two detectors is usually referred to as a line of response or
LOR. By placing many of these detector pairs around the object to be imaged and collecting a
large number of coincidence events along many different LORs, and using tomographic image
reconstruction techniques, the -D activity distribution within the object can be determined
(Phelps et al. ).
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Principle of PET. In a PET scanner, a large number of detectors are arranged around the

object to be imaged. When a pair of detectors simultaneously registers a pair of  keV

annihilation photons, the locations of the radioactive decay are assumed to have occurred

somewhere along the line connecting the two detectors. By collecting a large number of

coincidence events between the detector pairs in the system, the distribution of the activity

can be reconstructed

 Photon Interactions

Understanding photon interactions in PET imaging is important for several reasons. In order
to detect the  keV photons, the detector systems used rely on photon interactions with the
detector material to absorb the photon energy and convert this to some other form of energy
such as a burst of visible light photons in a scintillation detector. Photon interactions are also a
source of image degradation in PET such as the production and detection of scattered photons.
The detection of scattered photons will lower image contrast and the loss of primary photons
(i.e., attenuation) will produce image artifacts if not corrected for. At  keV, the two dominant
photon interactions are the photoelectric and Compton interactions.
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. Photoelectric Interactions

In the photoelectric interaction, the -keV photon will interact with an orbital electron and
transfer all of its energy (hν), minus the binding energy (Eb) as kinetic energy (Ep.e.) to the
electron (Evans ):

Ep.e. → hv − Eb. ()

This interaction is most likely to occur with electrons in the inner shells of the atom (i.e., K and
L shells). The ejection of the electron from the atomic shell will typically result in the emission
of the characteristic X-rays as the vacancy is filled by an electron from one of the outer shells.
The atommay instead of emitting a characteristic X-ray transfer this energy to a second electron
within the same atom. These electrons are referred to as Auger electrons. The energy of the
characteristic X-ray and the Auger electrons depends on the electron-shell energy structure of
the atom which in turn is dependent on the atomic number.

For soft tissue, photoelectric interaction is only significant at energies below  keV.
At  keV, the photoelectric interaction is the dominant interaction type in materials with a
Z (or effective Z) greater than . One of the desirable characteristics of a detector material
for PET is that the primary interaction type is photoelectric interaction. This will ensure that
the photon energy is absorbed in a small detector volume.This ideal detector material for PET
should therefore have a high effective Z.

. Compton Interactions

The Compton interaction is an interaction between a photon and free or loosely bound orbital
electron. In this interaction, only a portion of the photon energy is transferred as kinetic energy
to the electron. The remaining energy appears as a secondary scattered photon, which is emit-
ted in a different direction from the primary photon. Based on the conservation laws of energy
and momentum, it can be shown that there is definite relationship between the energies of
the primary (hν) and scattered (hν′) photons, and the scattering angle (θ) between them
(Evans ):

hν′ =
hν

 + hν
m c
( − cos θ)

, ()

wheremc is the rest-mass energy of the electron (i.e.,  keV). The energy transferred to the
electron is:

Ek = hν − hν
′

= hν
hν

m c
( − cos θ)

+ hν
m c
( − cos θ)

. ()

From these equations, it can be seen that the amount of energy transfer to the electron or energy
loss of the photon increases with increased scattering angle. It should be noted that for -keV
photons, a relatively large scattering angle results in a relatively small energy loss. For instance,
at a scattering angle of ○, only  keV is lost. The maximum energy transfer (or maximum
energy loss) occurs at a scattering angle of ○. At  keV, the maximum energy transfer to the
electron is  keV and the energy of the scattered photon is keV.
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> Equations  and >  only describe the relationship between the energy transfer and the
scattering angle.The probability distribution of Compton scattering angles dependsboth on the
photon energy and the scattering angle and is described by the Klein–Nishina equation (Evans
):

dσ
dΩ
= Zr (


 + α( − cos θ)

)



(

 + cos θ


)(

α
( − cos θ)

( + cos θ)(+ α(− cos θ))
) , ()

where dσ/dΩ is the differential scattering cross section within a solid angle dΩ, and r is the
classical electron radius and α is hν/mc. At  keV, it can be shown that the scattering cross
section is peaked in the forward direction (i.e., small scattering angles are favored) and that one
third of all eventswill scatter within ○, which corresponds to an energy loss of  keV or less.

. Attenuation Coefficients

The probability for any interaction to occur is given by the attenuation coefficients for both
the photoelectric and Compton interactions and has a dependency on the photon energy. The
Compton interaction is directly proportional to the electron density of the interacting material
and has an energy dependency described by the Klein–Nishina equation (> Eq. ). The cross
section for photoelectric interaction varies strongly with both energy and atomic number. For
photon energies near  keV, the cross section τ varies approximately as:

τ ∝
Z

E . ()

At energies below  keV, the cross section for photoelectric effect shows discontinuities near
the electron binding energies for a given Z, where the cross section suddenly decreases at a
photon energy slightly below the binding energy.

Photoelectric interactions are relatively insignificant in tissue at  keV because of the rel-
atively low effective Z of tissue and the relatively high photon energy. Compton interaction is
therefore the predominant interaction type in tissue, and as a result a significant amount of
secondary scatter is produced.

The interactions ofmono-energetic photons passing through an absorber of thickness x can
be described by:

Ix = I e−μx , ()

where I and Ix are the number of primary photons before and after passing through the
absorber of thickness x and the linear attenuation coefficient is μ. The linear attenuation coeffi-
cient μ contains all the attenuation coefficients of the individual processes such as photoelectric
and Compton interaction.This equation only describes howmany of the primary photons have
not interacted after passing through the absorber. It does not give any specific information
about howmany photons have interacted by a specific interaction type or howmany secondary
scattered photons were generated in the process.
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. Relevance to PET

When the isotope is injected into a patient or a phantom, there is a high likelihood that the
emitted -keV photons will undergo an interaction in the object. At  keV, the linear atten-
uation coefficient is approximately . cm−. If an absorber thickness of  cm is considered,
only % of the primary photons will pass through the absorber without any interaction. The
remaining % will have undergone some sort of interactions, which is primarily Compton
interaction since this is the dominant interaction type at  keV in water or tissue.The interac-
tion of photons results in an attenuation of the number of primary photons that are emitted and
should have been detected.This needs to be corrected for in the reconstruction in order to get
an artifact-free image.The large number of interactions will also result in a large number of sec-
ondary scattered photons. Although these scattered photons have a lower energy compared to
the primary photons, the limited energy resolution of the detectors used in PET systemsmakes
it hard to differentiate these from the primary -keV photons. It is therefore a relatively high
probability that these scattered photons are detected.

 Detectors

In order for a PET system to efficiently register the annihilation photons, it is necessary to use a
detector material that can stop the -keV photons. It is also desirable that these detectors also
can stop the photons in a relatively small volume, since this will determine the spatial resolution
of the system.This means that the detectormaterial should have a high effective Z since this will
ensure that the photons will have a high probability of undergoing a photoelectric interaction.
In addition, the detector should be fast enough to be able to separate individual annihilation
events fromeachother at relatively high activity levels.Themost efficientway to stop the -keV
photons is the use of scintillation detectors with a relatively high atomic number.

The energetic photoelectron produced in the photoelectric interaction will produce ioniza-
tions and excitations of electrons in the crystal lattice. When some of these electrons de-excite
back to the ground state, light is emitted and the amount of light emitted is proportional to
the amount of energy that was deposited in the detector. In addition to the photoelectric inter-
action, there is also the possibility of Compton interactions, in which only a fraction of the
photon energy is deposited in the detector (i.e., the energy transferred to theCompton electron).
Although in theory these are good events, these interactions are typically rejected since these
are indistinguishable from scattered photons originating fromCompton interactions within the
object that is being imaged.

Following the absorption of a photon in the scintillation detector, there will be an emission
of a burst of light photons. This emission is not instantaneous, but will typically follow a func-
tion which has a sharp rise time, followed by an exponentially decaying tail with a time constant
characteristic for the scintillator material (Knoll ).This light is then collected by a photode-
tector, which will convert the optical signal into an electrical signal that can be analyzed further
by either analog and/or digital electronics.

The amount of light and the decay time are in addition to the absorption characteristics
very important parameters for a detector to be suitable as a PET detector. The more light that
is produced per absorption, the better the energy resolution, which will improve the detector’s
ability to separate scatter from the primary photons.The decay time will determine how fast the
detector can count. In order to ensure a high signal-to-noise ratio (S/N) in the signal, the output
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from the detector is integrated over a time equal to – times the decay constant of the scintil-
lation light. Since the detector cannot process another pulse during this time interval, this will
limit howmany pulses the detector can process per second. Both the light output and the decay
time constant also affect how fast the detector will respond following a photon interaction in
the detector.The physical characteristics for different scintillators are listed in > Table . These
are materials that have been or are being used as scintillators in PET. To briefly summarize, the
key properties of a suitable detector for PET are a fast scintillation decay time, high effective
Z, high density and linear attenuation coefficient, and a high light output. The wavelength of
the emitted scintillation light should also be well matched to the spectral response of the pho-
todetector.The detectormaterial should preferably not be hygroscopic since this eliminated the
need for detector encapsulation. The material should also be relatively rugged to allow it to be
cut into suitable detector dimensions.

The most common type of photodetector used in PET is the photomultiplier tube or PMT
(Knoll ). The light photons from the scintillation detector are collected by the photocath-
ode of the PMT. In the photocathode, about –% of the incoming light photons will emit an
electron that is collected by the first dynode. Since there is a potential drop between the photo-
cathode and the first dynode, the electron will gain kinetic energy, which will be high enough
to knock out secondary electron from the first dynode.These will in turn be collected by a sub-
sequent dynode, where further secondary electrons will be produced.This multiplication effect
will continue along the chain of dynodes in the PMT. The result of this is both a conversion of
the light signal into an electrical signal as well as an amplification of the signal.

In addition to the PMT, there are other types of photodetectors based on different semi-
conductor technologies. This includes the avalanche photodiodes (APD) (Lecomte et al. )
and the silicon photomultipliers (SiPM) (Buzhan et al. ). In contrast to conventional pho-
todiodes, both the APDs and SiPM provide an internal amplification of the signal and are very
compact devices. Furthermore, both devices are, in contrast to conventional PMTs, insensitive
to magnetic fields, which has allowed the construction of PET systems that can operate simul-
taneously within or near a MRI system. In comparison to PMTs, these devices are still fairly
expensive per detector channel which has to date limited a wide spread usage as photodetectors
in PET.

⊡ Table 

Examples of scintillation detector materials and their properties at  keV

NaI (Tl) BGO GSO LSO LYSO LaBr
Density [g/ml] . . . . . .

/μ [cm] . . . . . ∼

Index of refraction . . . . . .

Hygroscopic Yes No No No No Yes

Rugged No Yes No Yes Yes Yes

Peak emission [nm]      

Decay constant [ns]      

Light output∗      <

Energy resolution# .  . <  .

∗Relative to NaI(T)
#In % at  keV
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. The Block Detector

The first generations of PET systems used a detector technology where each individual
scintillation detector was coupled to an individual PMT. This detector configuration allows an
unambiguous identification of the scintillation detector in which a photon interacted since the
signal from the PMT originates from a single scintillation crystal. One of themain limitations of
this design is that it limits the spatial resolution that can be achieved since the smallest commer-
cial PMT available is about mm in diameter. This limits the size of the scintillation detector
to be used to  × mm. Furthermore, this design is also very expensive since each detector
requires its own processing electronics and readout.The photocathode of the small PMTs tends
to be very small which results in a poor light collection from the scintillator, which compromises
energy and time resolution.

Most modern PET systems use a detector design that is commonly referred to as block
detectors (Casey and Nutt ). In a block detector, an array of detector elements is created
from a large block of scintillation material (> Fig. ), which is coupled to four PMTs.The array
is generated by saw cuts into the scintillator material, where the depths of the cuts are varied

PMTA

PMTA

PMTC PMTB

PMTB

PMTA PMTB

PMTA PMTB

⊡ Fig. 

Principle of the block detector. In a block detector, an array of detector elements is created

from a large block of scintillation material (left), which is coupled to four PMTs. The array is

generated by saw cuts into the scintillator material, where depths of the cuts are varied at

different positions in the array. The varying depths of the saw cuts will distribute the light

produced in the detector elements in such a way that each element will produce a unique

combination of signal intensities in the four PMTs (middle). The gray scale image to the right

shows the distribution of the Xpos and Ypos coordinates calculated using > Eq. , when a

block with  by  detector elements is uniformly irradiated with -keV photons. The

brighter spots in this image correspond to individual detector elements in the block

detector
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at different positions in the array. Alternatively, an array of detectors is glued to a light guide
into which the cuts of different depths are sawn. Reflective material is added in the saw cuts to
optically isolate the detector elements. The purpose of the varying depths of the saw cuts is to
distribute the light from the scintillator elements in such a way that each elementwill produce a
unique combination of signal intensities in the four PMTs.This provides a method for accurate
identification of each detector element without the need of a photodetector readout on each
detector element. As shown in > Fig. , the cuts near the corner crystal are deep enough to
guide most of the light to only one PMT, whereas a more central crystal will produce a signal of
different strengths in all four tubes. To identify the detector elements, anAnger-like algorithm is
used. Based on the signals from the four PMTs (PMTA, PMTB , PMTC , PMTD), a coordinate
is calculated:

Xpos =
PMTA + PMTB − PMTC − PMTD

PMTA + PMTB + PMTC + PMTD
,

Ypos =
PMTA − PMTB + PMTC − PMTD

PMTA + PMTB + PMTC + PMTD
.

()

The two coordinates Xpos and Ypos do not directly correspond to a spatial location of the pho-
ton interaction within the detector block due to the nonlinear properties of the light collection.
Instead, this coordinate is used together with a look-up table, which maps the coordinate to a
specific detector element in the array.The gray scale image in > Fig.  shows the distribution of
the Xpos and Ypos coordinates when a block with  by  detector elements is uniformly irradi-
ated with -keV photons. The brighter spots in this image correspond to individual detector
elements in the block detector. As can be seen, the peaks are relatively well separated from each
other; however, there are some overlap in the regions between the peaks which results in some
mispositioning of events. How well these peaks are separated from each other depends on how
much light is collected by the photodetector.This is primarily determined by the light output of
the scintillatormaterial used, but other factors such as the size of the detector elements, number
of elements in the block, and the reflective materials also play a role. The number of detector
elements in a block detector varies between designs and scintillation material, but detectors
with as many as  elements ( ×  array) covering an area of approximately  ×  cm are
currently in clinical use (Lois et al. ). The block detector technology has allowed the con-
struction of high-resolution systems with resolution to about .mm for whole-body systems
and below mm for dedicated high-resolution brain systems.

There are a number of variations on the original block detector design used in different PET
systems.This includes the quadrant sharing detector where larger PMTs are used and each tube
is shared among four adjacent detector blocks (Wong ). This has the advantage that the
number of PMTs and readout channels can be reduced and this allows further cost savings.The
drawback is that each PMT and readout channel has to process events from a larger number of
detector elements, which limits the count-rate capabilities.

Another detector design is the curved panel detectors where each panel is made up of a
large array of individual detector elements that are coupled to an array of PMTs via a light guide
(Karp et al. ). This design is a hybrid between the block detector and the detector design
used in scintillation cameras. In contrast to the readout in a scintillation camera where all PMTs
contribute to the positioning of each event, in this detector design only the seven PMTs closest
to the detector of interaction are read.This readout scheme improves the count-rate capabilities.
The assignment of the event to an actual detector element is done using a look-up table.
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 Coincidence Detection

The registration of the two annihilation photons in PET is based on a technique referred to as
coincidence detection. This technique allows the determination of direction of emission of the
two annihilation photons, assuming that the photons are emitted ○ apart. > Figure  shows
a simple coincidence circuit. In the circuit, two photon detectors are placed on opposite sides of
the positron-emitting source. Both detectors are connected to power supplies, amplifiers, and
pulse-height analyzers (PHA) that are adjusted to only detect -keV photons.When a detector
is struck by a -keV photon, the PHA will generate a logic pulse with a width τ. The outputs
from the two PHAs are fed into a coincidence circuit which will sense if there is an overlap of
pulses from the two inputs. If there is an overlap of two pulses, a coincidence has been detected
and the coincidence circuit will generate a logic pulse that is fed into a counter that will register
the event.

Under ideal circumstances, the two PHAs should generate logic pulses with perfect overlap
or alignment in time when detecting annihilation photons from the same annihilation occur-
ring at the midpoint between the detectors. However, all scintillation detector systems have an

511 keV

Coinc.

2t

Counter

511 keV PHA

AmplifierAmplifier

PHA

⊡ Fig. 

Schematic of a basic coincidence circuit. The two photon detectors are connected to

individual channels of pulse-processing electronics (amplifiers, pulse-height analyzers –

PHAs). When a photon interacts in a detector and is identified by the PHA as a -keV

photon (i.e., energy exceeds a lower energy threshold), a logic pulse with a width of τ is
generated. The outputs from the two PHAs are fed into a coincidence circuit that will detect

overlapping pulses. If there is an overlap, a coincidence has been detected and the

coincidencemodule will generate a logic pulse that can be fed into a counter to record

the event
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inherent slowness or finite time resolution. There are a number of reasons for this, but one of
the major contributing factors is due to the fact the emission of the scintillation light photons
is a stochastic process. This results in a random time delay when the scintillation detector will
respond following a photon interaction. In addition, noise in the photodetectors and the pulse
processing electronics are other contributing factors to the time delay. In order to prevent loss
of events due to the inherent time delay, it is necessary to give the logic pulses a finite width
as shown in > Fig. . Using a width of τ would ensure that all events separated by ≤ τ will
be registered. The value of τ should be at least as wide as the time resolution of the detector
pair. The time resolution depends on the scintillation material and is around – ns for a BGO
system and could be as low as  ps for an LSO system with optimized electronics (Moses and
Ullisch ).

 Event Types

A PET system should ideally only detect true coincidences, which are coincidences that are
generated by two annihilation photons that originate from the same radioactive decay and have
not interacted prior to being detected. This ensures correct localization of the event. Due to
limitations in the detection system such as the finite energy and time resolution, a number of
additional event types are also detected by the coincidence circuitry.

. Scattered Coincidences

Ascattered event is a coincidencewhere one or both of the twophotons have interacted and gen-
erated secondary scattered photons. If the scattering angle is large enough, the energy lossmight
be large enough to reject the event by energy discrimination. However, even an energy thresh-
old of  keV will allow the detection of photons that have scattered by as much as ○. Thus,
energy discrimination is not very effective in rejecting scatter in PET. Scatter can be reduced by
the use of collimators or septa placed between the detector rings and/or increasing the detector
separation (Williams et al. ). Although both approaches reduce the detection of scattered
events, detection efficiency is significantly reduced. A certain amount of scattered events will
therefore inevitably be detected and the amount is estimated using modeling and subtracted
from the total number of detected events.

. Accidental Coincidences

As discussed earlier, the coincidence detection circuit requires that the trigger pulses from the
individual detector outputs have a finite width to ensure overlap of the pulses. As a consequence
of the finite width of the trigger pulses, there is a possibility that two photons from unrelated
radioactive decays will be recorded as a coincidence.These events are referred to as accidental or
randomcoincidences. To the electronics, the accidental coincidences are indistinguishable from
true coincidences and are added as a relatively uniform background that will reduce image con-
trast if not corrected for. It can be shown that the number of recorded accidental coincidences
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Nacc is proportional to the product of coincidence timing window τ and the count rates of the
individual detectors, N and N (Evans ):

Nacc = τNN ∝ τA. ()

Since the individual detector count rates are directly proportional to the activity in the FOV
(A), the accidental coincidence count rate is proportional to the square of the activity. Using
> Eq. , the number of accidental coincidences can be estimated for each coincidence pair in
the system by monitoring the individual detector singles rates in addition to the coincidence
rate. The number of accidental coincidences can also be estimated using a method referred to
as the delayed coincidence window technique. In this method, a parallel coincidence circuit is
added to the primary with the difference that a time delay beyond the time resolution of the
detectors is introduced in one of the detector channels (Williams et al. ). This will pre-
vent the coincidence circuit to register any true coincidences, and the only events recorded are
accidental coincidences.

Both of these methods provide estimates of the accidental count rate. The singles method
provides a statistically more accurate estimate compared to the delayed coincidence method,
but may introduce systematic errors due to uncertainties in the coincidence timing window
and differences in dead-time behavior between the singles and coincidence circuits.

It should also be noted that although the number of accidental coincidences can be esti-
mated, the correction introduces additional noise to the net true count rate (Hoffman et al.
; Strother et al. ). It is therefore desirable to always minimize the detection of acciden-
tal coincidence, which is primarily controlled by limiting the activity in the FOV during the
acquisition.

. Multiple Coincidences

Multiple coincidences refer to events where three or more detectors simultaneously detect a
photon. These events may include a true coincidence with one or more single events, but since
it is impossible to tell which detector pair registered the true event, the event is discarded.These
events do not directly add noise to the data and do not require any corrections. However, since
many of the multiple events contain true coincidences, they are a source of data loss or dead
time.

. Prompt Coincidences

Prompt coincidences refer to the events that are registered by the coincidence circuit (without
any time delay). These events include all true, scatter, and accidental coincidences and are the
total number of registered coincidence events from which the accidental and scattered events
need to be subtracted from.

. Noise Equivalent Counts

As a consequence of the subtraction of accidental and scattered coincidences from the prompt
coincidences, there is an increase in statistical noise in the net true counts. A metric to
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characterize this noise increase in the net true count rate is the Noise Equivalent Count rate
or NEC rate.The NEC is defined as (Strother et al. ):

NEC =
T

T + S + k f A
, ()

where T, S, and A are the Trues, Scatter, and Accidental coincidence rates, respectively, and
f is the fraction of the sinogram or FOV width subtended by the imaged object. The factor
k depends on which method of estimation of accidental events is used. k is unity if the singles
method is utilized and  if the delayed coincidencemethod is used.TheNECequation describes
the equivalent count rate, in the absence of scatter and accidentals, after the subtraction of these
events from the prompt rate. The NEC has also been shown to be directly proportional to the
square of the signal-to-noise ratio in the reconstructed images (Dahlbom et al. ). However,
the NECdoes not take into account secondary degrading effects such as detector pile-up, which
may result in additional noise in the final images.

 Resolution Limitations

Like most imaging system, the spatial resolution in PET is limited by the intrinsic resolution
of the detector elements. Because of the coincidence detection, the detector geometry, and the
physics of the positron decay, there are additional resolution degrading components.

The resolution of the PET system is dependent on the size of the detector elements in the
system. Due to the coincidence detection, the resolution varies across the FOV. At the mid-
point between a pair of coincidence detectors, it can be shown that the resolution is equal to

/ w, where w is the width of the detector (Hoffman et al. ). The shape of the line spread
function would be triangular in shape if a pair of ideal detectors were used (i.e., detector with
% detection efficiency). If the source is moved closer to one of the detectors, the resolution
will progressively degrade. The shape of the line spread function will be trapezoidal and will
eventual have a square shape with a width equal to the detector width at the surface of one of
the detectors.

In addition to the resolution variation in the tangential direction described above, there is
also a resolution variation in the radial direction. The reason for this resolution loss is due to
the depth in the detectors at which the annihilation photons interact. At off-center positions in
the FOV of a PET system, the scintillation detectors are angled relative to each other. When the
annihilation photon pair hits the detectors at an angle, there is a probability that one or both
photonswill penetrate the detector they entered through and deposit their energy in an adjacent
detector.The result is a mispositioning of the LOR and a broadening of the line spread function.
This resolution loss could be reduced if the depth in the detector where the photon interacted
could be determined. A number of different detector designs with depth-of-interaction (DOI)
capability have been proposed over the years.These include the use of additional photodetector
readouts or the use of multiple layers of different scintillation detector materials and the use of
pulse-shape discrimination to determine the DOI.

As described above, following a decay of the mother nucleus, the positron will travel some
distance before it annihilates and emits the two -keV photons. Therefore, the PET system
will localize the position of the annihilation rather than the location of the radioactive source.
The random isotropic emission of the positron together with an energy distribution adds an
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uncertainty to the localization of the source. Since the energy distribution of the positron
is different for different isotopes, the amount of resolution loss depends on the isotope used
(Levin and Hoffman ). This resolution loss ranges for .mm full width at half maximum
(FWHM) (.mm full width at tenthmaximumFWTM) for F to .mm FWHM (.mm
FWTM) for Rb (Sanchez-Crespo et al. ).

Another assumption made in PET is that the two annihilation photons are emitted back
to back or ○ apart. However, if the positron–electron pair is not at rest at the time of anni-
hilation, the emission will deviate slightly from ○. This deviation from the assumed ○

emission translates to a resolution loss thatwill depend on the detector separation (see >Fig. ).
The amount of deviation is approximate Gaussian in shape with a FWHM of about .○. This
translates into a resolution uncertainty of about mm at a detector separation of  cm.

~0.3� FWHM~0.3� FWHM~0.3� FWHM

⊡ Fig. 

Illustration of the effect of photon acollinearity on spatial resolution. If the

positron–electron pairs are not at rest at the time of annihilation, the two annihilation

photons will not be emitted exactly ○ apart. This deviation has approximately a FWHM of

.○ and translates to a loss in spatial resolution. The amount of resolution loss depends on

the detector separation and is about –mm for a human whole-body system, and only a

fraction of a mm for a small-diameter-animal system
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 Data Collection, -D and -D PET

A complete PET system for routine imaging is made up of a large number of detectors placed
around the object to be imaged. To increase the axial coverage and to increase detection effi-
ciency, multiple detector rings are placed next to each other. For a modern PET system, the
detector separation or ring diameter is – cm, with an axial coverage of – cm.

Traditionally, PET systems collect data in what is referred to as -D mode.This means that
the recorded coincidences originate from a thin slice of the object. This slice is defined as the
space defined by the coincidences collected within the same detector ring or the nearest neigh-
boring detector rings. To better define this slice plane and also to reduce out-of-plane scatter,
lead collimators or septa are placed between each detector ring (see > Fig. ). By stacking the
images from adjacent slices, a -D volume can be generated. Limiting the coincidence detection

⊡ Fig. 

Illustration of the -D and -D acquisition modes in PET. PET systems are made up of several

adjacent detector rings. Older PET systems only acquired coincidences between detector

elements within the same or the closest neighboring detector ring. To better define the

imaged slice and to reduce the amount of detector scatter, lead collimators or septa were

placed between the detector rings (left figure). Since the data collection is limited to a set of

thin slices, the acquisition mode is referred to as -D. If the lead shields are removed (right

figure), each detector element can form a coincidence between a larger number of detector

elements in the system, which will improve the overall sensitivity. Since coincidences are

acquired from a volume, this acquisition mode is referred to as -D. Although the sensitivity

is dramatically improved in -Dmode, there is also an increase in detected scatter, which will

offset the effective sensitivity
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to a thin slice results in a relatively poor detection efficiency of the system.The overall detection
efficiency can be significantly improved by removing the inter-plane septa and allowing each
detector to record coincidences with detector elements in all detector rings. This results in a
collection of events from the entire volume within the FOV instead of just a single slice. This
acquisition mode is therefore referred to as -D PET.

Although the sensitivity dramatically improves in -D mode compared to -D, this is off-
set by a significant increase in detected scatter and accidental coincidences. The removal of the
septa results in a significant increase in the number of recorded scattered events from –% in
-Dmode to –% in -Dmode. Furthermore, this also increases the photon flux each detec-
tor element is exposed to, which dramatically increases the number of detected single events. As
a consequence, there is an increase in the number of accidental coincidences (see > Eq. ).The
increase in photon flux also places a greater demand on the count-rate capabilities on the scin-
tillation material and the electronics. The correction of the prompt count rate for the increase
in both scatter and accidental coincidences results in a reduction in the effective sensitivity (i.e.,
a reduction in NEC).

 Data Corrections

One of the goals in PET imaging is to produce an image volume that accurately describes the
true distribution of the injected activity. Using the projection data acquired by the scanner, this
can be accomplished by using tomographic reconstruction techniques. However, there are a
number of corrections that need to be applied to the data before reconstruction or have to be
included in the reconstruction algorithm in order to produce an image that is quantitatively
correct.

. Normalization

A modern PET system may have around , detector elements. Each of these detector ele-
ments will have slightly different detection characteristics due to a number of factors. These
include differences in physical dimensions, variations in light output, differences in energy
threshold and timing settings, and efficiency variation due to geometry. The purpose of the
normalization is therefore to apply calibration factors that equalize the detection efficiency
throughout the system.

To generate the normalization correction, the individual detector efficiencies or coincidence
efficiencies have to be measured. The normalization also includes corrections for geometrical
and plane-to-plane efficiency variations.

The most straightforward way to determine the normalization is the direct measurement
using a uniform plane source filled with a long-lived isotope such as Ge (Hoffman et al. ).
This measurement has to be performed for every possible line of response in the system. The
inverse of the relative detection efficiency that can be derived from this measurement is then
used as the normalization correction. This measurement will take into account all geometrical
and detection efficiency variations. Although this method is easy to implement, it has a number
of practical limitations. Since the source used for this measurement has to be of relatively low
activity in order to avoid pile-up effects in the detector block, the main challenge is to acquire



PET Imaging: Basics and New Trends  

enough counts per LORwith aminimumof statistical noise thatwould otherwise propagate into
the final image.This is a particular challenge in high-resolution systems where the coincidence
detection efficiency is very low. Furthermore, any nonuniformity in the source will propagate
into the reconstructed images.

The component-based method is an alternative method to derive the normalization cor-
rection which overcomes some of the practical limitations of using a plane source for the
normalization measurement (Casey et al. ). In its simplest form, this method assumes that
the coincidence detection efficiency for a pair of detectors is the product of the individual detec-
tion efficiencies, ε, and geometrical factors, g. The normalization factor for a pair of detectors i
and j is then given by:

ni j =


εi ε j gi j
. ()

The geometrical factors include corrections for angle of incidence of the photons on the detec-
tor elements, systematic efficiency variations across the detector modules, and relative plane
efficiencies. Since these factors do not change, they are usually determined once for a system or
system geometry. On the other hand, the individual detector efficiencies have to be determined
on a more frequent basis since these are sensitive to any electronic drift in the system. This is
usually done with a uniform cylinder source placed at the center of the scanner FOV. For each
detector element in the system, the sum of all true coincidences between the detector and all
of its opposing detectors is determined.The assumption is that by averaging the detected coin-
cidences over a large number of opposing detectors, this sum is proportional to the detection
efficiency of the single detector. In contrast to the plane source method described above, this
method provides an estimate of the normalization factors that is almost free of any statistical
noise. However, systematic errors may be introduced from the estimation of the geometrical
factors.

. Attenuation Correction

The correction that has the most significant impact on the image data is the attenuation cor-
rection. Without correction for attenuation, the reconstructed images will give a distorted view
of the activity distributions. Furthermore, the images are not quantitative. An example of this
is illustrated in > Fig. . As discussed earlier, at  keV, there is a relatively high probability
that one or both of the two annihilation photons will interact before escaping the object that
is imaged. The result is that primary photons are removed or attenuated from the LORs in the
system and the number of measured coincidences is underestimated.

In order to reconstruct an image that is free of artifacts, the amount of attenuation along
each LOR in the system has to be determined and a correction factor has to be applied to the
acquired number of counts. This correction factor can be determined using a mathematical
model or by direct measurement.

The amount of attenuation along a given LOR can be described by the following example
illustrated in > Fig. . Consider a positron-emitting source located at an unknown depth x in
a medium with uniform attenuation coefficient μ. If the thickness of the object is D along the
LOR, then the probability that photon  will escape the object without interacting is (> Eq. ):

p =
I(x)
I
= e−μx . ()
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⊡ Fig. 

Illustration of the effect of photon attenuation in PET. The left imageswere reconstructed

without attenuation correction. The cross section of the uniform cylinder (top) appears to

have suppressed activity in the center. The coronal cross section of a patient shows an

apparent high uptake in the skin and in the lungs. Large organs in the abdomen, such as the

liver, appear to have a very heterogeneous uptake. The images to the rightwere

reconstructedwith attenuation correction. The image of the cylinder is now uniform. The

uptake in the internal organs in the patient scan is more uniform

The probability that the second photon will escape the object is similarly:

p =
I(D − x)

I
= e−μ(D−x). ()

In order to produce a coincidence event, both photons have to escape and the probability for
this is then the product of the individual probabilities:

pcoinc = pp = e−μxe−μ(D−x) = e−μD =
I(D)
I

. ()

From this equation, it can be seen that the amount of attenuation is independent of the location
or depth of the source and is only dependent on the total thickness of the object and the attenu-
ation coefficient of the object along the LOR.This is also true for a distributed source inside the
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p2 = e–m(D–x ) p1 = e–mx

pcoinc = p1p2 = e–mx e–m(D–x ) = e–mD

2

x

m

1

D

⊡ Fig. 

Equations behind the attenuation correction in PET. The probabilities for the escape of the

two annihilation photons emitted at a depth x inside amedium of thicknessD and a uniform

attenuation coefficient μ are given by p and p. The probability for a coincidence detection

is then the product of p and p. The correction for attenuation along this LOR is then simply

(pp)
−

object, which can be seen as a large number of point sources. This is a unique property of the
coincidence detection method and makes correction for attenuation relatively straightforward
in PET. The attenuation correction factor fac that needs to be applied to the acquired number
of emission counts along the LOR is simply the reciprocal of the expression in > Eq. :

fac = eμD . ()

The attenuation correction factor has to be applied to everymeasured LOR in the system.There-
fore, the thickness of the object has to be estimated along each LOR. Furthermore, the object
has to have a uniform attenuation coefficient. This method is usually referred to as calculated
attenuation correction.

To generate a calculated attenuation correction, the emission data is initially reconstructed
without attenuation correction. The resulting images are then used to estimate the outline of the
object. The outline can either be approximated with a simple geometrical shape or the actual
outline is determined (Bergström et al. ). This method was frequently used in brain imag-
ing in early PET systems, and the method produces images that are largely free of attenuation
artifacts. The method is, however, prone to introduce artifacts if the outline of the object is
not accurate. Furthermore, the method also tends to introduce quantitative errors, especially
in brain imaging due to the higher attenuation in the skull, which is not taken into account.
Methods have been developed to reduce these effects (Siegel and Dahlbom ); however,
this method is rarely used in modern PET systems where measured attenuation corrections
are almost exclusively used.

The derivation of > Eq.  assumes a uniform attenuation coefficient throughout the object
to be imaged. In most cases, the attenuation is heterogeneous and the simple calculated atten-
uation correction cannot be used. For a heterogeneous attenuating object, it can be shown that
the amount of attenuation or the probability for a coincidence along a given LOR is given by:

pcoinc = e
D

∫


μ(l) dl

. ()
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It is therefore necessary to know the distribution of attenuation coefficients within the object
in order to generate an attenuation correction. This can be done using an external positron-
emitting source or an X-ray CT, as described in the next section.

As shown by > Eq. , the attenuation correction factor fac is independent of the loca-
tion and the distribution of the positron-emitting source along the LOR.Therefore, an external
point or line source placed along the LOR will experience the same amount of attenuation as
an internal distributed source. This is what is utilized in the measured attenuation correction
method. In this method, one or more positron-emitting sources are used to directly measure
the attenuation along each LOR in the system (Ranger et al. ). Initially, a reference scan is
acquired where coincidences are acquired without anything within the FOV. This scan, which
is referred to as a blank scan, represents themeasurementof I in > Eq. . Following this scan,
the object to be imaged is placed in the FOVand the acquisition is repeated and this scan, which
is referred to as the transmission scan, represents the measurement of I(D) in > Eq. . The
attenuation correction factor I/I(D) is then simply the ratio of the number of counts acquired
along each LOR of the blank and the transmission scans, respectively.

This method directly measures the attenuation along each LOR, and there are no assump-
tions made regarding the shape of the object or the attenuation coefficients.Themain challenge
is to acquire enough counts in the transmission scan along each LOR in order to avoid exces-
sively noisy estimates of the attenuation correction factors. This is especially a problem in
imaging of the chest and abdomenwhere the attenuation is the greatest, and for large patients it
is not unusual to have attenuation factors of – in this region (Dahlbom andHoffman ).
The statistical quality of the transmission scan is therefore usually very poor, and this noise will
propagate into the emission image if left unprocessed. A common method to reduce the noise
is to apply a smoothing filter to the transmission and blank data. However, excessive smooth-
ing may introduce artifacts in the reconstructed emission images, especially at interfaces with
very different attenuation coefficients (e.g., lung and soft tissue in the chest) (Huang et al. ).
Hybrid techniques have therefore been developedwhich combine the measured and calculated
attenuation correction techniques (Huang et al. ; Xu et al. ; Meikle et al. ). In these
methods, the transmission scan data is used to reconstruct a CT-like image of the attenuation
coefficients. Although the result is very noisy, the information content is enough for an image
segmentation algorithm to classify the pixels in the image into attenuation coefficients of dis-
tinct tissue types (e.g., soft, lung, and bone tissue). The result of this classification of the pixel
values is an image of the attenuation coefficients virtually free of noise. This image can then be
used to calculate the attenuation correction for each LOR in the system.

Although the transmission scan with the combination of image segmentation results in a
direct measurement of the amount attenuation, this correction is still a very lengthy procedure
which may take up one third to half of the total scanning time. As a result, motion may occur
between the emission and transmission scans, which will introduce artifacts in the final image.
As an alternative to the use of transmission sources, a CT scanner can be added to the PET
system to acquire the attenuation map (Beyer et al. ). The use of the CT image for atten-
uation correction results in an almost noiseless attenuation correction. However, since the CT
uses an X-ray tube, operating at a – kVpwith an average energy of about  keV, the mea-
sured attenuation map has to be converted into a map at  keV. The most common method
for achieving this is to use the bilinear scaling method (Hasegawa et al. ; Kinahan et al.
). In this method, the CT image is first segmented into two parts, typically values above
(bone tissue) and below (soft tissue)  HU or water level.The segmented images are then scaled
with two different scale factors that yield approximately correct attenuation values for -keV
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Illustration of the use of CT images for attenuation correction. CT images cannot directly be

used for attenuation correction in PET since the mass attenuation coefficient is significantly

different in soft and bone tissues at X-ray CT energies compared to  keV. The CT images

are therefore segmented into “soft tissue”and “bone tissue”using thresholding. Different

scale factors are then applied to the different tissue types to convert the attenuation

coefficients at CT energies to attenuation coefficients at  keV. The scaled images are then

added and spatially smoothed to the resolution of the PET system. The final image is then

used to calculate the attenuation correction factor along each LOR in the system

photons. The reason for the two scaling factors is that at HU values below , Compton inter-
action is the predominant interaction at both  and  keV. However, at higher HU values,
there will be a mix of Compton and photoelectric interactions. Since the relative probability for
Compton and photoelectric interactions is significantly different at  and  keV, a different
scale factor has to be applied. This process is illustrated in > Fig. .

. Scatter Correction

Scatter and attenuation are closely related since scatter is sometimes a product of the interaction
process. Correction for scatter is one of themost difficult corrections to apply in PET since these
events are indistinguishable from true events. Scattered photons have a lower energy than the
primary -keV photons; however, the energy loss is relatively nominal and approximately one
third of the single scatter photons will only lose  keV or less. Since the energy window is set
relatively wide, – keV for a system with high-energy-resolution detectors, a significant
number of scattered eventswill be detected.There are two reasons for setting a fairlywide energy
window. First, as all scintillation detectors have a finite energy resolution, it is necessary to
set an energy window to ensure that most of the events that fall within the photopeak will be
recorded. Second, a significant fraction of all primary photons will only deposit a portion of
the energy within the detector volume. Although these are good events, they are detected in the
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same energy range as scattered photons. Using a more narrow energy window will reject some
of the scattered photons but will also result in an efficiency loss due to the rejection of primary
photons. It will therefore always be a tradeoff between detection efficiency and the acceptable
level of detected scattered events.

The amount of detected scatter depends on a number of parameters including energy
thresholds, activity distribution, dimensions of the scattering medium (i.e., patient size), dis-
tribution of attenuation coefficients, and scanner geometry (i.e., -D with septa or -D). One
efficient way to reduce scatter is the use of lead collimators, placed between each detector ring
in the system as described above. However, this also reduces the overall detection efficiency of
the system. The latest generation of PET systems all operate exclusively in -D mode, since it
has been well established that with fast scintillation detectors -D outperforms -D, in terms of
sensitivity despite the increase in scatter. Because of the high scatter fraction in most imaging
situations in -D PET, it is necessary to apply an accurate scatter correction. There have been
a number of proposed methods for scatter corrections. In the simplest approach, the amount
of scatter is estimated by fitting a smoothly varying function (e.g., Gaussian or polynomial) to
the detected counts outside object in measured projection data. This method assumes that the
scatter varies smoothly across the FOV and is relatively independent of the source distribution
and the scatteringmedium. Since this is usually not the case, this method only works reasonably
well in situations where the activity distribution is uniform and is symmetrical (e.g., uniform
phantoms). A widely used analytical method in -D PET imaging is the Bergström method
(Bergström et al. ). This method is based on measurements of the scatter distributions of
line sources placed at different positions inside a scattering media, usually a uniform cylin-
drical phantom – cm in diameter. These scatter distributions are then used to deconvolve
the scatter from the measured data. The advantage of this method is that it takes into account
the activity distribution in the estimation of the scatter. Since the scatter distribution is highly
dependent on the size, shape, and distribution of attenuation coefficients, this method is still an
approximation.

The most accurate methods to estimate scatter are the simulation-based methods. In these
methods, the scatter is estimated based on a simulation of the scatter using approximate source
and attenuation distributions. As an initial approximation of the actual source distribution, the
emission data, reconstructed without scatter correction, is used. The scatter is then estimated
using a single-scatter model (Watson et al. ), or an approximate analytical model (Ollinger
), or using a Monte Carlo simulation (Levin et al. ).This process may be repeated after
the initial scatter estimate, where a scatter-corrected distribution is used to produce a new scat-
ter estimate. The advantage of this method over other scatter correction methods is that both
the actual distribution of activity and attenuation coefficients of the imaged object are used in
the estimation of the scatter. The drawback is that these methods are computationally more
expensive; however, with the power of modern computers, this is no longer an issue. Because of
its high accuracy, the simulation-based scatter correction is routinely used in human imaging
systems. Yet, it does not account for activity outside the FOV of the scanner that is not recorded
at any scanner bed position.

 System Calibration and Quantification

The reconstructed images from an emission data set (corrected for accidentals, scatter, and
attenuation) represent the relative activity distribution and the pixel values are typically in some
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arbitrary units. Although this may be adequate for visual interpretation of the data, it is many
times desirable to extract quantitative information from the images such as the absolute activ-
ity concentration within a region of interest. Since the emission data can relatively accurately
be corrected for attenuation and scatter, absolute quantification is possible in PET, at least in
objects where the partial volume effect is negligible.

To achieve this, the system needs to be calibrated against a source of known activity con-
centration. This source is typically a cylinder source or phantom of known volume filled with a
known amount of activity of F. The phantom is imaged in the system, and images are recon-
structedwith all corrections applied. An ROI or VOI is then drawn on the image volume, which
will produce some arbitrary average image value. A calibration factor for the system can then
be calculated from:

calibration factor =
Activity/Volume

Average ROI counts
. ()

The activity is the measured activity of the dose injected into the phantom, which is typically
determined using a dose calibrator. This activity has to be decay-corrected to the time of the
image acquisition. This calibration factor is then used in all subsequently acquired images as a
multiplicative factor to produce images where the pixel values represent activity concentration.
The greatest uncertainty in this calibration procedure is the determination of the accuracy of
the activity calibration used in the phantom measurement, which is typically no better than
–% for most dose calibrators.

. Partial Volume Effect

The calibration procedure described above allows the PET scanner to produce images that are
quantitative. The main challenge in PET is the quantification of structures that have a physical
extent of the samemagnitude as the spatial resolution of the reconstructed image.The effect the
limited spatial resolution has on a small structure is to spread out the activity over a larger area.
Small structures therefore appear to have a lower activity concentration with poorly defined
edges compared to larger structures with the same activity concentration. This is referred to
as the Partial Volume Effect and is illustrated in > Fig.  for a series of spheres with the same
activity concentration for a systemwith a resolution of mmFWHM.Thedegree of suppression
in the spheres is illustrated by the line profiles. The amount of suppression is a function of both
the dimensions of the object and the reconstructed image resolution and is characterized by the
recovery coefficient RC (Hoffman et al. ):

RC =
Measured peak activity concentration

True activity concentration
. ()

The calculated RC for different sphere diameters, normalized to the image resolution, is shown
in > Fig. . This graph shows that if the object is about three times the image resolution in
diameter, a small region placed at the center of the object should accurately represent the true
activity concentration.TheROI used under realistic imaging conditions should be large enough
tominimize statistical noise (by voxel averaging), but small enough to reduce averaging or par-
tial volume effects.The RC can be determined if the dimensions of the object are known, which
would make it possible to correct for the partial volume effect. The challenge is that it is diffi-
cult to estimate the actual object dimensions from the PET image due to the blurring of the
partial volume effect. The dimension of the structure can instead be estimated if registered
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Illustration of the partial volume effect on a series of spheres of different diameters but with

equal activity concentration imaged on a simulated systemwith a spatial resolution of mm

FWHM (no noise added). Due to the limited spatial resolution of the system, the smaller

spheres will appear to have a lower intensity compared to the larger spheres
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Calculated recovery coefficients for spheres imaged on a noise-free systemwith an isotropic

spatial resolution. As can be seen from the curve, the activity in the spheres is only fully

recovered if the sphere diameter is at least three times the image resolution (in FWHM)

anatomical image information such as CT orMR is available, and if the edges of the anatomical
structures genuinely coincide with the edges of the metabolically active structure, which is not
always the case.

The issue of the partial volume correction becomes further complicated by the fact that the
apparent uptake in a region not only contains suppressed activity from the structure itself, but
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may also contain activity added from uptake of surrounding structures. To accurately quantify
the activity in a region, it is thus necessary to correct for this spillover activity.

 Image Reconstruction

Thedata collected by a PET scanner is a set of projections acquired between ○ and ○ around
the object. If the -D acquisition mode is used, then there are also a number of azimuthally
acquired angles. This data set is then used to reconstruct the -D activity distribution within
the object.There are severalmethods for reconstructing the data; however, these can be divided
into two distinct groups: analytical and iterative reconstructions.

. Filtered Backprojection

Themost commonly used analytical image reconstruction method is filtered backprojection or
FBP, which is also routinely used in X-ray CT and SPECT imaging (Brooks and Di Chiro ).
In this reconstruction method, the corrected projection data of each slice are backprojected
onto the image matrix at each angle. The backprojection operation will result in an image that
resembles the true activity distribution but with lower contrast and resolution. As a result of the
backprojection, the relative quantification is also lost. It can be shown that the resulting image
from a backprojection is the true activity distribution convolved with a /r filter:

a(x, y)bp = a(x, y)⊗

r
= a(x, y)⊗


√

x + y
. ()

In the frequency domain, > Eq.  can be written as:

A(u, v)bp = A(u, v)

ρ
= A(u, v)


√

u
+ v

, ()

whereA(u, v) is the -DFourier transformof the a(x, y) andu and v are the spatial frequencies.
This shows that the backprojection operation will dampen high frequencies in the image, which
explains the low resolution in the image.

This blurring can be reversed if a filter is applied to the data, which linearly amplifies
the spatial frequencies. This filtering step will remove the blurring of the image that would
otherwise occur if the projections were simply backprojected. It will also preserve the relative
quantification between structures in the image.

One of the problems with the filtering is that it will also amplify high-frequency noise
(e.g., statistical noise). Sincemost PET studies contain relatively high levels of statistical noise, it
is always necessary to apply a smoothing filter, which dampens the high-frequency noise. Since
the high spatial frequencies carry the information to visualize small objects and edges, this fil-
tering always results in a loss in resolution and ability to visualize and accurately quantify small
objects. The amount of smoothing that is necessary to apply to the data depends on the level
of statistical noise, which in turn depends on how many counts were acquired. Furthermore,
the level of smoothing also depends on what level of noise the observer finds acceptable in
order to identify objects of a certain size or contrast in the image (i.e., contrast resolution).
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Images reconstructed with FBP from data acquired under clinical conditions will typically
always have a much lower resolution than the intrinsic spatial resolution of the scanner.

. Iterative Reconstruction

The second class of image reconstruction methods used in PET imaging is the iterative recon-
struction algorithms. These algorithms have to a great extent replaced the traditional FBP in
PET imaging. The main reason for this is the improved image quality that can be achieved
using iterative image reconstruction, especially in terms of improved S/N.

The basic principle for iterative reconstruction is shown in > Fig. . The goal of the algo-
rithm is to reconstruct an image that through a series of iterations best represents the acquired
data by the scanner. The iterative process starts with an initial estimate of the image, which
is many times a uniform distribution. The next step is to sum up the image intensities along
the same LORs as the scanner would acquire the data. This process is usually referred to as
forward projection (i.e., the opposite of the backprojection operation). The forward-projected
data is then compared to the measured projection data. Any difference between the measured
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Backproject
& update
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differences

PET scan

Original

Compare to
measurement
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⊡ Fig. 

Diagram of the iterative image reconstruction process. Following an initial guess of the

activity distribution, the data are forward projected along the LORs of the system. The

forward-projected data is compared to the measured data. Following the comparison,

adjustment factors are calculated and backprojected into image space and the image is

then updated. This updated image is then the starting point for the next iteration. This

process is repeated until the difference between the measured and forward-projected data

set has reached a specific level (i.e., convergence has occurred)
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Illustration of the progression of a ML-EM reconstruction of a noise-free simulated phantom.

As the number of iterations increases, there is only small improvements in image quality

indicating that convergence has been reached

and forward-projected data is then used to make adjustments to the initial estimate along the
measured LORs (e.g., a backprojection operation).This process is then repeated until the differ-
ence between the forward-projected and measured data sets has reached a specified level. The
reconstruction of a phantom for different numbers of iterations is shown in > Fig. .

One of the advantages of the iterative reconstruction algorithms is that they attempt to
arrive at an image or activity distribution that most likely would have created the measured
projection data, taking into account both the effects of counting statistics and the physics of
themeasurements (e.g., scatter, normalization, detector resolution, etc.) (Shepp andVardi ;
Lange andCarson ).The drawback of the iterative reconstruction algorithms is that they are
very computationally expensive. In contrast to FBP where one backprojection is required, iter-
ative reconstruction algorithms may require a large number of iterations before convergence is
reached,where each iteration requires one forward and one backprojection. A number of meth-
ods have therefore been developed to accelerate the reconstruction. One of the most commonly
used acceleration techniques is the ordered subsets (Hudson and Larkin ). In this method,
the projection data is first partitioned into a number of subsets. During the reconstruction, the
forward projection is only performed at the different subset of the projection data.The result is
a speedup factor close to the number of subsets the data is divided into.

 Time-of-Flight PET

The coincidence detection method described earlier only registers the detector pair that was
struck by the two annihilation photons. Therefore, the event is only localized to a thin channel
or a LOR connecting the two detectors. Since the two photons are traveling a distance at the
speed of light, it will take each photon a measurable amount of time to reach each detector.
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If the annihilation occurred at the midpoint between the detector pairs, then the time it would
take each photon to the each detector would be the same. However, if the annihilation occurred
closer to one of the two detectors, then one photon would reach the near detector before the
other one.This time difference Δt can then be used to localize where along the line of response
the annihilation occurred. Using classical mechanics, it can be shown:

t − t = Δt =
x
c
⇒ x =

cΔt


. ()

Thus, with a very fast detection system (i.e., infinite time resolution), each annihilation event
could potentially be localized in the FOV, without the need for any image reconstruction. As
discussed above, current scintillation detectors materials unfortunately do have a finite time
resolution, which limits how precise the events can be localized in time. Some of the fastest
materials today have a time resolution of a few hundred ps. Using the equation above, this time
resolution translates into a uncertainty in distance. For instance, a time resolution of  ps
translates into a positioning uncertainty of approximately . cm.

If the time-of-flight (TOF) information is used in the image reconstruction, it can be shown
that this will result in a gain in signal-to-noise ratio (SNR) in the reconstructed image (Budinger
):

SNRTOF =

√

D
Δx

SNRnon-TOF, ()

where SNRTOF and SNRnon-TOF are the SNR with and without the TOF information used in
the reconstruction, respectively. D is the object diameter and Δx is the TOF resolution. This
expression shows that as the time resolution improves, the gain in signal to noise increases.
Furthermore, this gain is also the greatest for objects of large extent.The reason for this improve-
ment in S/N is that the statistical noise in themeasured data is not spread over a large area during
the reconstruction. In non-TOF reconstruction algorithms, the noise in the measured projec-
tion data is backprojected along each LOR onto the image matrix and is therefore adding noise
over a larger area. In a TOF reconstruction, the measured data will only be backprojected over
a region with an extent corresponding to the time resolution of the system and centered at a
position determined by the measured time differences Δt. Since the noise is contained within a
smaller area, it is expected, according to the expression above, that the imaging situations that
will gain most from TOF are the large cross-sectional areas of the body such as the abdomen.
It is also expected that larger patients would benefit more from the use of TOF PET than thin
patients.

Although TOF has received a lot of attention in recent years, this technology was first
proposed in the early s by the LETI group in France (Allemand et al. ). TOF instru-
mentation and image reconstruction were studied extensively during this time. A number of
TOF scanners were built based primarily on CsF and BaF detectors. Although these systems
used very fast detector materials capable of time resolution of a few hundred ns, the detection
efficiency of these materials is very poor due to the relatively low density and low effective Z.
The gain by the TOF information was therefore never capable of offsetting the loss in detection
efficiency. In addition, the electronics used in these systems was not stable enough to allow reli-
able operation. This technology was therefore abandoned for many years in favor of the use of
denser detectormaterials such as BGO and GSO. It was not until the discovery and widespread
availability of new fast and dense detector materials such as LSO, LYSO, and LaBr that the
TOF technology was revisited and has been implemented in several commercial PET systems
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(Conti et al. ; Surti et al. ). Preliminary studies on systems using TOF have shown, as
expected, an improvement in S/N and lesion contrast (Kadrmas et al. ; Lois et al. ).

 Multi-modality Imaging

. PET-CT

The combination of PET and CT into a single imaging system has made a significant impact
on several aspects of PET imaging. The addition of the CT has allowed a dramatic reduction in
the overall scan time, for some protocols by a factor of two. With the latest generation of multi-
detector CT systems, a whole-body scan only takes a few seconds as opposed to –min
using transmission sources.The potential noise contamination from the transmission scan into
the emission data has been eliminated when using the CT images for attenuation correction.
The greatest advantage of a combined PET/CT is that by acquiring the image data on the same
system under same imaging conditions, fusion of the functional PET images and anatomical
CT images can be made with very high accuracy. Having the ability of the image fusion has
turned out to be an invaluable tool for the interpreting physicians. One of the many challenges
in interpreting PET images is that they contain somewhat limited anatomical information, and
only the largest organs are clearly visualized. Having the CT volume registered to the PET vol-
umes allows functional abnormalities observed on the PET to be accurately localized on the
anatomical CT image. Furthermore, nonspecific tracer uptake in normal tissue can be distin-
guished from disease.The merging of the two imaging modalities into one imaging procedure
has resulted in an increased diagnostic accuracy compared to PET alone. Because of this, all
clinical PET systems that are manufactured today are PET/CT systems.

. PET-MRI

Following the success of combining PET and CT, several research groups investigated the pos-
sibility of integrating PET and MRI. MRI has several attractive features including higher tissue
contrast compared to CT, potential for providing complementary functional imaging to PET,
spectroscopic information, and there is no exposure to ionizing radiation. There are a number
of challenges in building a combined PET/MRI system.The PMTs used in the PET system are
highly sensitive to magnetic fields and cannot be used in near vicinity of the magnet. The first
functional MRI-compatible PET system therefore used very long optical fibers to lead the scin-
tillation light to a PMT outside the fringe field of the magnet (Shao et al. ). Although this
system successfully showed that it is possible to simultaneous acquire PET and MRI images,
this system was limited to a single slice.

Solid-state photodetectors do not have the same sensitivity to magnetic fields as the PMTs
and can therefore operate in an MRI system. However, these detectors have to be designed
without any ferromagnetic material that would otherwise produce distortions in the magnetic
field. Pichler et al. have successfully constructed a multislice PET insert (Pichler et al. ),
which is currently in use for small-animal imaging (Judenhofer et al. ).

SiemensMedical systems have designed a PETbrain insert that is inserted into theMRI bore
to allow simultaneous PET and MRI imaging (Schmand et al. ).The detectors used in this
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system are similar to what is used in the small-animal system described above.This system has
a relatively long axial FOV of . cm, but because of the small detector diameter of . cm, it
is limited to brain imaging. A clinical study comparing PET/CT and PET/MRI imaging showed
that the image quality was similar for both systems (Boss et al. ). However, PET/MRI offers
several advantages such as higher tissue contrast, allowing advanced MRI imaging techniques
such as perfusion and diffusion imaging and MR spectroscopy, without adding radiation dose
to the patient.

 Dedicated Systems

. Animal and Preclinical PET Systems

PET imaging has also become an important tool in the development of new radiopharmaceuti-
cals, basic biological research, and in the studies of human disease. In , the first PET system
dedicated to animal imaging was designed (Cutler et al. ). This system was based on simi-
lar detector technologies used in high-resolution systems at that time but with a smaller system
diameter ( cm) to reduce the effect of the resolution loss due to the photon acollinearity. How-
ever, the system diameterwas large enough to accommodate imaging of relatively large animals
including primates and dogs.

Many models of human disease use mice as the animal of choice. Due to the small organ
sizes, a spatial resolution less than mm in all spatial dimensions is required. In the late s,
the first microPET� system was built by Cherry et al. (Cherry et al. ). This was the first
dedicated small-animal PET systems and had a spatial resolution of around mm in all spa-
tial directions. In contrast to autoradiography, this system allows repeated noninvasive in vivo
imaging of the same animal at multiple time points. This technology has opened up new
opportunities for researchers to study biology.

Since the first microPET systemwas introduced, numerous other PET systems dedicated to
small-animal imaging have been designed.Many of these have also been commercialized. Some
of these systems are also multimodality systems allowing sequential or simultaneous imaging
with MRI, CT, and SPECT.

. Organ-Specific PET Systems

The success of PET and PET/CT in clinical imaging has also led to the development of
organ-specific PET systems. This includes systems for breast imaging, neuroimaging, prostate
imaging, and also imaging of the extremities. Common for all of these systems is that they are
designed to overcome some of the limitations of whole-body PET systems, which can be seen
as all-purpose systems. The primary limitation of the whole-body system is a limited spatial
resolution, which is primarily dominated by the photon acollinearity effect at a detector separa-
tion of – cm. Furthermore, the detection efficiency is also relatively poor in a whole-body
system. For these two reasons, conventional PET systems are typically not able to detect lesions
with moderate tracer uptake that are smaller than mm. Like the small-animal systems, the
organ-specific systems have a significantly higher spatial resolution and sensitivity and should
therefore be able to detect smaller lesions or structures.
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. Brain Imaging

Some of the first organ-specific PET systems were designed for imaging of the brain. An exam-
ple of this is the HRRT systemwhich consists of eight high-resolution panel detectors arranged
in an octagon (Wienhard et al. ). The detector separation of this system is . cm and
has . cm wide FOV and a . cm axial coverage. The detector in this system has DOI capa-
bility to a resolution of .mm, (two detector layers of .mm each). This reduces the DOI
resolution loss seen at radial offsets. The spatial resolution of this system is approximately .–
.mm across the entire FOV compared to about mm for a high-resolution whole-body PET
system.

. Breast Imaging

Breast imaging with positron-emitting tracers is sometimes referred to as PEM (positron emis-
sion mammography). Several system designs have been proposed for breast imaging, but these
can in general be divided into two major groups: partial and fully tomographic systems. In
the partial tomographic systems, the patient’s breast is slightly compressed between a pair of
detectors (Weinberg et al. ). The imaging geometry is intentionally similar to what is used
in conventional X-ray mammogram to allow easier image correlation. The detectors are either
a pair of stationary panel detectors as in the commercial system from Naviscan or a pair of
translating detector banks. Because of this particular geometry, only coincidence with limited
angular sampling is acquired. As a result of the limited angular sampling, the resolution in the
reconstructed images will not be isotropic. With an EM reconstruction algorithm, a resolu-
tion of mm can be achieved within the image plane; resolution between image planes is on
the order of –mmdue to the limited tomography. Overall the volumetric resolution is signifi-
cantly higher compared to whole-body PET systems, and has been shown to have a significantly
better sensitivity for sub-centimeter-sized lesions (Berg et al. ).

A number of fully tomographic imaging systems have also been constructed (Doshi et al.
; Wang et al. ; Raylman et al. ; Tai et al. ). There are a number of dif-
ferent designs, but typically consist of a pair of panel detectors that can rotate around the
breast to collect a complete tomographic data set. Since a full data set is acquired, the spa-
tial resolution in the reconstructed images will be relatively isotropic. However, the motion of
the detector panels adds complexity and cost to the system and the overall scanning time is
extended.

One of these fully tomographic systems has also been combined with an X-ray CT system
that allows fusion of the functional imagewith structural images (Bowen et al. ).The setting
of the X-ray CT acquisition was selected to not give a higher radiation dose than a conventional
two-view mammogram. Although the preliminary data from this device look very promising,
larger clinical trials are needed to determine its clinical usefulness.

. Prostate Imaging

Dedicated devices have also been developed for imaging the prostate (Huber et al. ; Turk-
ington et al. ). The prostate is also a very challenging organ to image with conventional
whole-body PET systems due to low tracer uptake and high uptake of tracer in the bladder.
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Dedicated systems with higher efficiency have therefore been proposed and prototype systems
have been developed. These are conceptually similar to some of the breast imaging devices
in that they have a smaller detector separation to increase efficiency. These systems are still
in a relatively early stage of development and the clinical utility has to be tested in clinical
trials.

 Summary

PET was for many years used primarily as an in vivo imaging tool limited to research studies of
the brain and the heart.With the introduction ofwhole-bodyPET imaging and the combination
of PET and CT into one imaging system, PET has become a diagnostic imaging tool that is
routinely used in oncology, neurology, and cardiology. PET has also become widely accepted
by researchers in preclinical research.
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Image Reconstruction  

Abstract: This chapter describes the mathematical algorithms that are commonly used to
reconstruct a three-dimensional image of the body being scanned in computed tomog-
raphy. It covers emission and transmission tomography with electromagnetic ionizing
radiation for three radiological modalities: positron emission tomography (PET), sin-
gle photon emission computed tomography (SPECT), and X-ray computed tomography
(X-ray CT). Analytical reconstruction algorithms are presented first in two dimensions for
parallel and diverging rays.Then, the extension to three-dimensional analytical algorithms
is described. Three-dimensional scanning is characterized by truncated measured data,
requiring specific adaptation of the reconstruction algorithms. Finally, iterative algorithms
are presented. A detailed presentation is given of the two most common reconstruc-
tion algorithms, the analytical filtered-backprojection algorithm (FBP) and the iterative
expectation maximization – maximum-likelihood algorithm (EM-ML).

 Introduction

In medical imaging with X-ray or gamma radiation, two different types of image are pro-
duced: planar and cross-sectional images of the body (> Fig. ). In planar imaging, it is not
possible to localize in the depth of the patient the structures seen in the image. To pro-
duce cross-sectional images of the patient, it is necessary to satisfy geometrical constraints
during the scanning of the patient and to use tomographic algorithms to reconstruct the
images. This is referred to as computed tomography. This chapter is about such tomographic
algorithms.

Tomographic image reconstruction is an inverse problem: given a scanning model, recon-
struct from the measurements the spatial distribution of the quantity of interest.There are two
computed tomography applications using X-ray or gamma radiation: emission and transmis-
sion tomography. In emission computed tomography, the radiation source is inside the patient:
a radiopharmaceutical labeled with a gamma- (SPECT) or positron- (PET) emitting radionu-
clide is injected to the patient. The quantity to be reconstructed is the activity concentration
of the radiopharmaceutical inside the body. In transmission computed tomography, the radi-
ation source is outside the patient and rotates around the patient. The radiation source can be
an X-ray tube (X-ray CT) or a long-lived radionuclide. The quantity to be reconstructed is the
photon linear attenuation coefficient of the body. Radionuclide-based transmission tomogra-
phy was used on emission tomography systems in nuclearmedicine to correct the emission scan
for attenuation. Today, an X-ray CT is usually attached to a PET or SPECT system and used for
attenuation correction.

The factors limiting the diagnostic utility of tomographic images are quite different between
emission imaging and X-ray CT. In emission tomography or transmission tomography with
a radionuclide source, the measured data are blurred and very noisy. As a consequence, the
effective spatial resolution of these systems is of the order of half a centimeter to one centime-
ter. Because of the high level of stochastic noise, there is no benefit for developing systems for
clinical applications with a much finer spatial resolution. In X-ray CT, the flux of photons is
much higher, and stochastic noise is less of an issue. The effective spatial resolution is below
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⊡ Fig. 

Planar X-ray image (left) and cross-sectional image in X-ray CT (right)

one millimeter. The reading of the X-ray CT images is also different: they are usually viewed
at a compressed gray scale, looking for small contrast. The expectations from a tomographic
image-reconstruction algorithm are different between a PET or SPECT and an X-ray CT appli-
cation. It is important to evaluate the “quality” of an image-reconstruction algorithm according
to the task that is performed on the reconstructed image. Some algorithms may be more appro-
priate for tumor detection tasks but not optimal for a quantitative estimation task like tracer
kinetic modeling.

The choice of the reconstruction algorithm plays an important role in the overall perfor-
mance of any computed tomography system (Qi and Leahy ). The key element in a tomo-
graphic image-reconstruction algorithm is the scanningmodel that is inverted. In a first approx-
imation, X-rays and gammas are assumed to propagate along straight lines and the acquired data
provide us with the line integrals of the function to be reconstructed. This line integral model
can be analytically inverted and an image reconstructed under certain scanning geometry con-
ditions. The scanning model can be more complex to account for physical effects such as the
stochastic nature of gamma emission or for the spatial resolution properties of the detectors.
If the scanning model becomes too complex for an analytical inversion, iterative techniques
are used to reconstruct an image. Iterative image-reconstruction algorithms are currently a
very active research field as they allow for accurate scanning modeling. Both analytical and
iterative reconstruction techniques are described in this chapter. Many image-reconstruction
algorithms are proposed in the specialized publications. Only conventional algorithms will be
presented.
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 Analytical Reconstruction Algorithms

Analytical reconstruction techniques in emission and transmission computed tomography are
based on the line integral model. The quantity to be reconstructed is modeled as a continuous
function f (x) on the support R ⊂ R

 (the reconstructed field of view). In the following, f (x)
is assumed not to depend on time. If f (x) varies with time, the scanning period is subdivided
into temporal frames. Each frame is reconstructed independently, and f (x) is supposed static
over the duration of the frame.

In transmission tomography, f (x) represents the photon linear attenuation coefficient of
the tissue at location x. Let L be a beam of X-rays along a straight line between the X-ray tube
and one detection element, I the initial intensity of the beam, and I its intensity after having
crossed the body (> Fig. , left). The line integral model and the Beer–Lambert law state that

− ln(

I
I

)

X-ray CT
=

∫

L
f (x)dx = g(L). ()

In emission tomography, f (x) represents the activity concentration of the radiopharmaceu-
tical inside the body at point x. Let L be a straight line originating from one detection element
of a gamma camera (> Fig. , right). The detector head is collimated so as to accept only gam-
mas traveling along the line L. In SPECT, for a fixed detector head position, the number I of
detected gammas per unit of time for line L is modeled as

ISPECT =

∫

L
f (x)e−∫L(x) μ(y) dy dx = g(L), ()

where μ(y) represents the gamma attenuation coefficient and L(x) the section of L between x
and the detection element.This model is referred to as the attenuated line integral model. In the
following, for the sake of simplicity, we will ignore the effect of attenuation in SPECT and have

⊡ Fig. 

Transaxial views of a X-ray CT (left), a PET (middle), and a SPECT (right) tomograph. The

detectors are repeated linearly along the axial direction, orthogonal to the figure. In X-ray

CT, the line L is parametrized by the angular position β of the source and the fan angle α of

the detector. In PET, the line L is defined by the locations a and b of the pair of detectors in

coincidence. In SPECT, the line L is parametrized by the angular position ψ of the detector

head and the position s of the detection element



  Image Reconstruction

g(L) =

∫L f (x)dx. It should be noted that exact analytical image-reconstruction algorithms
for the attenuated line integral model have been developed (Novikov ). They will not be
presented in this chapter.

Let L be the line of response (LOR) between two detectors in coincidence in a PET scan-
ner (> Fig. , middle). The number I of coincidences per unit of time for line L is modeled in
PET as

IPET = e−∫L μ(x) dx
∫

L
f (x)dx. ()

Unlike SPECT, the effect of attenuation in PET can be corrected for prior to reconstruction.
The model can be expressed as

IPET ⋅ e+∫L μ(x) dx
=

∫

L
f (x)dx = g(L). ()

As a result of these models, the scanning process in emission and transmission computed
tomography provides us with the line integrals

∫L f (x)dx of the function f . In order to satisfy
the line integral model, measured data are corrected prior to reconstruction for background
events (scattered photons and random coincidences in PET) and nonuniform detection effi-
ciency. In the following, themeasureddata g(L)will be assumed to be corrected for such effects
and expressed such as g(L) =

∫L f (x)dx.

. Scanning and Reconstruction Geometry

In a real tomograph, the detection elements are not continuous, and the detectors have a limited
spatial extent. As a result, the number of measured lines is finite. The design of the tomograph
determines the organization of the measured lines.There are three basic geometries in use with
parallel or divergent lines:

• Parallel geometry: ensemble of equally spaced parallel lines, for a number of equally
distributed directions. Used in PET and SPECT with parallel hole collimator.

• Fan-beam geometry: ensemble of divergent lines in a D plane originating from a single
point (fan vertex) for a number of equally distributed point positions along a circle or a
line. Used in X-ray CT when the data are recorded by a linear detector and in SPECT with
D convergent hole collimator.

• Cone-beam geometry: ensemble of divergent lines in a D cone originating from a single
point (cone vertex) for a number of equally distributed point positions along a cylinder
or a planar detector. Used in X-ray CT when the data are recorded by a D detector array
(multi-row detector) and in SPECT with D convergent hole collimator.

In the following, unless specified, a parallel-beam geometry is assumed by default.
A fixed Cartesian coordinate system (e , e, e) and a rotating coordinate system

(eθ , eθ⊥ , eθ⊥ ) are defined in > Fig. . The unit vector e is oriented along the axial axis of the
tomograph, the direction of the patient bed. It corresponds to the rotation axis for SPECT and
X-ray CT, and to the direction perpendicular to the detector rings for PET. The plane defined
by (e , e) is called the transaxial plane. The unit vector eθ defines the orientation of the mea-
sured lines. It is defined by the co-polar angle ϕ and the azimuthal angleψ.The projection plane
defined by (eθ⊥ , eθ⊥ ) is noted θ⊥. For clarity, a point in R

 will be noted x, and a point in θ⊥
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The orthonormal basis e, e and e defines a Cartesian coordinate system in R
, fixed

relative to the patient bed. The orthonormal basis eθ , eθ⊥

, and eθ⊥


defines a coordinate

system for a parallel-beam geometry, with eθ⊥

orthogonal to e

will be noted s. A line L is parametrized by its orientation eθ and its intersection s with the
projection plane θ⊥.

If the co-polar angle ϕ of all measured lines is equal to zero, then each transaxial plane of
the image can be reconstructed independently from the others. The reconstruction reduced
to a two-dimensional (D) problem.The three-dimensional volume is obtained by stacking the
transaxial slices. If lines with different co-polar orientations aremeasured, then all line integrals
have to be processed simultaneously. The reconstruction is a three-dimensional (D) problem:
the D image cannot be decomposed into D planes that are reconstructed independently. D
tomography refers to single-row X-ray CT scanners (fan-beam geometry), SPECT scanners
operated with parallel-hole collimator (parallel geometry) or convergent fan-beam collimator
(fan-beam geometry), and PET scanners operated with annular collimator (septa) between the
detector rings (parallel geometry). D tomography refers to multi-row X-ray CT (cone-beam
geometry), SPECT scanners operated with convergent cone-beam collimator or pinhole colli-
mator (cone-beam geometry), and PET scanners operated without annular collimator (parallel
geometry). D PET imaging allows for increased sensitivity and cone-beam X-ray CT allows
for faster acquisition time.

. X-ray and Radon Transforms

The X-ray transform and the Radon transform play a central role in computed tomography.
Both transforms can be generalized for any n-dimensional space, with n superior to one, and
they coincide for n equals to .

The n-dimensional X-ray transform P maps a function f on R
n into the sets of its line

integrals (Natterer ). For a line oriented along eθ ∈ S
n− (unit sphere in R

n) and defined by
the point s in the subspace θ⊥ orthogonal to eθ (s ⋅ eθ = ), we have
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P f (eθ , s) =

∫

+∞

−∞

f (s + teθ)dt, ()

where the symbol ⋅ denotes the scalar product between two vectors. P f (eθ , s) is a function on
the manifold T

(n−)
= {(eθ , s)∣eθ ∈ S

n− , s ∈ θ⊥} of lines in R
n . The scanning process corre-

sponds to the X-ray transform of f (x). This transform also corresponds to the linear forward
projection operator. The reconstruction consists in the inversion of the X-ray transform.

The n-dimensional Radon transform Rmaps a function f on R
n into the sets of its integrals

over the hyperplanes (Natterer ). For a hyperplane Π normal to the unit vector eΠ and
defined by the signed distance l from the origin along eΠ, we have

R f (eΠ, l) =

∫

x⋅eΠ=l
f (x)dx. ()

In the D case (n = ), the Radon and the X-ray transforms coincide, with a change in the
notation of the arguments: the vector eΠ for the Radon transform is normal to the vector eθ
of the X-ray transform and corresponds to eθ⊥ . The analytical D reconstruction is based on
the inversion of the D Radon transform. In the D case, the Radon transform integrates over
all points in a D plane. This does not correspond to the scanning process in D computed
tomography. Nonetheless, the D Radon transform plays a role in cone-beam reconstruction.

The Fourier slice theorem is a key element for defining an analytical reconstruction in com-
puted tomography. For the n-dimensional X-ray transform, the (n − )-dimensional Fourier
transform of P f (eθ , s) with respect to s ∈ θ⊥ is given by

Fn− {P f }(eθ , ν⊥) =

∫

θ⊥
e−πis⋅ν⊥P f (eθ , s)ds, ()

with ν
⊥

∈ θ⊥ (ν
⊥

⋅ eθ = ). The n-dimensional Fourier transform of f (x) is given by

Fn { f } =

∫

e−πix⋅ν f (x)dx. ()

From the definition of the X-ray transform and the Fourier transform, one can deduct the
Fourier slice theorem

Fn− {P f }(eθ , ν⊥) = Fn { f }(ν = ν
⊥

). ()

The (n− )-dimensional Fourier transform of the n-dimensional X-ray transform for a given
eθ samples the n-dimensional Fourier transform of f (x) on the frequency plane through the
origin and normal to eθ . This theorem shows the possibility to reconstruct the image f from its
line integrals if theyaremeasured suchas to sample entirely then-dimensionalFourier spaceof f .

 D Analytical Reconstruction

A detailed presentation of analytical reconstruction in D computed tomography can be found
in the seminal book of F. Natterer ().

When all line integrals are perpendicular to the tomograph axis e, each line contributes
only to one transaxial slice.Therefore, each transaxial slice can be reconstructed independently
with a D algorithm.

Let the orthonormal vectors (e , e) and (eθ , eθ⊥) define the D coordinate systems in R
.

θ⊥ is the line perpendicular to eθ passing through the origin O. Points in R
 along θ⊥ will be

noted s = s ⋅ eθ⊥ . A line L is defined on T
 and is parametrized by its azimuthal angle ψ and its
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⊡ Fig. 

All lines L crossing a point x in R
 (left) define a sinus curve in T

 (right)
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⊡ Fig. 

The projection of the image f(x), followed by its backprojection, does not result in the

original image

signed radial distance s: L(ψ, s). All points x that belong to L(ψ, s) satisfy the relation x ⋅eθ⊥ = s.
In D computed tomography, T is called a sinogram. All lines L that pass through the point x
in R

 describe a sinus curve in T
, as illustrated in > Fig. .

. The D X-Ray Transform and Its Dual

TheX-ray and the Radon transforms coincide in D.Theymap a function f (x) on R
 into T

.
They are defined by the D projection operator

P f (ψ, s) =

∫

x⋅eθ⊥= s
f (x)dx =

∫

+∞

−∞

f (s cosψ − t sinψ, s sinψ + t cosψ)dt, ()

with s a signed variable. P f (ψ, s) is an even function: P f (eθ , s) = P f (−eθ ,−s). > Figure 
illustrates the relation between an image f and its X-ray transform. From the line integralmodel,
it follows that the D scanning process of f provides us with its D X-ray transform: g(ψ, s) =

P f (ψ, s), where g(ψ, s) are the measured data. The image-reconstruction algorithm is based
on the inversion of the X-ray transform.

The Fourier slice theorem states in D that the D Fourier transform of P f (ψ, s) with
respect to s is equivalent to the D Fourier transform of f along eθ⊥ . As a consequence, the
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Polar sampling of the D Fourier transform of the image f provided by the D Fourier

transform of the X-ray transform of f over [,π[

D Fourier space of f is entirely known if the line integrals are measured over [, π[ as illus-
trated in > Fig. . In other words, f can be reconstructed if the line integrals of f are measured
over [, π[. If the azimuthal range of the measured lines is limited to [ψ,ψ[ with ψ >  and
ψ < π, the D Fourier space of the image will not be entirely covered: the measured data are
incomplete and the reconstruction of these data will lead to an incoherent image. For this rea-
son, the detector head in SPECT and the X-ray tube in CT rotate around the patient. The D
Fourier slice theorem suggests one direct method to reconstruct f : build the D Fourier trans-
form of f for each eθ⊥ by taking the D Fourier transform ofP f (ψ, s)with respect to s, and then
take the inverse D Fourier transform.This algorithm is called the direct Fourier reconstruction.
The difficulty with this algorithm comes from the polar discretization of the measured data: in
order to use a fast Fourier transform (FFT) to compute the D inverse Fourier transform of f ,
a Cartesian D grid has to be interpolated from the polar grid.

The dual operator of the D X-ray transform is the backprojection operator, noted P#. It
maps a function g(ψ, s) on T

 into R
. The value of g(ψ, s) is backprojected over the image

space along the corresponding line (ψ, s):

P#g(x) =

∫

S
g(ψ, x ⋅ eθ⊥)dψ =

∫

π


g(x cosψ + x sinψ,ψ)dψ. ()

The projection of f followed by its backprojection is not equal to f (P#P f (x) ≠ f (x)), as
illustrated in > Fig. . For f on R

, we have

P#P f (x) =


∣x∣

∗∗ f (x), ()

where ∗∗ is the D convolution product and ∣ ⋅ ∣ the euclidean norm (see Natterer ,
Theorem II..) In the Fourier domain, noting that the DFourier transformof 

∣x∣ is

∣ν∣ ,> Eq. 

becomes
FD{ f (x)}(ν) = FD{P#P f }(ν)∣ν∣. ()

This relation suggests a four-step D algorithm to reconstruct f from the measured projections
g = P f : () backprojection of g, () D Fourier transform of P#g, () multiplication by the filter
∣ν∣, and () inverse D Fourier transform. In practice, another algorithm is usually preferred,
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the Filtered-BackProjection (FPB) algorithm. In this algorithm, the ordering of the filtering step
and the backprojection step is inverted.

. Parallel-BeamFiltered Backprojection

In a real scanner, the line integrals are not measured continuously. Given the radial sampling
Δs of the scanner, the maximum frequency that can be recovered without aliasing is /(Δs) as
specified by Shannon’s sampling theory. As a consequence, the imageWc ∗∗ f is reconstructed
in practice, whereWc is a low-pass filter with cutoff frequency νc ≤ /Δs,

F{Wc}(ν) = Φ(

∣ν∣
νc

) , ()

with  ≤ Φ(∣ν∣/νc) ≤  and Φ(∣ν∣/νc) =  for ∣ν∣/νc ≥ . The filtered-backprojection algorithm
is based on the following relation (Theorem II.. in Natterer ()):

fFBP = Wc ∗∗ f = P#
(wc ∗ P f ), ()

where wc ∈ T
, P#wc = Wc , and ∗ is the D convolution product with respect to s. From

theorem II.. in Natterer (), we infer for wc

F{wc}(ψ, ν⊥) =



∣ν
⊥

∣Φ(

∣ν
⊥

∣

νc
) . ()

The expression of the filter wc in the D Fourier domain is given by the product of the ramp
filter ∣ν

⊥

∣ with a low-pass filter with cutoff frequency νc . It does not depend on the azimuthal
angle ψ. The evaluation of fFBP = Wc ∗∗ f with the filtered-backprojection algorithm is given
by the one-dimensional convolution or filtering of the projections g(ψ, s) = P f with wc for
each direction ψ, followed by the backprojection of the filtered projections

fFBP(x) =


 ∫

π


g∗(ψ, s(x,ψ))dψ, ()

where

s(x,ψ) = x ⋅ eθ⊥(ψ). ()

The filtered projections are given by

g∗(ψ, s) = g(ψ, s) ∗wc(s). ()

.. Discretization

For a given D-scanning parallel geometry, with a circular field of view of radius r, themeasured
data g = P f are sampled at {(ψ j, sk)∣ j = , . . . , p; k = −q, . . . ,+q} with ψj = π( j − )/p,
sk = Δs k, and Δs = r/q. The filtered backprojection with linear interpolation and discrete
quadrature is given explicitly by the following algorithm:
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for j =  to p do
for k = −q to q do

g∗j,k = Δs
∑

q
l=−q wc(sk − sl)g j, l

end for
for each reconstruction point x do

k = truncate{eθ⊥ ⋅ x/Δs}
u = eθ⊥ ⋅ x/Δs − k
fFBP(x) = fFBP(x) +

π
p (( − u) g∗j,k + ug∗j,k+)

end for
end for

If the low-pass filter Φ (

∣ν⊥ ∣
νc

) is a rectangular function with cutoff νc , the filter wc(s) is
expressed as

wc(s) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

νc
π (

cos sνc−
(sνc)

+

sin sνc
sνc

) s ≠ 
νc
π s = 

. ()

Alternatively, the calculation of the discrete convolution can be performed using FFTs.

.. Ill-Posedness

The inversion of the X-ray transform by the FBP algorithm is an ill-posed problem. The solu-
tion fFBP = P#

(wc ∗ g) does not depend continuously on the data g. In other words, an
arbitrary small perturbation of g might cause an arbitrary large error in fFBP. In computed
tomography, perturbations in the signal typically occur because of the stochastic noise in the
measurements.This is particularly true in emission tomography, where the number of detected
events per projection element is very low. This feature can be intuitively understood by not-
ing the effect of the ramp filter ∣ν

⊥

∣ on the noise. Usually, the image to be reconstructed is
essentially band-limited: its Fourier transform or power spectral density is near zero above a
certain finite frequency. In contrast, noise has a much higher power spectral density at high fre-
quencies. The multiplication of the Fourier transform of g with the ramp filter exacerbates the
impact of noise at high frequency. An illustration of the effect of noisy projections on the recon-
structed image is given in > Fig. . To limit the effect of noise, regularization can be achieved
by adjusting the cutoff frequency νc and the shape of the low-pass filter Φ(∣ν

⊥

∣/νc). Rather
than a rectangular function, a smoother low-pass filter is chosen, like the Hann apodization
window Φ(∣ν

⊥

∣/νc) = / ( + cos(∣ν
⊥

∣/νc)). An illustration of the effect of the low-pass filter
Φ(∣ν

⊥

∣/νc) on the quality of the image is given in > Fig. . The price to pay for this reduction
in noise is a degraded spatial resolution. The choice of the apodization window depends on the
application and is a compromise between the limitation of the noise amplification introduced
by the reconstruction algorithm and a degradation of the spatial resolution.

. Fan-Beam Filtered Backprojection

When the scanning geometry measures diverging rays instead of parallel rays, two approaches
are possible: either the data are rebinned into parallel-beam projections, followed by a parallel-
beam filtered-backprojection reconstruction, or a dedicated fan-beam filtered-backprojection
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The effect of the number of detected photons on the quality of the reconstructed image. A

synthetic D image f was projected and Poisson noise was added to the projections to

simulate various levels of detected counts (from  to ). The noisy projections were

reconstructedwith the FBP algorithm and a rectangular low-pass filterΦ(ν⊥)with Nyquist

cutoff frequency /(Δs). The streak artifact typical of FBP images is particularly visible in

the low-count images. The highest-count images are representative of X-ray CT, and the

noise of the lower-count images is typical of emission tomography
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⊡ Fig. 

The effect of the regularization on the “quality”of the reconstructed image. The same

simulated data set was reconstructedwith a rectangular low-pass filter with Nyquist cutoff

frequency (left, no regularization), and with the Hann apodization window and a cutoff

frequency varying between the Nyquist frequency (/(Δs)) and one fifth of the Nyquist

frequency (/(Δs)). Some amount of regularization is obviously needed to get an

“acceptable” image

reconstruction algorithm is used. In the first case, bilinear interpolations are required for the
rebinning. In the second case, the native scanning geometry is used for the reconstruction.

In D fan-beam scanning geometry, the beam vertex (the source for transmission tomog-
raphy or the focal point of the collimator for SPECT) moves along a circle of radius R, bigger
than the reconstructed field-of-view radius. Its position is given by

a(β) = Rea(β), ()
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⊡ Fig. 

Scanning geometry for fan-beamprojections. Left: curved detector with equiangular

detection elements. Right: flat detector with equidistant detection elements, virtually

located at the center of rotation of the beam vertex

with β ∈ [, π) the angle describing the rotation. The detector rotates with the beam vertex
and may be flat or curved.

.. Flat Detector

The detector is perpendicular to ea(β) and the rays L(β,u) are sampled equidistantly along its
axis eu(β), see > Fig. , right. The origin of the detector (u = ) is at the orthogonal projection
of the beamvertex. For simplicity, the detector is assumed centered on the beam vertex center of
rotation. For a real system, where the detector is placed further away from the beam vertex, the
detection coordinate is obtained by a single scaling of u. The filtered-backprojection algorithm
for fan-beam data g(β,u)with a flat detector and a full scan (β ∈ [, π)) is given by

fFBP(x) =


 ∫

π



R

(R − x ⋅ ea(β))
g∗(β,u(x, β))dβ, ()

where the filtered projections are given by

g∗(β,u) = (g(β,u)
R

√

R
+ u

) ∗wc(u). ()

The filter wc(u) is the same as for parallel-beam data. The detector coordinate is given by

u(x, β) = R
x ⋅ eu(β)

R − x ⋅ ea(β)
. ()
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.. Curved Detector

For X-ray CT, the detector is usually placed on a circular arc with its origin on the beam vertex
(see > Fig. , left). All detector elements are then at the same distance from the source and the
rays L(β, α) are sampled equiangularly according to the fan angle α.Thefiltered-backprojection
algorithm for fan-beam data g(β, α) with such a curved detector and a full scan (β ∈ [, π))
is given by

fFBP(x) =


 ∫

π



R

∣∣x − Rea(β)∣∣
g∗(β, α(x, β))dβ, ()

where the filtered projections are given by

g∗(β, α) = (g(β, α) cos α) ∗ (R (

α
sin α

)


wc(Rα)) . ()

The filter wc(Rα) is the same as for parallel-beam data. The detector coordinate is given by

α(x, β) = arctan
x ⋅ ea⊥(β)

R − x ⋅ ea(β)
. ()

.. Short Scan

In the previous sections, the projections were assumed to be measured over a full interval ψ ∈

[, π) or β ∈ [, π). For parallel-beam data, a projection interval ψ ∈ [, π) is sufficient as
g(ψ, s) = g(ψ + π,−s). The reconstruction can be limited to fFBP(x) =

∫

π
 g∗(ψ, s(x,ψ))dψ.

The same consideration holds for fan-beam data. For a curved detector, a projection interval
β ∈ [, π + αmax) is sufficient, where αmax is the maximum fan aperture. This is referred as a
short-scan acquisition, as opposed to a full-scan acquisition over β ∈ [, π). In transmission
tomography, a short-scan acquisition avoids unnecessary radiations and reduces the absorbed
dose to the patient.

A short-scan acquisition can be reconstructed with a long-scan algorithm, using g(β, α) =

g(β + π + α,−α) to estimate the missing data for β ∈ [π + αmax, π). This is referred as the
complementary rebinning method. Alternatively, a short-scan reconstruction can be used over
the interval β ∈ [, π + αmax). However, some data are redundant in the rectangular interval
β ∈ [, π + αmax) and α ∈ [−αmax,+αmax]. Prior to the short-scan reconstruction, short-scan
data are windowed with a smooth window A(β, α),

gw(β, α) = A(β, α)g(β, α) with A(β, α) + A(β + π + α,−α) = .. ()

Usually, the Parker windowing (Parker ) is applied.

.. Helical Fan Beam

In practice, for volume scanning of the body in X-ray CT, the bed supporting the patient is
continuously translated along the scanner axis e, while the source–detector system is rotating,
yielding a helical source trajectory around the patient. The pitch of the spiral scan is defined
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by the distance translated by the bed during one  degree rotation of the source. The
-dimensional position of the source is given by

a(β) = Rea(β) +

β pitch
π

e. ()

For a single-row detector, a fan-beam filtered-backprojection algorithm can be used to recon-
struct each transaxial slice of the scanned volume, provided an interpolation scheme is used to
generate consistent fan-beam data of the reconstructed slices.

With the  degree linear interpolation method for a given slice zπ , the fan-beam data
gzπ (β, α) are interpolated from the adjacent measured data g(β(z), α) and g(β(z), α)
such as β(z) = β(z) = β and z < zπ < z = z + pitch. A full-scan fan-beam
filtered-backprojection algorithm is then performed on the zπ slice.

With the -degree linear interpolation method, the data gzπ (β, α) are interpolated from
the measured data g(β(z), α) and g(β(z),−α) such as β(z) = β, β(z) = β + π + α, and
z < zπ < z = z+pitch(π+α)/(π). A short-scan filtered-backprojection algorithm is then
performed on the zπ slice.

 D Analytical Reconstruction

If the line integrals cross several transaxial planes, a D algorithm has to be used to reconstruct
simultaneously all slices. Unlike in two dimensions, it is not feasible to design a scanning geom-
etry with a π coverage that provides the D X-ray transform over all directions eθ ∈ S

. The
D scanners have a limited aperture Ω defined by the set of measured directions eθ . As a con-
sequence, a direct generalization from two-dimensional to three-dimensional reconstruction
is not possible. In addition, the axial coverage of the detectors is de facto limited, leading to
unavoidable truncated projections.

. Parallel-BeamGeometry for D PET Systems

In order to reconstruct a three-dimensional image, the Fourier slice theorem (> Eq. ) requires
that for any frequency ν ∈ R

, at least one projection eθ which satisfies eθ ⋅ ν =  is measured
by the scanner. Geometrically, this condition, known as the Orlov’s condition, requires that the
aperture Ω should intersect all equatorial circles on the unit sphere S

 (Orlov ). In particu-
lar, it shows that the subset Ω of measured directions characterized by a co-polar angle ϕ equal
to zero (Ω = {eθ ∣ψ ∈ [, π[, ϕ = }) is sufficient to reconstruct an image.On the contrary, if the
aperture Ωϕmax includes oblique directions (Ωϕmax = {eθ ∣ψ ∈ [, π[, ϕ ∈ [−ϕmax,+ϕmax], ϕmax >

}), then for any frequency ν, several directions eθ will be orthogonal to ν. This feature illus-
trates data redundancy specific to D imaging. It is used in D PET to improve signal-to-noise
ratio by increasing the number of detected events.

The scanning system is assumed to satisfy the Orlov’s condition and be shift invariant, that
is, for each direction eθ ∈ Ω, all lines satisfying s ⋅ eθ =  and crossing the support R of f are
measured (complete projections). The scanning model is defined by

g(eθ , s) = P f (eθ , s), ()
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where g ∈ T
 are the measured data, P the D X-ray transform, and f the image to reconstruct.

The backprojection operator is defined by

P#
Ω g(x) =

∫

Ω
g (eθ , x − (x ⋅ eθ)eθ)deθ . ()

The D filtered-backprojection algorithm is defined as

fFBP(x) = P#
Ω (h ∗∗ g) (x), ()

where ∗∗ is the D convolution product on θ⊥ and h(eθ , s) a kernel defined on T
.The Fourier

slice theorem shows that to get a valid reconstruction, H(eθ , νs), the D Fourier transform of
the filter h(eθ , s), must satisfy

∫

Ω
δ(eθ ⋅ ν)H(eθ , ν)deθ =  ()

for any ν in R
 (Defrise et al. ), where δ(x) is the Dirac distribution. Unlike D FBP, the

filter is not unique; an infinite number of filters can be derived. Although they all yield identical
images for consistent data, they differ for noisy data in the way they propagate noise in the
reconstructed image. For D PET, the filter derived by Colsher minimizes the variance in the
reconstructed image (Colsher )

HColsher(ν) =

∣ν∣

∫Ω δ (eθ ⋅

ν
∣ν∣)deθ

. ()

The Colsher filter does not depend on eθ , and its frequency dependence is similar to that of the
ramp filter in D FBP. The same regularization method using an apodization window can be
used to limit the noise in the reconstructed image. Colsher’s filter is usually used for D PET.

.. The Reprojection Algorithm

The D FBP algorithm defined by > Eq.  requires complete data. For a real PET scanner,
this requirement is only valid for non-oblique projections measured in Ω. For oblique pro-
jections (ϕ ≠ ), the system is not shift invariant: only a subspace of the scanner field of view
is covered. Measured data are missing at both axial ends of the scanner field of view. To over-
come this difficulty, the missing data are estimated prior to the reconstruction. This defines the
D reprojection algorithm (DRP) of Kinahan and Rogers (). It is organized as follow for
continuous data

• Perform a D FBP reconstruction with non-oblique data.
• Forward-project the D FBP reconstructed image to estimate the missing oblique data.
• Merge the measured and the estimated missing data.
• Perform a D FBP reconstruction with the merged data. For each measured direction eθ :

– Compute the D Fourier transform of the projection.
– Multiply by the apodized Colsher filter.
– Compute the inverse D Fourier transform of the filtered projection.
– Backproject the filtered projection in the D image volume.

The discretization of the algorithm follows the same principle as for D FPB.
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.. Rebinning Techniques

Fully D reconstructions take significantlymore time to compute than a series of D reconstruc-
tions of the same transaxial slices. To keep the advantage of higher sensitivity of D scanning
geometry and still use fast D reconstruction algorithms, measured data can be rebinned into a
stack of D projections g(s,ψ, z) of each transaxial slice z. Each slice is then reconstructed with
a D reconstruction algorithm.

The rebinning techniques usually use a parametrization of the D projections in oblique
sinograms by analogy to the sinogram in the D case

gs(s,ψ, z, ϕ) = g(eθ(ψ, ϕ), s) cosϕ, ()

where s = s ⋅ eθ⊥ is the radial coordinate and z = s ⋅ eθ⊥ cos ϕ the axial coordinate of the point of
the LOR closest to the e axis.

The simplest rebinning technique is the single-slice rebinning (SSRB) algorithm (Daube-
Witherspoon and Muehllehner ). It neglects the polar obliquity of the LOR and assumes
that gs(s,ψ, z, ) ≅ gs(s,ψ, z, ϕ). It is defined by

gSSRB(s,ψ, z) =


ϕmax(s ,z)

∫

ϕmax(s ,z)

−ϕmax(s ,z)

gs(s,ψ, z, ϕ)dϕ, ()

where ϕmax(s ,z) is the maximum co-polar aperture. The numerical implementation of this
approximate rebinning algorithm is straightforward, but it results in severe axial blurring when
the co-polar aperture is important.

In practice, the approximate Fourier rebinning (FORE) algorithm (Defrise et al. ) is
preferred as is it more accurate than the SSRB algorithm. It is based on the frequency–distance
relation (Edholm et al. ) and proceeds in the Fourier domain. It is based on the following
approximate relation

FD{gs}(ν⊥, k, z, ) ≅ FD{gs}(ν
⊥

, k, z′ = z +

k tan ϕ
πν

⊥

, ϕ) , ()

where k is the azimuthal Fourier index. In practice, the algorithm is adequately accurate when
the co-polar aperture ϕmax is smaller than ○. For a higher aperture, exact rebinning algorithms
can be used (Liu et al. ). The FORE algorithm is used on many D PET systems.

. Cone-Beam Reconstruction

In X-ray CT, the number of detector rows usually largely exceeds one. As a consequence, the
co-polar angle of the projection ray can be important, requiring D reconstruction algorithms.
Development of exact reconstruction algorithms for cone-beam data is a very active research
field as the number of detector rows increases continuously for new systems and the demand
for significant reduction of the patient exposure to X-ray is getting more stringent.

Unlike fan-beam data, cone-beam data cannot be expressed as non-truncated D paral-
lel projections, followed by a parallel-beam D FBP reconstruction. The scanning geometry
of cone-beam tomography requires dedicated reconstruction algorithms. For a small cone
aperture (few detector rows), cone-beam data can be rebinned into a stack of approximate fan-
beam projections corresponding to each reconstructed slice. Two-dimensional reconstruction
methods combined with axial filtering can provide sufficient image quality (Hu ).



Image Reconstruction  

.. The Feldkamp, Davis, and Kress Algorithm

The most popular algorithm over the past decades is the algorithm proposed by Feldkamp,
Davis, and Kress (FDK) in  (Feldkamp et al. ) to reconstruct cone-beam data for a cir-
cular orbit of the X-ray source around the patient and a planar Ddetector (multi-row detector).
Despite it is not an exact reconstruction algorithm and considerable progress in cone-beam
reconstruction has been achieved, it is still widely used in its original or modified form for
helical cone-beam CT with cylindrical detectors.

The FDK algorithm is an empirical extension of the D fan-beam filtered-backprojection
algorithm presented in > Sect. .. For the measured cone-beam data g(β,u, v), where u refers
to the transaxial coordinate (like in D) and v to the axial coordinate (row) of the detector, the
reconstructed image is given by

fFDK(x) =


 ∫

π



R

(R − x ⋅ ea(β))
g∗(β,u(x, β), v(x, β))dβ, ()

with a backprojection performed along the cone-beam rays defined by the detector coordinates

u(x, β) = R
x ⋅ eu(β)

R − x ⋅ ea(β)
, v(x, β) = R

x ⋅ e
R − x ⋅ ea(β)

. ()

The filtering of the projection is D, similar to the fan-beam algorithm

g∗(β,u, v) = (g(β,u, v)
R

√

R
+ u

+ v
) ∗wc(u). ()

The weighting factor can be interpreted as the cosine of the angle between the (β,u, v) ray and
the central ray (β, , ). The algorithm is exact in the plane of the circular orbit of the X-ray
source.

The major advantage of the FDK algorithm is its simplicity. For moderate cone angles, the
deviations of the reconstructed image to the true image are small and acceptable.The algorithm
also handles data truncated in the axial direction (limited axial coverage of the detector) as the
filtering is only performed in the non-truncated fan direction eu(β). The main distortion is a
blurring of the reconstructed image in the axial direction.

.. Exact Reconstruction Algorithms

The Tuy condition (Tuy ) provides a sufficient condition on the data for an exact recon-
struction based on the D Radon transform of the object R f (eΠ, l) (> Eq. ). The D Radon
transform of all planes intersecting the supportR of the function f (x) has to be known in order
to perform an exact reconstruction of f (x). For parallel projections, a plane integral is obtained
from a one-dimensional integration of projection data along a straight line in the plane. For
cone-beam data, the condition implies that all planes which cross the support R should also
intersect the cone vertex trajectory at least once.This means, in particular, that a circular (non-
spiral) trajectory does not satisfy Tuy’s condition as any transaxial plane above or below the
circular trajectory plane is not intersected by the cone vertex trajectory.

For a cone-beam geometry, a plane integral is not equal to a -dimensional integral of
divergent projection data. P. Grangeat derived a relation to calculate the radial derivative of
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the D Radon transform from divergent projections and then processed an exact reconstruc-
tion (Grangeat ). If the Tuy’s condition is fulfilled, the first derivative of the D Radon
transform ∂R f

∂l (eΠ, l) can be computed for each plane Π(eΠ, l) which crosses the support R

using Grangeat’s formula. Then, the function f (x) can be reconstructed exactly by inversion of
the D Radon transform

fCB(x) = −


π ∫

π


∫

π


sin ϕ

∂R f
∂l

(eΠ(ϕ,ψ), l = x ⋅ eΠ)dϕ dψ, ()

where ϕ is the polar angle and ψ to azimuthal angle of eΠ.
This method requires that g(β,u, v) is not truncated. However, g(β,u, v) is usually trun-

cated along the axial direction v, and Grangeat’s formula cannot be used directly to compute
the value ∂R f

∂l (eΠ, l) for all planes containing the cone-beam vertex a(β).Themethod has been
adapted to compute ∂R f

∂l (eΠ, l) by data combination using several vertex locations intersecting
the plane Π(eΠ, l), see, for example, Kudo et al. ().

In practice, only a part of the body is scanned. The “object” (the body) extends axially far
beyond the limits of R. The long-object problem consists in the reconstruction of a region of
interest in a long object from truncated helical cone-beam data using a helical path which
only extends slightly beyond the axial limits of the region of interest. A. Katsevich derived an
exact FBP long-object algorithm for helical cone-beam CT. The processing of each cone-beam
projection consists of two steps: shift-invariant and x-independent filtering along a family of
tilted lines on the detector, followed by the backprojection of the filtered projection (Katsevich
). Among other exact algorithms, it allows for fast reconstruction and involves only weak
restrictions on the scanner geometry.

 Iterative Reconstruction Algorithms

Analytical reconstruction algorithms are based on the line integral model: the measured data g
provide us with the projection of the function f to be reconstructed: g = P f . A direct inversion
of this model is achieved with the filtered-backprojection algorithm: fFBP = P#

(wc ∗ g). The
line integral model is an idealization of the scanning process. In practice, the scanning model
is more complex due to several effects:

• Data are noisy: themeasurements are random variables following a probability distribution.
• Measurements are discrete.
• Detectors are subject to measurement errors like mis-positioning of the photon.
• Not all photons travel along straight lines through the body: some are scattered and others

are absorbed.
• The scanning geometry does not necessary provide complete data, data can be truncated.

The use of a more complex and realistic scanning model for the reconstruction of the image
offers the potential benefit of a better image quality, for example, by improving the noise versus
spatial resolution trade-off in the reconstructed image. However, a complex scanning model
does not necessary lead to a feasible direct inversion. It is possible to model analytically some
of these effects such as to obtain a direct inversion; but these are usually not optimized for
noisy data that are typically encountered in emission tomography. Iterative algorithms aremore
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flexible to solve such problems as they do not require a direct inversion of the model. An objec-
tive function Φ( f ) expressing a measure relating the measured data to the estimated image is
solved iteratively. The solution is given by

̂fiter = argmin
f ∈Ψ

Φ( f ), ()

where Ψ defines the set of feasible solutions. Typically, the value of f should be nonnegative.
The objective function can be seen as some distance metric between the measured data and the
scanning model applied to the estimated image.

Iterative reconstruction algorithms are commonly used in emission tomography. Statistical
noise is an important limitation of emission tomography and iterative reconstructions with a
noisemodel can improve image quality over analytical algorithms. Inwhole-body PET imaging,
iterative algorithms are now routinely used. InX-ray computed tomography, the noise is usually
not such an issue (at least, when compared to emission tomography), and data sets are much
larger. However, low-dose X-ray scans and truncated data geometries drive interest for iterative
algorithms.

. Scanning Model

Iterative reconstruction algorithms are characterized by

• A finite parametrization of the image
• A model for the discrete measured data
• A noise model, that is a probability distribution function for the measured data
• An objective function relating the measured data to the estimated image
• An iterative algorithm to solve the objective function

The first three items define the scanning model. If the model includes a noise model, the
reconstruction algorithm is also called statistical.

For a scanner with n detection elements, the measured data are represented by a vector
y = {yi ∣i = , . . . , n} ∈ R

n . Each element yi represents the number of detected photons for
detection element i. For iterative algorithms, the native scanning geometry of the data can be
conserved. There is no need to rebin the data into a regular grid of equidistant parallel lines. If
some data are missing, there is no need to estimate them prior to the reconstruction. In their
principles, there is no difference between D and D iterative reconstruction algorithms. They
will not be covered separately.

The image f (x) is decomposed into m spatial basis functions f j(x) with f (x) =

∑

m
j= λ j f j(x) in emission tomography and f (x) =

∑

m
j= μ j f j(x) in transmission tomogra-

phy. The reconstruction in emission tomography consists in the determination of the vector
λ = {λ j ∣ j = , . . . ,m} ∈ R

m from the data y, respectively the vector μ in transmission
tomography.

The usual choice for the spatial basis functions is the voxel

f j(x) = v(x − x j) = {

 if ∣(x − x j) ⋅ ek ∣ ≤ Δxk for k = , . . . , 
 else , ()
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where the voxel centers x j are on a regular D lattice with spacing (Δx, Δx, Δx). As an alter-
native to cubic voxels, overlapping functions with spherical symmetries are also used, like the
bell-shaped blobs proposed by R.M. Lewitt () for iterative reconstructions

f j(x) = b(∣∣x − x j ∣∣), ()

where ∣∣ ⋅ ∣∣ is the euclidean norm and b a generalized Kaiser–Bessel function. The blobs have
the following important features: their values and derivatives are continuous, they are com-
pletely localized in space, are band limited, and their projection has a convenient analytical
form. Wavelets have also been used as basis elements (Frese et al. ).

In emission tomography, let ai(x) be the sensitivity function for the detection element i
such that the number yi of detected events is a random variable with an expectation value given
by the linear model

E{yi} = T
∫

R
ai(x) f (x)dx + bi , ()

where T is the acquisition duration and bi represents the averagenumber of background events.
For simplicity, the acquisition duration T will be omitted from now in the equations.

Let A = {Ai j} be the n ×m systemmatrix defined by

Ai j =
∫

R
ai(x) f j(x)dx. ()

In vector notation, the acquisition model is

E{y} = Aλ + b. ()

The system matrix elements can be computed numerically (Selivanov et al. ), exper-
imentally measured with a point-like radioactive source (Panin et al. ), or estimated by
Monte Carlo simulation (Rafecas et al. ). For the line-integral model used by analytical
reconstruction algorithms, the sensitivity function ai(x) is zero except when x lies on the line
centered on detection element i. The corresponding matrix elementAi j can be computed from
the intersection length between the line i and the voxel j. Iterative algorithms allow for the
modeling in A of the D extension of the line. It includes geometrical effects defined by the
size of the detectors or the solid angle of the collimator hole, and photon mislocalization in the
detectors. Photon attenuation in the body and detector efficiency can be included in the system
matrix.Themodeling of photon scattering in the tissues in the sensitivity function ai(x) intro-
duces long-range effects from the line i, making an efficient numerical implementation of the
matrix difficult. For PET, random coincidences are nonlinear effects that cannot be modeled
in a linear model. For these reasons, the average spatial distributions of scattered events and
random coincidences in the measured data are usually assumed to be known prior to image
reconstruction and included in the background term b.

In order to ease the numerical implementation and manipulation of the system matrix, it
is common to factorize the different contributions to the model in separate sparse matrices.
In PET, the following decomposition has been proposed for the n × m systemmatrix (Qi et al.
)

Aλ = Ad-effAd-blurAattnAgeomAp-rangeλ, ()

where

• Ap-range is an m × m blurring matrix to model positron range.
• Ageom is an n ×m matrix for the geometrical forward projection.
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• Aattn is an n × n diagonal matrix with the inverse of the attenuation correction factors.
• Ad-blur is an n × n blurring matrix to model photon mislocalization in the detectors.
• Ad-eff is an n × n diagonal matrix with the inverse of the normalization factors.

In transmission tomography, by analog to A, let M = {Mi j} be the n × m system matrix
such that the expectation for the data y is given by

E{yi} = Iie−∑
m
j= Mi j μ j

+ bi , ()

where Ii is the blank scan count, assumed noiseless, and bi the expected count of scattered
photons.

Photon detection in emission and transmission tomography is a Poisson process.The mea-
sured data y are integer random variables that represent the number of detected events (X-rays,
single gammas, or pairs of gammas in coincidence), and their probability distribution is a Pois-
son distribution.Thismodel is not valid if the data y are preprocessed prior to reconstruction or
photons detection is not an independent process. If the data are pre-corrected for background
events, they do not follow a Poisson distribution. This means that for a valid Poisson noise
model, all corrections should be included in the scanning model of the reconstruction and not
applied prior to reconstruction like for analytical reconstruction algorithms. In practice, this
is not always the case. The use of an inappropriate noise model can lead to degraded image
quality (Comtat et al. ).

The Poisson distribution is a discrete probability distribution characterized by the proba-
bility mass function

P(n∣θ) =

e−θ θn

n!
, ()

where n ∈ N. The Poisson distribution is defined by one parameter θ: its mean E{n} and its
variance σ 

{n} are equal to θ. In emission tomography, themean is given by the forwardmodel
E{y} = Aλ + b and depends on the unknown image λ. The probability distribution for y is
given by

P(y∣λ) =

n
∏

i=

e−(⟨A i ⋅λ⟩+bi)
(⟨Ai ⋅ λ⟩ + bi)yi

yi !
, ()

where ⟨Ai ⋅ λ⟩ =
∑

m
j= Ai jλ j . For transmission tomography,

P(y∣μ) =

n
∏

i=

e−(I i e
−⟨M i ⋅μ⟩

+bi)
(Iie−⟨M i ⋅μ⟩

+ bi)yi

yi !
. ()

. Objective Function andMinimization Algorithm

Given the data y, the probability distributions P(y∣λ) and P(y∣μ) can be regarded as a function
of the unknown images λ and μ. This is the likelihood function of λ or μ given y.

The most common objective function in statistical image-reconstruction algorithms is the
likelihood. This was proposed already in  by Rockmore and Macovski (Rockmore and
Macovski ). Given an observation y, the goal is to compute the most likely (ML) estimate
of the parameter λ or μ. This is equivalent and more convenient to maximize the logarithm of
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the likelihood or minimize the negative log-likelihood. For emission tomography

̂λML = argmax
λ≥

L(λ) = argmax
λ≥

{

n
∑

i=
(yi ln(⟨Ai ⋅ λ⟩ + bi) − (⟨Ai ⋅ λ⟩ + bi))} ()

and for transmission tomography

̂μML = argmax
μ≥

L(μ) = argmax
μ≥

{

n
∑

i=
(yi ln(Iie−⟨M i ⋅μ⟩

+ bi) − (Iie−⟨M i ⋅μ⟩
+ bi))} , ()

where the terms that do not depend on λ and μ have been dropped.
The maximization of the likelihood can be regarded as the minimization of some distance.

For Poisson noise, the estimator ̂λML coincides (Titterington ) with the minimizer of the
following “distance” between y and Aλ + b, based on the Kullback–Leibler divergence (not a
true distance metric):

̂λKL = argmin
λ

{

n
∑

i=
(yi ln(

yi
⟨Ai ⋅ λ⟩ + bi

) − yi + ⟨Ai ⋅ λ⟩ + bi)} . ()

Once an objective function has been defined, the most difficult part of iterative reconstruc-
tion algorithms is to derive amaximization (or minimization) algorithm. For theML estimator,
the expectation-maximization algorithm (EM-ML) of Dempster and colleagues (Dempster et al.
) is well suited for emission tomography. This algorithm was proposed for computed
tomography independently by Lange and Carson () and by Shepp and Vardi ().

.. The EM-ML Algorithm in Emission Tomography

The Hessian matrix ∇

L of the log-likelihood formed by the second derivatives ∂L
∂λk ∂λ l

is neg-
ative semidefinite for all allowed images (Vardi et al. ): for any image λ ≥  ∈ R

m ,
λ
⊺

∇

Lλ ≤ . This shows that L(λ) is concave and that a local maximum of L(λ) will also
be a global maximum.

In the expression of the log-likelihood (> Eq. ), the term yi ln(⟨Ai ⋅ λ⟩) prevents an ana-
lytical maximization: the probability distribution ln P(yi ∣λ) depends on several components
of λ. The data y are said to be incomplete. The basic idea of the EM algorithm is to postulate a
so-called complete data random vector z made of independent variables such as no more than
one component of λ contributes to the expectation of each element of z.

Let z be a complete data random vector {{xi j∣ j = , . . . ,m}, qi ∣i = , . . . , n} ∈ R
n×m+n

where, for detection element i, xi j is defined as the number of events originating from voxel j
and qi the number of detected background events, with themany to onemapping yi = ∑

m
j= zi j+

qi (Politte and Snyder ). The expectations are given by E{xi j} = Ai jλ j and E{qi} = bi . The
data z follow a Poisson distribution with a log-likelihood with respect to z given by

lnR(z∣λ) =

n
∑

i=

⎛

⎝

m
∑

j=
(xi j ln(Ai jλ j) − Ai jλ j) + qi ln(bi) − bi

⎞

⎠

, ()

where the terms xi j! and qi ! have been dropped. As only the incomplete data y are known, the
key principle of the EM algorithm is, instead of maximizing the log-likelihood with respect
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to z, to maximize the expected log-likelihood with the expectation taken with respect to the
unobserved complete data using a guess λ

(p) of λ (Dempster et al. ). The EM algorithm is
decomposed in two steps: the calculation of the expectation (E-step)

Q(λ∣λ
(p)

) = E{lnR(z∣λ)∣y,λ(p)} , ()

and its maximization (M-step)

λ
(p+)

= argmax
λ≥

Q(λ∣λ
(p)

). ()

If we take λ
(p+) as a new guess and iterate over the E and M steps, the EM algorithm will

produce a likelihood sequence L(λ(p)) that is monotonically increasing. As L(λ) is concave, it
will converge to its unique maximum.

For a random vector x made of independent Poisson variables xi with mean ai , its
conditional expectation is given by

E
⎧

⎪

⎪

⎨

⎪

⎪

⎩

xi ∣∑
j
x j = N

⎫

⎪

⎪

⎬

⎪

⎪

⎭

= N
ai

∑ j a j
. ()

The E-step is then given by

Q(λ∣λ
(p)

) =

n

∑

i=

⎛

⎜

⎝

m

∑

j=

⎛

⎜

⎝

−Ai jλ j + yi
Ai jλ

(p)
j

∑

m
k= Aikλ

(p)
k + bi

ln(Ai jλ j)
⎞

⎟

⎠

()

−bi + yi
bi

∑

m
k= Aikλ

(p)
k + bi

ln(bi)
⎞

⎠

.

This expression can be analytically maximized using the Kuhn–Tucker conditions, leading for
theM-step to

λ
(p+)
j =

λ
(p)
j

∑

n
i= Ai j

n
∑

i=
Ai j

yi
∑

m
k= Aikλ

(p)
k + bi

()

or, in vector–matrix notation,

λ
(p+)

=

λ
(p)

AT
AT y

Aλ(p) + b
, ()

where multiplication and division between vectors are component wise,  is a vector of length
n with all elements set to , and the matrixAT is the transpose ofA. By analogy to the analytical
operators P and P#, the matrixA corresponds to the forward projection of the image λ and the
matrix AT to the backprojection of the data y.

The E-step and theM-step are combined into a single step (>Eq. ).The EM-MLalgorithm
for emission computed tomography is

• Initialize λ
(p=) with strictly positive values : λ()j >  ∀ j = , . . . ,m.

• Compute the normalization image: n = AT .
• For iteration (p)

– Compute the expected data given λ
(p): E{y∣λ(p)} = Aλ

(p)
+ b.
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– Compute the ratio between the measured data and their expectation:
r(p) = y/E{y∣λ(p)}.

– Backproject the ratio: c(p) = ATr(p).
– Update the current image: λ(p+) = λ

(p)c(p)/n.
– Go to next iteration.

The relative simplicity of this algorithm, in particular the fact that the E andM steps are com-
bined, also explains its popularity. If the starting image λ

(p=) is strictly positive, the algorithm
ensures that the reconstructed imagesλ

(p) are positive as long as the data y are themselves pos-
itive (if the data are pre-corrected for background events, they can be negative; negative values
are then set to zero).

The EM-ML algorithm belongs to the class of simultaneous techniques: it makes an update
of the reconstructed image based on all data bins simultaneously. As a consequence, it suffers
from amajor drawback: it is slow to converge. To speed up convergence, accelerated algorithms
have been proposed. The most popular, as it requires only minor implementation changes rel-
ative to the original algorithm, is the Ordered-Subsets EM (OSEM) algorithm from Hudson
and Larkin (). The OSEM algorithm belongs to the class of block-iterative algorithms: the
measured data are grouped in ordered disjoint subsets, and the standard EM-ML algorithm is
applied to each of the subsets in turn. The resulting reconstructed image of one subset becomes
the starting value for the next subset.The subsets are chosen in a balanced way so that all voxels
contribute approximately equally to any subset. In such case, the convergence acceleration pro-
vided by the OSEM algorithm is roughly equal to the number of subsets for the early iterations.
However, for noisy data, the algorithm does not converge to the ML estimate; it cycles through
a number of distinct points. This is not a major limitation, as in practice the EM-ML algorithm
is usually not run until convergence.

Another accelerated algorithm for the ML estimate is the row-action maximum-likelihood
algorithm (RAMLA) of Browne and De Pierro (). A row-action algorithm updates the
reconstructed image for each data bin separately, processing one row of the system matrix.
RAMLAwas inspired from theART (algebraic reconstruction algorithm) technique of Herman
and Meyer (), an algebraic row-action algorithm for minimizing a least-square objective
function. Let l be the index of the sub-iterations over the n data bin and p the index for a com-
plete cycle over the n indices l with λ

(p,)
= λ

(p−) and λ
(p)

= λ
(p,n). The expression of the

RAMLA algorithm is given by

λ
(p, l+)

= λ
(p, l)

+ єpλ(p, l)Ai l (
yil

⟨Ai l ⋅ λ
(p, l)

⟩ + bil
− ) , ()

where єp is a strictly positive relaxation parameter such that єpAi j ≤  ∀ (i, j), il is a
permutation of the data bin, and Ai is the ith column of AT. The ordering il of the data
bin is such that the consecutive vectors Ai l are as orthogonal to each other as possible to
accelerate convergence. The RAMLA algorithm avoids the limit cycle by using strong underre-
laxation involving a decreasing sequence of relaxation parameters єp: under the conditions that
limp→∞ єp =  and

∑

∞

p= єp = +∞, the algorithm converges tôλML. If the numerical implemen-
tation of RAMLA is such that one complete cycle over the data bin is no more computationally
intensive than one EM iteration, then it is about one order of magnitude faster than EM in
convergence.
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.. ML Algorithms in Transmission Tomography

For transmission tomography, an EM-ML algorithm has been derived by Lange and Carson
(). The complete data are defined as y, augmented by the number of photons entering (ui j)
and leaving (vi j) each voxel j along each projection line i. The expectation (E-step) is given by

Q(μ∣μ(p)) =

n
∑

i=

m
∑

j=
(−E{vi j∣yi , μ(p)}Mi jμ j + (E{ui j ∣yi , μ(p)} − E{vi j∣yi , μ(p)}) ()

ln( − e−Mi j μ j
)).

Unlike for emission data, it does not yield a closed-form solution for the M-step. As a
consequence, algorithms for resolving the M-step are slow to converge (Ollinger ).

Algorithms more efficient than EM-ML were developed based on direct maximization of
the log-likelihood (Lange et al. ; Lange and Fessler ). One approach proposed originally
by De Pierro for emission tomography is to use a surrogate function that approximates locally
the objective function and is easier tominimize (De Pierro ). Given a current estimate μ(p)

of the image, the surrogate S(μ; μ(p)) function is tangent to −L(μ(p)) at μ(p) and lies above
−L(μ) for other positive μ:

S(μ; μ(p)) ≥ −L(μ) ∀μ ≥ , S(μ(p); μ(p)) = −L(μ(p)), ∇S(μ(p); μ(p)) = −∇L(μ(p)).
()

If the surrogate is convex, then its minimization or diminution decreases the objective function.
This procedure is repeated iteratively to minimize the objective function

μ(p+) = argmin
μ≥

S(μ; μ(p)). ()

The convergence rate of the algorithm depends on the curvature of the surrogate.The EM-ML
algorithm for emission tomography can be interpreted as a surrogate-based technique, where
the conditional expectation Q(λ∣λ

(p)
) is an inferior surrogate function for the log-likelihood

L(λ). Because the curvature of the conditional expectation at λ
(p) is large compared to L(λ),

the EM-ML algorithm is slow to converge.
Erdogan and Fessler developed an algorithm based on a surrogate function tominimize the

negative log-likelihood −L(μ) (> Eq. ) in the presence of background events (b ≠ ): the
separable paraboloidal surrogates (SPS) algorithm (Erdogan and Fessler ). The surrogate is
chosen quadratic and separable in the voxel elements j so that its minimization is reduced to the
minimization of m D parabolas that depend on one voxel value μ j only. The algorithm allows
for simultaneous update, and the authors applied the ordered-subset principle of OSEM to SPS
(OSTR) to accelerate convergence at the sacrifice of global convergence. Let k be the index of
the sub-iterations over the K subsets and p the index for a complete cycle over the K subsets
with μ(p,) = μ(p−) and μ(p) = μ(p,k). The expression of the ML-OSTR algorithm is given by

μ(p,k+)j = max
⎧

⎪

⎪

⎨

⎪

⎪

⎩

μ(p,k)j −

K
∑i∈Sk Mi jh

(p,k)
i

d j
; 

⎫

⎪

⎪

⎬

⎪

⎪

⎭

, ()

where

h(p,k)i = (

yi
Iie−⟨M i ⋅μ(p ,k)⟩

+ bi
− ) Iie−⟨M i ⋅μ(p ,k)⟩ ()

and d j = ∑

n
i= Mi j(yi − bi)/yi ∑m

j= Mi j .
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An alternative is to use the OSEM algorithm with ln(Ii/yi) instead of yi , but this is not
optimal for low-count studies as the data ln(Ii/yi) do not follow a Poisson distribution. For
X-ray CT, another alternative is to assume Gaussian data. In this case, the maximization of the
log-likelihood is equivalent to the minimization of a least-square function.

. Regularization

Like the FBP algorithm, the ML estimation problem is ill-conditioned: small changes in the
data might result in large variations in the reconstructed ML image.The algorithm attempts to
recover the underlying distribution that best matches, in a statistical sense, noisy data (Snyder
et al. ).When the data are very noisy, theML estimatemight be too noisy for an appropriate
use. Like FBP, some regularization is needed to constrain the solution and get an “acceptable”
image.The meaning of acceptable depends on the practical imaging task and the criteria might
differ between feature detection or quantitative estimation of a physiological parameter. There
are different ways to regularize an ML-based algorithm.

.. Early Termination

During the EM iterations, low frequencies are reconstructed first. For higher iteration numbers,
the algorithm will essentially attempt to recover noise and yields a deteriorating “checkerboard
effect” of high spatial variance in the reconstructed images (see > Fig. ). When starting from
a smooth image, at some early iterations of the EM-ML algorithm, the image might “look”
nicer than for higher iteration numbers. Early termination of the algorithm is one way of reg-
ularization that is commonly used in clinical studies. It has the major advantage of reducing
the computation time of the image reconstruction. This also explains the popularity of the
OSEM algorithm: the non-convergence of the subset algorithm is not a practical limitation.
The major drawback of early termination is the nonuniform convergence of the algorithm and
consequently the spatially varying resolution of the image. Some parts of the image converge
slower, in particular lower-count regions as opposed to higher-count regions.

The choice of the number of iterations is empirical and task dependent. For detection, small
features should be visible and not hidden by surrounding noise. For quantitative estimations, it
is important to verify that the numerical value of the parameter of interest has reached a plateau.
The balance between noise level and resolution is controlled by the number of iterations.

.. Post-Reconstruction Smoothing

In order to be less sensitive to the nonstationary convergence of the EM-ML algorithm, it might
be appropriate to run the algorithm for a higher number of iterations and then smooth the
reconstructed imagewith aGaussian kernel.This approach is related to theGrenander’smethod
of sieves (Snyder et al. ), which constrains the estimate of the image to be in a subset, called
the sieve, of the space of nonnegative functions. An illustration is given in > Fig.  for the same
data set as for > Fig. . The trade-off between noise and resolution is controlled by the width
of the Gaussian kernel.
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k = 4 k = 16 k = 64 k = 1600

⊡ Fig. 

Sagittal slice of the reconstructed images of a min [F]-FDG brain PET scan after k

iterations of the EM-ML algorithm

FWHM = 2 mm FWHM = 4 mm FWHM = 6 mm

⊡ Fig. 

Sagittal slice of the reconstructed images of a min [F]-FDG brain PET scan after 

iterations of the EM-ML algorithm, followed by a smoothing with an isotropic D Gauss

function of width FWHM

.. Penalized Objective-Function or MAP Reconstruction

An alternative solution to resolve the ill-conditioning in the ML consists in the addition of a
penalty function U(λ) directly in the objective function and running the iterative algorithm
until convergence to compute a penalized ML estimate

̂λPML = argmax
λ≥

L(λ) −U(λ). ()

The log-likelihood L(λ) relates the estimated image to the data (data fitting term), whereas the
penalty function U(λ) penalizes excessive noise in the estimated image by adding a roughness
penalty (regularization term).

The expression in > Eq.  can also be viewed in a Bayesian framework: given some prior
distribution on the image, p(λ), the posterior density conditioned on the data, p(λ∣y), is
maximized.The relation between these terms is given by the Bayes rule

p(λ∣y) =

p(y∣λ)p(λ)

p(y)
. ()

TheMaximumA Posteriori (MAP) reconstruction algorithm consists in the computation of the
maximum estimate of the log of the posterior density:
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̂λMAP = argmax
λ≥

L(λ) + ln p(λ), ()

where the term p(y) has been dropped.
The images are usually modeled as locally smooth with sharp transition between different

types of tissues. Two types of prior are generally considered: spatially independent priors and
Gibbs priors. In the first case, voxels are assumed statistically independent and optimizations
can be based on extensions of the EM-ML algorithm. However, these priors require informa-
tion on the expected mean voxel values distribution. It can be appropriate for transmission
tomography, in particular with radionuclide sources, where the μ values of the tissues are
known.

In the second case, more common, spatial interactions between voxels are modeled using a
Gibbs distribution, with the generic form

p(λ) =


Z
e−βU(λ), ()

where U(λ) is the Gibbs energy function. The MAP estimate is then given by

̂λMAP = argmax
λ≥

L(λ) − βU(λ), ()

where the hyper-parameter β controls the weight of the prior relative to the data fidelity term.
The Gibbs energy function is generally defined as a sum of potential functions V on the

absolute difference between pairs of neighboring voxels

U(λ) =

m
∑

j=
∑

k∈N j ,k> j

V(∣λ j − λk ∣)

d jk
, ()

where d jk is the Euclidean distance between the pair of voxels ( j, k) and Nj the neighbor subset
of voxel j. Typically, Nj consists in the  (first order) or  (second order) nearest voxels of voxel
j. One example is the Huber prior which is quadratic for small values and switches to linear at
a user-specified value δ to allow for sharp transitions

VH(t) = {

t/ if ∣t∣ ≤ δ
∣t∣δ − δ/ else . ()

In emission tomography, when anatomical information is available in the form of a co-
registered MR or X-ray CT image, the smoothing prior can be deactivated between pairs of
voxels belonging to different anatomical structures.

Many optimization procedures for MAP, or equivalently PML, estimation are proposed in
the literature.They can be classified into the following methods (Qi and Leahy ):

• Gradient-based algorithms: the direction of the update is calculated from the gradient
of the objective function. The preconditioned conjugate-gradient algorithm is particu-
larly efficient, although it is difficult to enforce the non-negativity constraint on the image
(Mumcuoglu et al. ).

• Coordinate-ascent algorithms: one voxel is updated in turn so as to ease the application of
the non-negativity constraint.The objective function ismaximizedwith respect to one voxel
while holding the other fixed, leading to a one-dimensional problem.The algorithm is par-
ticularly efficient with a Gaussian noise model and a quadratic penalty term: the objective
function is then quadratic (Fessler ).

• Functional substitution: the original objective function is replaced at each step by a
surrogate function (De Pierro ). An example was given in > Eqs.  and > .
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⊡ Fig. 

Sagittal slice of the reconstructed images of a [F]-FDG brain PET scan. Three hundred and

sixty independent acquisitions of  s were performed and reconstructedwith the analytical

DRP algorithm (Hann apodization window and Nyquist cutoff frequency) (top row) and

with the iterative EM-ML algorithm ( iterations, mm FWHMpost-reconstructionGaussian

smoothing) (bottom row). Extreme left: MR image. Left: one acquisition;middle: average

across the  reconstructions; right: standard deviation across the  reconstructions

It should be pointed out that at the time of the writing of this chapter, MAP or PML recon-
structions have not been adopted routinely in clinical applications. The favor still goes to the
EM-ML algorithm or its accelerated variants (OSEM or RAMLA), with a post-reconstruction
smoothing of the estimated image. This method is easy to implement and already produces
satisfactory results in practice when compared to FBP.

 Concluding Remarks

As an illustration, a comparison between the EM-ML and the FBP algorithms is presented in
> Fig.  for very noisy PET data corresponding to a -s acquisition. The FBP image is char-
acterized by a high level of noise all across the reconstructed field of view, while the noise is
more concentrated on the brain for the EM-ML image. The same acquisition was repeated
 times and reconstructed with both algorithms, allowing for the computation of a mean
image and a standard-deviation image across the  statistically independent reconstructions.
Although one replica is very noisy and difficult to examine, the average of the replicas looks
similar between FBP and EM-ML, nicely showing the structures of the cortex. On the contrary,
the standard-deviation images are very different; quite similar to the average image for EM-
ML based on a Poisson noise model, and much more uniform spatially for FBP, based on no
noise model.

The choice between analytical and iterative reconstruction techniques is not obvious,
although iterative algorithms allow in principle for bettermodeling of the scanning process and
could be preferred for this particular reason.This is definitely not the end of analytical methods.
The latter are linear algorithms, unlike iterative algorithms, which is advantageous for tasks like
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the quantitative estimation of physiological parameters. In addition, analytical techniques run
much faster on a computer: one iteration of an optimization-based technique takes about the
same time as one FBP reconstruction. Implementation simplicity is also a decisive advantage,
in particular for the scanner manufacturers. A very accurate modeling of the scanning process
will surely make its implementation more complex for an hypothetical gain on image quality.

This chapter presents a limited view on tomographic reconstruction techniques, focusing
on some long-established techniques.Manymethods and newfields were left out. Amongmany
uncovered research fields, we can cite the active developments that are currently performed on
dynamic reconstructions (D reconstructions), including time as an additional variable to space
to account for the change in the tracer kinetics or the morphological motions of patients, or
even both (D reconstruction). It is also interesting to note the new developments on analytical
algorithms for X-ray CT to perform exact and stable D reconstruction of a region of interest
with a limited data set that were thought to be intractable before (Defrise and Gullberg ).

The reader is encouraged to read the following chapters of the handbook related to image
reconstruction in computed tomography:

 Cross-References

> Chapter , “Statistics”
> Chapter , “CT Imaging: Basics and New Trends”
> Chapter , “SPECT Imaging: Basics and New Trends”
> Chapter , “PET Imaging: Basics and New Trends”
> Chapter , “Quantitative Image Analysis in Tomography”
> Chapter , “Evaluation and Image Quality in Radiation-Based Medical Imaging”
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Abstract: With the ever-improving spatial resolution available in single photon emission
computed tomography (SPECT) and, especially, in positron emission tomography (PET),
the unavoidable organ and subject motion is becoming one of the dominant factors lim-
iting the practically achievable spatial resolution in the tomographic images. Moreover,
uncorrected subject motion can lead to potentially severe image artifacts and compromise
the quantitative integrity of the data.The latter is of special importance in PETwhere quan-
titative assessment of tracer concentrations is commonplace both in static investigations
via so-called standardized uptake values (SUVs) and in dynamic studies aiming at tracer
kinetic modeling and quantification of the corresponding transport constants. Correction
of the heart-cycle-related motion in cardiac applications has a long tradition and is cov-
ered extensively in the literature. Correction of breathing-related organmotion in emission
tomography, however, has drawn considerable interest only in recent years in the context
of oncological PET.This is mainly due to the demands of therapy response monitoring and
radiation treatment planning. The third important area is high-precision motion correc-
tion of random head motion in brain investigations. In this chapter, we give an overview
of the methods employed to minimize – and possibly eliminate – the motion influence in
emission tomography.

 Introduction

Emission tomography using radioactively labeled tracers comes in two flavors: Single Photon
Emission Tomography (> Chap. , “SPECT Imaging: Basics and New Trends”) and Positron
Emission Tomography (> Chap. , “PET Imaging: Basics and New Trends”). Both modalities
have seenmuch technical progress during the last decades both in hardware (scintillation crys-
tals, collimators, analog and digital signal processing electronics) as well as software (scatter
correction algorithms, image reconstruction algorithms (>Chap. , “Image Reconstruction”),
etc.). As a result, today’s machines offer a combination of improved spatial and temporal reso-
lution, better quantitative accuracy regardingmeasurementof local radiotracer concentrations,
and reduced acquisition times.

In PET, with state-of-the-art machines, one is able to reduce data acquisition times down
to a few minutes for static investigations (i.e., those not investigating time-dependent tracer
kinetic processes). This improvement is partly due to an increase of the axial field of view
(FOV) in combination with D data acquisition. In addition, new scintillation materials and
faster front-end electronics contribute to the improved sensitivity. A further reduction of
acquisition times is principally limited by the requirement of maintaining a certain minimum
level of statistical accuracy, i.e., signal-to-noise ratio (SNR) in the reconstructed images. The
injected dose and thus the photon flux cannot be much increased due to radiation protec-
tion requirements as well as due to limitations of the count-rate performance of the hardware.
Thus, acquisition times remain substantial, typically several minutes for a single image volume,
and the obtained tomographic images represent “long exposure pictures” of the investigated
subjects.

These relatively long acquisition times increase the probability of subject motion during
the course of the investigation. It is obvious that uncorrected subject motion can lead to a

http://dx.doi.org/10.007/978-3-642-13271-1_37
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_39
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potentially severe image degradation and compromise the quantitative integrity of the data.
The latter is of special importance in PET where quantitative assessment of tracer concentra-
tions is commonplace both in static investigations (via so-called standardized uptake values
(SUVs) (Thie )) and in dynamic studies aiming at tracer kinetic modeling and quantifica-
tion of the corresponding transport constants, see van denHoff () and >Chap. , “Com-
partmental Modeling in Emission Tomography” in this book. The described problems caused
by subject motion become increasingly serious considering the improved spatial resolution of
recent PET devices.

In this chapter, we give an overview of currently employed methods to minimize – and
possibly eliminate– themotion influence in the acquired data. In doing so,we will not be able to
cover all aspects of the topic in equal depths due to limitations in available space.Therefore, we
refer the reader to the literature where several review articles have appeared over the last years
covering material partly complementary to that presented in this chapter, see, e.g., Rahmim
et al. (), Nehmeh and Erdi ().

 Different Types of Motion and Their Effects

There are a number of possible types ofmotion to be consideredwhich differ in origin, their ulti-
mate influence on the tomographic images, and the available options for correcting them. The
latter range from straightforward approaches to quite elaborate and sophisticated algorithms.

One important criterion in distinguishing different motion types concerns the temporal
characteristics, namely the question whether the motion is (semi-)periodic or irregular. The
other one concerns the spatial characteristics, i.e., the distinction between rigid motions (e.g.,
in brain investigations) andnonrigid motion typically encountered in investigations of the body
stem. In the following sections, we briefly discuss the most important aspects of the different
motion types.

In doing so, we focus on the description of the alterations of the effective Point Spread Func-
tion (PSF) which characterizes the imaging process. To a good approximation, the imaging
process, i.e., the translation from object space (the spatial radioactivity distribution in the case
of emission tomography) to image space is a linear operation.The cumulativemotion influence
during a given time interval can be considered as contributing to the effective total PSF of the
imaging process, Ht , by translating the resting activity distribution to a new one which then
undergoes the actual imaging process. The finally measured signal S (the image) for a given
activity distribution A can then be written as

S = Ht ⊗ A = Hs ⊗Hm ⊗ A , ()

where Hs is the PSF of the imaging system including the image reconstruction process, Hm

describes the motion influence, and ⊗ denotes convolution.
While Hs is time-invariant and also approximately spatially invariant across the FOV (con-

stant spatial resolution of the device),Hm obviously is dependent on time as well as on location
within the FOV since all motions involving rotations and/or nonrigid deformations lead to a
spatially variant Hm . Nevertheless, for a given motion within a given time interval, Hm is a
well-defined function at each point in the FOV.

http://dx.doi.org/10.007/978-3-642-13271-1_42
http://dx.doi.org/10.007/978-3-642-13271-1_42
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. Periodic Motion

Periodic motions are encountered as a consequence of the cardiac and breathing cycles. While
the heartbeat-related movement obviously is only a concern when investigating this organ,
breathing-related movement affects not only the lung but rather extends over most of the tho-
rax and abdomen. Correction of breathing-relatedmovement thus is a very important problem
in all types of whole-body investigations, notably in oncology. The dominant effect of periodic
organ motion is deterioration of spatial resolution. For illustration, consider the following one-
dimensional example where a point source executes harmonic oscillations around its origin
with an amplitude a:

x(t) = a ⋅ sin(ωt) .

The absolute value of the source velocity is

v(x) = ∣ẋ∣ = ω ⋅ a ⋅ ∣ cos(ωt)∣ = ω ⋅
√

a − x .

The probability dp of finding the object near position x is proportional to 
v(x)dx. Including

the correct normalization the resulting probability density dp
dx is equal to the motion’s PSF, Hm ,

and is given by

Hm(x) =


π ⋅
√

a − x
, ()

which expresses quantitatively the obvious fact that the object is to be found most probably
near the points of maximum elongation where the velocity is small. A “long exposure picture”
of the moving source will then yield an image of this probability density, Hm , convolved with
the PSF of the imaging system, Hs , which is identical to the image of an ideal point source at
rest:

Ht = Hs ⊗ Hm =
∫

∞

−∞

Hs(x′)Hm(x − x′)dx′ . ()

> Figure  illustrates how such a harmonic motion modifies the total PSF, Ht, as a func-
tion of the motion amplitude. This is also demonstrated in > Fig. , which shows results
from measurements with a point source. The important point to note here is that the typical
motion amplitudes occurring in patient investigations are of the same order as the reconstructed
spatial resolution of current tomographs (breathing-related motion up to about mm, corre-
sponding to amplitudes of mm), which leads to a significant reduction of the effective spatial
resolution. While for most of the presently installed PET systems the reconstructed spatial res-
olution is about mm, new tomographs achieve distinctly better performance, which leads to
a correspondingly larger impact of breathing-related motion.

. Irregular Motion

By “irregular motion” we designate all motions due to involuntary or voluntary random subject
movement. Such movements can in principle affect all parts of the body but are usually largest
for the head due to practical limitations of patient fixation and the relative ease with which
head movements can be executed during the investigation. The image deteriorating effects of
the movement are in this case aggravated by the fact that the spatial resolution in brain investi-
gations is for certain reasons (related to a reduced size of the relevant FOV and reduced scatter
and attenuation influence) somewhat higher than in whole-body investigations.
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Imaging a point source executing harmonic oscillations around the origin. The signal

intensity is expressed relative to the maximum of the point source image at rest. The

system’s PSF, Hs, is assumed to be a Gaussian with a full width at half maximum (FWHM) of

mm. For motions where  ⋅ a (the total range of the motion) is smaller than the FWHM the

main effect is image blurring (increased width of the profile and decreased signal intensity,

but only minor shape distortion). For larger motion amplitudes, shape distortions

(elongation and heterogeneities) are observed as well
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PET image of a mm point source (Ge , min acquisition). Left: Source at rest. Right: Source

oscillating along the vertical with a frequency of . Hz and an amplitude of mm
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The influence of irregular motions on the tomographic images is more difficult to pre-
dict than in the case of periodic motions simply because different irregular motions can have
completely different characteristics. Considering a single point source, a few limiting cases of
irregular motion might serve to illustrate this:

Abrupt motion (“stepping”). This phenomenon occurs when the patient readjusts his posi-
tion spontaneously at one or several time points during the investigation, e.g., to find a more
comfortable resting position on the patient bed. Despite measures regarding patient fixation,
this occurs rather frequently, notably in brain investigations. The effect on the images is a sort
of double exposure effect for larger motion amplitudes leading to ghosting artifacts, i.e., struc-
tures are duplicated in the images. The relative intensity of the “ghosts” is determined by the
fractional time the respective position was occupied.The total PSF (point source image) in this
case is the sum of two or more Gaussians with different means and amplitudes.

RandomWalk around the origin (“walking”).This idealized type of motion (approximating,
e.g., motion caused by unrest or neurological disorders of the patient) leads to a Gaussian prob-
ability density of the time-averaged source positionwith some standard deviation σm.This is the
easiest possible motion type in terms of predicting its effect. The PSF of the tomograph itself is
usually well approximated by a Gaussianwith a standard deviation, σs , defining the spatial reso-
lution of the system.The convolution of this PSF with themotion’s Gaussian probability density
yields a new Gaussian – the total PSF of the system including the random-walk motion – with
a σt of

σt =
√

σ 
s + σ 

m . ()

In this idealized case, the motion leaves the shape of the PSF unaltered. It is still a Gaus-
sian but with increased width, corresponding to a reduction of the effective spatial resolution.
Note that the variances, not the standard deviations, add up in > Eq. , making the resolution
reduction moderate as long as σm is somewhat smaller than the inherent resolution of the
tomograph.

Linear motion (“creeping”). This type of motion occurs quite frequently in practice.
Patients tend to slowly move out of the FOV along the patient bed leading sometimes to
an overall displacement of a few centimeters. This type of idealized motion corresponds
to a rectangular probability density which is centered not at the origin but rather at the
midpoint of the traveled distance. The convolution with the PSF of the system in this
case leads to an anisotropic blurring and a shift of the image position relative to the
motion-free image.The resulting effective PSF of the imaging process along the given direction
of the motion can be expressed with the help of the Gaussian Error Function but no longer by a
simple Gaussian. It rather resembles a trapezoidal shapewith slopes whose width is determined
by the machine’s PSF, see > Figs.  and > .

 For a total traveled distance d, the resulting PSF is given by

Ht(x) =


⋅ (erf (

x
σs
√

) − erf (

x − d
σs
√

)) ,

where

erf(x) =

√
π

x

∫


e−s

ds .
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Imaging a point source executing a uniform linear motion starting at the origin. The signal

intensity is expressed relative to the maximum of the point source image at rest. The PSF is

assumed to be a Gaussian with a FWHM of mm. For motions where d is smaller than the

FWHM, the dominant effect is image blurring (increased width of the profile, but only minor

shape distortion). For larger motions, shape distortions (elongations) and a center-of-mass

shift (equal to one half of the traveled distance) become apparent
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PET image of a mm point source (Ge , min acquisition). Left: Source at rest. Right: Source

moving a distance of mm along the vertical during the acquisition
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. RigidMotion

This type of motion is more or less strictly realized in brain investigations. Otherwise it can
frequently be used as a reasonable (not necessarily very accurate) approximation of localmotion
in sufficiently small regions.

Rigid motions in D space are completely described by six parameters, the so-called six
degrees of freedom. These include the three components of the translation (“displacement”)
vector b and the three angles of rotation around the three coordinate axes defining the orthog-
onal rotation matrix R. The complete transformation restoring all object points from their
motion-affected positions x′ back to the original positions x can be written as

x = R ⋅ x′ + b , ()

where the translation is assumed to be executed after the rotations and b and R are time-
dependent functions. In the case of pure translations, all points are affected equally by
the transformation (consider, e.g., the case of linear creeping motion described earlier).
In the presence of rotations, however, the motion influence is position dependent, generally
affecting off-center areas more than those close to the center of the FOV.

. Nonrigid Motion

For investigations in the body stem, one quite generally faces the problem of nonrigid motions
in the thorax and abdomen.Thismotion ismostly caused by the breathing-related organmotion
which is quite strongly position dependent. In simple cases, these motions can be described by
affine transformations of the image volume (> Sect. .). Otherwise, more general nonlinear
deformation fields might be necessary, which in turn can in principle be used to correct for the
motion if they can be determinedwith reasonable accuracy from the available motion sensor or
tomographic image data. An alternative to specifying an explicit parametrization of the defor-
mation field for the use with image registration algorithms (> Sect. ..) is the optical flow
technique (> Sect. ..).

 Motion Detection

In order to be able to perform any motion correction, it is of course necessary to first detect
and analyze the motion. As far as the motion detection is concerned, there are two principal
strategies:

Internalmotion detection. By thiswemean allmethods deriving themotion correction based
on sole analysis of the respective tomographic image data or the primarily acquired projection
data underlying the tomographic reconstruction.

External motion detection. By this we mean all methods usingmotion detection via external
sensors such as video cameras or dedicated motion tracking systems.

. Internal Motion Detection

This approach is based on the idea of using some kind of time-resolved imaging.The subdivision
of the imaging interval yields N tomographic data sets instead of a single one, thus allowing to
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analyze the different data sets independently with the aim of determining adequate transfor-
mations for all of them in such a way that a common object position is achieved. Two main
scenarios can be distinguished:

Dynamic studies. Dynamic studies are frequently used in PET for assessment of tracer
kinetic transport processes, not as a means of performing solely motion correction.
The chosen subdivision into so-called frames is thus usually determined not by the requirements
ofmotion correction but rather by the properties of the tracer kinetics under investigation. Nev-
ertheless, dynamic studies still offer the ability of analyzing the images of the different frames,
determining the inter-frame motion and performing an automatedmapping of all frames into
a common reference frame. This approach is usually called image registration, and there exists
a huge literature describing different algorithms, see, for instance, the reviews Maintz and
Viergever (), Hill et al. ().

In short, the main idea is to use a certain measure of similarity between two D
image volumes as a criterion in a nonlinear optimization. One such measure would be
the covariance of the voxel intensities in both image volumes. Another one, which has
proven especially valuable, is the so-called mutual information, see, e.g., Pluim et al. ().
An overview of image registration methodology is given in > Sect. ...

Gated studies. Gated studies are used to investigate cyclic motions related to heartbeat and
respiration. These are stroboscopic techniques mapping successive noncontiguous time inter-
vals corresponding to a common phase of the cyclic motion into the same image volume. The
information on the cyclic motion can be derived with systems such as an electrocardiogram
(ECG) for cardiac studies or via a respiration belt (> Fig. ). The result is a series of N image
volumes (“gates”), which represent the cyclic motion time-averaged over the whole duration of
the investigation. All registration techniques suitable for motion correction of dynamic studies
can be applied here, too. The main difference is that in this case one quite generally is forced to
use plastic, nonrigid transformations of the gates in order to achieve a common position, which
can be challenging.

Internal motion detection has the distinct advantage of not requiring any additional
devices/sensors in order to perform motion correction. However, in emission tomography, the

Signal
amplifier
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A/D
converter

⊡ Fig. 

Schematic depiction of external phase-sensitive sensors allowing to capture the different

phases of the breathing cycle (a) or the heartbeat cycle (b)
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major drawbacks are related to the generally limited count-rate statistics (low SNR) andmodest
spatial resolution of the tomographic images. Both factors impose limits on the available accu-
racy of the image registration (although it can be quite high under favorable conditions). Also
affected is the achievable time resolution, i.e., the number of frames or gates which can be used
without compromising tomographic image quality too much.

This situation might change with the advent of integrated PET/MRI systems, which poten-
tially offer the possibility to utilize synchronously acquired MRI information for correction of
the PET data, e.g., by using so-called navigator sequences (Ehman and Felmlee ; Sachs et al.
; Wang et al. ).

. External Motion Detection

In contrast to motion detection directly in the projection or image data, motion can also be
detected with external sensors. These sensors either register the motion directly (usually visu-
ally) or provide phase information for cyclic motions which can in turn be used for subsequent
motion correction.

Originating in the field of computer animation, optical motion tracking devices allow to
continuouslymonitormotion with high temporal (<. s) and spatial (<mm) resolution.These
systems can especially be applied to accurate tracking of head motion in emission tomography.

Another option are dedicated phase-sensitive sensors, which can be used to detect periodic
motions. In the following section, we describe these devices in a bit more detail.

.. Phase-Sensitive Motion Sensors

Phase-sensitive sensors are often the first choice for detection of motions related to heartbeat
and respiration. For the heartbeat-related motion, an electrocardiogram (ECG) is able to pro-
vide information regarding the different phases of the heartbeat cycle, e.g., the PR/QT intervals
(> Fig. ).

Breathing sensors are used to derive information related to motion induced by respiration.
One common device for providing such information is a so-called respiration belt. While ear-
lier models where using a pneumatic electrical system, newer systems are frequently using a
pressure-sensitive piezo crystal which provides a signal that is proportional to the pressure
acting on it (due to the stretching of the belt).

After conversion of the analog signals to digital signals, analysis of the acquired data
is performed by suitable software. This analysis finally provides the digital respiration or
ECG curves and allows to identify the different phases of the cyclic motion in these curves
from which the timing (“gating”) information for decomposition of the emission tomogra-
phy data is derived. This is illustrated for the example of a ECG-gated heart investigation
in > Fig. .

.. Optical Motion Sensors

The most obvious optical motion sensor is an ordinary video camera. Such cameras usually
operate in the visible light spectrum and provide no differentiation per se between the moni-
tored object and its surrounding (i.e., the image background).This necessitates substantial effort
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Example of a gated cardiac study. By using the ECG-derived phase information (e.g., PR and

QT phases), the coincidence data can be split into gates as indicated (only two gates are

shown). As a result, images of the separate heart phases can be generated as shown in the

lower right corner

during image analysis to distinguish the object of interest from the background. By attaching
additional structures (which possess either a special color or shape) as motion targets to the
object, the necessary image processing can be simplified by the facilitated identification of these
targets within the captured image stream. The substantial computational burden for perform-
ing such image analysis in complex scenes on the large number of successive images necessary
for a sub-second time resolution is one disadvantage of this approach. Sensitivity to variations
in ambient light conditions is another problem.

Therefore, most optical high-precision motion sensors are deriving the motion information
by monitoring an easily distinguishable motion target with dedicated video camera systems.

The motion target position is continuously calculated throughout the measurement where the
target tracking is performed by capturing an image stream from the optical camera system.

 There also exist high-precision systems such as laser scanners which derive surface models of the monitored
object without the need for special target structures. While these techniques are interesting, there are additional
complications in deriving the relevant motion information related to the fact that no a priori known landmarks
are present in the acquired data leading to the need for image registration in order to derive the actual subject
motion. The future will show whether these systems will prove useful in the context of emission tomography.
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The two types of motion tracking targets. In a passive motion tracking system (a) an

external flash emits a stroboscopic light which is retro-reflected to the cameras by the target

surface. In an active system (b) the stroboscopic light is emitted by the tracked target itself

Themotion tracking system identifies the position of the target by performing a suitable image
analysis in each captured image frame. For the calculation of the three-dimensional coordinates
of the tracked target, stereoscopic setups with multiple camera systems monitoring the field of
view are applied.

There are two choices for the type of tracking target which can be distinguished: active and
passive targets. As shown in > Fig. , passive targets are illuminated by separate light sources
(often integrated into the cameras themselves). Stroboscopic illumination is used to discretize
themotiondetectionprocess. Passive targets are designed in such away that they strongly reflect
the specific wavelength used in the illumination, while other structures are only poorly visible
to the cameras at the respective wavelength. For these reasons, the illumination is usually per-
formed in the infrared using pulsed LEDs for illumination. On the other hand, active targets
carry themselves the stroboscopic light source whose emission is then detected by the tracking
cameras.

While active systems have the advantage that the motion targets are brighter and thus more
easily distinguishable, passive systems are often the preferred choice in the context of motion
correction in emission tomography.This is due to the fact that active targets have to synchronize
the flash frequency via cables between the cameras and the motion target. Moreover, active
targets require LED light sources which have to be powered by batteries. Active targets are thus
much more complicated and less suitable for routine use in patient investigations.

The motion tracking devices described above appeared only recently in medical applica-
tions (> Fig. ) (Langner ). One major advantage is that they provide a good target-
to-background discrimination due to the fact that the imaging sensors in these cameras are
especially sensitive to the infrared frequencies used in the target illumination.Therefore, a high
contrast in the captured images is achieved.This enables these systems to work effectively under
conditions where a simple video-based solution might fail, e.g., due to changing ambient light
conditions. Furthermore, the high target-to-background contrast facilitates the unambiguous
identification of the target in the acquired images and thus allows fast determination of the
spatial coordinates of all markers (repetition rates of more than  Hz) with submillimeter
accuracy. Usually, tracking systems provide the derived motion parameters to the user rather
than the raw image data. This eliminates the need to perform a separate data analysis.
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⊡ Fig. 

Passive infraredmotion tracking systemmonitoring the headmotion of a patient while

undergoing a PET examination. The systemmonitors the position of several spherical

markers attached to a pair of goggles and delivers the positional information (specified by

the six degrees of freedom of a rigid transformation relative to the reference position)

 Motion Correction

After having discussed the principal means of motion detection, we now address the question
how to actually correct the motion and to obtain motion-free tomographic images.

Motion correction can be performed by manipulating the measured data at different levels.
Which approach is most appropriate depends on the completeness of available motion infor-
mation as well as on the available emission data. Last but not least, questions of the complexity
of the correction procedure and the required processing time are relevant in deciding which
approach to use.We present the principal possible approaches in turn, concentrating on typical
applications of the respective techniques.

. Image-Based Techniques

These techniques restrict themselves to correction of so-called inter-frame motion, where
“frame” denotes a given tomographic image volume corresponding to the data acquired in a
certain time interval. This approach does not allow, however, to correct intra-frame motion.
The implied assumption is that the dominant motion occurs between the frames and that the
intra-framemotion can be neglected.Themotion correction reduces in this case to applying an
appropriate spatial transformation T to the image data which maps each point x′ of the second
(motion-affected) frame to its original position x in the first frame prior to the occurrence of
motion. In the general case of arbitrary nonrigid motion, T is some invertible vector-valued
function of the spatial coordinates:

x = T(x′) . ()

 We also include in this notation the case of stroboscopic (gated) acquisitions, where each frame corresponds to
a certain phase of a cyclic motion (i.e., heartbeat or breathing cycle).
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In many cases, it suffices, however, to assume that T is an affine transformation represented by
an invertible  ×  matrix A combined with a translation b:

x = A ⋅ x′ + b . ()

The most general affine transformation thus has  parameters, namely the  elements of
the matrix A and the  elements of the translation vector b.

Affine transformations map straight lines onto straight lines (no warping). The trans-
formation matrix A can be generated as a combination of an orthogonal rotation matrix R
(parameters: three angles of rotation), a diagonal scaling matrix D (parameters: three scaling
factors), and an upper triangular shearing matrix S with diagonal elements si i ≡  (parameters:
three shearing factors):

A = R ⋅D ⋅ S . ()

In the special case of rigidmotion, the transformationdepends on the six degrees of freedom
of this motion type, namely the three angles of rotation defining the orthogonal rotation matrix
R and the three components of the translation (“displacement”) vector b:

x = R ⋅ x′ + b . ()

Since we are dealing with digital image data, the components of the position vector x′ take
on only discrete values which can be chosen to be positive integers (i′, j′, k′) representing the
voxel coordinates in the given image volume. After transformation, the new coordinates will in
general no longer lie on this predefined grid. This necessitates adequate interpolation to derive
the transformed image volume. It is usually the best strategy to use the inverse transformation
from x to x′ and to determine for each destination voxel x = (i, j, k) its (in general non-integer)
“source” coordinates (x′, y′, z′) in the original volume.The corresponding value (image inten-
sity) Ii jk can than easily be determined by linear interpolation in the given image data using the
cube of eight voxels adjacent to (x′, y′, z′).

The main challenge of performing motion correction in this way is of course the accurate
determination of the correct transformation T. This information might be derived from the
tomographic image data themselves or by external motion tracking devices. We discuss both
possibilities in the next two sections.

.. Image Registration

In the absence of external motion information, the motion correction has to be derived from
the two image volumes (frames) under consideration.

The most basic approach is to use so-called internal landmarks, i.e., structures which are
identified interactively in both data sets. For rigid motion, using at least three different (not
collinear) landmarks, the optimal transformation can be derived with the help of standard
Least Squares methods. Shortcomings of this procedure are the need for user interaction and
its usually only modest accuracy (given the limited spatial resolution, SNR, etc.).

Therefore, the usually preferred approach is to use fully automated registration algo-
rithms. In the case of emission tomography, most algorithms currently used are not based on
explicit feature extraction (edge detection, segmentation, etc.) but rather use integral statistical
measures of image similarity.
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One usefulmeasure is the correlation coefficient of voxel intensities. Enumeratingthe voxels
in the two image volumes, the image volumes are represented by the two vectors In , Jn defining
the image intensity for each voxel. The image correlation is related to the covariance of the
images, σ 

I J , and given by

C(I, J) =
σ 
I J

σI ⋅ σJ
=

∑

N
n=(In − Ī) ⋅ (Jn − J̄)

N ⋅ σI ⋅ σJ
, ()

where the bar denotes the mean value over all voxels and the standard deviation σI is the square
root of the voxel intensity variance defined by σ 

I = ∑n (In − Ī)

/N . Obviously,C(I, J)becomes

equal to one if the two image volumes are identical.
The image correlation is a sensible measure for intra-modality registration as is the case

when performing motion correction. One of its shortcomings is that it is a quadratic measure
that can react too sensitively to differences in regional image contrast (due, e.g., to dynamic
redistribution of the tracer in successive frames).

Another measure of image similarity that is frequently superior since it does not suffer
from the mentioned shortcomings is the so-called mutual information which for our purpose
can be defined as

M(I, J) =
∑

i , j
PIJ(i, j) ⋅ log(

PIJ(i, j)
PI(i)PJ( j)

) . ()

Here, i, j enumerate the possible voxel intensities (values) in the two images (usually suitably
binned to a discrete grid). PIJ(i, j) is the joint probability distribution. In practical terms, this is
the normalized two-dimensional histogram of voxel intensities, where PIJ(i, j) represents the
fraction of voxels having at the same time intensities in intensity bins i in image I and j in image
J, respectively. PI(i), PJ( j) are the respective marginal distributions. In practical terms, these
are the normalized voxel intensity histograms of the individual images. For a comprehensive
review of the mutual information concept in the context of image registration, see Pluim et al.
().

In any case, the registration process can be visualized as operating on the two-dimensional
histogram (or scatterplot) of the voxel intensities. For each set of parameters defining a transfor-
mation of the second (“test”) image volume relative to the first (“reference”) volume, the chosen
measure of registration quality (e.g., the mutual information) is computed. Iterative algorithms
such as a conjugate gradient search are then used to optimize the transformation parameters
in such a way that the used measure of registration quality is improved until convergence is
achieved. An example is given in > Figs.  and >  in order to illustrate the difference in
appearance of the histogram before and after registration.

> Figure  demonstrates the different dependence of the correlation coefficient and the
mutual information, respectively, on the degree of misregistration.

Registration is a very valuable technique and might be sufficient to perform adequate
motion correction. Problems can (and frequently do) occur when the image characteristics dif-
fer too much or the information in one or both of the image volumes is insufficient due to a
too low signal-to-noise ratio. Registration algorithms are rather computation-intensive and do
require substantial time if applied to a large number of different image volumes, as can be the
case in motion correction applications.

 and, contrary to the image correlation coefficient, is applicable to inter-modality registration (e.g. MRI vs. PET)
as well
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A single transaxial PET image from a cylinder phantom study showing six hot spheres in a

warm background. Left: original image. Right: the same image after clockwise rotation by

 degrees. Corresponding two-dimensional histograms of the voxel intensities are shown

in > Fig. 

Registration, however, is obviously not able to correct for intra-frame motion. By defini-
tion, image registration is a technique applied retrospectively to the given image data. The
quality of the achieved motion correction therefore depends on a sufficient temporal resolu-
tion of the image data to be corrected. In the case of respiratory (or cardiac) gating, the number
of different image frames necessary to resolve the motion is predictable and overall modest
(about – frames usually suffice to reduce the residual breathing-related intra-frame motion
to some – mm). In the absence of further substantial patient motion (unrelated to breathing
or heartbeat), the intra-frame motion thus is essentially negligible and needs no longer to be
considered.

For dynamic studies, the chosen number of frames usually is determined by the kinetics of
the tracer and the necessity to include sufficient counts. Especially in the late phase of the inves-
tigation, frame durations usually are quite long, typically –minutes. It is obvious that during
these long measurement times, substantial intra-frame motion might occur as well. Image reg-
istration in this case is at best able to correct the average displacement between successive
frames.

The obvious strategy to reduce the motion influence is to decrease the frame duration suf-
ficiently. But below a certain limit, image registration will no longer be possible due to the
rapidly deteriorating image quality with decreasing frame duration. In order to follow this path,
external motion tracking is the solution which is discussed in > Sect. ...

.. Optical Flow

An interesting alternative to specifying an explicit parametrization of the motion field for
the use with image registration algorithms (> Sect. ..) is the optical flow technique. It is
particularly interesting for nonrigid motions.
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⊡ Fig. 

Two-dimensional histograms of the voxel intensities for images shown in > Fig. .

Frequencies are color coded in a logarithmic inverse gray scale (white: empty bins). Left:

Reference image versus itself. Obviously, in this case, one sees a perfect correlation and all

off-diagonal bins are empty. Right: Reference vs. rotated image. Voxels with an intensity

below a value of about one in both images still correlate strongly. This corresponds to

background voxels (or voxels outside the object) which are mapped by the transformation

to a new position which again lies in the background (or exterior) region, thus having

essentially unaltered intensity (apart from statistical fluctuations). In this example, these

regions do not carrymuch information regarding the relative orientation of both images.

Voxels with higher intensities in one or both images, however, correspond to the hot

spheres. Here, many voxels are mapped from the interior of the sphere to a point in the

background (or the other way round), which leads tomassive deviations from the ideal

correlation. Exactly these regions contribute to the reduction of the correlation coefficient

and the mutual information

In this approach, one estimates the deformation field from the incremental differences
between subsequent images in a dynamic or gated series, see, e.g., Fleet and Weiss (). The
central idea here is to treat the image intensities as a conserved scalar field I(x) which obeys
the continuity equation

∂I
∂t
+∇ ⋅ (Iv) ≡

∂I
∂t
+ v ⋅ ∇I + I∇ ⋅ v =  . ()

The flow of this quantity is assumed to be incompressible so that the divergence of the
corresponding velocity field v vanishes:

∇ ⋅ v =  . ()

Together this yields
∂I
∂t
+ v ⋅ ∇I =

dI
dt
=  . ()

This is the well-known result that the total time derivative of the incompressible flow of a
conserved quantity vanishes identically. Discrete approximations (in space and time) of this
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A single transaxial PET image from two successivemeasurements with a brain phantom

study where the alignment was not perfectly known betweenmeasurements. The images of

the secondmeasurement are labeled with the horizontal shift in mm against the first

(“reference”) image. Below the images, plots of the mutual information as well as the

correlation coefficient between reference and shifted image are shown as a function of the

shift. Mutual information is muchmore sensitive to the shift and identifies the optimal shift

( mm in this example) more reliably than the correlation coefficient
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equation plus further constraints are then used to derive the necessary transformations for the
mapping between successive images (or, rather, image volumes) in a time series.

Numerically, optical flow algorithms are dependent on sufficiently low noise in the data
as well as a sufficiently dense temporal sampling. Both assumptions are not always fulfilled in
emission tomography. Nevertheless, this approach has proven to be a useful tool in this setting,
see, e.g., Dawood et al. (). There are further limitations, however, which have to be kept
in mind. An obvious one is the fact that the tracer redistribution occurring during the course
of the measurement violates the assumed “conservation of image intensity.” One example is the
continuous accumulation of FDG ([F]-fluoro--deoxy-D-glucose), the tracer ubiquitously
used in oncological PET. Thus, the sum over all voxel intensities is not actually an invariant
of a dynamic study. This does of course affect to some extent the ability of the algorithm to
correct motion effects. For gated studies, on the other hand, this assumption can be considered
to be fulfilled. Another issue is the assumption of incompressible flow, which will be a good
approximation for soft tissue but not for the lung.Thorough validation of the algorithm in each
special case is therefore mandatory.

.. Multiple Acquisition Framing

The Multiple Acquisition Framing (MAF) technique (Picard and Thompson ) uses
an external motion tracking system to determine the time points where the cumulative
motion relative to the previous time point has reached a certain threshold. The tech-
nique is essentially limited to the case of rigid motions and thus to brain investigations.
This limitation is actually a limitation of the external motion tracking: only for rigid transfor-
mations, the detected motion will define the motion of all interior points in the patient. In the
presence of nonrigidmotion– especially breathing- or repositioning-relatedmotion in the body
stem – the external motion detection provides incomplete and thus at best only approximately
correct information regarding local motion.

The motion threshold has to be chosen sufficiently small relative to the spatial resolution
of the tomograph which in PET typically is about – mm nowadays. Every time this motion
threshold is reached, the currently running frame is stopped and the next time frame is started.

Usually one cannot interface the motion tracking system to the tomograph’s acquisition
electronics or one faces hardware-related limitations in the number of allowed time frames.
Therefore, the MAF technique is usually applied retrospectively to data acquired in list mode
(> Sect. .) and the appropriate framing scheme is imposed retrospectively according to the
motion tracking information. For older systems, list mode acquisition might not be routinely
available, and major software and hardware modifications are required to use this approach
(Langner et al. ). Recent scanners, however, support list mode acquisition routinely and
are thus better suited for the MAF technique.

After framing the list mode data according to the selected motion threshold, all resulting
frames are reconstructed in the standard way to obtain a set of image volumes.Motion blurring
within each frame is then guaranteed to lie below the given motion threshold and will be small
or negligible if the threshold has been selected sensibly.

In the next step, the motion tracking data are used to specify the necessary rigid transfor-
mation between the desired reference frame (e.g., the first or last one) and all other frames.This
transformation is then executed in the reconstructed image space and maps all image volumes
to a common orientation, (> Fig. ).
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⊡ Fig. 

Multiple Acquisition Framing (MAF) technique. External motion tracking is used to define a

framing scheme for a list mode stream (> Sect. .) that guarantees that intra-framemotion

remains smaller than the predefined threshold. After reconstruction, spatial alignment of all

frames is performed according to the motion tracking data

The major advantages of the MAF technique in contrast to using retrospective image
registration of a dynamic series with a fixed predefined framing scheme are twofold:

. The ability to define an optimal framing scheme which reduces intra-frame motion below
the preselected threshold

. The ability to achieve good registration by using the motion tracking information even for
low-statistics frames where coregistration algorithms would fail or provide only modest
registration accuracy

The MAF technique is also attractive since it is computationally undemanding. For each
image volume, it is only necessary to execute a single spatial transformation as defined by the
motion tracking data. It has been applied successfully by different groups and has proven to
be useful especially in the context of quantitative tracer kinetics studies (see, e.g., Herzog et al.
()).
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⊡ Fig. 

Motion tracking data of time-dependent headmotion. Motion is displayed as the distance of

multiple grid points on the head surface from their respective position at some time chosen

as zero point of the time axis (not necessarily the start of the acquisition). As a function of

time, each individual grid point generates a trajectory lying within the solid gray area of the

plot. In the presence of rotations, not all points are affected equally by themotion. The blue

(red) line shows the trajectory of the grid point exhibiting least (most) motion (as defined by

the extent of variation of the distance from the reference position). Histograms of the

distances to the reference position for these points are given at the bottom

On the other hand, the technique has its limitations. The first one, namely restriction to
rigid motion and thus to brain investigations has already been mentioned. Another one is the
fact that the motion threshold which is used to discriminate between important (“large”) and
unimportant (“small”) motions has to be chosen while respecting two potentially conflicting
demands. For one, the threshold has to be distinctly smaller than the given spatial resolution
of the tomograph. Otherwise the residual intra-frame motion would still be comparable to (or
larger than) the given resolution andwould thus lead to sizablemotion artifacts (image blurring,
etc.) within each frame.On the other side, the threshold cannot be chosen arbitrarily small since
it has to stay above the amplitude of rapid “stochastic” motion. Superimposed on these rapid
randommotions of the patient slower and larger motions will usually occur. For illustration, an
example of a typical motion tracking output is shown in > Fig. .
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Lowering the motion threshold below the amplitude of the rapid motion component would
result in an unreasonable increase of the total number of frames – one could end upwith literally
hundreds or thousands of time frames – accompanied by a massive reduction of the count
rates which ultimately prevents the tomographic reconstruction of acceptable images. Even
for higher thresholds, the MAF technique might produce several frames of very short duration
and inadequate image quality thus necessitating suitable summation over frames to obtain a
motion-corrected dynamic data set which than can be analyzed further.

.. Image Deblurring Approaches

Under favorable circumstances, another possibility for reducing the intra-frame motion effect
can be applied, namely explicit or implicit deconvolution of the image.The blurring kernel used
in the deconvolution, which generates the motion-affected image from the motion-free one, is
defined by using a priori motion information.

As is well known, all deconvolution techniques are inherently amplifying noise so decon-
volution is generally not an optimal strategy. Used conservatively, it nevertheless has its merits.
Since we cannot get into the details of this technique, we refer the reader to the literature, e.g.,
Faber et al. (), Raghunath et al. (), Apostolova et al. ().

.. Correction of Breathing-Related Motion

Organ motion caused by the breathing cycle not only affects the lung but is substantial in most
parts of the abdomen as well. With the ever-increasing importance of whole-body PET in the
context of oncological investigations, notably for follow-up and treatment responsemonitoring,
correction of breathing-related motion is attracting much interest in recent years.

The principal technique of motion detection is to use breathing triggers of different kinds.
Most systems only provide phase information for a single phase of the breathing cycle, e.g.,
near end-inspiration for pressure sensors or midway between inspiration and expiration for air
flow sensors. A few systems (e.g., optical motion tracking devices) allow to derive amplitude
information as well and additionally allow to distinguish between deep and shallow breathing
cycles.

The motion information is then used to create a gated series of image volumes, where each
gate corresponds to a single phase or motion amplitude averaged over many breathing cycles.
Like in ECG-gated cardiac studies, techniques are used to identify and exclude irregular cycles
from this averaging in order to minimize the residual motion effect in the single gates. Inves-
tigations using some kind of respiratory gating are frequently labeled as “D investigations” in
the current literature.

The overwhelming majority of these studies is performed in the context of radiation ther-
apy of pulmonary tumors and is, moreover, restricted to investigation of a single bed position.
There is no principal difficulty which prevents the acquisition of gated whole-body (multi-bed)
studies, but only very few groups have implemented this up to now. It seems safe to predict
that this approach will draw increasing attention since it is well known that even in the lower

 Due to the noise and convergence characteristics of iterative image reconstruction, adding up the low-count
images after reconstruction would not really solve this problem.
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abdomen, breathing-related motion can lead to axial displacements of – cm and might thus
be larger than in some lung areas.

Generally, amoderate number of gates (around  for amplitude-based gating or  for phase-
based gating) is used in order to maintain a sensible SNR in the individual gates while still
preserving a sufficient time resolution of the breathing cycle.

But even with only about  gates, the image quality of the individual gates is already seri-
ously compromised and usually not sufficient for diagnostic evaluation. It is therefore necessary
to use the complete gated data for generation of a single motion-corrected image volume.This
can be done in many different ways, most of them operating in the image domain.

In order to achieve a globally correct registration of the individual gates, nonrigid trans-
formations are obviously required. This, together with the mentioned limitations regarding the
image quality in the single gates, causes serious problems for automatic coregistration algo-
rithms. Several strategies have been investigated to improve this situation. One possibility is to
use an anatomical motivated deformation model and impose this as a constraint on the coreg-
istration. Interactive or automated identification of certain landmarks is required to make this
work. Another possibility is the use of the optical flow technique described in > Sect. ...

A more modest approach is possible if only a few well-defined target structures, e.g., a lung
tumor and/or a liver metastasis, are of interest. This will usually be the case in the context of
radiation therapy. In this situation, it might be irrelevant to achieve a good average motion
correction in the whole field of view. Rather, one is interested in getting optimal correction of
the local motion effect in the vicinity of the target structure. This can be achieved much more
easily than global correction by automatic or interactive tracking of the target structure over all
gates and subsequent rigid translation. Simple nonrigid transformations of the test volume can
also be used, such as a deformation depending only on the axial coordinate, i.e., on the position
along the body axis, but not on the transaxial coordinates.

An example of the motion influence on the delineation of small lesions is given in > Fig. .
Motion correction in this case was performed by a very simple nonrigid transformation correct-
ing only the dominant, cranio-caudalmotion component.Theparameters of the transformation
were determined from interactive definition of the positions of a few landmarks (including the
main target structures) in all gates.

> Figure  demonstrates that the breathing-related motion not only affects the lung and
upper abdomen but also the lower abdomen. Both studies were acquired as whole-body gated
list mode studies, and a motion tracking systemwas used to provide amplitude-sensitive gating
information.

The main obstacle that complicates accurate correction of respiratory motion is the limited
statistical accuracy in the individual gates and the resulting deteriorated image quality. Opti-
mized processing of the data is therefore especially important to achieve satisfactory results. An
example is given in > Fig. . Here themotion-averaged ungated data (a) are compared to a sin-
gle gate at end-inspiration (b) and to a combination of principal component analysis (PCA) of
the gated series – a technique previously applied successfully to gated cardiac PET (Narayanan
et al. ) – with adaptive edge-preserving smoothing using a variant of so-called bilateral
filtering (Aurich and Weule ). The latter yields the improved representation of the same
single gate shown in (c). While the differences between > Figs. a and c might seem slight,
they actually have a substantial influence on quantitative measures, notably the lesion volume
and the measured tracer uptake in the lesion (for a discussion of quantitative image analysis in
the context of tomography see > Chap. , “Quantitative Image Analysis in Tomography”).

http://dx.doi.org/10.007/978-3-642-13271-1_41
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ba

⊡ Fig. 

Respiration-inducedmotion blurring of two liver lesions (a maximum intensity projection of

the image data is shown). Left: without motion correction. Right:with motion correction.

Note the better delineation and reduced partial volume effect after motion correction,

especially for the small lesion

⊡ Fig. 

Respiration-inducedmotion blurring in the lower abdomen (maximum intensity projection).

Left: without motion correction. Right:with motion correction. Note the better delineation

and reduced partial volume effect in the right kidney cortex after motion correction
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⊡ Fig. 

Influence of image processing on obtainable image quality for single gates. A single coronal

slice of the data used in > Fig.  is shown. (a) motion-averaged sum over all gates. (b)

single gate (near maximal inspiration) (c) the same gate after analyzing and reconstructing

the whole gated series with the help of principal component analysis and adaptive

edge-preserving smoothing. This processing yields a very good delineation of the lesion at

the top of the liver and concordance to the image in bwhile essentially maintaining a

signal-to-noise ratio comparable to that of a

. Projection-Based Techniques

Regarding inter-framemotion, one could try to perform the correction not in the reconstructed
image space but rather in the space of the binned andhistogrammedprojection data (also called
sinogram space) prior to reconstruction. Such techniques have been successfully applied to a
number of special cases in emission tomography (mostly in SPECT, see, e.g., Fulton et al. ())
and more widely in X-ray computed tomography (CT). It seems fair to say that projection-
based techniques are in general more suitable in CT than in emission tomography and are
especially useful to correct for abrupt motions between sequentially acquired projections of
a single scan. Another area concerns compensation for simple known motions such as cen-
ter of mass shifts. However, for arbitrary motions correction in the histogrammed projections
cannot be sensibly done. Rather, pre-reconstruction motion correction requires to perform all
necessary operations on the level of the single coincidence event as described in the next section.

. Event-Based Techniques

In the last sections, we discussed approaches of performing motion correction and elimina-
tion of the motion influence which operate on a time series of tomographic data sets either in
projection space or, more often, in image space. All these approaches are limited to correction
of the inter-frame motion between the successive image volumes resulting from the tempo-
ral decomposition of the available acquisition time. On the other hand, the intra-frame motion
remains uncorrected by these techniques.We will now discuss approaches which can overcome



  Motion Compensation in Emission Tomography

x

y

z

Transaxial Sagittal

FOV

z2

z1

d

a

d, a, z1,2 ∈ 

LOR

⊡ Fig. 

Definition of LOR coordinates. Left: the azimuth angle α and the radial coordinate d define a

plane parallel to the z-axis containing the LOR. The intersection of this plane with the

x/y-plane (projection of the LOR onto the x/y-plane) is shown in red. Right: additionally

specifying the two ring coordinates z, z, where the LOR intersects the detector rings,

unambiguously defines the LOR in D space

this restriction. The central idea is to use the full time resolution of the acquired data by per-
forming motion correction at the level of the individual detected event.This approach has been
investigated especially in the context of PET.

A few remarks on terminology are necessary here: in positron emission tomography, each
detected coincidence event is assigned to a certain line of response (LOR) connecting the two
detectors which registered the event. All LORs together define the LOR space, where each dis-
crete point defines a different LOR. A common choice for the coordinates in LOR space is the
following (> Fig. ): two coordinates are obtained by first projecting the LOR onto the transax-
ial (x/y)-plane.The LORprojection is then specified by the azimuth angle α (inclination relative
to y-axis) and the radial coordinate d (distance to center of FOV). These two parameters thus
define a plane parallel to the z-axis, which contains the LOR. Specifying in addition two ring
coordinates z, z along z, where the LOR intersects the detector rings, unambiguously identifies
the LOR in D space.

In a list mode acquisition, all events are stored individually in a common data stream. For
each event, the coordinates of the LORs along which detection occurred are stored. Addition-
ally, at regular time intervals (typically ms) timing information and also status information
(e.g., trigger signals) are inserted into the data stream. In this way, each single event is specified
with a very high temporal resolution in contrast to the acquisition in histogram mode, where
only the cumulative number of events registered along each LOR is stored.

 Four suitable coordinates unambiguously define a straight line in D space.This special choice of coordinates is
convenient since α and d are also used in the D case.Moreover, the ring coordinates z , z are directly provided
by the front end electronics and are required anyway in further data processing.
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In order to utilize the high time resolution of list mode data, availability of motion informa-
tion with comparable time resolution is required. The only means to achieve this resolution is
the use of external motion tracking systems as discussed in > Sect. ..These systems can pro-
vide a typical time resolution of about ms, which – although inferior to the time resolution
of the list mode data – is largely sufficient to correct the practically relevant motions.

Given a list mode data set together with the motion tracking information, two possibilities
for motion correction exist:

. Pre-correction of the list mode data followed by standard image reconstruction
. Direct integration of the motion correction into the image reconstruction algorithm

These two approaches are discussed in the following sections.

.. Pre-correction of List Mode Data

This approach has been thoroughly investigated and applied successfully by several groups
(Menke et al. ; Thielemans et al. ; Bühler et al. ; Livieratos et al. ; Langner
et al. ).

In this approach, each registered coincidence event in the list mode data stream is assigned
to a new LOR based on the motion information provided by the tracking device. After the
corresponding spatial reorientation of all events, a new list mode stream results, and a motion-
compensated image can then be generated via standard image reconstruction algorithms.

Wewill now explain in somedetail how the event-basedpre-correction of the listmode data
is accomplished. The principal processing steps are illustrated in > Fig. .

Step :Usually, the detectors registering a coincidence event at a certain time are stored in the
list mode data stream by specifying two integer detector numbers (i, j). For further processing,
it is necessary to convert these detector numbers to the Cartesian coordinates pn (n = i, j) of
the respective detectors. This can easily be done, given the known geometry (ring diameter,
detector size and number, etc.) of the scanner.

Step :The coordinates pn are now spatially transformed according to the motion tracking
data for the given time point.This yields new points qn , which in general are of course no longer
located on the detector rings.

Step : By extending the straight line through qi , q j , one determines the intersection
points with the detector rings yielding transformed detector coordinates p′i , p

′

j . The lat-
ter can also be interpreted as coordinates pi′ p j′ corresponding to some new detector
numbers i′, j′.

Step : Finally, the points pi′ p j′ are converted back to new detector numbers i′, j′. These
numbers are needed for defining the motion-corrected coincidence event in the resulting
(motion-corrected) data stream.

The above-mentioned steps are repeated for all registered coincidence events where the
number of events typically is of the order of  in patient investigations.The resulting motion-
corrected events can then be further processed (histogram rebinning, image reconstruction) in
the usual way.

Since this method is operating on the raw coincidence data, it does not interfere with the
desired framing or gating of the data. It thus does not suffer from some of the previously
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Event-basedmotion compensation consists of four major steps: () Conversion of the

discrete detector values (i, j) stored in the list mode format to points (pi, pj) in D space

using Cartesian coordinates. () Motion compensation by transformation of the points

(pi, pj) to (qi , qj) according to the motion tracking data. () Calculation of the intersection

points of the line through (qi , qj)with the detector ring yielding the points (pi′ , pj′). ()

Conversion of (pi′ , pj′) to new discrete detector values (i′, j′) defining the motion-corrected

coincidence event

explained disadvantages of the MAF technique. However, as should be obvious from the above
description, it is significantly more complicated than MAF.

It is, moreover, necessary to take into account several refinements of the basic LOR trans-
formation explained above: in the description given so far, ideal detectors with identical
sensitivities have been assumed and the finite detector size has been ignored. Furthermore, the
described transformation does in general move part of the LORs to new positions outside the
FOV of the scanner. Neglecting these effects does lead to substantial artifacts and quantitative
errors in the resulting motion-corrected tomographic images.

It is thus necessary to consider the following three corrections:

. Normalization correction accounts for the detector efficiency differences when assigning an
event to a different LOR.

. LOR discretization correction accounts for the finite detector size by treating the LORs as a
rectangular tubes rather than as lines.

. Out-of-FOV correction accounts for LORs being transformed to new positions outside the
FOV.

These corrections shall now be explained.
Normalization correction. Eachdetector crystal has a specific sensitivitywhich is determined

by suitable calibrationmeasurements and can be assumed to be known.This information is used
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to perform a so-called normalization of the data prior to reconstruction. Essentially, each LOR
(or rather the histogram bin accumulating all events detected along that LOR) is multiplied by a
certain scaling factor resulting from the product of the relative sensitivities of the two detectors
corresponding to the respective LOR.

Obviously, this procedure fails if the measured coincidence events are reassigned to new
detector pairs by the motion correction since the normalization factor ηi′ j′ of the target LOR
will be different from the normalization factor ηi j of the source LOR. Since the event has actually
been measured along the source LOR, it is necessary to use ηi j for normalization of the given
event even if it is assigned to the target LOR (i′, j′) by the motion correction. With a suitable
definition of the normalization factors, the normalization-corrected number of events in the
histogram bin (i′, j′) is simply given by the sum of the normalization factors over all events
assigned to this bin:

Hi′ j′ =
N

∑

n=
ηi j(n). ()

Here n enumerates the N eventsmeasured along different source LORs (i(n), j(n))which are
transformed to the common target LOR (i′, j′).

In order to be able to use the standard sinogram-based image reconstruction available for
the scanner, it is necessary to compensate for the unwanted implied multiplication by ηi′ j′ by
defining a “scaled” histogram

Zi′ j′ =


ηi′ j′
Hi′ j′ =


ηi′ j′

N
∑

n=
ηi j(n) =

N
∑

n=

ηi j(n)
ηi′ j′

. ()

In this way, when feeding the data into the rebinning and image reconstruction, the cor-
rectly normalized sum of events according to > Eq.  is actually used. As can be seen from
> Eq. , the correct normalization can be obtained on the fly by histogramming the ratios of
the normalization factors for the target and source LOR, respectively.

LOR discretization correction. In an idealized description, LORs are straight lines along
which the γ quanta (those contributing to a coincidence event) propagate. Due to the finite
detector size, there is no one-to-one correspondence between such an ideal LOR and a pair of
detectors. When performing the spatial transformation of the LOR in order to achieve motion
compensation, rather crude assumptions and approximations have to be made, usually treating
the line connecting the centers of the detector faces as representing the LOR. This leads to dis-
continuous jumps of the LOR coordinates when crossing the border between adjacent detectors.
These discretization errors lead to unacceptable artifacts in the resulting tomographic images.

The solution to this problem consists in using a much better geometric approximation by
treating the LOR as a rectangular tube whose edges connect corresponding corners on the faces
of the two contributing detectors. The motion-related spatial transformation of this “tube of
response” then leads to the situation depicted in > Fig. .

> Figure a illustrates how a single LOR intersects the detectors after the motion-
compensating transformation. Prior to this transformation, the LOR was connecting the faces
of the two opposing detectors which detected the respective coincidence event. As can be seen,
after transformation, the LOR in general intersects several neighboring detectors, each of which

 The distinction between histograms in LOR space and sinograms is not really important in the present context.
Sinograms are generated from the histograms by a so-called re-binning process, i.e., a change to coordinates
more suitable for image reconstruction.
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Illustration of LOR discretization correction. (a) Intersection of a tube of response with

multiple detectors after motion compensation. (b) Computationally efficient determination

of intersection area by node counting on a superimposed grid

might have detected the event had nomotion occurred.This localization uncertainty is handled
by “distributing” the event over several target LORs in proportion to the respective intersection
areas. However, an analytical computation of these areas is rather tedious and time consuming.
> Figure b illustrates a procedure for approximate determination of the intersection areas
which still is sufficiently accurate but much faster than analytical computation.

Out-of-FOV correction. As explained previously, the basic idea of event-based motion cor-
rection is to reorient the LOR of a coincidence event registered at time t = T (which we call
LORT in the following) in such a way that LORT is moved back to its reference position at
time t = . The problem might then arise that the motion-compensating transformation does
reorient LORT to a new position which lies outside the FOV (> Fig. ).

Events which are reoriented to a position outside the FOV have to be discarded. They
would have never been measured had the object not moved since no actual LOR within the
FOV corresponds to such events. Discarding these events has the adverse effect of reducing the
total number of events which ultimately contribute to the image reconstruction process. For
practically relevant motions, however, the fractional count loss and the corresponding loss of
statistical accuracy is usually modest and, therefore, tolerable.

There exists, however, a related and in a certain sense complementary problem which is
more serious and needs to be addressed. It is also illustrated by > Fig. .

Consider a single line of response LOR defined in the reference position at time zero. LOR

can be regarded as being attached rigidly to the investigated object. In the presence of motion,
the position of LOR is a time-dependent function LOR(t). As long as LOR does not leave the
FOV, each coincidence event along LOR is registered (with finite probability) in the usual way
and can be reoriented to the reference position as described before. Differences in the efficiency
of source and target LOR are accounted for by the normalization correction. If, however, LOR

leaves the FOV, further events along LOR are no longer registered and are consequently lost
from the cumulative counts assigned to the initial position of LOR during the motion com-
pensation process. This Out-of-FOV effect ultimately leads to inconsistent projection data and
serious artifacts in the reconstructed images. Correction of this effect is therefore mandatory.
It can be achieved as follows.
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Illustration of Out-of-FOV effects. (I): the motion-compensating reorientation of a line of

response LORT corresponding to a registered coincidence event (red) might lead to a new

position located outside the FOV (blue). The corresponding events have to be discarded but

do not cause further problems. (II): alternatively, a valid line of response, LOR defined in the

reference position (red) might temporarily leave the FOV during the acquisition leading to

unregistered "Out-of-FOV events (blue). The corresponding count loss along the LOR has to

be corrected for

The correction is based on the fact that the decay-corrected count rate (the events per unit
time) along LOR can be considered as constant during the given time frame.This assumption
is usually fulfilled to a very good approximation (otherwise the chosen framing scheme would
be inadequate anyway). Therefore, the actually measured fraction of the total number of events
occurring along LOR(t) is simply given by the fraction fin of the frame duration tframe during
which the LOR remained within the FOV:

fin =
tin

tframe
. ()

In order to recover the correct total counts for LOR, it is then only necessary to divide ret-
rospectively, i.e., after completion of the measurement, the cumulative number of measured
counts which are assigned to LOR by the motion correction by fin.

In order to actually perform this so-called Out-of-FOV correction, it is necessary to track
the position of all LORs during the frame duration and to compute the fraction fin for each
of them. After Out-of-FOV correction, consistency of the projection data is restored and
reconstruction of essentially artifact-free motion-corrected images is in principle possible.

 fin is different for each LOR. Since the number of LORs typically is of the order of  and adequate time
resolution is required, computation of the fin is themost time-consuming step in the motion correction process.
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A serious remaining problem of the described Out-of-FOV correction should be pointed
out, however. The correction proceeds by upscaling the actually measured count rates along
the different LORs. The scaling factors will become large for some fraction of the LORs if these
happen to stay outside the FOV for most of the time. In this case, the statistical accuracy of the
affected LORs is very small since the actually measured number of counts is small. The upscal-
ing amplifies the absolute statistical errors as well. This heavily distorts the assumed Poisson
statistics of the projection data and consequently leads to persisting problems during image
reconstruction.

These effects can be minimized by using suitable frame boundaries and reference time
points within the frames chosen in such a way that the fin do not become too large. Suitable
choices can be derived from an analysis of themotion tracking data alone.This approach is usu-
ally, though not always, sufficient to achieve satisfactory performance of the motion correction
procedure (Langner ).

Another solution is discussed in > Sect. .. which outlines the possibility to directly
integrate the motion compensation into the image reconstruction process.

Two examples now should serve to illustrate the achievable quality of event-based motion
correction. > Figure  shows two sagittal PET images of a mm Ge point source.The source
was moved randomly during a min measurement.On the left, the image without motion cor-
rection is shown. On the right, the same data aftermotion correction are shown. As can be seen,
the described correction is able to remove the motion influence completely in this case.

> Figures  and >  demonstrate the performance of event-basedmotion correction in a
patientmeasurement investigating the time-dependent [F]DOPA tracer kinetics. > Figure 
clearly shows the improved image quality aftermotion correction. In this example, the striatum
(indicated by the arrows) is of special interest and delineated with much improved contrast.

> Figure  displays time activity curves for three regions of interest (ROIs) positioned in
the right and left Nucleus caudatus as well as in the occipital lobe. Without motion correction,
there appear to be large differences between the left and rightNucleus caudatus, but these differ-
ences vanish after motion correction. Moreover, the shape of the time activity curves is heavily
distorted without motion correction. These distortions would make a quantitative evaluation
of the tracer kinetics impossible.

0.
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23

⊡ Fig. 

Reconstructed images of a mm point source (Ge , min acquisition). The source

wasmoved randomly during the measurement. Left:without motion correction, Right:with

motion correction
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Event-basedmotion correction in a patientmeasurement investigating the time-dependent

[F]DOPA tracer kinetics. Left:without motion correction, Right:with motion correction.

After motion correction, the image quality is generally improved and the

target-to-background contrast in the striatum (indicated by the arrows) distinctly increased

.. Incorporation of Motion Correction into the Image
Reconstruction Process

The ultimately most accurate and, in terms of achievable image quality, theoretically optimal
approach is direct incorporation of the motion information into the iterative image recon-
struction process, especially when using list mode reconstruction. This approach has been
investigatedmore thoroughly only in recent years due to the considerable requirements in terms
of computational resources required for list mode reconstruction.

In contrast to event-based pre-reconstruction correction, it is in principle very easy to incor-
porate all detected coincidence events into the listmode reconstruction even if their destination
coordinates after motion correction are not part of the LOR space of the scanner. Otherwise
these events have to be discarded. Moreover, certain problems related to rebinning and inter-
polation are reduced (which of course is true for list mode reconstruction in general, even in
the absence of patient motion).

This technique has already been applied to ECG gating in cardiac investigations as well as
to respiratory gating of oncological investigations of the thorax and abdomen. Here, it has been
reported (Lamare et al. a, b) that motion correction integrated into a one-pass list mode
reconstruction is able to provide results superior to pre-reconstruction correction.

The improvement in this case has been attributed mainly to the ability to use the complete
gated raw data during the reconstruction of any selected phase of the gated series instead of
independently reconstructing the individual gates followed bymotion correction and summing
of the gates in image space.

It is obvious that this explicit consideration of the interdependence of the different gateswill
improve the noise characteristics of the resulting images. But the approach shares a central prob-
lem with the pre-correction approach: for nonrigid transformation, a considerable uncertainty
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Time activity curves (TAC) from the patient investigation shown in > Fig. . Shown are the

TACs for ROIs in the left and right Nucleus caudatus (labeled ncl and ncr, respectively) as well

as in the occipital lobe (labeled ref ). Left: without motion correction, Right: with motion

correction. Without motion correction artefactual asymmetries between left and right

Nucleus caudatus are visible. Moreover, the individual curve shapes are heavily distorted

regarding the actual time-dependent deformation field exists. The usual approach is to impose
a fixed transformation field derived from the accompanying CT scan in PET/CT investigations.
Since this motion information cannot be derived in real time during the PET investigation, such
corrections can at best be approximate.

According to our knowledge, no comprehensive study exists which has compared pre- or
in-reconstruction motion correction using an a priori determined deformation field with the
much simpler image-based approach where the actual motion between gates is derived from
the emission data themselves.

An interesting alternative to prescribing the deformation field is the use of a simple
linear model for parametrization of the motion which is incorporated into a simultaneous
reconstruction of all gates (Grotus et al. ).

Overall, the main obstacle, which so far has prevented serious use of reconstruction-
integrated event-based motion correction in a clinical context, is the much higher computa-
tional burden associated with list mode reconstruction. The potential for progress in this area
in the coming years is high, however.

 Conclusion

The ubiquitous necessity for motion correction as a prerequisite for taking full advantage of
the improved scanner hardware and image reconstruction software available today has been
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recognized increasingly over the last years. Many approaches have already been investigated
and new proposals are published constantly.

Existing motion detection techniques and correction algorithms differ markedly in their
degree of accuracy and sophistication. While it is principally desirable to strive for the most
accurate correction of any source of image degradation, from a practical point of view, the
suitability for use in a clinical setting is obviously of paramount relevance.

In this context, it is certainly true that minimization of additional hardware requirements,
such as motion tracking systems, and short processing times are important criteria. It has
nevertheless been shown by several groups that these complications are perfectly manageable
evenwhen using sophisticatedmotion correction approaches for routine patient investigations.
Therefore, integration of motion correction capabilities into commercially available tomo-
graphs (beyond the sole ability to perform gated studies) would be an attractive development.

Currently, the most important (and consequently most active) field seems to be improve-
ment and general application of respiratory gating and motion correction in whole-body
investigations. The advent of integrated PET/MRI systems might play a significant role in this
context in the coming years.

Altogether, it seems therefore safe to predict that the next few years will see significant
progress in establishing accurate motion correction as an integral and accepted part of clin-
ical routine in emission tomography. Such a development will help to achieve a consistently
high quality in diagnostic functional imaging.
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Abstract: In tomography, quantitative image analysis – or quantitation in short – is the
extraction of parameters from an image or a set of images, as opposed to visual analysis.
Quantitation is expected to provide objective, accurate, precise, reproducible, and efficient
image interpretation, hence making the most of the signal delivered by the imaging device
to the patient benefit. In this chapter, we explain the main steps required for quantitative
image analysis, and give an overview of the class of methods appropriate for quantitation
of static images, and also of dynamic image series.

 Introduction

Generally speaking, image analysis is the extraction of information from pictures. In tomog-
raphy, quantitative image analysis – or quantitation in short – is the extraction of parameters
from an image or a set of images. Although the human eyes/brain combination is an extremely
powerful image analyzer, the estimation of quantitative parameters characterizing the struc-
ture or phenomenon of interest presents undeniable advantages in the medical framework.
However, accurate and precise quantitation of tomographic images remains extremely chal-
lenging in many cases, due either to the limited image quality (e.g., limited spatial resolution,
noise or limited contrast), and/or to the complex relationship between themedicallymeaningful
information and the signal displayed in the images.

EmissionTomography (single photon emission computed tomography– SPECTor positron
emission tomography – PET) and transmission computed tomography (CT) have played a key
role in the advent of quantitative medical analysis. Indeed, these imaging techniques directly
provide digital images well suited to image processing and extraction of parameters, compared
to radiographic films. Still, a digital image coded by a computer is “only” a big table of numbers,
without any explicit anatomical or/functional information. It is therefore not straightforward
to extract a medically meaningful parameter, or to design an algorithm able to do so. The aim
of this chapter is to provide an overview of methods, tools, and bibliographic resources relevant
for extracting meaningful parameters from tomographic images.

In > Sect. , the role of quantitative image analysis in tomography is explained. In > Sect. ,
the main steps required for image quantitation are presented. In > Sect. , various approaches
appropriate for quantitation of static images are described, while methods dedicated to quanti-
tation of dynamic image series are described in > Sect. .

 Motivation for Quantitative Image Analysis

The motivation for designing quantitative image analysis methods is to achieve objective,
accurate, precise, reproducible, and efficient image interpretation.

Objective means uninfluenced by possibly biased prior knowledge about the structure or
phenomenon of interest. Objectiveness often goes with the absence of operator or observer
dependency. Itmeans that the parameter estimate should be similar, if not identical, for different
observers, whatever their level of experience in the field.
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Difference between accuracy and precision. (a) The arrow shows the target value (). Open

circles correspond to an accuratemeasurementmethod, meaning that on average, the

measurement error is zero (or very close to zero). On the opposite, black circles correspond

to an inaccuratemeasurementmethod, since the error in parameter estimate is always

positive. (b) Black circles correspond to a more precisemeasurement than open circles that

correspond to measurements presenting a high variability. Both measurementmethods are

accurate in (b)

The accuracy and precision notions should be clearly distinguished. Accuracy means that
the interpretation is correct, on average. In quantitative image analysis, it means that if a mea-
surement is repeated a large number of times on various images corresponding to different
cases (like different patients), the average error in the estimate of the parameter of interest is
zero (> Fig. a: open circles, > Fig. b: all circles). A precise measurement has a low variability,
i.e., if the measurement is repeated a large number of times on different images, it will always
yield a similar result (> Fig. : black circles), although this result might be wrong. Ideally, one
would like to get an accurate (i.e., exact) and precise (i.e., always the same)measurement.How-
ever, depending on the application, precision might actually be more important than accuracy.
For instance, in image-based patient monitoring, if one always overestimates the volume of a
tumor by about the same amount (i.e., poor accuracy but high precision), this might not prevent
the radiologist from detecting a tumor regression and conclude at the treatment effectiveness.

Reproducibility is also called repeatability. Reproducibility is a frequent problem in visual
interpretation of images: Visual interpretation is often significantly affected by the conditions
in which the observer operates. For instance, the interpretation might differ if the image is not
interpreted in the same environment (different lighting, whether the image is interpreted at the
beginning of the day, or after a long series of image interpretation, etc). Reproducibility is a great
advantage of image quantitation: Most algorithms output the same result when given the same
input data and the same parameters. However, algorithms may still be sensitive to variations in
the acquired data, such as different measurement noise, position of the patient, patient move-
ment, etc. Ideally, if the same measurement is made on the same sample (or same patient), one
would like to obtain the same result, that would be then qualified as perfectly reproducible or
repeatable. Repeatability is usually assessed by what is called test-retest experiments, in which
the same object of interest is scanned several times under the very same conditions, and the
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parameter of interest is systematically estimated.The variability of the estimates, which can be
measured by the coefficient of variation defined by the ratio of the standard deviation to the
mean, gives an index of repeatability.

Finally, efficiency in image interpretation is always desirable, to reduce the time needed for
the patient to get his/her scan results and to increase the throughput of the imaging department.

Many studies have shown the value of quantitative image analysis to improve differential
diagnosis, prognosis, patient management, treatment planning, and patient monitoring, com-
pared to visual analysis only. For all these applications, parameters measured from the images
can be further analyzed using all sorts of statistical tools to determine the statistical significance
of trends (for instance, signal intensity higher in diseased patients compared to healthy subjects)
and deduce sound conclusions.

Two types of quantitation tasks should be distinguished, corresponding to relative and
absolute quantitation.

Relative quantitation tasks refer to the estimate of dimensionless parameters. In CT for
instance, measuring the ratio between the left and right kidney volumes is relative quantita-
tion. On the contrary, absolute quantitation refers to the estimate of parameters expressed in
a unit. Measuring the right kidney volume from a CT image is absolute quantitation. Absolute
quantitation is often more demanding than relative quantitation, as it usually requires an addi-
tion calibration step. In emission tomography for instance, where the patient is administered a
radioactive solution that the imaging device is supposed to detect and quantify, this calibration
step consists in deriving the relationship between a count density (counts/voxel, measured by
the tomograph) and a radioactivity concentration (Bq/ml), accounting for the imaging system
sensitivity.

Relative quantitation does not yield anatomical or physiological parameters, unlike absolute
quantitation, which is the appropriate approach to achieve noninvasive in-vivo measurements
of such parameters. However, relative quantitation can often be sufficient for the medical inter-
pretation of the data. Depending on the application, both types of quantitation are useful in the
clinical or preclinical context.

 Steps Required for Quantitative Image Analysis

Basically, medical image quantitation includes two steps.The first is obtaining images in which
the voxel values (a voxel is a D pixel) do represent a well-understood physics quantity. We
will call such images quantitative images thereafter. The second step is deriving medically
meaningful parameters from these quantitative images.

The first step should not be overlooked. In emission tomography (SPECT and PET), a
quantitative image is an image in which the voxel value is proportional to the activity concen-
tration, expressed in Bq/ml for instance. Such a linear relationship is actually hard to achieve,
and a large number of phenomena involved in the imaging process should be accounted for to
approach it.These phenomena are summarized in > Table  (first two rows), and are explained
in > Chap. , “SPECT Imaging: Basics and New Trends” for SPECT and > Chap. , “PET
Imaging: Basics and New Trends” for PET. The relative importance of these different effects
varies as a function of the application. A large number of corrections have been designed to
correct for all these sources of nonlinearity, and references to papers describing the different
correction strategies are provided in > Table  and in > Chaps. , “SPECT Imaging: Basics
and New Trends” and > , “PET Imaging: Basics and NewTrends.” In short, current PET and
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⊡ Table 

Maineffects tobeaccounted for in SPECT, PET, andCT toachieve a linear relationshipbetween

the voxel value in the images and the activity concentration (SPECT and PET) or between the

voxel value and HU (CT)

SPECT PET CT

Attenuation through tissue of
photons emitted by the
radiotracer (Patton and
Turkington )

Attenuation through tissue of
annihilation photons (Kinahan
et al. , > Chap. , “PET
Imaging: Basics and New Trends”)

Ring artifacts (Abu
Anas et al. ; Sadi
et al. )

Compton scattering of emitted
photons in the patient and (to a
lesser extent) in the detector
(Hutton et al. )

Compton scattering of
annihilation photons in the
patient and (to a lesser extent) in
the detector (> Chap. , “PET
Imaging: Basics and New Trends”)

Beam hardening
artifacts (Kyriakou et al.
; Boas and
Fleischmann )

Spatial resolution variable across
the field of view (Beekman et al.
)

Spatial resolution variable across
the field of view (Alessio et al.
; Sureau et al. ; Stute
et al. )

Truncation artifacts
(Kolditz et al. )

Partial volume effect (Soret et al.
)

Partial volume effect (Soret et al.
)

Partial volume effect
(> Chap. , “CT
Imaging: Basics and
New Trends”)

Patient physiological (cardiac and
respiratory) motion (> Chap. ,
“Motion Compensation in
Emission Tomography”)

Patient physiological (cardiac and
respiratory) motion (> Chap. ,
“Motion Compensation in
Emission Tomography”)

Patient motion
(Chandler et al. )

SPECT images are most often corrected for attenuation and scatter, and sometimes for vari-
able spatial resolution across the field of view.The first two corrections ensure that in large and
static structures, the voxel value is roughly proportional to the activity concentration, with pos-
sible errors of the order of –% depending on the sophistication of the corrections. Partial
volume and motion remain the two big issues that can still introduce large deviation from the
proportionality relationship between signal level and activity concentration, but their impact
strongly depends on the application. Partial volume effect (see below) mostly introduces sig-
nificant biases in structures smaller than three times the spatial resolution in the reconstructed
image (i.e., less than about  cm in diameter in SPECT and . cm in PET), while motion only
introduces bias in areas strongly affected by respiratory or cardiac motions.

In CT, only quantitative images are used, as all CT images map the linear attenuation
coefficient normalized by that of the water, in Hounsfield units (HU) defined as:

HU =
μX − μwater

μwater
× ,, ()

where μX is the linear attenuation coefficient of material X, and μwater is the linear attenuation
coefficient of water for the X-ray energy range of the X-ray tube.When contrast media are used
to enhance the organs or structures of interest, it is usually assumed that there is a linear rela-
tionship between the contrast medium concentration and measured HU value, although this
should always be checked (Dawson ). As in emission tomography, a number of phenom-
ena should be taken care of when interpreting CT values (> Chap. , “CT Imaging: Basics
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⊡ Fig. 

Partial volume effect due to limited spatial resolution. The observed image (shown in c) is

the result of the convolution of the real signal (in a) by the point spread function of the

imaging system (in b). The result of the spread introduced by the imaging system is that

signal coming from a structure of interest (in blue) is detected in the neighboring structure

(in red), which is called spill-out. In addition, signal coming from the red structure is

detected in the blue one (spill-in)

and New Trends”). These are summarized in > Table , as well as associated references and
in > Chap. , “CT Imaging: Basics and New Trends.”

A major issue affecting any medical imaging modality, including SPECT, PET, and CT, is
what is often called “partial volume effect.”This wording is actually confusing and includes two
effects that should rather be distinguished: a spatial resolution effect and a sampling effect.

The spatial resolution effect is the blur resulting from the limited spatial resolution in all
medical images. Spatial resolution is usually measured by the full width at half maximum
(FWHM) of the point spread function obtained by imaging a point source. It can also be defined
as the smallest distance that should separate two points so that they can be distinguished in
the image. In current clinical images, spatial resolution is about  cm in SPECT, mm in PET,
and mm in CT.These limited spatial resolution values imply that any structure of dimensions
less than two to three times the FWHM will be affected by the so-called partial volume effect
(Kessler et al. ; Soret et al. ). Consequently, signal coming from the structure will be
detected in neighboring voxels (spill-out) and conversely (spill-in) (> Fig. ). The voxel value
resulting from an unknown mixture of spill-in and spill-out will usually be a biased estimate of
the real voxel value (be it activity concentration or HU).

The sampling effect is also often called “tissue-fraction effect.” It comes from the fact that
any image is sampled using voxels, and that the voxel borders do not follow the edges of the
organ or structure of interest. A typical voxel side in PET or SPECT is mm, and about mm
in CT (note that in CT, the voxel side is often larger in the axial direction, corresponding to the
slice thickness, typically –mm). As a result, a voxel often includes a mixture of tissues with
different signals (different activity concentrations or different HU), and the voxel value in the
image is a weighted mixture of the real signal associated with each of the tissues present in the
voxel (> Fig. ). This is especially true at the edge of structures. Given that it is often difficult to
know the actual proportion of tissue in each and every voxel, signal specific to one tissue type
should rather be estimated from voxels in which there is a high probability that only this tissue
type is present.

http://dx.doi.org/10.007/978-3-642-13271-1_36
http://dx.doi.org/10.007/978-3-642-13271-1_36
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Partial volume effect due to spatial sampling only. The tissue of interest is composed of

values , surrounding by a background signal of  (a). After sampling (b) and with a perfect

spatial resolution, the observed values are the weighted averaged of the signal coming from

the tissues included in each voxel (c). For larger voxel size (d), the actual signal intensity of

the structure of interest is underestimated (value of  instead of ) because there is no more

voxel containing only signal coming from the structure of interest

Overall, these two components of partial volume effect should always be kept in mind in
image quantitation.

The second step of quantitative image analysis, consisting in deriving medically meaningful
parameters from the quantitative images, is addressed in > Sects.  and > .

 Quantitation from Static Imaging

In static imaging, quantitative parameters are extracted froma single image or image volume. To
facilitate the estimation of relevant parameters, imagesmight first undergo some preprocessing.
The two main preprocessing steps used in medical image analysis are image enhancement and
filtering.Themotivation for these steps is to reduce noise and/or enhance contrast or spatial res-
olution so that the resulting image is better suited to the estimation of quantitative parameters
than the original one. Image enhancement and filtering can fall into three categories: methods
operating in the spatial domain, methods operating in the frequency domain, and multiscale
methods which combine spatial and frequency data analyses.

. Preprocessing

.. Preprocessing in the Spatial Domain

Preprocessing an image or image volume in the spatial domain consists in directly manipulat-
ing the voxel values. An extremely large variety of methods can be used to do so (Birkfellner
). The simplest approach consists in transforming the voxel values using linear, logarith-
mic, power-law, or piecewise linear transformation functions. Such transformations change the
range of voxel values and the distribution of values within this range. Other approaches manip-
ulate the histogram of the image, for instance performing histogram equalization. An image
histogram plots the number of voxels for each voxel value, and the shape of the histogram
gives a good description of the image contrast. Histogram equalization consists in modifying
the voxel values so that each voxel value appears in the same number of voxels (thus yielding a
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a b

⊡ Fig. 

Histogram equalization of the CT of a patient with a lung tumor (arrow). The original image

is shown in (a), while the image after histogram equalization is shown in (b). Image (b)

shows increased contrast compared with image (a): For instance, the vasculature of the lung

tissue is clearly seen in image (b) unlike as in (a)

flat histogram).This operation redistributes the voxel values and stretches the dynamic range of
the histogram, resulting in an overall contrast improvement. Note that after such transforma-
tions, the voxel value may lose its physical meaning. Yet, these transformations can be helpful
to increase the contrast and facilitate subsequent image segmentation (> Fig. ).

Images can also bemodified using all sorts of filters in the spatial domain, including smooth-
ing filters and sharpening filters. Smoothing filters are largely used to reduce noise in SPECT
and PET images. If smoothing filters can subjectively improve the image quality by reducing
noise, the impact of the smoothing filter on subsequent quantitative analysis should be carefully
evaluated. Indeed, smoothing filters reduce spatial resolution, hence increasing partial volume
effect and associated biases (see > Sect. ). Sharpening filters are usually used to enhance bor-
ders between structures of interest in order to facilitate subsequent image segmentation.When
properly normalized, filtering and sharpening filters can be designed so that they do notmodify
the overall signal intensity in the image, in which case the filtered image remains a quantitative
image in which the signal has only been spatially redistributed.

If the point spread function PSF(x⃗) affecting the image is known, where x⃗ is vector of  val-
ues representing the coordinate in the image volume, it is also possible to use a filter that would
“undo” the action of PSF. This filter is called an inverse filter. The aim is to estimate the original
image I that yielded the observed image I′ with:

I′ = I⊗ PSF. ()

The inverse filter F will be such that:

I′ ⊗ F = (I⊗ PSF) ⊗ F ∼ I. ()

So ideally, the inverse filter F should be defined by PSF ⊗F = I.
However, in tomography, I′ always contains noise and the ideal F has to be approximated.

Finding a good approximation for F requires modeling the noise present in I′ and ultimately
requires empirical adjustment of parameters. The approximate F will enhance the input image
I′, restoring some of the high-frequency content blurred by the PSF, and can thus be viewed as a
particular enhancement filter whose derivation is driven by the knowledge of the PSF. However,
it is practically impossible to design an approximate inverse filter that will perfectly restore I.
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.. Preprocessing in the Frequency Domain

When preprocessing an image or image volume in the frequency domain, the idea is to modify
the frequency content of the image instead of modifying the voxel values. Fourier analysis is
a conventional way to manipulate the frequency content of an image. Values associated with
each frequency in the Fourier domain reflect the pattern of intensity variations in an image.
Low frequencies correspond to the slowly varying signal in an image, while the high frequen-
cies correspond to fast signal change in an image, i.e., small structures, edges, but also possibly
noise. Filters that reduce the high-frequency contents while preserving the low-frequency con-
tents are called low-pass filters and are mostly used to reduce noise. Filters that attenuate the
low-frequency contents while preserving the high-frequency contents are called high-pass fil-
ters and are used to enhance the edges of the structures present in an image. The impact of a
frequency filter on the physical meaning of the voxel values in the filtered image should always
be carefully analyzed before further processing.

.. Preprocessing UsingMultiscale Methods

Preprocessing can also take advantage ofmultiscalemethods, such as pyramid representation or
wavelet transform, which can decompose an image into components, each describing features
corresponding to a given spatial and/or frequency scale. In Fourier analysis, a coefficient of
the Fourier transform describes the magnitude of this frequency in the whole image. When
using a wavelet transform instead, a coefficient describes the magnitude of the frequency in a
specific region of the image. Wavelet transforms are more appropriate than Fourier transform
to describe sharp peaks and signal discontinuities that are rare in the image but that represent
important signal.

Multiscale methods can be useful to enhance contrast, for instance by increasing the coeffi-
cients associated with the components corresponding to small details. Various wavelet analysis
methods can be used to extract specific signal from a given image, manipulate it, and then per-
form the inverse wavelet transform (Aldroubi and Unser ). Unlike Fourier analysis that
considers only the frequency content of a signal, wavelets are localized in both space and fre-
quency. In addition, wavelet transforms have advantages over traditional Fourier transforms for
representing functions that have discontinuities and sharp peaks.

. Measurements

After optional preprocessing, images can be used to estimate parameters such as () dimensions
and/or geometric characteristic of a structure of interest (spatial measurements), () intensity
of the signal of interest in a given structure (intensitymeasurements), or () texture of the signal
(texture measurements).

.. Spatial Measurements

Spatial measurements include measurements of dimensions (lengths, surfaces, volumes) and
characterization of shapes (e.g., curvature). Examples of situations in which such parameters
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⊡ Table 

Tentative classification of the segmentation approaches that can be used in tomographic

images to extract edges, surfaces, and volumes

Pattern recognition
Region-based approaches Contour-based approaches approaches

Threshold-based on the voxel
values

Methods based on derivation
(Canny edge detector, Laplacian
edge detector)

Parametric probabilistic
classification (e.g.,
Gaussianmixture model)

Region growing Active contourmodels Supervised nonparametric
classification (e.g.,
k-nearest-neighbor,
artificial neural network)

Unsupervised clustering
(e.g., fuzzy C-mean
algorithm)

Approaches using
contextual priors (Markov
field-based approaches)

Approaches based on
mathematical morphology

are needed include tumor delineation in PET or CT for treatment planning in radiotherapy
and left ventricle delineation in SPECT for calculating the stroke volume and ejection fraction
in cardiac imaging.

Spatial resolution and contrast are key features that affect the accuracy and precision with
which spatial measurements can be performed from tomographic images. Such measurements
require either the identification of points of interest (for instance to measure the largest diame-
ter of a tumor from a CT image), or the segmentation of the structure of interest. In both cases,
manual, semiautomatic, or automatic methods can be used. Manual identification or delin-
eation of structures can be time consuming (especially when the task is segmenting a volume
from a stack of slices) and suffers from intraobserver and interobserver variability. This is why
many efforts are dedicated to the design of semiautomatic and automatic methods. Such meth-
ods can be split into three categories: region-based approaches, contour-based approaches, and
pattern recognition approaches. Each category itself includes a large number of methods, a list
of which is provided in > Table . We briefly describe the principles of the different methods
and give examples of applications in PET, SPECT, and CT.

Region-based approaches are largely used in the context of emission tomography (SPECT
and PET). Among the region-based approaches, threshold-based approaches are frequently
used to segment tumors in PET (Zaidi and Naqa ). The idea is to consider that all vox-
els with a value greater (or smaller when looking for a low-uptake region) than a threshold
(that can be updated during an iterative process) belong to the structure of interest. The cho-
sen threshold is a key parameter, and additional constraints are often added to account for the
spatial consistency of the resulting region (like obtaining a compact region, i.e., a region that
cannot include two distinct parts).

Region-growing methods (Pohle and Toennies ) have been proposed for PET image
segmentation. The segmentation process is started from a seed voxel, and adjacent voxels are
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included in the region if they fulfill some clustering criteria (Green et al. ). Compared
to threshold-based approaches, region-growing methods have the advantage of intrinsically
resulting in compact regions.

Contour-based approaches basically look for signal discontinuities in the images to identify
edges. Edges can be identified using derivative operators (e.g., Canny-Deriche, Laplacian) or
active contours.The use of derivative operators has been proposed to segment structures in PET
and SPECT, but sophisticated preprocessing is often needed to transform the original images
and make them appropriate for contour-based segmentation. In the active contour approach,
an initial contourmatching the shape of the structure of interest is set and its location and shape
are then adjusted to optimize a functional. The use of active contours is well suited to CT image
segmentation (Truc et al. ), given the high resolution of the CT images compared to SPECT
and PET images.

Pattern recognition approaches are most often based on classification methods. Here, the
segmentation problem is seen as a labeling task, where each voxel is assigned to a given class
based on the voxel features.These voxel features can be the voxel value only, but can also include
additional properties, like the gradient of the voxel with respect to neighboring voxels.The voxel
features are mathematically represented by a vector of values, each value corresponding to a
feature. Several types of methods can be used to solve the classification problem based on the
voxel features (see > Table ):

• Parametric probabilistic approaches can be used. As an example, Gaussian mixture models
(GMM) have been used to segment tumors in PET (Aristophanous et al. ).

• Whenno statistical prior is available, supervised classification can be performed. Supervised
classification is the process of deriving a mathematical function that can predict the mem-
bership of a class based on input data, here the voxel feature vector. The function is derived
from voxel examples for which the segmentation results are known, also called training
voxels. A simple example of supervised classification is the K-nearest-neighbor approach:
A voxel is classified by comparison with the K voxels of the training voxels that are closest
to the voxel under study. The distance between voxels is measured based on the Euclid-
ian distance between the feature vectors corresponding to the voxels. The most frequent
class among the K training voxels is then assigned to this voxel. Fuzzy segmentation, i.e.,
segmentation in which a voxel can belong to several classes with different weights, can
also be achieved using such supervised classification, by assigning the weight associated
with each possible class as a function of the proportion of training voxels belonging to that
class. Fuzzy segmentation is especially appealing to account for partial volume effect, which
results in mixture of signal inside voxels (cf. > Sect. ). Supervised classification can also
be performed using a supervised artificial neural network (SANN) approach. In a SANN,
the weights involved in the model are also determined based on training voxels during a
learning phase. After training, the SANN is used to segment new data. The advantage of
a SANN approach compared to simpler supervised classifications is that complex relation-
ships between the input (i.e., the voxel features) and the class it belongs to can be modeled.
In all supervised approaches, the training voxels should include all sorts of representative
cases that should be accurately segmented for the subsequent segmentation algorithm to be
accurate.

• Unsupervised voxel classification (also called clustering where a cluster corresponds to a
class) can also be used. In this case, the features representative of each class are extracted
from the classified voxels themselves. An example of such unsupervised algorithm used in
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nuclear medicine (Belhassen and Zaidi ) and CT (Kakar and Olsen ) is the fuzzy
C-mean algorithm (FCM). FCM algorithm minimizes the intra-cluster variation. The
labeled voxels are assigned to the nearest cluster based on their weighted distances to the
cluster centroids. New cluster centroids are then calculated and the voxels are reassigned.
The process is iterated until all voxels are assigned to a fixed class.

• A fourth category of pattern recognition approaches includes those making use of con-
textual priors, i.e., of information in neighbor voxels, through the Markov field theory.
Markov field theory has been used for image segmentation in PET (e.g., Hatt et al. ;
Montgomery et al. ).

• Finally, segmentation approaches using mathematical morphology (Shih ) have been
proposed. Mathematical morphology is the branch of mathematics dedicated to the analy-
sis and nonlinear processing of geometrical structures, based on set theory, lattice theory,
topology, and random functions. Like the active contour model approach, mathemati-
cal morphology uses priors regarding the shape of the structure of interest. Beyond basic
mathematical morphology operators (closing, opening, erosion, dilation) that can be com-
bined to extract specific geometric information about the image structures, more advanced
algorithms such as the watershed algorithm (Beucher and Lantuéjoul ) are used inmed-
ical image segmentation, for instance in PET (e.g., Geets et al. ) and in CT (e.g., Ray
et al. ). In the watershed algorithms, gray scale images are considered as reliefs and the
gradientmagnitude of each pixel is treated as elevation.Watershed lines are defined to be the
voxels with local maximum of gradient magnitude. The segmentation procedure identifies
the watershed by successive flooding of the gray value relief.

.. Intensity Measurements

Signal intensitymeasurements are usually performed within a bidimensional (D) or tridimen-
sional (D) region previously segmented (> Sect. ..). Most often, the mean in the region of
interest is calculated. Ideally, an uncertainty should be associatedwith the mean to estimate the
reliability of the measurement. In practice, the standard deviation associated with the mean is
often calculated as an uncertainty index, based on the set of voxels included in the segmented
region. However, this is not theoretically correct for two reasons:

• First, in tomographic images, noise is spatially correlated (due to the backprojection process
involved in tomographic reconstruction, values and noise along a backprojection ray are
correlated). Hence, the standard deviation calculated over a set of voxels is not identical to
the standard deviation associated with the mean obtained when repeating the experiment
a number of times (non-ergodicity). Replacing the sample standard deviation by the region
standard deviation results in overestimating the reproducibility of the measurement.

• Second, the uncertainty associated with the measurement includes two components: the
variability of the error (e.g., variation of the error from one patient to another, which
depends on the robustness of the method in different operating conditions) and the lack
of repeatability (e.g., the fact that the same measurements performed in the same patient in
similar conditions will not give exactly the same value, see > Sect. ). The standard devi-
ation associated with the mean in a given region is only a biased estimate of the lack of
repeatability and disregards the variability of the error due to varying operating conditions.
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The drawback of using the mean value in a region as an estimate of the signal intensity (radio-
tracer concentration or HU) is that this measurement is highly sensitive to partial volume effect
in small structures. To reduce partial volume effect, a single voxel value is sometimes used to
characterize tumor uptake in PET. This means that a single voxel value is assumed to be rep-
resentative of the tumor metabolism. Actually, PET images used for such measurements are
usually heavily smoothed during or right after reconstruction. Therefore, a single voxel value
can also be viewed as a weighted average of surrounding activity, where the averaging process
has been included during the reconstruction step or during post-smoothing. Yet, summariz-
ing the metabolic activity of a tumor based on a single voxel might appear to be a reductive
approach. To get a more complete description of signal intensity in a region, texture analysis
can be considered (see > Sect. ..).

In emission tomography, the tracer uptake is obviously a function of the injected activity and
of the blood volume inwhich the activity is distributed.A simpleway to normalize themeasured
uptake with respect to these two factors is using the so-called standardized uptake value (SUV),
largely used in PET for characterizing tumor uptake. More precisely, SUV is usually defined by:

SUV =
activity concentration (kBq/mL)

injected dose (kBq)/patientweight (g)
. ()

Strictly speaking, SUV should be expressed in g/ml. However, assuming that the patient
density is  g/ml, SUV becomes dimensionless and can be considered as a relative quantitation
index. In > Eq. , activity concentration is corrected for radioactive decay, or alternatively, the
decay affecting the injected dose at the scan time is considered. Assuming the tracer distributes
uniformly throughout the patient, SUV should be  in each and every voxel within the body.
Abnormalities in tracer uptake are thus detected by considering large deviations from . SUV is a
convenient parameter to compare scans involving different injection protocols or different scans
performed in patients. This is why it has found widespread acceptance in the clinics, although
its relationship to the actual glucose metabolic rate when using the F-Fluorodeoxyglucose
tracer (FDG) (analogue of glucose widely used as a tracer in PET imaging, see > Chap. ,
“PET Imaging: Basics and New Trends”) is questionable (Visser et al. ). Although SUV is
most often used in FDG PET, it can actually be used whatevermay be the tracer, both in SPECT
and PET as a normalized unit to facilitate image comparison between patients or patient scans.
SUV calculation assumes that activity concentration in every voxel or in the region of interest
is an unbiased estimate of the true activity concentration, which implies that all effects listed
in > Table  should be carefully compensated for before SUV calculation and that the structure
of interest is properly delineated from the image.The lack of common agreement regarding the
best way to acquire and process PET data and then delineate tumors from PET images (Beyer
et al. ; Buckler and Boellaard ) introduces significant variability in the resulting SUV
estimate and subsequent interpretation.

.. Texture Measurements

Texture parameters can characterize local variations in signal intensity within a region of
interest (e.g., El Naqa et al. ; Ganeshan et al. , ; Tixier et al. ). They can thus
describe a mixture of tissue types (in CT) or tissue functions (in SPECT or PET) that can by
itself give relevant information about the structure under investigation. For instance, in PET,
texture indices have been shown useful to determinewhether a tumor will respond to treatment

http://dx.doi.org/10.007/978-3-642-13271-1_38
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⊡ Table 

Examples of global texture parameters that can be derived from a single image. p(k) is the

probability of occurrence of voxel value k derived from the histogram including a total of

K bins

Texture parameter Definition Type of information

Entropy −∑
k=,K

p(k) log(p(k)) Signal intensity and heterogeneity

Uniformity ∑
k=,K

p(k) Variation in signal intensity

Skewness

K
∑
k=,K
(p(k)−p(k))



( 
K
∑
k=,K
(p(k)−p(k))


)
/ Asymmetry of the intensity values

Kurtosis

K
∑
k=,K
(p(k)−p(k))



( 
K
∑
k=,K
(p(k)−p(k))


)
 −  “Peakedness”of the intensity values

(Tixier et al. ). Global texture parameters characterize the histogram of voxel values in
the region of interest in a more comprehensive way than just considering the mean voxel
value. > Table  lists examples of global texture parameters used in medical images that can
be derived from the histogram of voxel values, with the type of information provided by each
parameter.More sophisticated texture parameters can be derived from texturematrices describ-
ing the relationship between neighboring voxel values as a function of their spatial arrangement
(Haralick et al. ). An example of texture matrix is the co-occurrence matrix, describing
how often pairs of voxels with specific values and in a specified spatial relationship occur in
an image. Various parameters can be calculated from the co-occurrence matrix, including the
entropy, correlation, homogeneity, contrast, and dissimilarity (Haralick et al. ). Other tex-
turematrices (Haralick et al. ) can describe the alignments of voxels with the same intensity,
or the local uniformity of signal, and specific texture parameters can be derived from them.

The use of texture analysis in SPECT, PET, and CT is still in its infancy, with promising
results however (e.g., El Naqa et al. ; Ganeshan et al. , ; Tixier et al. ). Care
should be taken to distinguish between texture truly characterizing the tissue of interest and
texture actually introduced by correlated noise affecting the reconstructed images. Some pre-
processing, like rescaling and resampling, can thus be needed before applying texture analysis
for increasing the robustness of the approach.

 Quantitation from Dynamic Images

Static images can yield relative quantitation parameters (dimensionless), shape metrics or size,
activity concentration, attenuation coefficients (HU), and indices characterizing the texture of
the functional activity or tissue density. None of these precisely characterize a physiological
or physiopathological process. To get further insight into the physiological process of interest,
dynamic imaging is required, providing the time course of the tracer in the regions or voxels
of interest. When image series are available from dynamic image acquisitions, more sophis-
ticated quantitation procedures can be performed, including kinetic modeling and parametric
imaging. All these procedures assume that the input image series consist of quantitative images,
i.e., images inwhich the voxel value represents awell-understood physics parameter (most often
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a tracer concentration). In short, kinetic modeling operates at a regional level, while paramet-
ric imaging operates at the voxel level. Only a short introduction is provided here, the reader
is invited to refer to > Chap. , “Compartmental Modeling in Emission Tomography” for a
detailed presentation of these approaches.

. Kinetic Modeling

The motivation for kinetic modeling is to extract some physiological meaningful parameters
characterizing the fate of the tracer in tissues, including tracer exchange between tissues, based
on the analysis of a dynamic image series (SPECT, PET, or CT). Indeed, when the tracer (con-
trast medium in CT) enters the body, it is usually transported through the circulation, then can
travel across membranes (or not), undergo biochemical transformation (or not), and be elimi-
nated. The idea of kinetic modeling is to characterize this “history” using parameters that can
be physiologically or clinically relevant. A precise description of the fate of the tracer requires
both spatial information (where is the tracer in the body?) and temporal information (when
do changes occur?). Given that the tracer undergoes constant changes, a detailed description of
the spatial and temporal changes is extremely challenging. As a result, the system under study
(usually part of the body) is usually described using a very limited number of components that
still describe the main physiological phenomena of interest.

Two types of kinetic modeling approaches can be used: stochastic (or non-compartmental)
approaches and compartmental methods. In the stochastic approaches, only minimal assump-
tions about the underlying physiology of the tracer’s uptake and metabolism are needed.There
is no need for a detailed description of all the specific physiological regions (also called com-
partments) that the tracer may enter. An example of parameter that can be measured with a
non-compartmental approach is themean residence time (MRT).MRT is defined as the average
time a tracer spends in a region of interest. It is given by

MRT =

+∞

∫


tA(t)dt

+∞

∫


A(t)dt

, ()

where A(t) is the signal intensity at time t in the region of interest. To derive MRT, only the
time curve of signal within the compartment of interest is needed (time activity curve – TAC –
in SPECT and PET for instance). This method does not rely on any model. Only a method for
deriving an area under a sampled curve is needed, like using the trapezoid rule or fitting. Also,
the investigator must define a method to extrapolate the measurements to time zero and time
infinity. As a result, MRT will still depend on the way the investigator proceeds for these two
steps (calculation of the area under a curve and extrapolation). This is true for any parameter
derived from any modeling approach. It is thus important to always cast a critical eye to param-
eter estimates, bearing inmind that anymeasurement is prone to error or lack of reproducibility
that should ideally be well characterized.

The second type of kinetic modeling approach is compartmental modeling (> Chap. ,
“Compartmental Modeling in Emission Tomography”). This approach is the most commonly
used to describe the uptake and clearance of tracers in tissues. These models assume that all
molecules of injected tracer will, at any given time, exist in one of many compartments. A com-
partment defines both the physical location of the tracer (for instance, intravascular space,
extracellular space) and its chemical state (typically bound or free). A compartment most often

http://dx.doi.org/10.007/978-3-642-13271-1_42
http://dx.doi.org/10.007/978-3-642-13271-1_42
http://dx.doi.org/10.007/978-3-642-13271-1_42
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actually describes a number of states lumped together for simplification. A compartmental
model also describes the transportation of the tracer from a compartment to another, bymeans
of “rate of changes” expressed in min−. The complete identification of a compartmental model
thus describes at which rate the tracer moves from a compartment to another during the obser-
vation time. By fitting signal measurements performed in regions of interest corresponding to
the compartments involved in themodel, the rate constants can be determined (see >Chap. ,
“Compartmental Modeling in Emission Tomography”).

. Parametric Imaging

Whenmentioning kinetic modeling, one usually implicitly means kinetic modeling performed
at a region level. Kinetic modeling can actually also be performed at the voxel level, and is then
called parametric imaging. The purpose of parametric imaging is to derive images of physi-
ologically meaningful parameters. For instance, in F-Fluorodeoxyglucose PET, quantitative
images are usually expressed in Bq/ml, but parametric images of the glucose metabolic rate
expressed in µmol/ml/min can also be obtained with a parametric imaging approach. The dis-
tinction between quantitative images and parametric images is actually tiny, but parametric
imaging rather refers to images in which each voxel contains more than just a physics quantity,
but a parameter with a straightforward physiological interpretation.

Parametric imaging can be based either on a model or not. For instance, it is conceivable to
create a parametric image of the MRT, i.e., without relying on a particular model. When using
a model, compartmental models similar to those used for kinetic modeling can be adapted
(>Chap. , “Compartmental Modeling in Emission Tomography”). As an example, the Patlak
model presented in > Chap. , “Compartmental Modeling in Emission Tomography” can be
used to estimate the glucose metabolic rate, based on a two-tissue compartment model.

Parametric imaging can also be used using models other than compartmental models,
such as Fourier models or linear decomposition models. In these approaches, the signal Ai(t)
detected in every voxel i is expressed as a function involving parameters of interest. For instance,
in SPECT or PET cardiac imaging, cardiac acquisition can be gated based on an electrocardio-
graph measurement (> Chap. , “SPECT Imaging: Basics and New Trends”). Each voxel i of
the reconstructed gated image series is associatedwith a time activity curve Ai(t). In voxels cor-
responding to the heart, Ai(t) looks like a periodic function. The Fourier transform of Ai(t)
can be calculated, with

RK(Ai) =
T
∑

t=
Ai(t) cos(πKt/T) ()

being the real value and
IK(Ai) =

T
∑

t=
Ai(t) sin(πKt/T) ()

being the imaginary value.
In these expressions, T is the number of gates in the time series while K is the frequency

(K =  for the fundamental frequency, K =  for the second harmonic, etc.). The amplitude of
the transform is given by:

BK(Ai) = [RK(Ai)

+ IK(Ai)


]

/
()

while the phase of the transform is given by:

PK(Ai) = arctan [IK(Ai)/RK(Ai)] . ()

http://dx.doi.org/10.007/978-3-642-13271-1_42
http://dx.doi.org/10.007/978-3-642-13271-1_42
http://dx.doi.org/10.007/978-3-642-13271-1_42
http://dx.doi.org/10.007/978-3-642-13271-1_42
http://dx.doi.org/10.007/978-3-642-13271-1_37
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Theamplitude and phase images can then be represented to better assess themotion of the heart
during the cardiac cycle. In particular, phase images have been shown to be useful to detect the
left ventricle dyssynchrony (e.g., Boogers et al. ). Such Fourier-based parametric imaging
is especially useful to interpret gated cardiac images.

Anothermodel frequently used for analyzing data is a linearmodel, assuming that the signal
curve Ai(t) can be expressed as a linear combination of some curves, fq(t), often called factor,
with weighting coefficients Ci(t):

Ai(t) =
Q

∑

q=
Cq(i) fq(t) + ei(t). ()

In > Eq. , Q represents the number of components in the linear decomposition, while ei(t)
represents an error, including the noise present in the measured data and possibly a modeling
error. In this model, the signal in each voxel is supposed to be described by the sum of functions
fq with a physiological meaning. For a given voxel, the weight Cq(i) associated with function
fq gives the fraction of signal present in voxel i that is described by function fq .The set of Cq(i)
coefficients associated with function fq are represented as so-called factor images (there are as
many Cq(i) coefficients as voxels i in the analyzed image). Incidentally, this models accounts
for partial volume. Indeed, if several types of tissues are present in voxel i, each with a distinct
temporal behavior, then the weights Cq(i) give the fraction of each tissue type in the voxel.
The model described by > Eq.  can be solved using a factor analysis approach (Frouin et al.
; Benali et al. ) or as an optimization problem (Sitek et al. ). The resulting factors,
fq, describe the kinetics of the tracer in the compartment described by the associated factor
images Cq . Typical factors are shown in > Fig.  for a O-labeled water dynamic PET scan,
where the three factors describe the time course of the tracer in the left ventricle, right ventricle,
andmyocardium.The associated factor images show the corresponding compartments (Frouin
et al. ).
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ventricle cavity

C2: left
ventricle cavity

C3: myocardium
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⊡ Fig. 

Results of the factor analysis of a O-labeled water dynamic PET scan, where three

compartments can be distinguished in the three factor images: right ventricle cavity, left

ventricle cavity myocardium. The three-color superimposition of the three compartments in

the image on the right shows the spatial consistency of the decomposition. The time course

of O-labeledwater in each compartment is given by the curves f, f, and f
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Themethodhas been shown to be useful for studying pharmacokinetics inCT (e.g., Chabri-
ais et al. ), and has found many applications in SPECT and PET (e.g., Dowson et al. ;
Klein et al. ; Rojas-Ordus et al. ), but also in ultrasound imaging (e.g., Frouin et al.
) andmagnetic resonance imaging (Martel et al. ). Solving the linear model expressed
as > Eq.  using a factor analysis can also be viewed as amean to perform image segmentation
based on the temporal signal acquired in the different voxels, accounting or not for partial vol-
ume effect (forcing the Cq(i) to be  for all q-values except one when solving the modelmakes
it impossible to have a mixture of functions within the same voxels). In particular, it has been
used to segment cardiac structures and derive the arterial input function in small animal PET
(Kim et al. ).

 Conclusion

Quantitative image analysis in tomography is a very broad area, involving a large number of
signal and image processing methods, the choice of which should be guided by the medical
application. Quantitative parameters can be derived either from static or dynamic imaging.
In static imaging, quantitation makes it possible to determine the dimensions of abnormal
structures (e.g., tumor volume), the magnitude of the abnormality (e.g., hypermetabolism or
hypometabolism, hyperdensity or hypodensity), or the texture of the abnormality. In dynamic
imaging, physiological parameters describing the function of organs or abnormalities can be
derived, either at a regional level, or at a voxel level whenperforming parametric imaging. Accu-
rate quantitation of clinically relevant parameters always assumes that the signal intensity in the
image is at least proportional to a well-understood physics quantity (activity concentration in
nuclearmedicine, tissue attenuation coefficient inCT). Given that advances in PET, SPECT, and
CT images nowmake it possible to acquire images that are quantitatively reliable, it is expected
that their quantitative interpretation will become more and more widespread in a near future,
mostly through the use of automatic or semiautomatic analysis tools.Many challenges like accu-
rate segmentation and accounting for partial volume effect and noise still need to be coped with,
but the effort is definitely worthwhile to make the most of increasingly accurate tomographic
images to the patient benefit.
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Abstract: This chapter provides an overview of the basic principles of compartmental
modeling as it is being applied to the quantitative analysis of positron emission tomogra-
phy (PET) studies. Measurement of blood flow (perfusion) is used as an example of a single
tissue compartment model and receptor studies are discussed in relation to a two tissue
compartment model. Emphasis is placed on the accurate measurement of both arterial
whole blood andmetabolite-corrected plasma input functions. Reference tissuemodels are
introduced as a noninvasive tool to investigate neuroreceptor studies. Finally, parametric
methods are introduced in which calculations are performed at a voxel level.

 Introduction

Both single photon emission tomography (SPECT) and positron emission tomography (PET)
are tomographic imaging techniques that enable measurements of regional tissue radioactiv-
ity concentrations. Although other routes of administration are possible (e.g., inhalation), in
general, accumulation in tissue follows intravenous injection of very small (tracer) amounts of
molecules labeledwith single photon or positron emitters, respectively. Clearly, uptake depends
on how tissues handle these labeledmolecules. As a result, both SPECT and PET images provide
in vivo insight in tissue function (Phelps ).The specific function being imaged depends on
the specificmolecule that has been labeled. For example, tracers are available for imaging perfu-
sion, metabolism, pre- and postsynaptic receptor density and affinity, neurotransmitter release,
enzyme activity, and drug delivery and uptake.

Based on the principle of coincidence detection, in case of PET it is possible to perform accu-
rate corrections for tissue attenuation.This is combined with unrivaled sensitivity, allowing for
quantification at a picomolar level. In fact, PET represents the most selective and sensitive (up
to picomolar range) method for measuring molecular pathways and interactions in vivo (Jones
). Therefore, this chapter will focus on tracer kinetic modeling in PET. Clearly, the same
principles apply to SPECT and indeed to any imaging technique that makes use of externally
administered tracers.

 Compartment Models

PET only provides for accuratemeasurements of regional tissue concentrations of radioactivity.
As schematically shown in > Fig. , appropriate tracer kinetic models are needed to translate
these measurements of tissue tracer concentrations into quantitative values of the tissue func-
tion under study. Such a tracer model is a mathematical description of the fate of the tracer
in the human body, in particular the organ under study (i.e., within the field of view of the
scanner). Although other types of models have been proposed, essentially all models used in
practice are compartment models (Gunn et al. ). In these models, the possible distribution
of a tracer is divided into a limited number of discrete compartments.

Examples of the most common compartment models are shown in > Fig. . The simplest
model is a zero tissue compartment model (> Fig. a).This would be an appropriate model for
a blood volume tracer, i.e., a tracer that is not taken up by tissue and remains in the vascular
space (Phelps et al. ). The next model is a single tissue compartment model (> Fig. b),
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Schematic diagram illustrating the need for a tracer kinetic model to translate PET
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Structure of the most common compartmentmodels used in PET with (a) zero, (b) one, and

(c) two tissue compartments

where the tracer is taken up by tissue, but has no further interactions within that tissue, i.e., no
additional tissue compartments can be identified. A single tissue compartmentmodel would be
appropriate for a blood flow (perfusion) tracer (Frackowiak et al. ). A further compartment
is introduced in the two tissue compartment model (> Fig. c) with exchange between the two
tissue compartments (Huang et al. ).Thismodel can be used for bothmetabolic tracers and
receptor ligands, where the first compartment represents free tracer in tissue and the second
metabolized or bound tracer, respectively.

As illustrated by the two tissue compartment model, compartments do not represent
physical compartments, but rather they constitute a convenient way of describing tracer kinet-
ics. It should be noted that, when reading the literature, different nomenclature has been used
for these models. For example, in older literature, the single tissue compartment model has
been referred to as both a single (tissue) and a two (blood and tissue) compartment model.
In recent years, there appears to be consensus to classify models according to the number of
tissue compartments involved. Apart from the nomenclature for the models themselves, the
parameters associated with these models have received many different names. A few years ago,
however, consensus was reached about the nomenclature related to reversibly binding radioli-
gands (Innis et al. ). As far as possible, in this chapter, this nomenclature will be followed
even for models that do not relate to receptor ligands.
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. Single Tissue CompartmentModel: Blood Flow

As mentioned above, the model describing kinetics of a perfusion tracer is a typical example of
a single tissue compartment model and this application will be used as an example. The most
important perfusion tracer is oxygen- labeled water, which in most organs is freely diffusible,
at least in case of normal or reduced flow, conditions that are most frequently seen in pathol-
ogy. In addition, water has no metabolic interactions in tissue, i.e., it is metabolically inert.
This actually is the reason that a single tissue compartment suffices. A disadvantage is the short
half-life of oxygen- (min), so that it needs to be (cyclotron) produced in close proximity to
the scanning site. On the other hand, an advantage of this short half-life is the possibility to
repeat measurements in a single scanning session, e.g., following an intervention. In addition,
the short half-life permits acquisition of a [O]HO scan immediately prior to a metabolic or
receptor scan.

The basic differential equation of the single tissue compartment model, illustrated in
> Fig. , is given by

dCT (t)
dt

= K ⋅ CA (t) − k ⋅ CT (t) , ()

where CT and CA are concentrations as function of time t for tissue and arterial blood, respec-
tively, and K and k represent rate constants for influx into and efflux out of tissue, respectively.
This equation simply reflects the fact that the rate of change of the tissue concentration is the
difference between total influx and efflux. In general, the rate constant K is given by

K = E ⋅ F, ()

where E represents first-pass extraction fraction and F blood flow (perfusion). Note that E itself
depends on F (Renkin ; Crone ):

E =  − exp(
−PS
F
) , ()

where PS represents the permeability surface area product. This equation illustrates that E
essentially is constant for lower flow values, but that it starts to decrease for higher flows,
depending on the magnitude of PS.

Another important parameter is the volume of distribution (or partition coefficient) VT,
which reflects the equilibrium distribution of the tracer:

VT =
CT

CA
, ()

Blood Tissue

CA CT

K1

k2

⊡ Fig. 

Schematic diagram of the general single tissue compartmentmodel. CA and CT represent

arterial and tissue concentrations, K and k influx and efflux rate constants
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where CT and CA now represent equilibrium (independent of time t) tissue and arterial blood
concentrations, respectively. By imposing equilibrium conditions on > Eq. , i.e., by setting
dCT(t)/dt to , the following expression of VT in terms of rate constants is obtained:

VT =
K

k
. ()

For [O]HO the extraction fraction is %, i.e., E =  and consequentlyK = F. From > Eq. 
it follows that k = K/VT, which for water reduces to k = F/VT. In other words, the differential
equation for [O]HO studies becomes

dCT (t)
dt

= F ⋅ CA (t) − (
F
VT
) ⋅ CT (t) ()

which has the following solution:

CT (t) = F ⋅ CA (t)⊗ exp{−(
F
VT
) ⋅ t} ()

where⊗ represents a convolution.
> Equation  illustrates a few basic principles of quantification. Firstly, the equation con-

tains two entities that can be measured, the tissue concentration CT and the arterial blood
concentration CA. CT is measured using the PET scanner and, in general, CA using arterial
blood sampling. In other words, for full quantification of PET studies, arterial sampling is
required (with a few exceptions – see later). This is logical, as the tracer is administered intra-
venously and subsequently delivered to the tissues through the arterial circulation. Note, that
this implies that studies in which uptake is (semi)-quantified by normalizing to injected dose
inherently assume that there is a constant relationship between injected dose and CA(t), i.e.,
that uptake and clearance of the tracer in the entire body (including all other organs than the
one under study) is constant. The second principle illustrated by > Eq.  is that CT at a given
time does not depend on CA at that same time point, but rather on the history of CA (repre-
sented by the convolution). Again, this is logical, as clearance from tissue is not instantaneous.
Finally, it can also be seen from > Eq.  that even for this simple single tissue compartment
model there are two tissue-related parameters that are unknown, in this case F and VT. This
implies that it is impossible to quantify a study from a single PET scan, thereby illustrating the
need for dynamic scanning.

In practice, a series of consecutive scans (so-called frames) is acquired, starting at the time
of injection. This allows for measurement of CT as a function of time. At the same time, using
continuous or repetitive arterial blood sampling, CA is measured as a function of time. Using
nonlinear regression analysis, estimates of CT(t) for all frames are derived using CA(t) as input
function and varying F and VT in > Eq.  until the optimal correspondence (i.e., lowest sum
of squared differences) between estimated and measured CT(t) is obtained. F and VT values
corresponding to this optimal fit are then used as the parameter values characterizing the tissue
under study.

. Two Tissue CompartmentModel: Receptor Studies

One of the most important PET applications is the study of various cerebral receptor systems
using labeled ligands that bind to specific receptors. Again, such a ligand is introduced into the
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Schematic diagram of the two tissue compartment model used for receptor studies. CP, CND,

and CS represent arterial plasma, and non-displaceable and specific tissue concentrations. K

to k represent rate constants characterizing transport between compartments and VB

blood volume within the PET region

human body by intravenous injection and is then transported to the brain through the arterial
vasculature. If the specificity is high, i.e., if the ligand binds to only one receptor type, the cere-
bral signal will be the sum of free ligand, nonspecifically bound ligand (i.e., binding to various
proteins), and ligand specifically bound to the receptor under study.This would require a three
tissue compartment model, but in practice it is usually assumed that kinetics of the nonspecific
compartment are very fast, so that free and nonspecific compartments can be combined into
a single non-displaceable compartment. The corresponding two tissue compartment model is
shown in > Fig. . In this case, four rate constants are needed to describe kinetics of the tracer.

> Figure  also illustrates some practical issues. Firstly, in this case input is not given by the
arterial (whole blood) concentration CA, but by themetabolite-corrected plasma concentration
CP, as, in contrast to water, only the tracer in plasma can exchange with tissue.A receptor ligand
is a more complex molecule that circulates through the body and that will be taken up by the
liver, where it can be metabolized. Subsequently, in most cases, these resulting radiolabeled
metabolites will enter the circulation again. As a PET scanner only can measure radioactivity,
quantification becomes extremely difficult, if not impossible, when these labeled metabolites
would also be taken up by the brain. An important aspect of PET radiochemistry research is,
therefore, to design ligands for which the labeled metabolites do not cross the blood–brain
barrier. A second issue illustrated by > Fig.  is that a PET scanner measures radioactivity
concentrations within a certain volume.This volume will not contain just tissue, but also blood.
The concentration in this (fractional) blood volume VB will not depend on CP, but on CA (not
corrected for metabolites). In other words, for quantification both metabolite-corrected plasma
and non-corrected whole blood concentrations are required.

The two tissue compartment model of > Fig.  leads to a measured concentration CPET

given by

CPET (t) = ( − VB) ⋅ CT (t) + VB ⋅ CA (t) ()

with

CT (t) = CND (t) + CS (t) , ()

where CND and CS represent concentrations in non-displaceable and specific compartments,
respectively.
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Tissue kinetics are described by the following differential equations:

dCND (t)
dt

= KCP (t) − kCND (t) − kCND (t) + kCS (t) , ()

dCS (t)
dt

= kCND (t) − kCS (t) . ()

As for the single tissue compartment model, these equations can be solved resulting in a non-
linear equation with two convolutions (Lammertsma et al. ), which can then be fitted using
nonlinear regression analysis to obtain values of the four rate constants and VB.

It should be noted that all these parameters need to be determined from a single time-
activity curve, which can be noisy for small regions of interest or low uptake. In addition, there
can be a high correlation between parameters, especially between k and k. In many cases,
tissue time–activity curves can be fitted, but with very low precision of fitted rate constants,
sometimes called micro-parameters. Usually, in those cases it still is possible to obtain valu-
able information by looking at combinations of parameters, so-called macro-parameters. The
most interestingmacro-parameter for receptor studies is the non-displaceable binding potential
BPND which, for tracer experiments, is given by

BPND =
k
k

. ()

BPND is of interest because of its direct relationship with parameters known in pharmacology.
In pharmacological terms, the parameters k and k are given by (Innis et al. )

k = fND ⋅ kon ⋅ Bavail, ()
k = koff , ()

where fND represents the free fraction of the non-displaceable compartment, Bavail the num-
ber of available receptors, and kon and koff the rate constants for association and dissociation
of the ligand–receptor complex, respectively. Note, that if receptor occupancy by endogenous
neurotransmitters is low, Bavail will approach the pharmacologically well-known parameter
Bmax (maximum number of receptors). Another important pharmacological parameter is the
equilibrium dissociation constant Kd, given by (Innis et al. )

Kd =
koff
kon

. ()

Combining > Eqs. – results in the following relationship (Mintun et al. ):

BPND = fND ⋅
Bavail

Kd
. ()

Assuming that fND is constant, this equation demonstrates that BPND depends on the number
of available receptors (Bavail) and the affinity of the ligand for the receptor (Kd). In clinical
studies, it often is assumed that the affinity is relatively constant. In that case, BPND primarily
depends on the number of available receptors. If occupancy of the receptor by endogenous
ligands is negligible, it follows that BPND reflects receptor density. It is important, however,
to verify that Kd is indeed constant in order to avoid erroneous conclusions. Note, that it is
not possible to measure Bavail and Kd separately from a single tracer experiment, as they only
enter the equations as a ratio. Separate measurements of Bavail and Kd are possible, but they
involvemultiplemeasurements in the same subject using tracer injectionswith different specific
activities. In such a design, Bavail is modified by co-injection of a cold (nonradioactive) ligand.
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In many cases, even BPND cannot be estimated reliably. This is especially the case when
kinetics between both tissue compartments are relatively fast, making it difficult to distinguish
these compartments from each other. In that case, analogues to the single tissue compart-
ment model, the volume of distribution VT, can be used. Again, this represents the equilibrium
distribution of ligand in tissue relative to that in plasma:

VT =
CT

CP
. ()

At equilibrium, both dCND(t)/dt and dCS(t)/dt are . From > Eq.  it follows that

CS = (
k
k
) ⋅ CND, ()

where CS and CND are now independent of time. Substituting > Eqs.  and >  in > Eq. 
results in

VT =
CT

CP
=

CND + CS

CP
= ( +

k
k
) ⋅

CND

CP
. ()

In addition, from
dCND (t)

dt
+

dCS (t)
dt

= KCP − kCND =  ()

it follows that
CND = (

K

k
) ⋅ CP. ()

Finally, combining > Eqs.  and >  results in

VT =
K

k
⋅ ( +

k
k
) =

K

k
⋅ ( + BPND) . ()

It can be seen from > Eq.  that VT is related to the specific signal represented by BPND. It
is also clear, however, that it is “contaminated” with a signal that is related to non-displaceable
uptake, which usually is dominated by nonspecific binding.

> Equation  describes VT for a region with receptors that are targeted by the ligand. If
there is another region in the brain that is devoid of these receptors, its volume of distribution
can, analogues to > Eq.  be described by

V ′T =
K′
k′

. ()

If the blood–brain barrier is symmetric (i.e., increased transport into the brain is matched by a
similar rate of transport out of the brain) and the level of nonspecific binding is constant across
the brain, the following equality holds:

K

k
=

K′
k′

. ()

By combining > Eqs. – it follows that (Lammertsma et al. )

BPND =
(VT − K/k)
(K/k)

=

(VT − V ′T)
V ′T

=

VT

V ′T
− . ()

In other words, if a reference region devoid of receptors exists, it still is possible to derive
BPND indirectly from VT measurements, even if BPND cannot be fitted directly with sufficient
precision.
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 Reference TissueModels

As mentioned in the previous section, direct fitting of BPND often results in unstable estimates.
Fortunately, BPND can still be obtained indirectly from VT fits, provided a reference tissue
devoid of receptors is available. This still requires a metabolite-corrected arterial plasma input
function for both target and reference tissue VT fits. Obtaining such an input function requires
(invasive) arterial sampling together with labor-intensive estimation of plasma metabolites. If,
however, a reference tissue exists it is also possible to derive BPND directly without arterial
sampling. The differential equations describing the (full) reference tissue model illustrated in
> Fig.  are given by

dCND (t)
dt

= KCP (t) − kCND (t) − kCND (t) + kCS (t) , ()

dCS (t)
dt

= kCND (t) − kCS (t) , ()

dCR (t)
dt

= K′CP (t) − k′CR (t) , ()

where CR(t) represents the tissue concentration as function of time in the reference tissue.
> Equation  can be used to express CP(t) in terms of CR(t), which can then be substi-

tuted in > Eq. . Using the same assumption as for the indirect plasma estimation of BPND,
expressed by > Eq. , CT(t) can be fitted for R (= K/K′) , k, k, and BPND using CR(t)
as (indirect) reference tissue input function (Lammertsma et al. ). Note, that K cannot be
estimated but only the ratio R, as curves are expressed relative to the reference tissue. K and
K′ , however, do not have to be the same, i.e., this method does not assume that delivery to target
and reference tissues is the same.

Looking at > Fig.  it may be tempting to subtract CR(t) from CT(t) to obtain CS(t) and
to subsequently fit CS(t) with CR(t) as input. This would have the advantage that only two
parameters (k and k) need to be fitted. Unfortunately, this approach is not valid, as the time
courses of CND(t) and CR(t) are not the same, despite the fact that CND and CR would be the
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Schematic diagram of the full reference tissue model. ND and S represent non-displaceable

and specific compartments. In the operational equation, the target tissue concentrationCT

is expressed in terms of the reference tissue concentration CR
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same at equilibrium (same level of nonspecific binding), simply because the environment of
both compartments is different. In the target tissue, early after injection, the ligandwill be trans-
ferred from the non-displaceable to the specific compartment, which does not happen in the
reference tissue.

The full reference tissuemodel given above provides a full description of all kinetic parame-
ters, but also has some limitations.Themain problem is that parametersmay be correlated and,
in practice, often reasonable fits can be obtained with either high k, low k or low k, high k.
Especially in the presence of noise, it may be difficult to predict which solution would provide
the lowest residual sum of squares. In line with this, the operational (fitting) equation appears
to be sensitive to local minima, requiring repetitive fits with different parameter starting values
in order to find the best overall solution.

A simple way of increasing stability of fits is to reduce the number of parameters that need
to be estimated.The full reference tissue model contains four parameters. This can be reduced
to three by making the assumption that the exchange between non-displaceable and specific
compartments is relatively fast.The resulting simplified reference tissuemodel (SRTM) is shown
in > Fig.  and kinetics can be described by the following differential equations:

dCT (t)
dt

= KCP (t) −
kCT (t)
( + BPND)

, ()

dCR (t)
dt

= K′CP (t) − k′CR (t) . ()

It can be seen that the complexity of these equations is significantly reduced compared with
> Eqs. –. Note that the target tissue is now treated as a single tissue compartment with an
apparent rate of clearance that is reduced by a factor +BPND compared with the situation that
no receptors would have been present.
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Schematic diagram of the simplified reference tissue model (SRTM). The non-displaceable

binding potential BPND results in a reduced apparent k for the target tissue, where

non-displaceable (ND) and specific (S) compartments are lumped together. In the

operational equation, the target tissue concentration CT is expressed in terms of the

reference tissue concentration CR
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Similarly as for the full reference tissue model, > Eq.  can be substituted into > Eq. 
and, again using the assumption of > Eq. , CT(t) can be expressed as function of CR(t)
(Lammertsma and Hume ):

CT (t) = R ⋅ CR (t) + {k −
R ⋅ k

( + BPND)
} ⋅ CR (t)⊗ exp{

−k ⋅ t
( + BPND)

} . ()

It can be seen that in this case only three parameters need to be fitted, R (= K/K′) , k, and
BPND, leading to much better stability.

It is of interest to note that although SRTM assumes fast exchange between non-displaceable
and specific compartments, this assumption does not seem to be too critical. For example, orig-
inally SRTM was developed and validated for analyzing [C]raclopride kinetics in striatum.
Using plasma input models, it is known that these kinetics are best described by two tissue
compartments. Yet BPND values obtained with SRTM were identical to those obtained with the
full reference tissue model (Lammertsma and Hume ). Nevertheless, for new applications
(tracers), the validity of SRTM should always be checked by comparing with the full reference
tissuemodel. In addition, as plasma inputmodels are considered to be the gold standard, results
of any reference tissue model should be compared with those of the most appropriate plasma
input model.

 Weighting Factors

In the sections above, both plasma input and reference tissue input compartment models have
been described. In both cases, the general principle of using these models to estimate relevant
tissue parameters is the same. It requires both an input (plasma or reference tissue) and a tissue
response time–activity curve. Using standard nonlinear regression techniques and the mea-
sured input function, the tissue curve is then fitted to the operational equation corresponding
to the model that best describes tracer kinetics.

In general, it can be assumed that statistical uncertainty of the input function is small (exter-
nal sampling or derived from larger structures within the scan, e.g., cerebellum). For tissue
curves, however, noise levels can be much higher, especially if small volumes of interest (VOI)
are used. Clearly, noise levels will change over the period of a dynamic scan due to uptake and
clearance of the tracer, and physical decay of the radionuclide. In addition, just after injection,
changes in tissue concentrations are much faster than at later times. It is therefore customary
to start a dynamic scan with short frames (e.g., as short as  s) and progressively increase the
duration of the frames (possibly to min at the end of the scan). As time–activity curves are
expressed as concentrations, it will be clear that the statistical uncertainty of a given measured
concentration also will depend on frame duration. Therefore, it is not appropriate to fit the
data as if all data points had the same precision and, consequently, some form of weighting is
required.

Although different weighting schemes have been proposed, only one will be presented here.
In this scheme, it is assumed that relative noise levels do not depend on actual counts within a
VOI, but are proportional to the total counts acquired in a frame. Note that only relative noise
from frame to frame is required, as this relates to the precision of successive data points.

Suppose T total counts (not corrected for dead-time and decay) are acquired in a frame of
duration L.Then the total count rate R for that frame equals T/L. For the total counts a Poisson
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distribution can be assumed, leading to

Var (T) = T , ()

SD (T) =
√

T , ()

COV (T) =
√

T
T
=


√

T
, ()

where Var represents variance, SD standard deviation, and COV coefficient of variation.
As there will be no error in the frame duration L, it follows that

COV (R) =

√

T
, ()

SD (R) =
R
√

T
, ()

Var (R) =
R

T
, ()

Weight (R) =
T
R =

L
R
=

L

T
. ()

These weights are valid for non-decay-corrected data. In practice, it is customary to correct
time–activity curves for decay. In that case, R is not equal to T/L, but needs to be modified to

R = f ⋅
T
L
, ()

where f is the decay correction factor for the frame.This is given by

f = λ ⋅
T

{exp (−λTs) − exp (−λTe)}
, ()

where Ts and Te are start and end times of the frame, and λ is the decay constant of the radionu-
clide used. The corresponding weighting factors for decay-corrected data are then given by

Weight(R) =
L

( f  ⋅ T)
. ()

 Arterial Input Functions

Asmentioned earlier, in those cases where a reference tissuemodel is not available or valid, data
can only be quantified if an arterial blood input function is available. For [O]HO perfusion
measurements only whole blood concentrations are needed. For most other applications, both
metabolite-corrected plasma and non-corrected whole blood data are required. In general, a
tracer is administered using a bolus intravenous injection. This implies that arterial concen-
trations are changing continuously during a scan, with rapid changes early after injection. In
order to characterize such an arterial curve, multiple arterial blood samples are required and
these samples have to be collected at high frequency early during a study. This, of course, is
especially true for a [O]HO study, wheremost perfusion information is present at the begin-
ning of the study. High temporal resolution is best achieved by using an online automatic blood
sampler (Boellaard et al. ). This is a system where blood is withdrawn continuously from
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the radial artery using, e.g., an infusion pump. The line is led through or over a detector and
the count rate is monitored continuously, e.g., in  s bins.

An online blood sampler saves a lot of time and manpower. In addition, it does not suffer
from potential timing errors that can easily occur with very fast manual sampling schemes. It
should be realized, however, that there will be a finite delay between withdrawal from the radial
artery and counting by the detector. For a fixed speed this delay can be measured. However,
during the delay, i.e., the transit time through the tubing, there will also be dispersion. Again,
this can bemeasured beforehand, but it should bemeasured using active and cold blood, as dis-
persion for water will be different. In addition, although delay and dispersion in the tubing are
important, relevant delay and dispersionmay actually be higher. After intravenous administra-
tion, radioactivity will enter the arterial circulation through the heart. From the heart it takes a
finite time to reach the organ of interest, e.g., the brain. It also takes a finite, but longer, time to
reach the arterial cannula. So, the relevant delay (and associated dispersion) is given by delay in
the tubing plus delay from heart to the cannula site minus delay from heart to organ.Therefore,
rather than correcting curves using previously measured values, a better approach is to incor-
porate delay and dispersion in the fitting equation (Lammertsma et al. ). For a perfusion
study, this will double (from two to four) the number of parameters to be fitted, which would
result in reduced precision of parameter estimates. For the brain, it is therefore customary to
first generate a whole brain curve (very good statistics) and to fit this curve for all parameters.
Subsequently, delay and dispersion are fixed for smaller regions of interest. This approach is
valid, as the difference in arrival time between different brain structures is negligible compared
with the fitted delay. Similar approaches can be used for other organs. Note that although it is
possible to correct for delay and dispersion, every effort should be made to limit both effects as
much as possible, as large corrections will lead to large uncertainties. In addition, for optimal
settings dispersion can usually be described by a single exponential. If no care is taken, this may
no longer be valid. To limit dispersion, a single tube (i.e., as few connectors as possible) should
be used that is as short as possible and has a small internal diameter (e.g.,  mm).

Because of the rapid exchange between plasma and red cells, for [O]HO perfusion stud-
ies only the arterial whole blood concentration is required. For receptor studies, however,
both metabolite-corrected plasma and non-corrected whole blood concentrations are needed.
A receptor ligand is dissolved in plasma and therefore the plasma concentration dictates the
exchangewith tissue.Unfortunately, almost all ligands aremetabolized resulting in the ingrowth
of radioactive metabolites. In general, at least for brain studies, only those tracers are accepted
for which the radioactive metabolites do not cross the blood–brain barrier. That also implies
that the arterial plasma curve needs to be corrected for radioactive metabolites, as only the par-
ent compound constitutes the input function. In practice, deriving such a curve can be done in
the following way. During scanning the whole blood curve is measured using an online auto-
matic sampler. At set times (e.g., seven times during a  h study), online sampling is interrupted
to withdraw manual samples. It is recommended to flush the line in front of the detector with
heparinized saline. This clearly marks the timing of the sample in the online curve (of course
these flushing periods should be removed from the online curve), but most importantly, it also
provides a check on the stickiness of the tracer. If counts during a flushing period do not return
to zero, the tracer sticks to the tubing and a correction for this stickiness should be consid-
ered (Lammertsma et al. ) or, better, other tubing should be used. Next, plasma and whole
blood concentration of the manual samples should be measured after which a mathematical
function (usually an exponential) can be fitted to the plasma to whole blood ratios over time.
The whole blood curve should then be multiplied with this mathematical function to gener-
ate a (total) plasma curve as function of time. The same discrete arterial (plasma) samples
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should also be used to measure the parent fraction, i.e., the fraction of total radioactivity in
the plasma that is due to the originally injected tracer.This fraction over time should also be fit-
ted to amathematical function (e.g., a Hill function (Gunn et al. )). Finally, the total plasma
curve derived above should bemultiplied with this mathematical function, resulting in the final
metabolite-corrected plasma input function.

 Comparison of Fits

Ideally, all receptor ligand studies should be analyzed using the two tissue compartment model
described above. Unfortunately, as indicated previously, this is not always possible. Due to the
specific kinetics of a ligand or higher noise levels (e.g., low uptake), it is possible that the second
compartment is not identifiable. In developing a tracer kinetic model for a new radioligand it is
necessary to compare the performance of severalmodels with different numbers of parameters.
The goal is then to identify the model that describes the observed kinetics adequately, but that
is not too complex for reliable estimation of the parameter of interest. Note that this can be a
macro-parameter (e.g., BPND).Given the research question, it often is not necessary to have very
high precision of individual rate constants. Fits should, however, not be compared on the basis
of residual sum of squares only, as this would favor models with more parameters. In practice,
three different tests are commonly used for (statistical) comparison of various fits, the Akaike
and Schwarz criteria, and the F-test.

The Akaike information criterion (AIC) is given by (Akaike )

AIC = N ⋅ ln (SS) + P, ()

whereN is the number frames, P the number of parameters, and SS the residual sumof squares.
The fit with the lowest AIC is considered to be the “best” fit. It can be seen from > Eq.  that
additional parameters are penalized.This is also the case in the Schwarz criterion, which is given
by (Schwarz )

SC = N ⋅ ln (SS) + P ln (N) . ()

Again the fit with the lowest SC is considered to be the best. Finally, the F-test is given by
(Cunningham )

F =
{(SS − SS) / (P − P)}
{SS/ (N − P)}

, ()

where  and  stand for the fits with the lowest and highest number of parameters, respectively.
An F-statistic table is required to assess significance.

It is difficult to indicate which is the better test. In practice, all three tests are often used to
check whether they provide consistent results. A major advantage of the Akaike and Schwarz
tests is the fact that they can easily be implemented in an (automatic) program (e.g., fitting of
many regional curves for several patients). This is more difficult for the F-test.

 Parametric Methods

As indicated earlier, the model equations describing kinetics of compartment models are non-
linear. Tissue curves are fitted using nonlinear regression algorithms. Usually, this is performed
on a region of interest level, where regions are defined prior to kinetic analysis using a summed
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tracer accumulation image or a co-registered MRI scan. There is, of course, the risk that an
abnormality exists in only part of one or more regions. In that case it is not unlikely that the
given abnormality is overlooked, as fitted parameters for the whole region will be “diluted”
with normal kinetics for the rest of the region and therefore changes may not reach statistical
significance.

To fully exploit the spatial resolution of a scanner, fitting at a voxel level is required. This
is not practical when using nonlinear regression, as the method simply is too slow to fit a few
million voxels. In addition, nonlinear regression suffers from noise amplification and the high
noise levels associated with individual voxels would prohibit reliable results. To avoid noise
amplification some form of linearization is required and indeed several linear methods have
been proposed.

The best known linearized method is the Patlak plot (Patlak et al. ), which can be used
to derive the net rate of influx Ki for irreversible tracers, notably FDG.When k equals , it can
be shown that, after an equilibration period, the plot of CT/CP against

∫

CP dt/CP becomes a
straight line:

CT(t)
CP(t)

= Ki ⋅
∫

t
 CP(τ)dτ
CP(t)

+ Vi , ()

where Vi is the initial volume of distribution (of free tracer) and Ki is given by

Ki = K ⋅
k

(k + k)
. ()

Another well-known linearization is the Logan plot for reversible tracers (Logan et al. ).
In this case a linear transformation is used, such that after an equilibration time a straight line
is obtained with a slope that represents VT. Later the method was adapted to allow for a ref-
erence tissue input (Logan et al. ). A third method that has been used regularly involves
linearization of the equations describing reference tissue models (Ichise et al. , ).

In principle, the linear methods given above derive a macro-parameter of interest from the
time–activity curves using a linear transformation of the data. Another, more general, approach
is the basis function method, which in theory can be used for all compartment models. The
method is best known for its implementation of SRTM, which is also known as RPM (Gunn
et al. ). As can be seen from > Eq. , the equation for the target tissue concentration
contains both a linear and a convolution term. The basic idea of the method is to precalculate
the convolution for a series of basis functions that cover the whole range of physiological values.
For a single (precalculated) convolution, > Eq.  becomes linear and the coefficients can be
obtained by linear regression. This process is repeated for all basis functions and, finally, the
linear fit with the lowest residual sum of squares is kept. From the coefficients of that specific
linear fit, the actual model parameters can be calculated.

Using SRTM at a voxel level (i.e., RPM) provides the opportunity to reduce the number of
parameters even further (Wu and Carson ), as R and k are obtained for all voxels. Given
R and k, k′ can be calculated using > Eq. . However, k′ should be a constant as it refers
to k of the reference region. This can be utilized by running RPM twice. After the first run, k′
is calculated and in the second run k′ is fixed to the median value (not mean, as this would be
sensitive to outliers) from the first run, effectively reducing the number of parameters to two.

Clearly, parametric methods need to be validated against full compartmental analysis.
In fact, for a new tracer, it is advisable to test all parametric methods by comparing results
with nonlinear regression of the compartment model (at a region of interest level). In addi-
tion, simulation studies should be performed to test sensitivity to both noise and deviations
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from underlying assumptions. Experience with the parametric methods mentioned above has
shown that no single method is ideal for all applications, i.e., for each new ligand the optimal
method needs to be determined again.

 Conclusions

Quantitative analysis of PET data requires dynamic scanning andmeasurements of both arterial
whole blood and metabolite-corrected plasma input functions. Blood data should be collected
with sufficient temporal resolution to “catch” the peak after a bolus injection. For a new tracer,
several plasma inputmodels should be tested to assesswhichmodel is optimal for that particular
tracer. In case of neuroreceptor studies, reference tissue models should also be investigated,
provided a region devoid of these receptors can be identified in the brain. Finally, to fully utilize
the spatial resolution of the scanner, parametric methods should be investigated. It should be
realized, however, that all parametric methods contain some form of linearization and, ideally,
abnormalities seen in parametric images should be confirmed by full compartmental analysis.
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Abstract: In this chapter, we present methods for assessing image quality in radiation-
based medical imaging. Image quality is defined by the ability of an observer to perform
a relevant task using the images or data generated by an imaging system. The techniques
presented in this chapter may be used to assess the utility of imaging hardware or to fine-
tune the processing of image data into reconstructed images. Special attention is paid to
nuclear-medicine imaging, but X-ray-based imaging systems are also considered.

 Introduction

In medical imaging, images are acquired for specific purposes. These purposes include the
detection of abnormalities such as tumors or heart defects and the estimation of quantities of
interest such as cardiac ejection fraction. Because images are acquired for specific purposes, it
is reasonable to assess the performance of imaging systems and image-processing algorithms
based on howwell these tasks can be performed.The concept of task-based assessmentof image
quality addresses this very topic. Traditionalmeasures such as resolution and contrast are of sec-
ondary importance because they do not necessarily correlate with task performance. Instead,
we measure the quality of an imaging system or the processing of image data based on how
well relevant observers can perform medically relevant tasks on a population of patients that is
of interest. In this chapter, we will review the tasks that arise in medical imaging, the various
observer models, and practical methods for their implementation.

. The Imaging Equation

The relationship between objects being imaged and images is of fundamental importance in
assessing image quality. Imaging can be represented mathematically as

g = H f (r, t) + n. ()

Here, f (r, t) represents the object being imaged as a function of a spatial coordinate r and
time t. In nuclear-medicine imaging, this function represents the distribution of the radio-
tracter throughout the body and how this distribution changes with time. In X-ray imaging,
this function would represent the distribution of X-ray attenuation coefficients and how these
change with time, e.g., patientmotion.The object f (r, t) could even be vector valued if we con-
sidered the dependence of attenuation coefficients on the energy spectrumof the incident beam.
For the sake of simplicity, we will consider only scalar-valued objects f (r, t). Also note that the
temporal dependence is often ignored when the image acquisition time is short compared to the
temporal changes of the object. In cardiac imaging studies, the temporal component cannot, in
general, be ignored. It is important to note that the object is represented as a continuous func-
tion and not a voxelized representation. Objects are continuous whereas image measurements
of the object are generally discrete.The operatorH describes the imaging system and how this
systemmaps the object to a noise-free set of measurements.The physics of the imaging process
are all contained in this operator H. The operatorH is often considered a linear, continuous-
to-discrete operator in nuclear medicine. In X-ray imaging, the process of measurement can be
approximately linearized by taking a logarithm of the measured data; thus, most researchers
consider a linear relationship between the object and the log of the data in X-ray imaging.
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The vector n is the noise just due to the detectors. We have represented this noise as additive
just for notational convenience; the noise might not be additive in the conventional sense. The
vector g represents the noisy image data acquired by the imaging system. This vector may or
may not be an image that is ready to be viewed. In CT imaging, for example, projection images
are measured by the system and a reconstruction algorithm must be applied to the image data
g to generate images that can be viewed. We consider both g and n to be M ×  column vec-
tors where M is the total number of measurement and not necessarily the number of detector
elements. For example, in SPECT imaging, the cameras are often rotated around the patient;
thus, each detector element at each particular angle represents one element of M. If we were to
take multiple acquisitions for a temporal sequence, each time point for each detector element
for each angle would comprise the elements of g .The ordering of the elements of g is somewhat
immaterial as long as the ordering is kept consistent.

For tomographic imaging systems, a subsequent reconstruction operator O is required to
produce a reconstructed image for viewing, i.e.,

̂f = Og . ()

With this notation, it is important to note that the reconstruction ̂f is finite-dimensional
whereas the patient being imaged f is infinite-dimensional. Thus, f and ̂f cannot be directly
compared using measures such as mean-squared error.

It should be noted that the operators H and O may be nonlinear. For example, for
maximum-likelihood, expectation maximization (MLEM) image reconstructions, the opera-
torO is nonlinear. In this chapter, we will address the objective assessment of imaging systems
and not post-processed images.That is, we will cover methods for computing task performance
using image data g and not reconstructed images. Any processing on the image data g to pro-
duce a reconstructed imagêf will only reduce (or at best be equal to) the amount of task-specific
information present in g . Thus, we assess the performance of imaging systems using the raw
data produced by those systems.

Image quality is a statistical concept, and thus, a characterization of the random compo-
nents in the imaging chain is necessary. The noise vector n accounts for randomness due to the
measurement process. If the same object is imaged multiple times, the image data returned are
not exactly the same due to measurement noise. The object f being imaged is also a random
quantity because the same patient is not being imaged every time. Thus, the image data g has
random contributions from at least two different sources: the object being imaged and themea-
surement noise.The measurement noise can depend on the object being imaged. For example,
in nuclear-medicine imaging, the image data g is conditionally Poisson. That is, the probability
density function pr(g ∣ f ) is Poisson distributed with meanH f .

 Tasks

. Classification Tasks

Classification tasks include the detection of a signal such as a tumor or the classification of
a tumor as malignant or benign. The observer’s decision is to classify the image into one on
L classes, where L is a finite number. If only two classes are present, i.e., L = , then the
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classification is called a signal-detection task. For signal-detection tasks, the data are given by

H : g = H f + n = H( f b + f s) + n, ()
H : g = H f + n = H( f b) + n. ()

Here, we are using f to represent the continuous function f (r, t) described earlier. Under the
signal-present hypothesis (H), the object being imaged has both a background and a signal
component. Under the signal-absent hypothesis (H), the object is just comprised of a random
background. Because of obscuration, not all signals in gamma-ray imaging can be represented
as additive. In fact, much of the analysis we present does not rely on the signal being addi-
tive. For either the signal-absent or signal-present hypothesis, the images are sampled from the
distribution:

pr(g ∣Hi) =
∫

d f pr(g ∣ f ,Hi)pr( f ∣Hi). ()

In > Eq. , the distribution pr(g ∣ f ,Hi) describes the randomness in the image data given
a known hypothesis and a fixed object f . That is, the distribution pr(g ∣ f ,Hi) characterizes
the noise.The distribution pr( f ∣Hi) characterizes the randomness in the objects being imaged
given the hypothesis Hi .

. Estimation Tasks

Estimation tasks arise when an image or image data is used to estimate a quantity of interest. For
example, the cardiac ejection fraction is commonly estimated using nuclear-medicine images.
For estimation tasks, the imaging equation becomes

g = H f (θ) + n, ()

where f (θ) is the objectwith someparticular set of parameter values θ . Both f and θ are usually
random. Note that we can describe the distribution of the image data using

pr(g ∣θ) =
∫

d f pr(g ∣ f , θ)pr( f ∣θ), ()

where pr(g ∣ f , θ) is the noise distribution and pr( f ∣θ) describes the randomness in the objects
for a particular value of θ.This equation is very similar to > Eq. .There are indeedmany sim-
ilarities between the mathematics describing classification tasks and estimation tasks (Barrett
and Myers ).

. Combined Tasks

Combined tasks are common in medical imaging; they include any tasks where the observer
must determine whether a signal is present or not and then, when present, must estimate
parameters that characterize the signal. Any task where the observer detects the presence of
a signal and also localizes the signal is a combined task. For a combined task, the image data is
described by

H : g = H f (θ) + n = H( f b + f s(θ)) + n, ()
H : g = H f + n = H( f b) + n. ()
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Much like before, a useful distribution characterizing the randomness in the image data is

pr(g ∣Hi , θ) =
∫

d f pr(g ∣Hi , f , θ)pr( f ∣Hi , θ). ()

One caveat to the above equation is that the θ is not present when Hi = H, the signal-absent
case.

. Distributions

In the previous section, we defined, pr(g ∣Hi), pr(g ∣θ), and pr(g ∣θ,Hi). These distributions
are usually called the likelihood distributions because they describe the likelihood of the data
given the state relating to the task. The overall probability of the image data is obtained by
marginalization. For the case of estimation tasks, this results in

pr(g) =
∫

dθ pr(g ∣θ)pr(θ), ()

where pr(θ) describes the randomness in the parameters being estimated.This distribution is
referred to as the prior distribution. It should be noted that a Bayesian definition of probability
is not required to define this prior distribution. Expressions similar to > Eq.  exist for the
other tasks.

 Observers

An observer, quite simply, performs the task. Observers can be humans, computer algorithms,
or algorithms that are guided by humans. For the goal of system design, the goal is to generate
themost amount of task-specific information in the image data as possible.Thus, so-called ideal
observers represent a viable strategy for measuring image quality for imaging hardware. For
evaluating image-reconstruction algorithms, human observers or models of human observers
are more relevant.

For signal-detection tasks, all observers can be thought of as mapping the image data g to a
signal number which represents the confidence level that a signal is present.Thus, the observer
requires a mapping function T(g) and a threshold tc and performs the following operation:

D : T(g) ≥ tc , ()
D : T(g) < tc , ()

where Di implies that the observer decided class i. Note the key difference between Hi and Di ;
Hi relates to the truth of whether a signal is actually present or not, whereas Di refers to the
decision (possibly incorrect decision) that the observer makes.

For estimation tasks, the observer takes the image data and produces an estimate ̂θ of the
parameters θ,

̂θ = Θ(g). ()

For combined tasks, the observer does both of the previous operations. That is,

D : T(g) ≥ tc ;̂θ = Θ(g), ()
D : T(g) < tc . ()
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Thus, this observer only estimates the parameters θ when the signal is present. Otherwise, there
are no parameters to estimate.

. Figures of Merit

For signal-detection tasks, there are two probability density functions which characterize the
observer’s decision variable: pr(t∣H) and pr(t∣H). These are the density functions for the
test statistics when the signal is present (i.e., H) and when the signal is absent (i.e., H). In
general, the more overlap between these two densities, the poorer the observer performance.
The amount of overlap can be characterized either using the test-statistic signal-to-noise ratio
(SNR) or receiver operating characteristic (ROC) (Metz , ) analysis. The SNR is given
by

SNR
=

(t − t)

 (σ


 + σ 

 )
, ()

where ti = ⟨t⟩t∣Hi
is the mean test statistic under the Hi hypothesis and σ 

i = ⟨(t − ti)

⟩t∣Hi

is the variance of the test statistic under the Hi hypothesis. ROC analysis plots the fraction of
correctly classified signal-present images (the true-position fraction or TPF) versus the fraction
of incorrectly classified signal-absent images (the false-positive fraction or FPF) as a function
of the decision threshold tc . The TPF and FPF are given by

TPF(tc) =
∫

∞

tc
pr(t∣H)dt, ()

FPF(tc) =
∫

∞

tc
pr(t∣H)dt. ()

An example ROC curve is shown in > Fig. . The area under the receiver operating charac-
teristic (ROC) curve or AUC is another common figure of merit. A perfect (never makes a
mistake) observer has an AUC of . An observer that guesses the answer each time has an AUC
of ..

For estimation tasks, the ensemble mean-square error (EMSE) is a common figure of merit
and is defined as

EMSE = ⟨⟨∣∣̂θ − θ∣∣⟩
g∣θ
⟩

θ
. ()

This quantity is called ensemble because the figure of merit is averaged over the ensemble of the
parameters being estimated θ. Other figures of merit can be defined for estimation tasks. As we
will see, the choice of the figure of merit changes the optimal estimator.

For combined detection/estimation tasks, there is the estimation receiver operating char-
acteristic (EROC) analysis (Clarkson ). The x-axis of an EROC curve is the false-positive
fraction as in the standard ROC curve. The y-axis is the average value of a utility function on
the parameters being estimated for the true-positive cases. The area under the EROC curve
(AEROC) is a figure of merit that characterizes the ability of the observer to perform the com-
bined task. Location ROC analysis (LROC) is a specific form of EROC analysis where the
estimation task is to locate the signal.
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An example ROC curve

 Ideal Observers

The Bayesian ideal observer makes decision using the likelihood ratio

Λ(g) =
pr(g ∣H)

pr(g ∣H)
, ()

or any monotonic transformation of the likelihood ratio. The Bayesian ideal observer requires
complete knowledge of the two likelihoods describing the image data. The ideal observer
is the observer that has the best possible ROC curve and the highest area under the
ROC curve. The Bayesian ideal observer is not necessarily the observer with the maximum
SNR.

For estimation tasks, the best possible observer depends on the costs associatedwith the esti-
mates. For example, when the cost of an incorrect estimate is the EMSE, then the ideal estimator
is known as the posterior mean estimator,

̂θPM =
∫

dθ θpr(g ∣θ)pr(θ)/pr(g). ()

When all incorrect decisions beyond a tolerance threshold are equally costly, the ideal estimator
is the MAP estimator given by

̂θMAP = argmax
θ

pr(g ∣θ)pr(θ). ()

In either case, complete knowledge of the randomness in the image data and the parameter to
be estimated is required to compute the estimate.

The ideal observer for combined tasks depends on a number of factors. A good description
of the methods required is given in Khurd and Gindi () as well as in Clarkson ().
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 Ideal Linear Observers

A linear observer is one that uses only linearmanipulations on the image data tomake decisions.
For example, a linear observer performing a detection task produces test statistics using

t = T(g) = w†g , ()

where w is a vector with the same dimension as g and † denotes the transpose operation. We
will assume that the image data g are always real valued (i.e., never complex); so we will not
worry about any complex conjugates in this chapter. The linear observer that maximizes SNR
(> Eq. ) is known as the Hotelling observer (Barrett andMyers ).TheHotelling observer
produces test statistics using

t = w†g = s†K−g , ()

where
s = ⟨g⟩g∣H

− ⟨g⟩g∣H
= H f s . ()

The signal s is the difference between the mean data under the two hypotheses, i.e., it is the
average signal to be detected. The covariance matrix K is an M ×M matrix that measures the
variability in the image data.The ith diagonal element ofK is the variance in gi .The off-diagonal
element Ki j denotes the covariance between the ith and jth elements of g . A large covariance
indicates that the ith and jth components of g trend with one another. A near-zero covariance
indicates that these components do not vary with one another. The Hotelling observer is not
necessarily the linear observer that maximizes the ROC curve.

For most modern medical imaging systems, a direct application of > Eq.  is difficult
because the dimension M of the image data is very large. It is difficult to use conventional
methods to estimate and invert this very large matrix. An alternativemethod for estimating and
inverting this large covariance matrix K is to use a covariance matrix decomposition and the
Woodbury matrix inversions lemma (Woodbury ). We start by decomposing the covari-
ance matrix K into two components using techniques described fully in (Barrett and Myers
), to achieve

K = Kn + Kg . ()

Here Kn is the noise covariance matrix averaged over all patients and the term Kg is the covari-
ance of noise-free images. This decomposition is completely general and does not require any
assumptions about linear imaging systems or even statistical independence of the objects f and
the measurement noise n. The key advantage of the decomposition is that the term Kn is often
known from a physical and statistical model or can be easily estimated. For example, in nuclear-
medicine imaging, the measurement noise is known to be Poisson and, hence, the matrix Kn

is a diagonal matrix whose diagonal elements are given by the mean of the image data (which
is also the variance for Poisson statistics). Because Kn is known and is, most often, diagonal,
then any estimate of K produced using > Eq.  is necessarily full rank. So once we have deter-
mined what Kn is from the physics of the imaging process, we can use any number of methods
to estimate Kg and the resulting estimate of the full covariance matrix will be full rank and
invertible.

The term Kg is the covariance of noise-free images of objects.This covariance can be deter-
mined using simulations of the imaging system and objects or it can be measured for some
modalities. For example in nuclearmedicine, long exposure images of objects will result in pro-
jections that are essentially noise free.These noise-free projections can then be used to produce
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a sample estimate of Kg . Thus, the sample covariance matrix to be used in the computation of
the Hotelling observer is

̂K = ̂Kn + ̂Kg , ()

where ̂Kn is an estimate of the diagonal Kn matrix and ̂Kg is estimated from noise-free sample
images.

Another benefit of this matrix decomposition is that the burden of the inversion of a large
covariance matrix is mitigated by using the matrix inversion lemma (Barrett et al. ). We
can rewrite > Eq.  as

̂K = ̂Kn + ZZ†, ()

where Z is amatrix whose dimensions are the number of detector elementsM by the number of
samples N+N.Thematrix Z is a compact means of representing sample covariance matrices.
The matrix inversion lemma states that

[

̂Kn + ZZ†
]

−
= [

̂Kn]
−
− [

̂Kn]
−
Z [I + Z†

[

̂Kn]
−
Z]
−
Z†
[

̂Kn]
−
. ()

This equation is composed of two separate inverses: [̂Kn]
−

which is the inverse of a diagonal
matrix and the inverse of a matrix whose dimension is the number of samples by the number of
samples.Thus, the matrix inversion lemma greatly simplifies the computational effort required
to invert large covariance matrices.

. Linear Estimation Tasks

A linear observer performing an estimation task computes

̂θ =W†g + c, ()

whereW is a matrix whose dimension is the number of detector elementsM by the number of
parameters to be estimated P.The vector constant c is anM×  vector.The linear estimator that
minimizes the EMSE is called the Wiener estimator and is given by

̂θ = Kθ,gK
−
(g − g) + θ, ()

whereKθ ,g is the cross-covariance between the image data g and the parameters to be estimated
θ, and θ is the mean of the parameters to be estimated.This equation is similar to the Hotelling
observer for detection tasks. Just like the case of the Hotelling observer, the covariance matrix
K can be estimated directly from samples. A matrix decomposition can also be employed to
ease the burden of estimating and inverting K . As before,

K = Kn + Kg . ()

However,Kn is the noise covariance averaged over object variability and parameter θ variability.
The second term Kg is the covariance matrix of the noise-free image data but including param-
eter variations. As before, the first term in > Eq.  is often diagonal and can be estimated
using image data.Thematrix inversion lemma can again be employed to invert estimates of the
covariance matrix computed using the above expansion.
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 Notes on Linear Observers

The Hotelling and Wiener observers use only linear manipulations of the image data. Because
of this, they are limited in their performance in certain situations. A paper by Whitaker et al.
() has shown that the Wiener estimator performs poorly when there is signal location
and/or shape variability. The authors showed that the Wiener estimator was unable to use the
image data to simultaneously estimate signal size, location, and amplitude. It is also expected
that the Hotelling observer will perform very poorly if the location of the signal is random.
While the computational efforts required for linear estimation are not great, their application is
generally limited to specific tasks such as the detection of a known signal at a known location
or the estimation of signal amplitude when the signal location and size are known.

 Combination Task Observer Models

The observer models we have discussed thus far have been for detection tasks or estimation
tasks only. Combined observer models do, however, exist and these models have led to a new
class of observer model that can be applied to any type of detection task, estimation task,
or combination detection/estimation task. The pioneering work of Khurd and Gindi ()
developed an observer model that maximized that area under the LROC curve. This observer
model required a search over potential signal locations and the application of an observer that
computes a test statistic as a function of signal location. That is, the observer’s test statistic is
given by

t = max
r′
{⟨Λ(g∣r)u(r, r′)⟩r} , ()

where Λ(g∣r) is the ideal observer when the signal is located at position r, and u(r, r′) is the
utility function of locating the signal at position r′ when the true location is r (Khurd andGindi
). If t is above a detection threshold, then the estimate of the signal location is given by

r = argmax
r′
{⟨Λ(g ∣r)u(r, r′)⟩r} . ()

Clarkson generalized this analysis to allow for the estimation of other parameters instead of
just signal location (Clarkson ) and he generated a new form of a ROC analysis called
Estimation ROC or EROC analysis.

The work of Whitaker (Whitaker et al. ) went a step further and generated an estima-
tion observer model that uses only the second step shown in > Eq.  – the scanning, linear
estimator. In addition, Whitaker et al. also used a simplifying assumption to replace the expec-
tation in > Eq.  with a Gaussian function. Using Gaussian assumptions, scanning Hotelling
observers have also been developed that implement > Eq. . Both the scanning linear estima-
tor and scanning Hotelling observers are nonlinear because of themaximization step.However,
the computation of the objective function depends on only first- and second-order statistics
of the image data g . While the objective function may be a straightforward computation, the
maximization of this objective function can be difficult.
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 Discussion

We have discussed Bayesian ideal observer models and found that, in general, they require
complete knowledge of the statistics of the image data; this is usually not possible for realistic
situations. Ideal linear observers on the other hand can be computed efficiently and practically.
However, the utility of these observer models is limited to simple tasks such as the detection of
a signal at a known location. More modern observer models such as the scanning linear esti-
mator can be related to an ideal observer; so they have a strong foundation in signal-detection
theory. However, they are also practical to compute. These newer observer models have found
a great deal of use in medical imaging, homeland security, and astronomical imaging.

Objective assessmentof image quality requires a knowledge ormeasurementof the statistics
governing the imaging problem. Object variability,measurement noise, and task variability (i.e.,
the randomness in the truth state Hi) all play a role in the development of observer models
for assessing image quality. Clearly the computational burden of computing these observers is
more difficult than conventional quality metrics such as resolution or contrast. However, these
metrics address the reason the images were acquired in the first place – the task.Thus, the effort
to optimize imaging systems based on these measures of image quality should result in systems
that enhance overall task performance.
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Abstract: Simulation is an important tool in medical imaging research. In patient scans
the true underlying anatomy and physiology is unknown. We have no way of knowing
in a given scan how various factors are confounding the data: statistical noise; biological
variability; patient motion; scattered radiation, dead time, and other data contaminants.
Simulation allows us to isolate a single factor of interest, for instance when researchers
perform multiple simulations of the same imaging situation to determine the effect of sta-
tistical noise or biological variability. Simulations are also increasingly used as a design
optimization tool for tomographic scanners. This article gives an overview of the mechan-
ics of emission and transmission tomography simulation, reviews some of the publicly
available simulation tools, and discusses trade-offs between the accuracy and efficiency
of simulations.

 Introduction

A simulation is a computational model of a physical system.The model is a simplified version
of reality, but one where the exact form of the simulated system is known and where details that
are hidden in the physical system can be observed.

Simulation has a long history. For example, as far back as ancient Greece, people have built
geocentric orreries, mechanical simulations of the solar system used to predict the position
of the sun, moon, and planets relative to earth. At some point – certainly by the eighteenth
century – some added stochastic elements to their simulations, early forerunners of what
we now call Monte Carlo simulation. Monte Carlo simulation is now a much-used scien-
tific tool for problems that are analytically intractable and for which experimentation is too
time-consuming, costly, or impractical.

Tomographic patient scans are good examples of such problems. The true anatomy/
physiology that is being probed will never be known; the physical processes and detection
systems are very complex. We have no way to know in a given scan how various factors are con-
founding the data: stochastic noise, biological variability, scattered radiation, patient motion,
and the detection system. Simulation provides an unparalleled window for examining these
factors: the same experiment can be run repeatedly to examine stochastic noise, or a series of
experiments can be run to examine the effect of a single parameter. As a result, simulation is used
extensively in the design of tomographs, in the investigation of physical effects that cannot be
quantified using experiments, in the development of data correction and image reconstruction
algorithms, and in the development of imaging protocols.

 History of Simulation

Early simulations, like the orreries, used mechanisms to help understand or predict the work-
ings of larger/more complex objects. We still make use of this type of simulator, for instance,
flight simulators for the training of pilots. Such simulations are usually deterministic: if the
planets started in this orientation, then in amonth Saturn will rise atmidnight; if we change the
wing flaps so, the plane will turn to the right. However, much of the modern use of simulation
is stochastic, or Monte Carlo simulation.
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“Do random events ever lead to concrete results? Seems unlikely – after all, they’re random”
(Burger and Starbird ). It is somewhat counterintuitive to think that flipping a coin mil-
lions, billions, or trillions of times could give us insight into what is happening in a nuclear
bomb, but it was precisely this problem that lead to the development of the fundamental meth-
ods of Monte Carlo simulation. Two scientists at Los Alamos Scientific Laboratory, John von
Neumann and StanislawUlam, used it to investigate the distance that neutrons traveled through
radiation shielding. Despite the fact that the basic properties of neutrons were, by that point,
well understood, the problem could not be solved with analytical calculations. Monte Carlo
simulation became a key tool in theManhattan Project, the American SecondWorldWar effort
to develop an atomic bomb.

Their methodswere based on the observation that integrals can be solved stochastically. For
instance, if we want to integrate a function y = f (x) on the interval [, ] with range [, ], we
can generate N random pairs

(xi , yi) ∈ {(x, y) : x ∈ [, ] , y ∈ [, ]} , ()

then estimate the integral as



∫

x=

f (x)dx =
m
N
, ()

where m is the number of i such that

yi < f (xi) . ()

In general, the more random pairs we generate, the better our estimate of the integral will be.
Doing a quick experiment to estimate the integral of y = x on the interval [, ], the estimate
with N =  is / (> Fig. ); an estimate with N = , is ,/,, closer to the
expected result of /.

The first recorded use of this kind of integration was by Georges Louis LeClerc, Comte de
Buffon (–), an influential French scientist who used random methods in a number
of studies. He developed a method of estimating π by dropping a needle on a lined back-
ground that became a Victorian-era parlor game. He reportedly tested it by throwing baguettes
over his shoulder onto a tile floor. In the nineteenth and early twentieth centuries, simula-
tion was increasingly used as an experimental means of confirming theory, analyzing data, or
supplementing intuition in science and mathematics, especially in statistics.

The early studies were seminal: the idea that randomness is an experimental tool rather
than an impediment to science was revolutionary. However, there is a significant difference
between them and typical modern Monte Carlo simulations studying problems that are other-
wise intractable.The early work dealt with problems that could be (often had been) solved with
existing theory: for instance Archimedes (– BC) developed a rigorous method to estab-
lishπ’s value well before LeClerc’s time.Modern simulations invert this process, using stochastic
methods as the primary means of determining a problem’s solution.
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We can estimate an integral of a function by randomly generating points in a region

containing the function

 Statistical Methods for Simulations

. Random Number Generators

How can a computer generate a random number?
In general they do not. There are sources of truly random numbers, e.g., time between

(detected) decays from a radioactive source – there are even lists of random numbers derived
from such sources, though these lists are far too short for complex simulations, which often
require billions or even trillions of random numbers. In general Monte Carlo simulations
depend on pseudorandom number generators (often called an RNG, with the pseudo left out):
algorithms that produce sequences of numbers that are random-like, but that are quick, reliable,
and produce sequences that can be reproduced for program testing or debugging.

AnRNG is a deterministic computer algorithm that produces a series of numbers that shares
many of the characteristics of truly random samples. A simple RNG that used to be very com-
mon is the linear congruential generator (LCG). It is easy to understand and implement. Given
the nth sample, In , the next sample is

In+ = (aIn + c) mod m, ()

where a, c, and m must be carefully chosen for best performance – one should not make these
numbers oneself, tables of appropriate values can be found online. LCGs have the advantages
that they are easy to understand, implement, and relatively quick.However, it is not really appro-
priate for most modern uses – maybe for one’s homework or video game software. Even with
the best choice of constants LCGs present problems. One is that they repeat themselves after
m samples; even more serious, if one repeatedly fills n-tuples using LCGs, (I j, I j+, . . . , I j+n),
the results fall on hyperplanes in n-space (Knuth ).
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However, there are many very good pseudo-RNGs available, often in open source or pub-
lic domain versions. Suites of tests have been developed to check how “random” they are (e.g.,
TestU, L’Ecuyer and Simard ). In particular, many publicly available Monte Carlo simu-
lations now use the Mersenne Twister (Matsumoto and Nishimura ). It is complicated but
fast, passes most tests except for some that are for RNGs used in encryption, and has a freely
available source code.

Most RNGs uniformly sample positive integer values between  and N . To sample the uni-
form distribution on [, ],U[, ], a sample, u, from the RNG is divided by N – the range of the
distribution can also be open or half open as needed, e.g., [, ). Most RNGs allow N to be large
enough that the double precision numbers between  and  are reasonably uniformly sampled
using this method. The remainder of this section shows how the uniform distribution can be
transformed into other distributions of interest.

. Sampling from Probability Density Functions (PDFs)

A PDF is a nonnegative, real-valued function with an integral of  over its range. It gives the
relative likelihood of the possible outcomes for a random sample from a given distribution. For
example, for the U[, ] the PDF is

p(x) = {   ≤ x ≤ 
 otherwise . ()

For sampling purposes we often use the cumulative distribution function (CDF), which is
defined as the integral of the PDF. For U[, ] the CDF is:

P (x) =
x

∫

−∞

p (x)dx =
⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

 x < 
x  ≤ x ≤ 
  ≤ x

. ()

.. Sampling from the Exponential Function Using
the Inversion Method

In general, whateverdistribution wewant to sample from, we start by sampling fromU[, ] and
then convert the sample to the desired distribution. The inversion method is a commonly used
conversionmethod. It uses the uniform sample to “look up” a number on the other distribution’s
CDF. We will demonstrate this using the exponential distribution.

The exponential distribution is very useful; it is, for instance, the distribution for the time
between decays in a radioactive sample or the distance an X-ray or gamma ray travels before an
interaction in a uniform medium.The PDF of the exponential function is

f (x; λ) = { λe−λx  ≤ x
 x < 

, ()

where λ is the rate of exponential decay (or attenuation coefficient) (> Fig. a). The mean
and standard deviation of the distribution are both 

λ . The CDF of the exponential function
(> Fig. b) is

F (x; λ) = {  − e−λx  ≤ x
 x < 

. ()
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Exponential Distribution. (a) PDF (b) CDF

To use the inversion method to sample from the exponential distribution, we use the following
algorithm:

– Sample u from the uniform distribution on (, ).
– Locate u on the y-axis of the CDF of the target function, in this case the exponential CDF.
– Find the x-value that corresponds to u (> Fig. ):

x = F− (u) ⇒ x = −
ln ( − u)

λ
(a)

as  − u has the same distribution as u, we simplify this to

x = −
ln (u)
λ

. (b)

This sampling method can be used whenever the target CDF is invertible.
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InversionMethod. To sample from a CDF using the inversionmethod, take a sample from

U[, ), u, and find x such that F(x) = u

.. The Acceptance–Rejection Sampling Method

The acceptance–rejection sampling method, also called rejection sampling, replaces sampling
from a difficult-to-sample PDF with sampling from an easy-to-sample PDF. It is often used
when the CDF is not analytically invertible or the inversion is computationally burdensome. It
is an exact method, not an approximation.

To sample from a PDF f (x):

. Choose an easy-to-sample PDF g(x) (e.g., with an invertible CDF) and a constant c such
that

c ∗ g(x) ≥ f (x) ()

for every x.
. Generate a random number v from g(x) (e.g., using the inversion method).
. Generate a random number u from U[, ].
. If

c ∗ u <
f (v)
g(v)

, ()

then accept v as the random sample.
. Otherwise reject v and start again at step .

What happens is that sampling v from g(x) gives the wrong distribution for f (x) (of
course), but in step  we reject v in proportion to how far off the sampling is at v (> Fig. ).
On average the method requires c iterations of steps – to produce a sample. As each itera-
tion requires two random numbers, the acceptance–rejection method requires  ∗ c RNG calls
to produce a sample. In some simulations a significant portion of the computational cost is
in the random sampling, so the choice of c and g(x) can make a significant difference to the
computational efficiency.
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Acceptance–RejectionMethod: a random sample from g(x), v, is accepted as a random

sample from f(x) if c ∗ u < f(v)
g(v)

, rejected otherwise

.. Table Lookup

A PDF that closely approximates the target PDF, for instance a piecewise linear approximation,
can also be used for sampling. Such approximations often require a table lookup and a linear
interpolation. They can be very computationally efficient, but anytime one samples from the
wrong distribution it results in a biased simulation. For table lookups, increasing the size of the
table can often reduce the bias to an acceptable level. The bias can be completely eliminated
by using the acceptance–rejection method, but the extra random sample may eliminate the
efficiency improvement.

Sometimes bias is unavoidable, for instance if the PDF is based on experimental data, which
is inevitably only available at certain discrete points and which includes some experimental
uncertainty.

.. Library Functions and Sampling from the Normal
and Poisson Distributions

Random sampling functions for many common PDFs can be found inmany open sourcemath-
ematical/scientific/statistical code libraries. It is usually best to use these for difficult-to-sample
distributions. I recommend their use for two other important distributions: the normal and
Poisson distributions.

The normal distribution (also known as the Gaussian distribution and bell curve) is often
used to approximate unknown distributions, for instance the errors in experimental measure-
ments. It is often reasonable to do so, particularly when the unknown distribution is actually
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A family of PDFs for the normal distribution

a combination of many smaller distributions. By the central limit theorem, the sum of a large
number of independent random variables will be approximately normally distributed.

The PDF for the normal distribution is


√

πσ
e
−

(x − μ)

σ  , ()

where μ is themean of the distribution and σ is the standard deviation (>Fig. ).TheCDF of the
normal distribution is a complicated function, but invertible, so the inversion method could be
used for sampling. However, more computationally efficient algorithms have been developed,
in particular the ziggurat, Box–Muller, and Marsaglia polar algorithms.

The Poisson distribution is a discrete distribution that takes on nonnegative integer values.
When one counts events that happen at a constant rate, the number of events that occur in a
given time period will be a Poisson random variable. Thus, for instance, the number of events
detected on a given line of response in a PET or SPECT scan is a Poisson random variable, or
the number of decays from a radioactive sample in a minute. Indeed, the Poisson distribution
is closely related to the exponential distribution: when the distribution of time elapsed between
events or decays is an exponential random variable, the number of events or decays in a time
interval is a Poisson random variable.

The probability mass function (PMF, the discrete equivalent of a PDF) for the Poisson
distribution (> Fig. ) is

f (k) =
λke−λ

k!
()

for k a nonnegative integer, where λ is both the mean and variance (
√

λ is the standard
deviation).

Given the relationship between the Poisson and exponential distributions, we could use
the exponential distribution to sample from the Poisson: sample repeatedly from the exponen-
tial distribution, until the sum of the samples is greater than the time period for the Poisson.
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Poisson PMF (the function only takes values at the integers – the lines are only a visual aid)

The value for the Poisson random variable is then the number of samples minus one (as the
exponential sample that ended the sequence occurred outside the time interval). However, this
algorithm is very slow unless λ is very small – the average number of exponential distribution
samples needed is λ + . Once again, I recommend that you use a library function.

 Basic Principles and Physics of Medical Imaging
Simulation

Emission (PET and SPECT) and transmission (X-rayCT) tomography rely on detection of pho-
tons to populate the data arrays that are then reconstructed to create images. In themost general
terms, simulation of these modalities must include () the source or sources of photons, () the
interactions of these photons withmatter, and () the conversion of photon–matter interactions
into detected events. For each physical process at each step, the simulation needs a model of the
process.This sectionwill give an overview of themodels used at each of these stages.The section
ends with a discussion of acceleration methods.

In general, two kinds of models are used: deterministicmodels and stochastic models. Sim-
ulations that mainly make use of the former are often called analytic simulations; those that use
more of the latter types of models are called particle- or photon-tracking simulations, or Monte
Carlo simulations. In truth, almost all simulations include both deterministic and stochastic
elements. Even users of analytic simulations want to see the effect of noise on their data; so, at a
minimum, these simulations include the option of adding noise to the simulatedmeasurements.
At the other extreme, to include accurate stochastic models for every possibility in a simula-
tion would be prohibitively expensive computationally: one must always reduce some aspects
to deterministic computations (or ignore them completely). Realistic simulations of patient
scans using photon-tracking simulations take considerably longer that the scans themselves
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as it is! When designing a simulation – or choosing one to use – one must balance accuracy and
efficiency.Where the balance is struck will depend on the problem or problems to be simulated.

A second goal of this section is to give the user a sense for this balance for the three main
stages of simulation.

. Sources of Photons

.. Nuclear Decay: Source of Photons for Emission Tomography

The primary source of photons in emission tomography is nuclear decay in the patient. The
patient is injected with or ingests a tracer, a chemical labeled with a radioisotope.The chemical
distributes through the body, possibly being metabolized along the way. As emission tomog-
raphy scans typically last for –min, there is patient motion as well. The first question in a
simulation of emission tomography is howmuch of this distribution process and patientmotion
should be simulated.The simulation can model stationary radioisotope distributions, or time-
varying distributions. As a time-varying distribution can be viewed as a series of stationary
distributions (there will always be some minimum time frame over which we are integrating),
the balance to be stuck here is between ease of use for a particular application and software
complexity.

There are two methods generally used to define the spatial domain of nuclear medicine
simulations: decomposition into geometric primitives (e.g., cylinders, ellipsoids, boxes with a
rule for which primitive takes precedence in case of intersections) or a pixelated volume. For a
given time frame, the activity is uniform within a primitive or pixel. Generally the primitives are
more efficient for relatively simple objects, pixels for very complex objects (> Fig. ).This is true
both in terms of computational efficiency and for the simulation user.When navigating through
a pixelated volume, the simulation must update the object properties at each pixel change; it
is much quicker to navigate through a few geometric primitives. Similarly, it is much easier
for a user to specify a small number of cylinders, ellipsoids, etc., than to define a pixelated
volume. However, for complicated objects like the human body it becomes much harder both
to define the object as a collection of primitives and to navigate through it – the user often has
a pixelated map of a patient, either from an imaging study or from something like the Visible
Human Project� (National Library of Medicine –); for the computer it is always clear
what the next pixel will be in any direction, while to navigate through a collection of geometric

⊡ Fig. 

Description of activity in the patient volume. The contents of a volume can be described as a

collection of geometric primitives or can be pixelated
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Ú Activity (x,y,z )dl
LOR

⊡ Fig. 

Integral of Activity. An analytic simulation takes the integral of the activity for each LOR in

the output data

primitives requires complicated algorithms that become less and less efficient as the number
of primitives grows larger. Some simulations allow or require both types of description, for
instance using pixelation for the patient volume and geometric primitives for the tomograph.

Once we have a distribution of radioisotope, we need to decide the simulated time and
position of each decay. It is at this point that typical analytic and photon-tracking simulations
diverge: the analytic simulations ignore individual decays, and instead integrate the activity
distribution along each detection line of response (LOR) to get an approximate average response
(> Fig. ):

∫

LOR

A(x, y, z)dl , ()

where A is the activity and the integral is along the LOR.
Photon-tracking simulations, on the other hand, need to generate one decay at a time.There

are several ways to do this, but one typical way is to step through the pixels or primitives in the
patient volume and

– Calculate the mean number of decays for the current time frame (the product of the activity
in becquerels and the time in seconds).

– Sample a Poisson random variable with this mean to get the number of decays in the
pixel/primitive.

– For each decay:
• Randomly pick a point within the pixel or primitive for the decay.
• Randomly pick a time within the time frame from a truncated exponential distribution

with λ the half-life of the radioisotope (if the half-life is long compared to the time frame,
the uniform distribution can be used).

There aremany possible decaymodes, but the three occurring in commonmedical radioiso-
topes are alpha decay (emission of a helium nuclei), negative or positive beta decay (emission
of an electron or positron plus a neutrino), and gamma decay (emission of a photon) (> Fig. ).
Alpha and negative beta decays have been of little interest in emission tomography simulations,
as the particles do not travel very far from the decay and no detectable photons are produced.
Thismaybe changing as there is increasing interest in the dosimetry (the study of the radioactive
dose absorbed by the patient) of tomographic imaging. In isotopes with alpha or beta decays,
most of the dose comes from the kinetic energy of these particles.

Gamma decay is the most straightforward to simulate: the decay emits a photon, the energy
of which is determined by the radioisotope. These are the photons we detect in SPECT. Some
isotopes have a single decay mode, always producing the same energy photons. Others have
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⊡ Fig. 

DecayModes. (a) An alpha decay ejects a helium nucleus. (b) A beta-negative decay ejects

an electron. (c) A beta-positive decay ejects a positron. (d) A gamma decay ejects a photon

multiple decay modes, producing photons with different energies and different probabilities,
and still others go through a chain of decays producing several photons of different energies (or
alpha or beta decays). In the latter case there is a time correlation between the various decay
products; often the half-lives of the intermediate decay products are so short that the decays
are, for the purposes of a tomographic simulation, simultaneous. Not all simulations support
isotopes with multiple decay products.

Once a photon has been created at a given location, its direction of travel must be randomly
selected. To do this, we pick a random unit direction vector v⃗:

– Sample θ from the uniform distribution on [, π).
– Sample μ from the uniform distribution on [−, ].
– Let ϕ = cos−(μ).
– Set v⃗ = (cos(θ) sin(ϕ), sin(θ) sin(ϕ), cos(ϕ)).

Positron decay is the process of interest for PET (see > Chap. , “PET Imaging: Basics
and New Trends”). The positron travels a short distance before annihilating with an electron
and producing two antiparallel photons (traveling in the opposite direction – also called anti-
collinear).The positron’s travel can be simulated, but to do so is very computationally expensive.
Most simulations either ignore the travel distance and assume the decay and annihilation loca-
tions are identical, or they use a simplified stochastic model to select the annihilation location
(e.g., Palmer and Brownell ). Two  keVphotons are created by the annihilation.One pho-
ton’s direction should be randomly chosen as above, the other should be started in the opposite
direction. Annihilation photons are not exactly antiparallel – the angle between the two photon
directions is ○+η, where η is a normal random variable withmean ○ and standard deviation
approximately .○ (Evans ). Many simulations include this.

.. Electromagnetic Radiation: Source of Photons for X-ray CT

In general, medical X-rays are generated by accelerating electrons to a high velocity and having
them collide with a metal target. Ideally this results in a point source of X-rays that are then
collimated to eliminate those that will not hit the opposing detector array. While a wide range
of photon energies are used, a typical X-ray CT uses photon energies around – keV. The
beam is not monoenergetic, but a continuous distribution of energies over the entire range.

It is possible, in some packages, to include the X-ray generation and source collimation, but
to do so is extremely computationally expensive. CT simulations do not generally include it, but
instead assumebeams of photons from a point source with an idealized distribution of energies,

http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_38
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eithermonoenergetic or an experimentally derived or simulateddistribution. Simulations often
give the user a choice of the energies to simulate, as different imaging situations sometimes call
for different beam energies – for instance a lower energy might be used for a child. The energy
is usually expressed as the voltage on the X-ray tube in kV. This will set the maximum possible
energy for the resulting photons: if the voltage is set to  kV themaximumphoton energy will
be  keV.

.. Secondary Sources of Photons

There are several secondary sources of radiation that are generally considered contaminants:
K- and L-shell fluorescence, also known as lead X-rays, and bremsstrahlung (braking radiation)
(see > Chap. , “Interactions of Particles and Radiation with Matter”); some detector materi-
als are radioactive, most notably the lutetium used in LSO, a common detector material for
PET, and also, when imaging radioisotopes with complex decay schemes, photons from decay
products other than that being imaged.

K- and L-shell fluorescence occurs when an electron from a higher energy shell falls into
an unoccupied position in a lower energy shell. A photon is emitted with the energy differ-
ence. As X-rays and gamma rays knock electrons out of orbit when they Compton scatter or are
photoelectrically absorbed, they can cause such fluorescence. The probability of fluorescence
increases with photon energy and with the atomic number (Z) of the material the photon is
traversing. For the photon energies seen in medical imaging, fluorescence occurs almost exclu-
sively in high-Z materials, mainly occurring in the collimator and shielding of the tomograph.
For X-ray CT and thallium SPECT scans, fluorescence X-rays can be mistakenly identified as
events. For other scans they can add to dead-time problems.

Bremsstrahlung occurs when a charged particle decelerates in an electric field.The particle’s
lost momentum is emitted as a photon. In medical imaging this typically occurs after a beta
decay. However, the probability of bremsstrahlung is very low in low-Z materials: as almost all
beta decays are absorbed in the patient, bremsstrahlung does not have much effect on scans.

Decay in LSO detectors has been shown (using simulation!) to have a small but noticeable
effect on random coincidence rates and dead time in PET.

There aremany isotopes used inmedical imaging that have decay products other than those
used for imaging.The biggest problems occur when higher-energy photons are created, as these
can often penetrate through the collimation and deposit energy in the photopeak window.
Lower-energy photons can cause dead-time problems. Both these issues have been explored
with simulation.

. Tracking Photons ThroughMatter

X-rays and gamma rays are used for medical imaging because the human body is, to an extent,
transparent to them. However, there is considerable attenuation: even a  keV photon has a
mean free path of only . cm in water. In SPECT, PET, and X-ray CT, many more photons
will interact in the patient than will reach the detector without interactions. Simulations must
account for this attenuation: it often makes the biggest contribution to the structure of noise
in emission tomography, and in transmission tomography it is the measurement of interest. It
is often of interest to model the interactions as well – this is the purpose of photon tracking in

http://dx.doi.org/10.007/978-3-642-13271-1_1
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simulations.Themainphoton–matter interactions that occur inmedical imaging are photoelec-
tric absorption, Compton scatter, and coherent (or Rayleigh) scatter. There are a few isotopes
that emit photons with energies > , keV as decay products; for these, pair production can
also occur.

Descriptions of these processes can be found in > Chap. , “Interactions of Particles and
Radiation with Matter.”This section will focus on the mechanics of simulating them.

.. Description of Attenuation

A simulation needs a description of the attenuating media that photons (and other particles, if
tracked) will pass through. The discussion of how emission tomography simulations represent
the patient (> Sect. ..) could be repeated here – for the representation of the attenuation
in the patient the issues are similar. However, if the tomograph is going to be simulated in any
detail it cannot be reasonably represented as a pixelated object. Some of thematerials used in the
tomographs, such as lead and detectormaterials, are too attenuating to approximatewith pixels.
Small differences in shape canmake rather large differences in photon transmission/absorption.
An extremely large number of pixels would be required to do an adequate job of defining the
tomograph elements; tracking through so many pixels would be computationally expensive.
Fortunately most tomograph elements can be well approximated using geometric primitives.
For this reason, simulations often use a pixelated representation of the patient and geometric
primitives to represent the tomograph (> Fig. ).

Attenuation characteristics depend on the elemental composition and density of a material
and vary with photon energy. A good source for attenuation coefficients is Cullen et al. ().
Many simulations provide the userwith a set ofmaterials sufficient formost simulations, includ-
ing, e.g., a selection of tissue types for the body, lead and tungsten for the collimator, and the
most common detector materials. The simulation then uses pre-computed tables giving the
properties for the materials at a range of energies. In analytic simulations, where contaminants

Patient

Collimator

Detectors

⊡ Fig. 

PET Simulation setupwith pixelated object and geometric primitives for the tomograph
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⊡ Fig. 

Analytic Simulation of X-ray CT and SPECT

like scatter are ignored or modeled simply, the variation with energy is often ignored. For X-ray
CT, a measurement will be

I exp
⎛

⎜

⎝

−

∫

LOR

μ(x, y, z; E)dl
⎞

⎟

⎠

, ()

where I gives the incoming intensity of the beam leaving the X-ray tube, μ gives the attenuation
coefficient at the position (x, y, z) for the energy E, and the integral is over the LOR that is
being measured (> Fig. a). As μ will change with energy, this value must either be weighted
and integrated over the range of energies (with I a function of energy), or taken at an average
energy.

Attenuation also affects measurements in emission tomography. > Equation  must be
adjusted for attenuation. In PET, between the two antiparallel photons the attenuation of the
entire LOR is encountered.The equation for the meanmeasurementon a LOR becomes a com-
bination between > Eq.  and > Eq. , with > Eq.  taking the place of I and the energy
for the attenuation being fixed at the attenuation of the annihilation photons,

∫

LOR

A(x, y, z)dl exp
⎛

⎜

⎝

−

∫

LOR

μ(x, y, z;  keV)dl
⎞

⎟

⎠

. ()

In SPECT the photons do not travel the whole line of response, but rather the portion of the
line of response from the point of decay to the detector. Thus we must pay more attention to
the beginning and end points of the attenuation integral; they come inside the integral for the
attenuation:

∞

∫

−∞

A(x, y, z) exp
⎛

⎜

⎝

−

∞

∫

l

μ(x, y, z; E)ds
⎞

⎟

⎠

dl , ()

where A is the map of activity, μ is the map of attenuation, E is the energy of the photons, and
+/−∞ is used to indicate that we are integrating over the entire LOR (> Fig. b).
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The integrals above (> Eqs. –) are what the imaging modalities want to measure: they
neglect the factors contaminating the data. One of the chief sources of contamination is the pho-
tons that are attenuated.These photons undergo an interaction somewhere along the LOR.Most
of them scatter, and some of those end up being detected, for the most part on another LOR.

.. Where Will a Photon Interact?

If we have a photon at position (x, y, z) traveling in direction (u, v,w) with energy E, where
will it interact? For photon-tracking simulations this is often the most computationally expen-
sive calculation – not because it takes so long to calculate one time, but because it needs to be
calculated so many times.

Asmentioned in > Sect. ., the exponential distribution (> Eq. ) gives the distribution of
distances a photon travels before an interaction in a uniformmedium.We can sample from this
distributionusing > Eq. , butwe are not tracking through a uniformmedium.We circumvent
this problem by sampling the number of free paths to travel, p, from a medium-independent
distribution,

p = − ln(u), ()

whereu is sampled from the uniformdistribution on (, ).Note that this is the same as >Eq. b
except that we have not divided it by the attenuation coefficient: if we were traveling through a
uniform medium, we would divide by the attenuation coefficient to get the distance to travel.
To adjust this to nonuniform media, we travel until

D

∑

i=
μidi = p, ()

where di is the length of the photon path across the ith material segment and μi is the attenu-
ation for i < D at the photon’s E. We pick D and di for i = D so that the equality in > Eq. 
holds. If the photon leaves the space defined for our simulation before the sum reaches p, we
say it has escaped; otherwise we simulate an interaction at the position

(x, y, z) + (
D
∑

i=
di) (u, v,w). ()

.. What Type of Interaction?

The attenuation coefficient, μ, can be broken down into four components (> Tables  and > ):
the photoelectric component, μpe; the Compton scatter component, μc ; the coherent (or
Rayleigh) scatter component, μr ; and, if the photon energy is over , keV, the pair production
component, μpp:

μ = μpe + μc + μr + μpp. ()

To sample which type of interaction to simulate we

– Sample u from the uniform distribution on [, ).
– Simulate photoelectric absorption if  ≤ u <

μpe
μ

.

– Simulate Compton scatter if
μpe
μ
≤ u <

μpe + μc
μ

.
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⊡ Table 

Approximate likelihood of photon interaction types in water and lead as a function of energy

Water Lead

Photon energy (keV)      

Photoelectric absorption % <.% <.% % % %

Compton scatter % .% % % % %

Coherent scatter % .% <.% % % <.%

Pair production % % % % % %

⊡ Table 

Variation of attenuation components with photon energy (E) and attenuating material’s

atomic number (Z)

Interaction type Variation with E Variation with Z

Photoelectric absorption ∝ 
E

∝ Z

Compton scatter ∼ constant E ≤  keV ∝ Z

∝ 
E

E >  keV

Coherent scatter ∝ 
E

∝ Z

Pair production Rapid increase above  keV ∝ Z

– Simulate coherent scatter if
μpe + μc

μ
≤ u <

μpe + μc + μr
μ

.

– Otherwise simulate pair production.

.. Simulating Photoelectric Absorption

When a photon is photoelectrically absorbed it disappears: we do not track it any further. How-
ever, the energy of the photon cannot disappear. In biologic tissue the energy will dissipate over
a very small range and is of interest only when including dosimetry in a simulation. In collima-
tors the energy may be re-emitted as a lead X-ray. In scintillating detectors the energy will be
re-emitted as many scintillation photons (or as a “lead” X-ray, though in most crystals this will
be reabsorbed quickly and create scintillation photons).

.. Simulating Compton Scatter

Compton scatter is an interaction between the photon and an atomic electron. The photon
changes direction and loses energy in the collision. Compton scatter is the dominant interac-
tion type formedical X-rays and gamma rays in biologic tissues. At typical emission tomography
photon energies, the scatter angles are noticeably forward-peaked (i.e., the likeliest scatter angles
are around ○), but there is a sizeable probability of scatter into any angle.The outgoing energy
and the change in angle are related by the equation

Eout


=

Ein


 + Ein
 ( − cos α)

, ()
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⊡ Fig. 

The scatter angle defines a cone of possible outgoing directions. A second angle is sampled

to choose from amongst them

where Ein and Eout are the incoming and outgoing energies of the photon in keV and α is the
angle between the incoming and outgoing photon directions.

α can be sampled from the Klein–Nishina distribution, a free electron approximation of the
Compton scatter distribution (Zerby ). In the Klein–Nishina distribution, the likelihood of
scattering at α is proportional to

(

Eout

Ein
)


(

Ein

Eout
+

Eout

Ein
−  + cos α) . ()

Kahn () developed an oft-used acceptance–rejection method for sampling from the Klein–
Nishina distribution.

The Klein–Nishina distribution does not take into account the binding energy of the elec-
tron.This becomes a significant factor for low-energy photons in high-Zmaterials and requires
an adjustment as described in Ljungberg (). Alternatively, the distribution can use lookup
tables based on one of the high-energy physics databases (e.g., Cullen et al. ). These reflect
the latest experimental data.

α is just the angle between the photon’s incoming and outgoing direction vectors. This
defines a cone of possible outgoing directions: a second angle should be chosen from the
uniform distribution on [, π) to sample from this cone (> Fig. ).

The energy the photon loses by Compton scattering is transferred to the electron. This
energy manifests itself in the same ways as discussed in > Sect. ...

.. Simulating Coherent Scatter

Coherent scatter is an interaction between a photon and an entire atom. The photon changes
direction, but does not lose any energy. At typical emission tomography photon energies, the
scatter angles are extremely forward-peaked, with an extremely small probability of scatter of
more than ○. Coherent scatter occurs predominantly at low energies in high-Z materials.

At low photon energies in an element with atomic number Z, the differential cross section
per atom is given by the incoherent sum of the Thomson cross section over the Z electrons in
the atom (Strutt ) and the likelihood of scattering at α is proportional to

Z( + cos α). ()

However, as photon energy and Z increase, the photon’s wavelength approaches the atomic
radius resulting in interference in the scattering amplitudes across the atom, which is accoun-
ted for using atomic form factors. Photoelectric absorption also alters > Eq. , with analytic
approximations of the effect failing to account for experimental measurements at high energies
in high-Z materials (Kaplan et al. ).
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.. Simulating Pair Production

Pair production occurs when a photon with energy greater than , keV “becomes” a
positron–electron pair. (The minimum energy is due to E = mc. The creation of other
antimatter–matter pairs is also possible, but the energies required are well outside those seen
in medical imaging.) At energies seen in medical imaging, the interaction occurs only in the
presence of an atomic nucleus (which is needed to balance the momentum), and the likelihood
increases approximately with Z and quite quickly with photon energy. Pair production is not
important in biologic tissues (the tissues are nearly transparent at these energies and Compton
scatter is still dominant – see > Table ), but in high-Z materials like lead and detector mate-
rials its frequency approaches that of Compton scatter for some of the highest-energy gamma
rays (–MeV).

When pair production occurs, the excess photon energy above , keV is shared (not nec-
essarily equally) between the electron and positron as kinetic energy. The positron, after losing
most of its kinetic energy, will annihilate with an electron producing two  keV photons; this
process can be simulated as it is after a positron decay. The electron will also lose its kinetic
energy, with the same effects as those discussed in the section of photoelectric absorption.

. Simulating Detection

Many different methods are used to detect photons in medical tomography. However, most
of the systems use scintillating crystals that convert an X-ray or gamma ray into a flood of
visible light photons, and then a solid-state device or photomultiplier tube (PMT) to convert
the scintillation photons into electric signals. These signals are then converted to a measured
response on a LOR.

These processes can be simulated, but are usually not simulated as part of an analytic
or photon-tracking simulation. The added computational expense of, e.g., tracking hundreds
of scintillation photons is too great. Instead, some parts of the detector response are mod-
eled based on experimental or simulated measurements. In many analytic simulations it is
ignored completely; the detectors are treated as if they are perfect absorbers with perfect energy
resolution.

.. Tracking Photons in the Detector Crystal

The physics of tracking photons through detectors is no different than that described above,
but our goal is different: We keep track of where energy is deposited in the detector, as it is this
energy that gets converted to scintillation photons.

As in tracking through the patient, some simulations ignore the kinetic energy imparted
to electrons by absorption and Compton scatter, assuming that this energy is deposited locally.
This is a relatively good approximation: electrons (and K- and L-shell fluorescence photons)
have a short range in detector crystals, so most will deposit their energy in the detector element
they were created in.
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.. Converting Deposited Energy to a Signal

Emission and transmission tomography handle detection differently. In transmission tomog-
raphy, the signals from many photons are summed together and the summed signal used
as a measurement of the transmitted intensity of the incident beam (see > Eq. ); emission
tomography attempts to process each photon separately and count single events or coincidences.

Many transmission tomography simulations do little simulation of the detectors.They take
the integral in > Eq. , sometimes at several different energies to account for the energy distri-
bution of the incident beam. More detailed photon-tracking simulations are usually done with
in-house software or general-purpose Monte Carlo packages (Zaidi and Ay ). Some pack-
ages allow full simulation from decay, through scintillation photons, to the electronics, but it is
not generally practical to include so much detail. Instead, a detailed simulation or experiment
might be done to quantify the response of the detector and electronics to photons of various
energies or to different fluxes and the results tabulated. > Equation  can then be modified to
use this data.

In emission tomography the main decisions involve the handling of deposited energy,
spatial location, and time.

The detected energy of photons is used as a basis to accept or reject them: eventswith energy
too low are assumed to be scattered photons, events with energy too high are assumed to be the
piled-up energy from two or more photons. In SPECT, events with too low energy are some-
times binned into secondary data arrays used to estimate scatter contamination. There is some
error in the detected energy: some simulations ignore this, butmany add a normally distributed
error term to the total deposited energy Edeposited ,

Edetected = Edeposited + n, (a)

where Edetected is the detected energy, and n is a random sample from a normal distribution

with mean , standard deviation F
√

EdecayEdeposited


√

 ln 
for F the full width half maximum (FWHM,

the measure usually given by camera manufacturers) of the detector system’s energy response,
and Edecay the energy for which the FWHM was measured. Alternatively a model making the
error term a function of the photon’s interaction positions and energy deposited at each can be
developed using experimental or simulated measurements, i.e.,

Edetected = ∑
i
(Ei ,deposited + ni), (b)

where the summation is over the interactions in the detector crystal, Ei ,deposited is the energy
deposited at interaction i, and ni is a noise term possibly dependent on both the energy and
position of the ith interaction.

Determining the detected position of a photon is often done in conjunction with deter-
mining the energy, as the interaction positions and energy deposited at each are needed for
both calculations. Inmany SPECT simulations the photon is positioned at the energy-weighted
centroid, x⃗c , of the interactions in the detector crystal

x⃗c =
∑

i
Ei x⃗i

∑

i
Ei

, ()

where the summation is over the interactions in the detector crystal, the x⃗i are the two-
dimensional position vectors of the interactions (the depth of the interaction in the crystal
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is ignored), and the Ei are the energy deposited by the interactions. This approximation
misses the edge effects in the crystal, the effect of the PMT positioning on resolution, and the
effect of pileup: such effects can be included in a model based on experimental or simulated
data.

There are also many time-related effects in emission tomography: pileup and dead time in
the detectors, and in PET coincidence timing, random coincidences, and time-of-flight mea-
surements. Dead time and random coincidences can be modeled by keeping track of time
during the simulation and modeling the loss of events (for dead time) and coincidence win-
dow (for random coincidences) directly, or by keeping track of the singles rates in the detectors.
Typical dead-time models are paralyzable,

rm = re−τr , ()

or non-paralyzable

rm =
r

 + τr
, ()

where r and rm are the actual and measured count rates, respectively, and τ is the dead-time
coefficient.

Random coincidences are typically modeled as using the singles rates at each detector ele-
ment, Si , to determine the random coincidence rate along the LOR between two detectors,
Rij,

Ri j = τSiS j, ()

where τ is the length of the coincidence window.Thismodel does not include the effect of triples
(three photons arriving in a time window) and it includes photons involved in coincidences as
singles as well, but these are typically small effects. More importantly, this formula does not
account for isotopes with decay chains that produce multiple photons over a short (compared
to the coincidence window) time period. For such isotopes, simulations must model randoms
by keeping track of time on a photon-by-photon basis.

Pileup is more complicated tomodel, as it is caused by two or more photons interacting in a
detector unit at almost the same time, but affects the spatial positioning of the photons. Again,
correct modeling of pileup requires keeping track of time on a photon-by-photon basis, but also
an understanding of how the tomograph being modeled handles the signals electronically: in
modern cameras several methods are used to minimize pileup (Wernick and Aarsvold ).

Simulating time-of-flightmeasurements requires keeping track of time only for the photons
from a single annihilation/decay. Photons from different decays can be assumed to be uncorre-
lated in time, and thus randomly distributed along the time-of-flight axis. For instance, random
events can be modeled with > Eq. , then assigned a random location in the time-of-flight
dimension.

.. Histogramming Simulated Events

One advantage of simulations is that they give the user the ability to see the history of an event
to a much greater extent than one can experimentally. In general, users want to be able to cate-
gorize events by the various aspects of their history. For example, instead of getting sinograms
that mix unscattered and scattered (and random) events together, simulations give the user the
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⊡ Table 

Potential fields for histogramming (some fields may be needed once for each photon in PET)

Data Comment Typical number of bins when used

Sinogram or
projection data

Output data type for the scanner
simulated

–

Time-of-flight
position

For time-of-flight PET; really part of
above

–

Starting location Starting location of photon/decay (may
want separate decay/annihilation
location for PET)

Approximately equal to
sinogram/projection data

Bed position When patient bed moves during scan –

Starting energy Energy of photon at creation – when needed

Energy entering
detector

Energy of photon entering detector –

Detected energy Energy detected by detection system –

Number of scatters Howmany times photon scattered (may
be split into patient/collimator/detector
components)

– (often desire just
scattered/unscattered; detected
photons rarely have scattered
more than  times)

Scatter location(s) Where the photon scattered in patient
or collimator

Approximately equal to starting
location data

Event type E.g., alpha/beta/gamma decay, lead
X-ray, bremsstrahlung, pileup, random
coincidence, pair production

Number of event types desired

Location of
interaction in
detector

The locations used in > Eq. b
and > 

– per interaction

Deposited energy
of interaction

The energies used in > Eq. b
and > 

–, per interaction

Time of decay May need to be kept to sub-nanosecond
accuracy while processing, but typically
only for, e.g., kinetic modeling/patient
motion in output array

–

Time of detection Same as above Same as above

opportunity to histogram the data into separate unscattered and scattered (and random) sino-
grams.This histogramming process is also called scoring, sorting, or binning in some software.
Some of the fields of interest are listed in > Table  along with a typical number of bins needed.
Ideally the output can be created with any combination of fields and arbitrarily many dimen-
sions and number of histogram bins. For example, one might want to create a histogram for
coincidences from PET simulation with the following dimensions:

(xr , yr , ϕ, θ, E, E, s, s, x, y, z), ()

where (xr , yr , ϕ, θ) give the projection data format used for reconstruction of D PET data,
(E, E) give the detected energies of the two photons, (s, s) give the number of scatters each
of the photons underwent, and (x, y, z) give the decay position for the event.
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Note, a simulation with this output histogramwould be completely impractical as the num-
ber of bins in the histogram is product of the number of bins used for each of the variables:
typical projection data for a modern PET scanner is already on the order of  million bins,
multiplying this by any reasonable number of bins for the other fields would result in an array
too large to fit even on modern disk drives; furthermore, to generate enough events to get a
good estimate of the mean for every bin using Monte Carlo simulation, which requires many
thousands of operations to produce a single event, would take far too long even using a super-
computer. Note that this histogram does not even include many fields of interest; however,
careful experimental design can help to disentangle factors that cannot be directly simulated.

I know of no program that directly supports all the fields in > Table , though it may be
possible to modify some to handle any of them or to post-process the data to derive the
desired data.

. Acceleration of Photon-Tracking Simulations

Photon- and particle-tracking simulations can take weeks, months, or even years to simulate
clinical scans on a single CPU. Thus there is much interest in accelerating them. Many simu-
lations include variance reduction techniques, fictitious interaction tracking, or convolution-
forced detection.

Variance reduction techniques, also known as importance sampling, are techniques that
reduce the variance of estimates without adding any bias (Haynor et al. ; Haynor ). The
key to variance reduction is recognizing that many of the photons that we track do not con-
tribute to the measurements we are interested in, for instance a photon that scatters and leaves
the tomograph. Unfortunately we do not know in advance which photons these will be – a pho-
ton that appears to be leaving the tomograph can scatter again and be detected.We can, however,
estimate how likely it is a given decay or photon will be detected. In variance reduction, we sim-
ulate more decays or photons that we think are likely to be detected. To avoid bias, we give each
decay or photon a weight and increment our histogram by this weight rather than just counting
detections. When we over-/under-sample a given set of decay or photons, we reduce/increase
the weight by the same factor that we over-/under-sampled by.The twomain variance reduction
techniques are called stratified sampling and forced detection. In stratified sampling we choose
decay positions and initial photon directions in proportion to the likelihood that they will be
detected, i.e., in emission tomography more decays are sampled inside the tomograph field of
view than outside and we will oversample initial photon directions that are headed toward a
detector. In forced detection, when a photon interacts in the patient we force the photon to
scatter rather than be absorbed; force the scatter to be in a detectable direction; and force the
photon to pass through the remaining attenuation to the detector.

Fictitious interaction tracking, also known as delta tracking or scattering and Woodcock
tracking, is another unbiased acceleration technique (Rehfeld et al. ). It is a method for
accelerating tracking through objects with many changes in attenuation, for instance pixelated
phantoms. With fictitious interaction tracking it is no longer necessary to step through every
pixel on a photon’s path through the object.

Convolution-forced detection is used for estimating scatter distributions quickly (de Jong
et al. ). It is similar to forced detection, but replaces the scatter with an estimate of the
tomograph’s spatial response. It does bias the output histograms, but properly implemented
this bias can be small.
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 Available Simulation Software

There are many simulation software packages appropriate for emission and transmission
tomography that are available in the public domain, as open source software, or semi-publicly
(e.g., with the author’s permission). Buvat and Castiglioni () give a good overview of
those available for PET and SPECT, and Zaidi and Ay () a good overview for X-ray
CT (including in-house software not available to the public). While some newer/overlooked
packages are available, these articles remain excellent starting points for those seeking
information about such software.

In general, the software can be split into three categories: general-purpose particle-tracking
software, in general produced by one of the large high-energy physics laboratories; photon-
tracking software specifically designed for emission or transmission tomography; or ana-
lytic simulation software specifically designed for emission or transmission tomography. The
general-purpose packages are capable of themost accurate simulations and are themost flexible,
but tend to be the slowest and most difficult to set up and use. The photon-tracking soft-
ware designed for emission and transmission tomography was, for the most part, developed
in response to these shortcomings. By restricting the simulations to tomographs and restrict-
ing the tracking to those physical effects that have a measurable impact on medical imaging,
the simulations can be faster (less to simulate and knowledge of the geometry allows for some
optimization) and easier to use (many decisions are already made by the software designer).
Analytic simulation software is the least accurate and flexible, but extremely fast and easy to
use.These characteristics are summarized in > Fig. .

General-purpose particle-tracking software includes Geant (Allison et al. ), EGS
(Nelson et al. ; Kawrakow ), MCNP (Forster et al. ), and Penelope (Sempau et al.
). These packages can provide extremely accurate simulations of photon, electron, and
positron transport through arbitrarily complex structures. They allow the user to tailor the
complexity of the tracking to some extent – e.g., by leaving out bremsstrahlung radiation or by
ignoring the tracking of optical photons. Realistic simulations of a clinical imaging scan may
take months or years on a single CPU, and the software can be difficult to adapt to emission and
transmission tomography simulation. There are several extensions that significantly reduce the
ease of use problems: GATE (Geant Application for Emission Tomography; Jan et al. ),
PET-EGS (Castiglioni et al. ), andPeneloPET (España et al. ).GATE is themost flexible
of these, able to simulate PET, SPECT, and X-ray CT. The other two are PET-specific.

Analytic
simulations
(e.g., CTSim,
ASIM)

Emission or transmission
tomography photon-tracking
tomograph simulations
(e.g., SimSET, PETSIM,
SIMIND, GATE)

Greater speed, ease of use

Greater flexibility, accuracy

General-purpose
particle-tracking
simulations
(e.g., Géant, EGS,
MCNP, Penelope)

⊡ Fig. 

In simulations, greater flexibility and accuracy comes at the expense of speed and ease of

use
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There are a number of photon-tracking packages that have been developed specifically to
provide greater speed and/or ease of use than the general-purpose packages. Two commonly
used packages are aimed at emission tomography: SimSET (Simulation System for Emission
Tomography; Lewellen et al. ) simulates bothPET and SPECT, and SIMIND(Dewaraja et al.
) is a fully featured SPECT-only simulation. Buvat and Castiglioni () give details of
several other publicly available emission tomography simulations. In general, these simulations
are a factor of – faster than the general-purpose software.

Zaidi () lists no publicly available photon-tracking software specifically tailored to
transmission tomography. However, it appears that a package called SINDBAD may soon be
available (Tabary et al. ).

There is an open source analytic simulation for transmission tomography, CTSim
(Rosenberg ). I know of no open source analytic simulations for emission tomography,
though our group is hoping to release an open source version ofASIM (Comtat et al. ) soon.
Analytic simulations can be extremely fast, particularly in situations where many realizations
of the same, or close to the same, situation are needed.

 Choosing a Simulation Tool

Where possible, one should use an already existing simulation rather than writing one’s own.
In the following section we list some readily available packages; often other packages found in
the literature can be acquired by contacting the author.

In general, choosing the fastest/easiest-to-use simulation appropriate for one’s application is
a good idea. Analytic simulations are often used for testing image reconstruction software and
evaluating clinical protocols. Often noise and reconstructed image resolution, which analytic
simulation reproduces reasonably accurately, have themost impact. And it should be noted that
clinically there is a lot of noise that a physics simulation cannot account for in any case. In PET,
for instance, the test-retest variability for patient standard uptake value measurements is ∼%
with much of the variation being biological.

When more quantitative accuracy is needed, using a photon-tracking or general-purpose
simulation may be required. For instance, when developing corrections for effects like scatter
or beam hardening, or when examining the effects of small differences in tomograph design,
these simulations would be called for. One should consider what level of detail is appropriate
for a given simulation: a complete description of a particular tomograph might not be appro-
priate when a general question is being asked, a photon-tracking package may suffice. On the
other hand, when investigating a new tomograph geometry, onemay be forced to use a general-
purpose package: the emission and transmission tomography simulations only simulate certain
defined geometries. The general-purpose packages are also required when examining the fine
details of detector/electronics performance, e.g., when designing newdetectors/detector arrays.
Here the problem can often be reduced to looking at a single detector or detector block, but
tracking of scintillation photons may be necessary (Van der Laan et al. ) along with simu-
lation of the electronics. Buvat et al. () give a good overview of the features one might use
to decide between photon- and particle-tracking simulations.

Finally, an alternative for some PET researchersmight be a database of data previously sim-
ulated using the PET-SORTEO simulator (Reilhac et al. ; Reilhac et al. ). It provides
simulated data for FDG, Raclopride, and Fdopa brain studies.
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⊡ Table 

Web addresses for simulation tools

Tool name Address

Simulation packages

Geant http://geant.web.cern.ch/geant

EGSnrc http://irs.inms.nrc.ca/software/egsnrc

EGS http://www.irs.inms.nrc.ca/EGS/get_egs.html

MCNP http://mcnp-green.lanl.gov/index.html

GATE http://www.opengatecollaboration.org

SimSET http://depts.washington.edu/simset/html/simset_main.html

SIMIND http://www.radfys.lu.se/simind

CTSim http://ctsim.org

Simulated PET data

PET-SORTEO http://sorteo.cermep.fr

Digital anatomic phantoms

NCAT phantom http://www.bme.unc.edu/~wsegars/

Zubal phantom http://noodle.med.yale.edu/zubal/data.htm

Visible Human Project� http://www.nlm.nih.gov/research/visible/visible_human.html

 Online Resources

> Table  gives current Web addresses of some simulation tools.

 Conclusion

Simulation of emission and transmission tomography is a rich and well-developed field.There
are many approaches to simulation, but the underlying physics is uniform. To choose an
approach one must first decide what level of accuracy/detail is needed in the simulated data.
In general, greater accuracy requires more time setting up and configuring a simulation and
results in slower simulations. There is a wealth of publicly available simulation tools that will
serve most needs.

 Cross-References

> Chapter , “Interactions of Particles and Radiation with Matter”
> Chapter , “Statistics”
> Chapter , “Radiation Protection”
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Abstract: During the last decade we have observed a growing interest in “in vivo” imaging
techniques for small animals.This is due to the necessity of studying biochemical processes
at a molecular level for pharmacology, genetic, and pathology investigations. This field of
research is usually called “molecular imaging.”

Advances in biological understanding have been accompanied by technological
advances in instrumentation and techniques and image-reconstruction software, resulting
in improved image quality, visibility, and interpretation. Themain technological challenge
is then the design of systems with high spatial resolution and high sensitivity.

This chapter gives a short overview of the state-of-the-art technologies for high-
resolution and high-sensitivity molecular imaging techniques, namely, positron emission
tomography (PET) and single photon emission computed tomography (SPECT) as well as
the basics of small-animal x-ray computed tomography (CT). Multimodality techniques
merging molecular information with anatomical details are also introduced. Finally, the
new trends in detector technology for other high-resolution applications like breast cancer
investigation are presented.

 Introduction

Molecular imaging can be defined as the representation, characterization, and quantification of
biological processes occurring in a living subject at the cellular and subcellular levels (Massoud
and Gambhir ).

The emergence of molecular imaging is due to the recent advances in molecular and cell
biology techniques and in the development of small-animal imaging instruments.

Over the past few decades, many new technologies have been introduced into the field
of “in vivo” imaging. These have included anatomical imaging techniques such as x-ray CT
(x-ray computed tomography), US (ultrasound) and MRI (magnetic resonance imaging), and
molecular or functional imaging techniques such as SPECT (Single Photon Emission Com-
puted Tomography), PET (Positron Emission Tomography) and optical imaging. Some of these
imaging technologies have seen clinical use for decades and, in recent years, they have found
one of the most fruitful applications in the preclinical investigation using small laboratory ani-
mals. In this field, high-end technologies are continuously introduced and tested, pushing the
imaging technology beyond the state of the art. In this chapter, high-resolution instrumenta-
tion applied in the field of imaging using ionizing radiation sources (i.e., positron, γ, or x-ray
sources) are reviewed with a special attention to the small-animal application.

 Small-Animal Imaging

Molecular imaging investigations are translated from man to small animals, such as mice and
rats, down to cellular level, in order to obtain results on simplified human models before the
direct study on patients.

Due to recent biogenetic innovations, transgenic animals showing particular anomalies
obtained by genetic modification are now available. Rat and mouse have long been used by
molecular biologists to study fundamental cellular events in vivo. Although the theoretical
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capabilities of present imaging instrumentation are ideal for translational imaging purposes,
the practical use of clinical scanners for imaging very small animals such as mice presents sev-
eral challenges. This happens especially because mice are much smaller than humans (about
, times in volume). Hence, small-animal imaging requires the development of instruments
able to achieve a finer spatial resolutionwith respect to the available clinical scanners. For exam-
ple, the imaging of the rat brain requires a spatial resolution less than mm full width at half
maximum (FWHM), while for mice it would be ideal to use instruments with a resolution less
than mm (FWHM) so that images can be obtained with the same visual acuity as in humans.

Another requirement for small-animal imaging instrumentation is the ability of measur-
ing very small signals because, in many biological processes, the effective concentration of the
involved molecules, such as hormones, transmitters, messengers, and carriers, is often smaller
than −–−mol ml−. For their visualization, dedicated molecular “probes” are used as a
source of contrast.

Although new specific imaging probes and drugs are now available, highly sensitive imaging
techniques are required for molecular imaging. High-sensitivity instrumentation is especially
requiredwhen fast dynamic processes with characteristic time of the same order of the scanning
time (usually a time period of about –min during which small animals can be anesthetized
safely) are studied in small animals or when low-activity regions (as for low-uptake processes in
gene or stem cells research) have to be visualized and quantified. In fact, biological constraints
limit the total activity to be injected. For instance, in order to avoid the perturbation of the
stationary conditions or the saturation of the receptors, the typical injected activity in a mouse
for brain receptor investigation is not greater than –MBq. In addition, there are limitations
on the maximum volume of injected solution (∼% of the total blood volume).

 Key Technologies

Among the various molecular imaging techniques, PET and SPECT have demonstrated to be
very valuable investigation methods, and they are characterized by an extensive clinical use.
However, the relatively small size of the objects under study in small-animal imaging (small
organs or brain regions of rats andmice)makes it difficult to use imaging instruments developed
for human subjects, i.e., the sensitivity and spatial resolution of the available clinical SPECT or
PET scanners are not satisfactory for the quantitative and qualitative in vivo investigations, e.g.,
the assessment of gene expression (Massoud and Gambhir ). For example, the best spatial
resolution of presently available clinical PET scanner is not better than –mm FWHM.

The success of PET and SPECT systems for small animals is largely due to the continuous
development of high-resolution, high-sensitivity instrumentation for γ-ray detection that has
strongly improved the performance of small-animal scanners with respect to the clinical ones.
This is especially true for the spatial resolution figure of merit so as to fulfill the requirements
for small-size animal study.

. Present Technology for Small-Animal PET Systems

Current clinical PET systems are designed in a ring geometry.This design enables the patient to
be completely surrounded by detectors, which are still based upon the block detector concept
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⊡ Fig. 

Two different configurations for the construction of a small-animal PET scanner. Left: ring

geometry, where the detectors are arranged on a ring geometry and surround the animal

(adapted from Volterrani et al. , Chap. , Fig. ., p. ). Right: Example of a rotating

detectors configuration with four heads, where each one is in time coincidence with the

opposite one

that relies on quadrant light sharing over single-channel PMT (Zanzonico ). This design
ensures both high detection efficiency and a suitable resolution for human applications.

In the last  years, the advent of novel high-resolution position-sensitive photodetectors
has dramatically expanded the possibilities for the construction of more simple and flexible
systems with improved performances.

Themain design of small-animal PET instruments is usually based on aminiaturized struc-
ture of a clinical scanner with small detector elements surrounding the animal in a small
bore ring (Chatziioannou et al. ). However, some alternative designs using rotating planar
detector pairs have been realized (Del Guerra et al. ) (> Fig. ).

To achieve an improved spatial resolution, the detectors take the form of position-sensitive
photomultiplier tubes (PS-PMT) coupled to pixellated matrices of scintillators. This represents
the simplest approach for the gamma interaction position encoding. In this case, the position of
the gamma interaction is coded by the crystal position where the interaction occurs.The crystal
position is, in turn, identified via “light-sharing” technique, i.e., by calculating the centroid of
the light spot emerging from the crystal with a high-granularity position-sensitive PMT. The
PS-PMT is now at the third generation. Early PS-PMTs were based on a typical round shape,
with size up to  cm diameter, with a crossed wire anode structure. The second generation
has a square-shapedmetal-channel dynode structure with a very fine anode structure made by
crossed metal plates or a matrix of independent square anodes. This type of PS-PMT provides
a very good intrinsic spatial resolution and uniformity but was limited in size (up to about  cm
side). With the third generation there has been a great improvement in the active area dimen-
sions (up to  cm in side) and active-to-total area ratio (up to about %), still maintaining the
performance as close as possible to the second-generation tubes.These  cm tubes are based on
the metal-channel dynode structure with an anode matrix of  ×  elements on a mm pitch
(> Fig. ).
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⊡ Fig. 

Example of first (left, Hamamatsu R with crossed-wire anode structure), second (center,

Hamamatsu R with crossed-plate anode structure), and third (right, Hamamatsu H

with multi-anode structure) (images from the Hamamatsu web site: www.hamamatsu.com)

To fully exploit the performance of PS-PMT, each anode should be independently acquired
(multi-anode readout). However, in order to simplify the complexity of the readout system, the
most widely used approach for the PS-PMT readout is the utilization of resistive chains (Popov
et al. ; Olcott et al. ) so as to strongly reduce the number of output channels. Many
different combinations of scintillator pixellization and PS-PMT are presently used depending
on the specific application and on the required field-of-view (FOV) size. However, this solu-
tion results in a twofold contribution to the degradation of the spatial resolution of the de-
tector (see > Sect. .) for the finite crystal size (crystal pitch error) and the possible error in the
identification of the hit crystal (coding errors).

As an alternative method for the readout of matrices of scintillators, solutions based on
semiconductor photodetectors are also used with the intent of overcoming the coding limi-
tation. For example, matrices of small-area Avalanche Photodiodes (APDs) are used for the
parallel readout of the pixellated matrices of a scintillator (> Fig. ). In this case, each crystal is
coupled to a single APD (Pichler et al. ). This method, similarly to those used in the early
PET of the s but nowwith a pixel pitch down to mm, allows a very simple, almost “perfect”
one-to-one coding at a very high count-rate. Consequently, there is no resolution loss due to
light sharing or electronic coding, and the true geometric crystal resolution can be achieved.
An additional advantage is the negligible dead time and pile-up probability.

On the other hand, detectors based on a scintillator block coupled to high-granularity
position-sensitive photodetectors (Anger camera principle) have been proposed (Joung et al.
; Balcerzyk et al. ). In this way, the limitation introduced by the finite size of the crystal
elements could be overcome by measuring, with high precision, the centroid of the light spot.

An additional issue for the development of dedicated PET instrumentation is to provide an
adequate efficiency for the detection of  keV photons. In particular, high-sensitivity instru-
mentation and design are required. In order to maximize the efficiency of the PET system, the
PET heads should be positioned close to the object, and the thickness of the photon absorber
should be at least one attenuation length at  keV. In this case, some lines of response (espe-
cially those having a high geometrical inclination) are subjected to a potentially significant
depth-of-interaction (DOI) error (> Fig. ). A number of techniques for designing detectors
with DOI capability have been proposed, based either on the direct measurement of the DOI
within the crystal (Moses andDerenzo ; Balcerzyk et al. ) or by segmenting the crystal

www.hamamatsu.com
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⊡ Fig. 

Example of scintillatingmatrix to photodetector coupling. Left: a matrix is read out by a

large-area PS-PMT (electronic coding). Right: each element of the matrix is coupled to a

single photodetector (e.g., APD) (one-to-one coupling)
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⊡ Fig. 

Representation of the parallax error close (case ) or far (case ) from the tomograph center

(indicated by a cross sign in the figure). In case , the two γ rays reach the crystals with a

trajectory that is parallel to their axis. In this case, the parallax error is negligible and is

independent from the depth of interaction. In case , the γ rays reach the detector with an

inclined trajectory. In this case, a large parallax error can be observed, especially at deep

interactions in the crystal (adapted from Volterrani et al. , Chap. , Fig. ., p. )
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into two layers so that the photodetection system is able to discriminate events occurring in one
layer from the other (Saoudi et al. ; Seidel et al. ).

The simultaneous improvement of spatial resolution and sensitivity is one of the challenges
of PET imaging since the two figures are often in contrast, i.e., increasing one could cause the
reduction of the other. As an example, increasing the scintillator thickness or reducing the detec-
tor ring diameterwould cause an increase of sensitivity but also a reduction in spatial resolution
and vice versa.This fact will become clearer when the factors affecting spatial resolution in PET
are described in next section.

Every year, new small-animal PET prototypes are produced or proposed by many research
groups offering or promising evenbetter performance (Miyaoka et al. ; Rouze andHutchins
; Tai et al. ). At the same time, some fully engineered scanners are released as
commercial products. Nowadays, several products are present on the market.

. Spatial Resolution Considerations in PET

The best achievable spatial resolution in PET is limited due to both the physics of the β
+ decay

and the available technology for the position detection of two γ rays in coincidence.
In fact, the positron is emitted with a non zero kinetic energy, and it is slowing down in tis-

sue via Coulomb interactions.The energy loss continues until the positron reaches the thermal
equilibrium with the surrounding tissue and annihilates with an electron. The positron range
depends on tissue (water equivalent) electron density. In water, the range of the positron emit-
ted by a typical PET radioisotope is of the order of –mm.This range effect degrades the spatial
resolution of a PET tomograph. In addition, the annihilation occurs not quite at rest. As a conse-
quence, the two photons are not emitted, in the laboratory frame, at exactly ○, but they have
an angular deviation from non-collinearity of ±. degrees. The annihilation of the positron
with an electron can occur via different intermediate states contributing in a different way to the
angular deviation from collinearity of the annihilation γ pair. In fact, in water, the positron has
a probability of % to annihilate with an electron in a non-bound state.This effect generates a
narrow (∣Δθ∣ < mrad) component of angular deviation. A probability of % is for the forma-
tion of a positron–electron bound state, called positronium, that can be bound, depending on
the relative electron and positron spin orientation, in ortho-positronium (S = , ↑↑) or para-
positronium (S = , ↑↓) states.The para-positronium (% of the bound states) usually decays
by self-annihilation generating again a narrow contribution to the noncollinearity. On the other
hand, the ortho-positronium (% of the bound states) annihilates via a pick-off process with a
free electron. The latter effect largely contributes (∣Δθ∣ > mrad) to the noncollinearity. Range
effect and noncollinearity are the two fundamental processes that intrinsically limit the spa-
tial resolution in PET (> Fig. , left). The best spatial resolution achievable is also limited by
other factors, i.e., crystal size, crystal position readout coding, and image-reconstruction algo-
rithm. The best spatial resolution of a PET scanner can be expressed in terms of the FWHM of
the point-spread function (PSF) after a filtered back projection (FBP) reconstruction with the
following formula (Derenzo and Moses ):

FWHM = .

�

�

��

(

d

)


+ b + (.D) + r + p,
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⊡ Fig. 

Left: Representation of the range effect (case ) and non-collinearity (case ). In both cases

the reconstructed line of response does not pass through the emission point generating a

degradation of the spatial resolution (from Volterrani et al. , Chap. , Fig. ., p. ).

Right: Representation of true (T), scattered (S) and random (R) events (from Volterrani et al.

, Chap. , Fig. ., p. )

where . is the degradation factor due to tomographic reconstruction, d is the crystal pitch, b is
the coding error, D is the tomograph ring diameter, r is the effective source diameter including
positron range, p is the parallax error, all values are expressed in mm.The last contribution for
a ring tomograph can be approximated by the expression:

p = α
r

√

r + R
,

where r is the distance from center, R is the tomograph radius, and α depends on thickness
and type of the scintillator (for example, α = . for mm thick LSO or BGO). The parallax
error is related to the crystal thickness. In ring geometry, the lines that do not pass through
the tomograph center are affected by an uncertainty that increases as the distance from the
center increases. Considering all the contributions included in the formula for the FWHM, it
can be found that the spatial resolution in PET is intrinsically limited and cannot be better than
.–.mm FWHMwhich represents the theoretical limit value.

Due to the available technology, present small-animal systems have a typical spatial resolu-
tion of about .–.mm FWHM at the center of the field of view (FOV). This is good enough
for most cases (especially for rats). Although in PETmodality the maximum achievable spatial
resolution is limited by the physics of the β

+ decay, latest systems, incorporating the high-
granularity detectors, and in some cases, DOI capability offer a volumetric spatial resolution
of about mm that is very close to the theoretical one. On the other hand, the system sensi-
tivity was continuously improved up to a present maximum of –% at the center of the FOV
(Laforest et al. ).
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Another factor reducing image quality in addition to the spatial resolution degradation is
noise. The major sources of noise in PET are scattered and random counts (> Fig. , right).
Several techniques are implemented in high-resolution PET to reduce noise, including the
use of new materials as well as acquisition techniques such as time-of-flight PET as described
in > Sect. .

Thanks to its exquisite sensitivity, radioisotope imaging using high-performance PET repre-
sents the gold-standard technique for molecular imaging investigation (Del Guerra and Belcari
).

 Present Technology for Small-Animal SPECT Systems

Small-animal SPECT are based on two main design approaches: systems that are obtained
by incorporating a novel collimator on clinical systems (Schramm et al. ; Beekman et al.
) and dedicated systems based on compact high-resolution detectors (McElroy et al. ;
Weisenberger et al. ; Furenlid et al. ; Kastis et al. ).The key feature of both types of
scanners is the collimator, which is specially designed to obtain high-resolution in vivo images
of small organs or a whole small animal. In human SPECT applications, parallel-hole colli-
mators are used. These are based on a regular array of round, square, or hexagonal holes in a
high-density medium (lead or tungsten). However, the spatial resolution is relatively poor for
animal application, even if some examples exist (Del Guerra et al. ).

For small-animal imaging, an appropriate collimator is required for high (submillimeter)
spatial resolution and high sensitivity. The most widely applied collimator solution is the pin-
hole (or multi-pinhole) collimator, which increases the spatial resolution of the imaging system
by projecting a magnified, nonoverlapping view of the animal onto the detector. In this case, a
large bulky gamma camera can be used also for small animals. In fact, the large area of these
cameras can be used to compensate for the low detector resolution. For these systems, the detec-
tors are based on a large-area single scintillation crystal coupled to an array of photomultiplier
tubes (PMT).The scintillator is usually thallium-doped sodium iodide (NaI:Tl), which has ideal
properties for detecting medium-low-energy γ rays (e.g., mTc, Tl, I, and In) in terms
of light yield, energy resolution, and efficiency. A limitation of this design is the low number of
pinholes that can be used since the large magnification needed to bypass the low resolution of
the detector produces large projections that may overlap as the number of pinholes increases.
Themain approach to address the problem of overlapping projections is the use of iterative esti-
mation methods (Meikle et al. ) which are based on the earlier concept of coded aperture
(Barrett ), which is, in turn, a still valid solution for small-animal imaging (Meikle et al.
).

To increase the number of pinholes the solution based on dedicated high-resolution detec-
tors is the preferred one. In this way, the animal can be surrounded by tens (Liu et al. )
or even up to hundreds of pinholes so as to compensate for the relatively low photon count,
making it possible to use very low pinhole diameters. The use of multiple overlapping pin-
hole projections increases the absolute detection efficiency, but this effect is not reflected into
an increased signal-to-noise ratio due to the reduced information conveyed by each detected
photon in a multiplexed system with respect to a non-multiplexed system caused by the ambi-
guity on the defined line of flight (Meikle et al. ). Such kind of detectors can be arranged
around the animal like multi-head SPECT, up to four heads, or set up in a polygon-like manner,
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effectively forming a large number of pinhole cameras to image the small animal (Beekman and
Vastenhouw ).

Solutions for the construction of high-resolution detectors can be subdivided into two
design categories: those using one small-size multi-crystal array coupled to one or more PS-
PMTs and those using solid-state detectors. Scintillating detectors typically employ arrays of
small (–mm) scintillation crystals, such as NaI:Tl, CsI:Tl, and YAP:Ce, that are optically cou-
pled to PS-PMTs. Themaximum active area achievable in this way is smaller than those offered
by standard gamma cameras, but they require lessmagnification to achieve similar performance
due to the better intrinsic spatial resolution. A drawback of pixellated detectors is a poorer
energy resolution due to a lower light output from the small crystals with respect to monolithic
scintillators.

On the other hand, solid-state detectors provide a promising alternative technology as com-
pact high-resolution gamma cameras. Semiconductor detector technology is the new horizon
in dedicated instruments for high-resolution nuclear imaging and such solid-state detectors
with direct γ-ray conversion have been proposed. The requirements for a good detector for
SPECT, i.e., high spatial resolution, high energy resolution, and good efficiency for the detec-
tion of medium energy γ rays, are only partially fulfilled by solutions based on scintillators
and photomultipliers. In particular, in a gamma camera, the spatial resolution is usually limited
by the low granularity of the photomultiplier tube array, while the energy resolution is limited
by the scintillation phenomena and by the relatively low quantum efficiency (about %) of the
photomultiplier. On the other hand, semiconductor detectors have similar detection efficiency,
but they have better performance, by about a factor , both in spatial and energy resolution.
Semiconductor detectors are now available in relatively small sizes, but they are well suited for
the construction of small-animal imaging and dedicated instruments.The working principle of
semiconductor detectors for the detection of γ rays with an energy below MeV relies on the
direct conversion of the photon energy in a number of electron–hole pairs, which, when trans-
ported to the corresponding electrode, represent a measurable charge signal, whose intensity
is proportional to the energy of the incident photon. The described interaction principle is a
direct conversion mechanism. In fact, the incident photon energy is directly converted in an
electrical signal. The advantage of this approach stays in the reduction of the spatial resolution
degradation that occurs in scintillators due to the degradation of the spatial information for
the spreading of the light through the scintillator. Conversely, in semiconductors, the lateral
spreading of the electron cloud is limited and nearly negligible with respect to the pixel size,
which is the major resolution limit.

CdTe and CdZnTe are typical semiconductor materials for the construction of nuclear-
imaging detectors. Thanks to their characteristics (see > Table ), they can be used for the
construction of compact gamma cameras.

⊡ Table 

Physical properties of CdTe and Cd.Zn.Te, in terms of density (ρ), effective Z (Zeff), atten-
uation coefficient (μ) at . keV, energy to produce an electron–hole pair (Ee−h) and

photofraction (PhF)

Material ρ(g/cm) Zeff μ(. keV) (cm−) Ee−h(eV) PhF (%)

CdTe .  . . 

Cd.Zn.Te . . . . 
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Present CdTe or CdZnTe detectors are available in –mm thickness, and mm is the most
commonly used value for SPECT. Pixel pitches are also available in the submillimeter range.
The typical energy resolution for . keV γ rays is about %.

In particular, CdZnTe-based detectors (Funk et al. ), thanks to the superior energy res-
olution with respect to scintillators together with their good photofraction, make it possible to
reject Compton events so as to increase the signal-to-noise ratio in the final image. In addi-
tion, the excellent energy resolution facilitates multi-radionuclide studies, thus enabling dual-
or triple-radionuclide imaging.

. Spatial Resolution Considerations in SPECT

SPECTdoes not suffer from intrinsic spatial resolution limitations. On the other hand, themain
goal is to find the optimal compromise between spatial resolution and sensitivity.

For parallel-hole collimators (> Fig. ), the spatial resolution, RC , parallel , in terms of
FWMH, is given by Zavattini and Del Guerra ():

RC , parallel ≈ D + d(D/L),

where D is the hole diameter, d is the collimator–object distance, and L is the hole length.

RTOT =

√

RC , parallel

+ RD

,

where RD is the intrinsic spatial resolution of the detector.
Hence, the spatial resolution improves when the object gets closer to the collimator and

when the holes get smaller. Conversely, the sensitivity g does not depend on the distance, and
it increases when the holes get larger, i.e.,

g ∝ (
D
L
)


⋅ (

D

(D + h)
) ,

where h is the thickness of septum between holes (Zavattini and Del Guerra ).
The use of pinhole collimators is a solution for ultrahigh-resolution SPECT. A pinhole

collimator consists in a single hole shaped like a double cone (> Fig. ).

D

hhh

SSS

⊡ Fig. 

Typical hole patterns in parallel-hole collimators having round holes in a hexagonal pattern

(left), hexagonal holes in a hexagonal pattern (center), and square holes in a square pattern.

D, S, and h represent the hole diameter, the hole-to-hole distance, and the septum

thickness, respectively (from Volterrani et al. , Chap. , Fig. ., p. )
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Schematic representation of a pinhole collimator (from Volterrani et al. , Chap. ,

Fig. ., p. )

These collimators are usually made of high-Z materials (such as gold) in order to reduce
the radiation penetration at the edge of the hole. For this type of collimators, the FWHM of the
spatial resolution is given by (Zavattini and Del Guerra ):

RC , pinhole = De ⋅ (d + L)/L

where d is the distance between the object and the pinhole and L is the distance between the pin-
hole and the scintillator. De represents the effective diameter of the pinhole, depending also on
the attenuation coefficient of the collimator material and on the hole aperture. Differently from
parallel-holes collimator, the sensitivity of a pinhole is proportional to /d. Thus, the closer
the object to the hole, the higher the sensitivity. However, the sensitivity rapidly decreases as
the distance increases. By using the intrinsic geometrical magnification of a pinhole collima-
tor, it is then possible to obtain high-resolution images with a FWHM of the same order of
De(L > d) and a good sensitivity (only using small d). The magnification allows the use of
instruments with an intrinsic resolution larger than the system resolution without significantly
affecting it. On the other hand, by reducing the pinhole to object distance, the size of the FOV
is proportionally reduced. Due to these reasons, pinhole collimators are often used in combi-
nation with large detectors, such as those used for humans with a high magnification factor,
or with high-resolution detectors. In this way, a value of the order of few hundred microns is
obtainable. By using more holes (multi-pinholes), it is possible to enlarge the FOV to obtain
“whole-body” high-resolution images of small animals.

RTOT =

�

�

��RC , pinhole

+ (RD

d
L
)


.
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. PET and SPECT Comparison

PET and SPECT offer overall performances that fulfil the requirements of most of molecular
imaging investigations, and each one possesses relative strengths and weaknesses. In PET, the
spatial resolution is limited by the physics of the β

+ decay, while, in SPECT, there is no such
limitation. In the last years, SPECT images of a mouse with a spatial resolution of few hundreds
of microns have been reported.

On the other hand, PET still offers a higher sensitivity than SPECT thanks to the electronic
collimation obtained by the coincidence γ-pair detection instead of the physical collimation
used in SPECT. This gives a substantial advantage in sensitivity of PET over SPECT, typically
more than one order of magnitude. Nanomolar concentrations (− mol l−) of radiophar-
maceutical are typically measured with PET and picomolar concentrations (− mol l−) are
achievable. However, the sensitivity gap between PET and SPECT is reducing over the years
thanks to the use of multi-pinhole collimators.The SPECT sensitivity is now about – times
less than the best PET scanners with a similar spatial resolution as for PET.

PET isotope and tracer availability is more limited than for SPECT, but light PET iso-
topes can be used as a substitute of the analog stable elements present in the parent molecules.
In addition, the F can be used as a substitute for hydrogen. For this reason, PET is essen-
tial for imaging small-molecule drugs. SPECT, on the other hand, offers easier access to
longer-lived isotopes, which are well suited for labeling larger molecules such as peptides and
antibodies.

In this respect, a second important consideration is the kinetics of the drugs under study.
For drug candidates with slow kinetics, the best approach is to use SPECT tracers because of
the longer half-life of these radioisotopes. These drugs fall usually in the category of biophar-
maceuticals, i.e., large molecules for which the addition of a SPECT radioisotope do not impair
the action of the drug or biomarker. For small molecules on the other hand, the PET isotope
C is the ideal radioisotope since it can be synthesized in the candidate drug. Unfortunately,
the very short half-life and the low specific activity of this tracer restrict the use of C tracers
to molecules that can be relatively quickly synthesized and for imaging studies of short dura-
tion. For other small-molecule applications, radio halogens for PET and SPECT may have to
be used instead. In this respect, one of the advantages of using radio halogens for SPECT is the
ability to utilize I and I tracers used commonly for in vitro and clinical in vivo studies,
respectively.

 Future Improvements in Small-Animal Instrumentation

A major concern for the development of the next generation of PET systems for small-animal
imaging is the improvement of sensitivity, still pushing the spatial resolution close to its intrinsic
limit. To overcome the limitation of present systems novel scintillating crystals for γ detec-
tion are required in combination with new photodetectors able to exploit the crystal features.
On the other side, small-animal SPECT has not reached its resolution limit yet, but the best
present systems have a spatial resolution that is perfectly adequate for the study of small-
animal organs. In this case, the main challenge is to increase the sensitivity and the field of
view to obtain ultrahigh-resolution systems able to visualize the entire animal with a high
sensitivity.
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. New Photodetectors

Thedevelopmentof novel photodetectors has a fundamental role for the future of PET imaging.
The possible solutions proposed by various research groups have a twofold approach. On the
one hand, systems overcoming the coding limitation have been introduced throughAPD-based
solutions (one-to-one coupling) (Pichler et al. ), while, on the other hand, solutions based
on a further refinement of the gamma camera concept using a monolithic scintillating crystal
have been proposed (Moehrs et al. ).

An example of a novel photodetector is the Silicon Photomultiplier (SiPM). The SiPM
(Golovin and Saveliev ) is a silicon-diode detector that shows great promise as a photode-
tector for scintillators for both one-to-one coupling and Anger camera approaches. In short,
the SiPM is a densely packedmatrix of small Geiger-mode avalanche photodiode (GAPD) cells
(typically ∼× μm), with individual quenching resistances for each cell. The Geiger-mode
operation of each cell produces a large gain (of the order of ×) at lowbias voltage (∼V).All
the cell outputs are connected in parallel to produce the summed signal. This microcell struc-
ture of the SiPM gives a proportional output for moderate photon flux. The performance is in
many ways comparable or superior to that of a conventional PMT, but with the compactness
and other benefits of a semiconductor detector. Such a compact silicon detector is well disposed
for being developed into a close-packed array so as to have a position-sensitive detection sur-
face, and this justifies the wide interest and the great efforts dedicated to the SiPM development
(Herbert et al. ). Examples of monolithic matrices of SiPM are now available, including
up to  elements in an  ×  array (mm × mm) with .mm pitch. These devices are well
suited for PET (Llosa et al. ) as well as for SPECT applications.

. New Detector Materials

On the other hand, due to the availability of higher-granularity photodetectors, it becomes pos-
sible to use slabs of scintillators instead of pixel matrices. In this case, the position encoding is
performed by calculating the centroid of the light spot reaching the photocathode (Anger cam-
era principle). Hence, in this second solution, the limitation introduced by the finite size of the
crystal elements could be overcome. An additional advantage of this approach is the reduced
cost of a scintillator slab with respect to matrices. The main drawback is the complexity of the
readout system since each element (e.g., anode) of the photodetector has to be independently
acquired (Pichler et al. ).

A factor affecting sensitivity in a scintillating crystal is the probability of photoelectric emis-
sion, which is proportional to ρZeff

. Among all the available scintillators, the highest value is
for BGO (> Table ). New material research is focused on keeping the value of ρZeff

 as close
as possible to the BGO value (so as to control parallax error) while improving those parameters
where BGO is not optimal, e.g., decay time (improvement in count-rate properties) and light
yield (better energy and spatial resolution).

Nowadays, a detector based on a matrix of high-Z, fast, scintillating crystals (e.g., LSO:Ce)
coupled to a position-sensitive photodetector is a well-established technology and represents
the state of the art. However, all high-Z materials have a photofraction below % at  keV.

This implies that events under the full-energy peak, usually chosen as the “best” events,
have a large contribution from multiple Compton interactions in the crystal. Hence, the spa-
tial resolution is degraded by multiple site charge deposit. An alternative approach is the use
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⊡ Table 

Physical features of typical scintillatingmaterials used in SPECT and PET

Material
Density
(g/cm) Zeff

Light
yield
(Ph./MeV)

Decay
time
(ns)

Wavelength
(peak) (nm)

Attenuation
length (at
 keV) (mm)

Refractive
index

Photo-
fraction
(%)

NaI:Tla .  ,   . . 

BGOb .  ,   . . 

LSO:Ceb .  ,   . . 

GSO:Ceb .  ,   . . 

CsI:Tla .  , ,  . . 

LuAP:Ceb . . ,   . . 

LaBr:Cea,b . . ,    . 

YAP:Cea,b . . ,   . . .

aSPECT
bPET

of medium-low-Z materials, such as YAP:Ce scintillators (Del Guerra et al. ) or silicon
crystals (Auricchio et al. ). In such materials, most of the events will be Compton events,
e.g., in YAP:Ce, the photofraction is only % at  keV. However, by selecting the entire energy
spectrum, one achieves high sensitivity, and a high fraction of these events will be single inter-
actions, therefore providing the correct interaction position (Zavattini et al. ). Of course,
this technique is only possible whenCompton scattering in the object can be neglected or easily
modeled.

A further improvement, of a great potential impact in PET imaging performance, would be
the reduction of the time resolution of about one order of magnitude. In addition to the obvi-
ous reduction of random events, it would become possible to utilize the time-of-flight (TOF)
information for image reconstruction. This is the so-called TOF-PET concept (> Fig. ), where
the time difference of the detection of two annihilation γ rays is measured in the two coincident
detectors.The timing information can be used to remove the coupling between voxels that are
separated by more than the TOF measurement distance. For example, using LaBr:Ce, a time
resolution of –ps might be possible. Such a figure corresponds to a net reduction of the
background variance, which is equivalent to an improvement in sensitivity.

Thallium-doped sodium iodide (NaI:Tl) is the most common material for SPECT both in
the formof amonolithic slab or in pixellatedmatrices. Apossible alternative is a thallium-doped
cesium iodide (CsI:Tl) scintillator which has high-Z components, high density, and excellent
scintillation light yield, which makes it a good candidate for SPECT. In addition, CsI:Tl crys-
tals can be grown in tiny columnar structures (Nagarkar et al. ) to form a continuous
slab of material, where the light spread is strongly reduced yielding a high spatial resolution.
To maintain a high resolution, these crystals might be read out with high-spatial-resolution
photodetectors.

In addition to CdZnTe detectors described in > Sect. , other direct conversion solutions
based on single-photon-counting devices have been proposed. For example, fine-pitch silicon
hybrid pixel detectors read out by the Medipix chip (Accorsi et al. ) and electron-
multiplying CCD cameras (de Vree et al. ) have been employed for the construction of
a high-resolution gamma camera specially tailored for low-energy radionuclides imaging such
as I.



  High-Resolution and Animal Imaging Instrumentation and Techniques

S1=T1·c
S2=T2·c

ΔS=ΔT·c /2

⊡ Fig. 

Time-of-flight PET principle. The γ-pair emission point is determined by the length of S and

S segments calculated from times of flight T and T. The quantity that is measurable in

practice is the time difference T − T that can be used to calculate the distance of the

emission point from the line-of-flight center. Due to the error in measuring the time

difference, the error on the position of the emission point is given by ΔS = ΔT ⋅ c/ (from
Volterrani et al. , Chap. , Fig. ., p. )

 Small-Animal CT Imaging

Computed Tomography (CT) is a very important technique of noninvasive diagnosis, which
provides a D map of the local X-ray attenuation properties of the scanned object or patient.
Dedicated CT scanners for the imaging of small objects and animals at very high-resolution
(micro-CT) have been developed (Stock ). Those scanners find application in biomedical
research (Paulus et al. ) and in nondestructive testing (NDT) of materials and components
(Levine et al. ). All micro-CT scanners are based on the same design: an x-ray source, an
imaging detector, and a system that either rotates the animal or the specimen within a station-
ary scanner or rotates the scanner around the object. Thanks to the availability of relatively
large-area flat-panel x-ray detectors, the x-ray transmission is usually made with cone-beam
geometry. For the CT with a rotating object, this is generally rotated around the vertical axis
within a fixed x-ray source/imaging detector system.This is unsuitable when working with an
anesthetized animal since it would modify its physiological behavior if held in this vertical ori-
entation for an extended period of time. Rotating gantry systems are hence preferred for in vivo
imaging of small animals. In this case, the x-ray source and the imaging detector rotate around
the animal.
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A tungsten-anode x-ray tube with a relatively small focal spot (∼μm) emitting low-
energy x-rays (– kVp) is commonly used. Small-animal CT systems can be optimized for
spatial resolution, to obtain an image that approaches histological microscopy as closely as pos-
sible, by using a micro focus x-ray tube, combined with high geometric magnification. A small
focal spot is mandatory in systems implementing a high geometric magnification, to minimize
penumbral blurring. Transmission images are collected with flat panel detectors made up of
magnified CCD- or CMOS-based detectors featuring high spatial resolution (∼μm pixel
spacing). The system spatial resolution is limited by several factors, including the pixel spac-
ing of the x-ray detector, the geometric magnification, the focal spot size, and the stability of
the rotation mechanism.

The demand for high-precision methods for the calibration of high-resolution micro-CT
scanners ismotivated by the very high dependence of the scanner performances on themechan-
ical positioning of the various components. An uncorrected displacement of the axis of rotation
(AoR) in the order of magnitude of the detector pitch may result in a significant image blur-
ring, and consequently in a loss of image spatial resolution. Displacements are continuously
added in the system by many factors, including mechanical instability, vibrations, thermal drift
of bearings and components, etc. Many methods have been proposed for the measurement of
the misalignment parameters from the analysis of the acquisition data both using a reference
phantom for the D fan-beam geometry (Gullberg et al. ) and D cone-beam geometry
(Boone ), as well as a semiautomatic optimization-based method without the needs of
dedicated phantom measurements (Panetta et al. ).

X-ray projection views are acquired at hundreds of equally spaced angular positions around
the object of interest eitherwith a step-and-shoot (where the rotation is stoppedwhile the detec-
tor acquires data) or with a continuous rotation. Views are then used to reconstruct a CT image,
typically using a convolution back-projection approach (implemented in D) (Feldkamp et al.
). A spatial resolution of –μm, over a field of view up to mm, is usually obtained.

In vivo imaging requirements include additional design constraints on the system, the first
of which is the dose limitation and second the speed of the scan that should be reduced to a
fewminutes.The dose reduction is sometimes obtained by reducing the spatial resolution with
the use of –μm voxel size. This is because image noise is proportional to (voxel size)− at
constant animal exposure (Zhu et al. ). Hence, to obtain a high-resolution image of a living
animal, it would be necessary to deliver an unacceptably high whole-body x-ray dose. At the
same time, the lower resolution required allows one to use a reduced magnification factor and,
hence, a larger x-ray tube focal spot size, facilitating higher tube current and shorter exposures.

In its present use, imaging of small animals obtained with CT is used for complementing
the functional information obtained by othermodalities discussed above with anatomical infor-
mation. However, the conjunction of two different and complementary imaging techniques is
more than the sum of functional and anatomical information and constitutes a new imaging
paradigm: the multimodality imaging.

 Multimodality Approach

PET and SPECT are intrinsically non-morphological imaging techniques. However, in most
cases, the shape of the body and of the organs of the animal can be visualized due to nonnegli-
gible nonspecific uptake of the radiotracers. Nevertheless, in some cases, a rough anatomical
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visualization is not sufficient, especially in bio-distribution studies, where it is necessary to
exactly know the position of the radiotracer target. In addition, when quantitative informa-
tion on small target sites is needed, the image suffers from an appreciable partial volume error
that cannot be corrected without the knowledge of the target morphology. In this sense, it is
obvious that the information from a morphological imaging technique, such as CT, is of great
help for the PET or SPECT image analysis.

As a bonus for next-generation systems, there will be the possibility of easy integration with
other modality imaging systems such as PET/CT (Fontaine et al. ), PET/SPECT (US Patent
; Bartoli et al. ) or PET/MR (Mackewn et al. ). In fact, the combination of dif-
ferent imaging modalities offers the possibility to perform experiments more effectively than
with a single modality alone, especially when the two modalities can be obtained within a short
timewith respect to each other (or simultaneously) andwithout moving the animal, possibly on
the same gantry. In this sense PET/MR seems to be the perfect choice, combining the exquisite
sensitivity of PET with the morphological/functional/spectroscopic high-resolution imaging
of MR. The present major limitation on the development of simultaneous PET/MR scanners
is the sensitivity of PMTs to magnetic fields. A reliable solution could be the development
of magnetic-field-insensitive position-sensitive photodetectors such as the newly developed
silicon photomultipliers (SiPM) (Golovin and Saveliev ).

. PET/CT and SPECT/CT

On the shadow of the successful application of combined PET/CT scanners in the clinical envi-
ronment, this technique has been recently transferred to small-animal scanners. In fact, the
morphological information from CT can be used to get a finer spatial localization of the radio-
tracer distribution within the body as well as to obtain the attenuation coefficient map of the
object under study for attenuation and scatter correction of the PET images. In clinical practice,
PET/CT is mainly used in oncology studies, and it offers noticeable advantages for treatment
planning. In small-animal imaging, the main advantages of combined PET/CT are the possi-
bility to visualize the animal anatomy, especially in bio-distribution and oncology studies, and
to perform partial volume correction for tracer quantification.

In addition, CT images can be used to improve the emission images. In fact, the emission
images are affected by a quantitative error due to the attenuation of radiation by the object under
study. Even if much smaller than for humans, the magnitude of this correction in small animals
is non-negligible. For example, in PET, the attenuation correction factor is  for a  cm diam-
eter man, . for a  cm diameter rat, and . for a  cm diameter mouse. This effect is usually
corrected in small-animal PET scanners by obtaining a direct measure of the attenuation map
of the object by means of transmission-based methods (Chow et al. ). The transmission
images can be either obtained with a positron-emitting source (usually Ge) rotating around
the object by using the PET detectors (de KempandNahmias ) or with a CT scanner (Kina-
han et al. ). Although the PET-basedmethod gives a directmeasurementof the attenuation
coefficient at  keV, the CT-based method has some advantages. In the CT case, the attenu-
ation coefficients are measured with a continuous x-ray spectrum, ranging from  to  keV.
Hence, for any tissue X, the CT-energy linear attenuation coefficient (μCT, X) has to be scaled
to the  keV value (μPET, X). This is usually done with the formula (Mackewn et al. ):

μPET,X =
μCT,X × μPET,HO

μCT,HO
,
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where μPET,HO and μCT,HO are the known linear attenuation coefficients of water at  keV
and CT energy, respectively. This relation is valid for all the materials, such as soft tissues. In
fact, the mass attenuation coefficient (μ/ρ) is remarkably similar for all non-bone materials
since Compton scatter dominates for these materials. On the other hand, bone has a higher
photoelectric absorption cross section due to the presence of calcium. Therefore, a different
coefficient of correction is usually adopted for bone.The advantages of theCT-based attenuation
correction method over the PET-based method include: lower statistical noise in transmission
images acquired on CT versus PET, reduction of cross talk from PET annihilation photons and
transmission photons during postinjection transmission studies, and reduction of the overall
study time.Moreover, despite the difficulties in scaling the attenuation to  keV and the lack of
a water correction for beam hardening, the PET emission images corrected with the CT-based
method are as accurate as those corrected with the PET-based method (Chow et al. ).

. PET/SPECT

Present multimodality imaging strategies are mostly based on the combination of complemen-
tary imaging techniques such as PET/CT and SPECT/CT, where functional andmorphological
information on the same subject can be derived and combined. On the shadow of the suc-
cessful application of combined PET/CT scanners in the clinical environment, multimodality
techniques have been recently transferred to small-animal scanners.

On the other hand, there is a growing interest for the preclinical application of nuclear
imaging techniques able to perform dual-tracer imaging. It is defined as the application of two
radionuclide-labelled tracers to image two different biological or molecular targets at the same
time. In this way, a direct comparison between the two targets can be derived so as to provide
additional diagnostic value that is difficult for a single-tracer imaging to provide. Dual-tracer
imaging is now a well-established technique. It has been in use for over a decade for parathy-
roid, liver, and cardiac disease (e.g., in metabolic and perfusion studies for the assessment of
myocardial viability), and studies in brain receptors and perfusion (for example, in the imag-
ing of dopamine neurotransmission and brain perfusion in differential diagnosis of Parkinson’s
disease). Dual-isotope imaging is performed both in clinical and preclinical environments with
SPECT by using two different isotopes with well-separated γ-ray emission energies. When
injected together, the two isotopes can produce two different images that are obtained by apply-
ing different energy windows between the two primary photons. However, the main limitation
of the dual-radionuclide imaging is the cross talk between the two radionuclides (Chang et al.
). Such cross talk is mainly due to the scattered (in the object, in the detector, or in the
collimator) radiation from the higher-energy radionuclide that is detected in the lower-energy
window or to the higher-energy secondary emission peaks from the lower-energy radioisotope
that can be detected in the higher-energy window.

The following stepwould be the combination of the PET and SPECT for dual-tracer imaging
that will potentially open new possibilities for the design of clinical and preclinical protocols.
In this case, one single γ-emitting isotope is used in combination with a β

+-emitting iso-
tope. For years, PET and SPECT were considered as antagonist techniques. In practice, each
of the two modalities has peculiar advantages: PET can usually provide superior imaging per-
formance in sensitivity and quantification compared to SPECT, and the PET tracers can offer
several advantages with respect to SPECT tracers from the biological compatibility point of
view; on the other hand, SPECT is not intrinsically limited in spatial resolution. In this view,
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the combination of the two modalities is a real plus and can be technically advantageous in
certain aspects as compared to conventional SPECT dual-tracer. A significant improvement in
dual-tracer PET/SPECT imaging would be the possibility to also perform the two modalities
simultaneously (simultaneous PET/SPECT).

In principle, a dual-tracer study with PET and SPECT can be also done with two separate
scanners that can share the same type of animal bed holder. In fact, the animal can be subjected
to a series of scans with the two modalities by transferring the animal bed from one scanner to
the other once the animal is well fixed onto the bed.The image fusion for dual-tracer study can
be done a posteriori by knowing the relative position of the animal with respect to the PET and
SPECT fields of view.

On the other hand, a scanner, where PET and SPECT detectors are physically integrated
with a common bed, will potentially ease the imaging procedure and speed up post-processing.

Dual-modality SPECT/PET systems are now available and a number of prototypes have
been proposed in the past years. Present systems are very different in integration level and
detector technology.

The simplest way to combine two imaging modalities is to physically integrate two separate
imaging systems in a single gantry. For example, separate systems can be installed on the same
gantry with nonoverlapping fields of view. For this reason, with this kind of systems PET and
SPECT modalities cannot be performed at the same time. Another way to combine different
imaging modalities is to juxtapose back to back two standalone systems in a way that they have
the same axis and can share the same animal bed. Once combined, the two systems can be
controlled by the same user console.The advantage of this solution, called “dockable,” is a greater
flexibility in exchange for a higher cost.

A further step toward a full combination of the SPECT and PET modalities is to have a
solution where the two fields of view are overlapping. In this way, in addition to the possibility
of performing both emission techniques on the same animal, it allows, in principle, the simul-
taneous execution of PET and SPECT investigation. Tomake it feasible, a possible solution is to
combine two rotating dual-head parallel-plane detectors, where a pair is dedicated to PET and
the other is for SPECT (Bartoli et al. ). An example of a solution using rotating detectors
is shown in > Fig. . In this case, two opposing heads (e.g., heads  and  in > Fig. ) are used
for PET (coincidence mode), while the other pair (detectors  and ) is equipped with the
collimators and independently acquires single events (SPECT mode).

A more complicated solution is based on a dual-layer scintillator read out by a common
photodetector (e.g., photomultiplier tubes or avalanche photodiodes). In this case, a first layer
is optimized for the detection of medium energy γ rays commonly used in SPECT, while a sec-
ond layer is optimized for the high-energy annihilation radiation used in PET. Such a detector
module can be used as the basic detection unit in a multimodality scanner capable of perform-
ing PET and SPECT imaging simultaneously. Pulse-shape discrimination is used to separate the
signals originating from the different detector materials. Good candidates for the first layer are
high-light-output scintillators, while the second layer should bemadeof fast, high-density crys-
tals. Examples of possible dual-layer scintillators for SPECT/PET are (first layer/second layer)
YSO/LSO (Dahlbom et al. ; Saoudi and Lecomte ), LSO/GSO (Saoudi and Lecomte
), NaI/LSO (Schmand et al. ; Pichler et al. ), and YAP/LSO (Guerra et al. ).
Another example is the modification of a PET system based on a ring geometry to perform
SPECT and also simultaneous PET/SPECT using a slit-slat collimator insert (Shao et al. ).

PET and SPECT dual-tracer imaging, particularly the simultaneous acquisition, may open
the door for many potentially new clinical and preclinical applications.
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Example of a simultaneous PET/SPECT solution using rotating detectors. Heads  and  are

in time coincidence and are used for PET. Heads  and  are equippedwith parallel hole

collimators and are used for SPECT

Even if designed to integrate multimodality PET and SPECT imaging techniques, none
of the above-mentioned systems are specifically designed for true simultaneous PET/SPECT
acquisitions.

The requirements for simultaneous PET and SPECT go beyond the ability to simply detect
single low-energy (for SPECT) and coincidence  keV (for PET) γ rays. The technical chal-
lenges for this imaging method are multifold and are related to the type of system in use. In
fact, a possible solution for simultaneous PET/SPECT can use either a common detector work-
ing simultaneously in PET and SPECT (joint modality) or PET and SPECT can be performed
using separate detectors either of the same type (split modality) (Bartoli et al. ) or using
different technologies (separate modality).

A common challenge for any solution is related to the fact that the simultaneous
PET/SPECT acquisition implies the simultaneous presence of single-photon- and positron-
emitting isotopes. Hence, each modality should be able to work in presence on a secondary
γ source. In particular, it is necessary to perform a correction procedure for the subtraction of
the contribution of the down-scattered  keV γ rays in the energy range of the SPECT energy
window (Bartoli et al. ).
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 Other High-Resolution Applications of
Radiation-Imaging Instrumentation: Breast Cancer
Investigation

In recent years, there has been an increasing focus on PET and SPECT systems designed
for specific applications. One of such applications is the investigation of breast cancer with
nuclear imaging techniques. The application of PET and SPECT techniques to breast cancer
study is usually called Positron Emission Mammography (PEM) and Single Photon Emission
Mammography (SPEM). Due to the different geometry and superior performance required
with respect to whole-body scanners, these applications need the development of dedicated,
higher-performance instrumentation. For example, for the PET case, thanks to the technologi-
cal advances in high-resolution detectors for the small-animal imaging devices, many research
groups are now working on the development of dedicated devices for PEM with high sensitiv-
ity and high spatial resolution (Freifelder and Karp ; Robar et al. ; Doshi et al. ;
Lecoq and Varela ; Belcari et al. ) based on similar technologies. Although these two
applications differ in optimal geometry and absolute performance requirements, both can gain
from the advent of novel instrumentation for gamma-ray detection.

Some prototypes of PET systems for breast examination (PEM) are now available. They
are typically accomplished with two parallel planar detectors positioned above and below the
compressed breast (Robar et al. ; Doshi et al. ; Lecoq and Varela ). The main
advantage of this configuration is the possibility to compress the breast.The higher solid-angle
coverage and the reduced scattering improve the sensitivity and spatial resolution. Clinical trials
have been performed with the dual-planar configuration. This configuration is well suited for
the integration with conventional x-raymammography units for emission–transmission image
fusion or guided biopsy (Murthy et al. ).

Despite the good performance shown by the planar configuration with compression, the
evolution of such a technique suffers from some intrinsic drawbacks. First of all, the compres-
sion, even if mild, limits the time duration of the examination, ultimately reducing the data
statistics, hence the signal-to-noise ratio. In addition, the planar geometry does not allow a
complete sampling of the FOV. In such away, the image-reconstruction artifacts limit the spatial
resolution and the signal-to-noise ratio in the final image, especially for smaller tumors. Other
configurations are also being investigated (Freifelder and Karp ; Qi et al. ) to overcome
such limitations. A possible solution proposed for obtaining pseudo-tomography acquisition is
the translation of rectangular detectors in a fixed position (Weinberg et al. ). In the last
years, some research groups have proposed solutions based on a pair of planar detectors rotat-
ing around the breast to fully exploit the superior spatial resolution of the tomography approach.
This configuration could also allow the integration of PET with x-ray CT (Lamare et al.
).

On the other hand, single-photon emission technologies have been largely used in breast
cancer investigation. The standard technique, introduced in early s, is called scintimam-
mography and utilizes a high-resolution gamma camera to obtain a single planar projection
of a compressed breast (Khalkhali et al. ). In this case, the detector is usually made up
of a scintillation camera comprising a pixelated matrix of scintillators (usually NaI:Tl) cou-
pled to PS-PMTs with a typical active area of  cm ×  cm. Examples of prototypes based on
monolithic slabs (e.g., LaBr:Ce) have been also proposed (Pani et al. ). In addition to scin-
timammography, specialized tomographic scanners (SPECT scanners) have also been proposed
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for breast cancer applications. High-resolution SPECT instruments dedicated to breast imag-
ing have been designed in various designs each trying to best fit the breast size and geometry.
Planar detectors can be arranged around the breast while rotating around the vertical axis
with the patient in a prone position. In this case, the systems are called vertical axis of rota-
tion (VAOR) SPECT. Dedicated VAOR systems should be advantageous since they permit a
more accurate diagnosis of structures and patterns of scintimammography, while eliminating
the hard compression of the breast (Tornai et al. ; Belcari et al. ). The small radius of
rotation around the breast improves resolution-sensitivity tradeoff, and there is less attenuation
and scatter between the breast and the camera as compared tomore conventional horizontal axis
of rotation (HAOR) SPECT scans (Metzler et al. ). Some prototypes of dedicated systems
have been developed in the past years confirming the expected performance improvementwith
respect to present standard techniques (Loudos et al. ). An additional advantage of VAOR
geometry is the possibility to integrate the SPECT system with a dedicated x-ray tomography
scanner (Del Guerra et al. ). Other examples utilize arrays of collimated CdZnTe detectors
tiled on either a cylindrical surface or a hemispherical surface surrounding the breast coupled
to a stationary multiple pinhole collimated system (Singh and Mumcuoglu ; Tenney et al.
).

 Summary

Dedicated high-resolution γ-ray detectors have found a successful field of application in small-
animal scanners that are now well-established instruments. They are commercially available,
and their development is still going on. The major trend in the next years will be a deep inte-
gration of different and complementary imaging techniques to have a more complete set of
information from the anatomical, functional, andmolecular point of view.Thanks to the recent
advances, the γ-ray-detector technology is mature enough to make it possible to build dedi-
cated instrument for breast cancer or other dedicated applications with adequate performance
for the clinical use.The development of new scintillation materials and new photodetectors like
SiPM could favor a further improvement of such dedicated instruments.
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Abstract: Over the last decade, several technological advances have considerably
improved the achievable precision of dose delivery in radiation therapy. Clinical exploita-
tion of the superior tumor-dose conformality offered by modern radiotherapy techniques
like intensity-modulated radiotherapy and ion beam therapy requires morphological and
functional assessment of the tumor during the entire therapy chain from treatment plan-
ning to beam application and treatment response evaluation. This chapter will address the
main rationale and role of imaging in state-of-the-art external beam radiotherapy. More-
over, it will present the status of novel imaging instrumentation and techniques being
nowadays introduced in clinical use or still under development for image guidance and,
ultimately, dose guidance of precision radiotherapy.

 Introduction

Themain goal of external beam radiotherapy is to deliver a lethal dose (i.e., absorbed energy per
mass unit) to the tumor cells while limiting as much as possible the radiation burden to the tra-
versed healthy tissue and nearby critical structures. This task becomes particularly challenging
for inoperable, deep seated tumors growing in close proximity of radiosensitive organs. In these
cases, excellent conformation of the dose delivery is mandatory in order to ensure successful
eradication of the primary tumor without compromising the functionality of the surrounding
organs at risk. In less critical cases, precise conformation of the treatmentwith a limited amount
of primary and secondary radiation to the healthy tissue is still highly desirable in order to
reduce the risk of secondary cancer induction, which is a topic of recently increasing concern
especially with regard to pediatric tumors (Xu et al. ).

Over the last decades, several technological advances have dramatically improved the
precision of external beam radiotherapy. Three-dimensional (D) inversely-optimized treat-
ment planning and delivery of intensity-modulated photon irradiation from different beam
angles (IMRT – intensity-modulated radiotherapy) have significantly improved the achiev-
able tumor-dose conformality in daily clinical practice at most centers (Webb ). Lat-
est innovations and developments aim to improve the precision and speed of fixed-field
IMRT (i.e., individual fields delivered at fixed incident directions) via the introduction of
continuous rotational irradiation (tomotherapy, arc therapy) or the usage of robotic linear
accelerators (Cyberknife, Accuray Inc., Sunnyvale, CA) (Fenwick et al. ). In addition
to these ongoing efforts based on conventional photon radiation, an exponentially increas-
ing number of new facilities have been recently realized to introduce and investigate pro-
ton and carbon ion therapy in the clinic (Sisterson ), and also to advance its tech-
nology, e.g., via implementation of state-of-the-art scanning beam delivery (Haberer et al.
; Pedroni et al. ). The main rationale of ion beams for precision radiotherapy is
their favorable energy deposition, which can be concentrated in a few millimeter narrow
region (the Bragg peak) at an adjustable depth. This intrinsically enables superior physical
selectivity in comparison to the depth-dose deposition of photon radiation in tissue which
exhibits a maximum close to the entrance channel followed by an exponential attenuation.
With respect to the most wide-spread used protons, carbon ions additionally offer improved
lateral dose conformation because of reduced scattering, at the expense of a minor exit dose
beyond the Bragg peak from light fragments. Their higher ionization density (LET – Linear
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Energy Transfer) may enable improved treatment of radioresistant tumors in comparison to
sparsely ionizing photons and protons due to a selective increase of biological effectiveness as
well as a reduced sensitivity to the tumor oxygenation level for cell killing (see > Chap. ,
“TumorTherapy with Ion Beams”).

The enhanced dose conformality attainable with the most modern radiotherapy techniques
offers the possibility to achieve steep dose gradients between the tumor and the surrounding
healthy tissue. This selectivity promises improved therapeutic outcome via a safe escalation of
the dose precisely delivered to the tumor area, without involving nearby healthy tissues and
critical structures. However, it can also cause adverse therapeutic results in the case of tumor
miss and/or accidental exposure of surrounding organs at risk due to incorrect delivery of
the intended dose during the fractionated treatment course, if patient positioning or other
geometrical/anatomical variations occur.

The major sources of uncertainties for external beam treatment modalities using conven-
tional radiation are related to the localization of the tumor target volume, the accuracy and
reproducibility of the patient setup and immobilization, and the issue of organ motion for
specific anatomical sites (e.g., lung, liver and prostate). Besides sharing the same sources of
uncertainties as for conventional radiation modalities, ion beams pose more stringent issues
due to the concept of beam range, i.e., the stopping point of the primary ions in the tumor
which determines the position of the Bragg peak and thus the precise localization of the dose
delivery.

To account for these uncertainties, cautious safety margins are added to the tumor vol-
ume when designing the treatment plan (cf. > Sect. ). However, reduction of these margins
is a major goal of radiotherapy since margins are directly associated with excess toxicity and
pose limitations to dose escalation for increased tumor control. Therefore, the advances in the
achievable selectivity of dose delivery in modern IMRT and ion therapy techniques have been
accompanied by an increasing role of imaging in the whole radiotherapy process.This includes
precise identification of the target volume at the planning stage, evaluation of the patient geom-
etry directly at the treatment site and, eventually, quantification of the actual dose delivery in
comparison to the planned one as well as assessment of the treatment response for adaptive
strategies.

 Imaging for Treatment Planning

The availability of full-computerized, multimodal diagnostic tools for three dimensional (D)
imaging of the tumor target volume has been the prerequisite for the remarkable evolution
of radiotherapy in the last decades, moving from classical D approaches to more precise D
techniques that design the treatment based on detailed image-derived Dmodels of the patient
anatomy.

The possibility to import and co-register different imagingmodalities in the treatment plan-
ning system (TPS) is essential for the first step of the planning process, namely delineation and
segmentation of the patient-specific target volume and critical organs. Nowadays, state-of-the-
art TPS are capable to merge volumetric information from the major morphological imaging
modalities such as X-ray computed tomography (CT, see >Chap. , “CT Imaging: Basics and
New Trends”) and non-ionizing magnetic resonance imaging (MRI, Lauterbur ).

http://dx.doi.org/10.007/978-3-642-13271-1_47
http://dx.doi.org/10.007/978-3-642-13271-1_47
http://dx.doi.org/10.007/978-3-642-13271-1_36
http://dx.doi.org/10.007/978-3-642-13271-1_36
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Representation of the ICRU volumes for treatment planning, as defined in the text. CTV

clinical target volume, GTV gross tumor volume, ITV internal target volume, PTV planning

target volume (source: Podgorsak ())

Identification and segmentation of the relevant volumes for treatment planning is based on
the recommendations of the ICRU international commission on radiation units and measure-
ments, reports  (ICRU ) and  (ICRU ) (> Fig. ). The gross tumor volume (GTV)
represents the gross demonstrable extent and location of malignant growth (ICRU ). The
clinical target volume (CTV) is the tissue volume that contains a demonstrable GTV and/or
additional sub-clinical microscopic malignant disease which has to be eliminated (ICRU ).
The internal target volume (ITV) consists of the CTV plus an internal margin designed to take
into account variations in size and position of the CTV relative to the patient’s reference frame
(usually defined by the bony anatomy), e.g., due to organ motions such as breathing or blad-
der filling (ICRU ). The planning target volume (PTV) is a geometrical concept which is
designed to select the appropriate beam arrangements, taking into consideration the net effect
of all possible geometrical variations including setup errors in order to ensure that the pre-
scribed dose is actually absorbed in the CTV (ICRU ). The organ at risk (OAR) is finally
an organ whose sensitivity to radiation is such that the dose received from a treatment may be
significant compared with its tolerance.

Once the PTV andOARs are defined on the basis of the available images and safety margins
according to the clinical experience, incident beam directions of the chosen radiation modality
are selected on the basis of the image-based Dmodel of the patient anatomy.Themain criterion
is to provide an optimal compromise between geometrical target coverage and sparing of organs
at risk in the beam eye view (BEV). The determination of the treatment plan is then performed
via inverse optimization techniques aiming to fulfill the prescribed dose coverage of the PTV
without exceeding the dose constraints to the OARs. For this purpose the full-computerized
dose calculation is typically performed on the morphological X-ray CT image acquired with-
out contrast agents, so called planning CT.This is because the CT numbers or Hounsfield Units
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(HU) of a native (i.e., without injected external agents) acquisition give information on the elec-
tron density distribution in the patient, which can be readily used for calculation of absorbed
dose in photon therapy (Thomas ), or for the necessary determination of the ion beam
range in the patient using semi-empirical CT-range calibration curves (Schaffner and Pedroni
; Rietzel et al. , see > Chap. , “TumorTherapy with Ion Beams”).

Evaluation of the treatment plan is based on the visual inspection of the calculated dose dis-
tributions superimposed onto the patient planning CT, as well as on the quantitative estimation
of the target coverage and radiation burden to the organs at risk via histograms of the percentage
of volume receiving a given percentage of themaximumdose for all the segmented image-based
structures (dose–volume histograms DVH) (Drzymala et al. ). The finally approved treat-
ment plan specifies the parameters of the therapeutic beam delivery for direct transfer to the
control system of the linear accelerator or of the ion therapy unit. In precision radiotherapy,
each individual patient plan is typically verified prior to the first day of treatment by means
of dosimetric measurements in water or water-like phantoms in the framework of the medical
physics quality assurance program.

. Biological Imaging, Dose Painting

Although not yet supported by all planning systems, functional andmolecular imagingmodal-
ities using different acquisition sequences (MRI-based imaging) or radioactive tracers (nuclear
medicine imaging) can provide additional useful information for treatment planning. In par-
ticular, already clinically established techniques like functional MRI and nuclear medicine PET
(Positron Emission Tomography, see > Chap. , “PET Imaging: Basics and New Trends”)
and SPECT (Single Photon Emission Computed Tomography, see > Chap. , “SPECT Imag-
ing: Basics and New Trends”) can help visualizing microscopic disease outside the macro-
scopic tumor as shown by the anatomical images. Moreover, PET imaging using standard
and novel tracers can gain valuable information on the tumor at the molecular level, e.g.,
on its metabolism (tracer: fluorodeoxyglucose[F]-FDG), cell proliferation (tracer: ′-F-
fluoro-′-deoxy-L-thymidine [F]-FLT) and oxygenation (tracer: e.g., Fluoromisonidazole-
[F]-FMISO). AdvancedMR techniques like spectroscopy, dynamic perfusion and diffusion, as
well as novel approaches like ultra-high magnetic fields up to  T and . T are currently being
investigated with regard to their potential for visualizing biological information like cellular
energy and lipid metabolism, blood perfusion and pathological damages of cell membranes
(Olsen and Thwaites ). Functional imaging can be used to complement morphological
imaging not only for improved delineation of the tumor volume with reduced inter- and intra-
observer variability, but also for identification of more radioresistant tumor areas which may
require increased dose delivery for successful tumor control (dose painting) (Ling et al. ;
Olsen and Thwaites ). An example of a clinical case where tumor delineation may bene-
fit from multimodal imaging is illustrated in > Fig. . It should be noted that for reduction of
geometrical uncertainties in treatment planning all images are acquired with the patient already
immobilized in the treatment position.

http://dx.doi.org/10.007/978-3-642-13271-1_47
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_37
http://dx.doi.org/10.007/978-3-642-13271-1_37
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Example of a patient suffering from a recurrent astrocytoma in the left temporal lobe. The

target volume defined in the SPECT image (e) (green outline) represents the area of an

elevated amino-acid transport and corresponds to the exact histological extension of the

whole tumor. The smaller volume (yellow outline), showing an elevated glucose metabolism

in the PET scan (d) corresponds to the most aggressive parts of the astrocytoma. In contrast,

an exact definition of the target volume based onMRI is difficult, because it is

underestimated in the T weighted image (a) as well as overestimated in the T weighted

scan (b) (red outline). From Schlegel andMahr ()

 Imaging for Image-Guided Radiotherapy

The goal of image-guided radiotherapy (IGRT) is to reduce geometrical uncertainties and opti-
mize the definition of the safety margins to enable trustworthy application of escalated doses
tightly sculpted to the tumor volume for improved tumor control with reduced toxicity.

The most important sources of geometrical uncertainties include target delineation, phan-
tom transfer errors, set-up errors and physiological changes. Indeed, identification of the
target volume at the planning stage is still the major source of geometrical uncertainty, with
delineation errors rarely below mm (Korreman et al. ). In this respect, the potential of
multimodal imaging for improved tumor target delineation has been addressed in the previous
section.
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The remaining challenge of IGRT is to ensure that the patient position at the daily treat-
ment situation is a correct replica of the patient position and anatomy at the time of treatment
planning, as well as to provide population-based estimation of geometrical uncertainties for
optimization of the clinical safety margins in treatment planning.

Differences between the planning and treatment position can be first of all due to setup
errors, which can be classified as systematic and random. Systematic errors are reproducible
consistent errors which go in the same direction and are of similar magnitude over the
complete course of fractionated treatment which can extend up to several weeks. Random
errors unpredictably vary from day to day in both direction and magnitude. In addition to
errors in the patient set-up, physiological changes with respect to the planning situation can
occur during the course of fractionated radiotherapy. These physiological modifications may
include inter-fractional changes between different days of treatment (e.g., tumor shrinkage), or
intra-fractional changes within the same day of treatment (e.g., breathing motion).

Conventional patient positioning only based on the alignment of skinmarkers and in-room
laser is indeed insufficient to guarantee the sub-millimeter level of precision and accuracy
requested for high-precision radiotherapy. Moreover, it does not provide any information on
internal anatomical changes. Therefore, in-room imaging of the patient has been increasingly
introduced for image guidance of precision photon therapy to reduce errors from incorrect
patient positioning or from anatomical modifications and displacements, as it will addressed in
the next subsection.

In addition to the geometrical/anatomical verification of the patient at the treatment site, ion
beam therapy poses evenmore stringent quality assurance requirements for IGRT. In particular,
the critical quantity to be assessed is the finite ion beam range in the patient.This is established
at the treatment planning stage using a facility- and CT-scanner-dependent calibration curve
between HU numbers and water-equivalent ion range, basically reflecting the ion stopping
power dependence in different tissues relative to water (cf. previous section and > Chap. ,
“Tumor Therapy with Ion Beams”). Although this relationship is carefully determined via
experimental range measurements using tissue-equivalent substitutes or real tissue samples,
the achievable accuracy of the ion range calculation in the patient is estimated to be within –
% (Schaffner and Pedroni ; Rietzel et al. ), corresponding to approximately –mm
uncertainty at typical depths of  cm. This is due to the non-unique correspondence between
HU numbers and materials, in addition to unavoidable experimental uncertainties of the CT
image (e.g., because of X-ray spectral changes depending on the imaged object size, known as
beam hardening e f fects, Rietzel et al. ) and of the HU-range calibration curve (e.g., due
to sample heterogeneities and HU partial volume effects). Besides intrinsic inaccuracies of the
calibration curve, HU values can also be improperly assigned along the actual ion beam path
due to artifacts in the planning CT (e.g., because of metallic implants, Jäkel and Reiss ) or
thementionedmodifications of the patient position/anatomy in the treatment situation. Hence,
deviations from the planned range can further increase up to ≈–% in the most unfavorable
situations. Range uncertainties can be accounted for in clinical routine of ion therapy by using
cautious safety margins and beam directions, e.g., avoiding to place the sharpest distal-dose
fall-off in front of critical organs. However, image guidance of the actual ion beam range can be
beneficial for promoting safe full clinical exploitation of the utmost tumor-dose conformality
achievable with ion beams.Therefore, the > Sect. . will also address unconventional imaging
techniques in ion beam therapy for pre-treatment in-vivo verification of the patient position
and beam range. Additional techniques based on the detection of a surrogate signal formed as
by-product of the therapeutic irradiation will be described in the > Sect. .

http://dx.doi.org/10.007/978-3-642-13271-1_47
http://dx.doi.org/10.007/978-3-642-13271-1_47
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⊡ Fig. 

Examples of X-ray-based image guidance in photon therapy. Left panel: In-Room CT scanner

(kV, fan collimation) from Siemens.Middle Panel: Onboard CT (kV, cone beam) from Varian.

Right Panel: Integrated CT (MV, fan collimation) from TomoTherapy (pictures taken from

Korreman et al. ())

. Image Guidance in Photon Therapy

In its most basic form, image guidance inside the treatment room is performed by acquiring
single or orthogonal D images using either the treatment beam (portal images) or stationary
X-ray sources. While being perfectly adequate for a broad range of clinical applications, such
solutions do not provide the highest level of tumor localization accuracy necessary for critical
challenges like curative treatment of moving targets or paraspinal tumors.

The current state of the art in in-room image guidance can be characterized as D/D
imaging of the patient using ionizing radiation. This group can be divided in solutions
that use kV versus MV beams and cone-beam versus fan-beam collimation (Korreman
et al. ). Solutions using kV sources typically provide better soft-tissue contrast than
those using MV sources due to different absorption characteristics, and solutions using
fan-beam collimation typically provide better image quality than cone-beam-based solu-
tions due to less scatter and more efficient detector technologies. The highest image qual-
ity is provided by dedicated CT scanners installed in the treatment room sharing the
same treatment couch with the linear accelerator (Thieke et al. ). Cone-beam solutions
are mounted directly on the treatment gantry, eliminating the need for couch movement
between imaging and treatment (Jaffray et al. ). Fan-beam collimated MV imaging is
provided by the TomoTherapy treatment device (Mackie et al. ). Examples are shown
in > Fig. .

The decision for or against a particular imaging solution cannot be based on image quality
alone. Besides technical aspects like different quality assurance requirements or maximum size
of the treatment room, the specific clinical applications are the crucial factors that demand
or rule out certain imaging techniques. For example, in-room CT imaging is best suitable for
treating tumors with interfractional variations (e.g., head and neck tumors), but is by design
not able to detect intrafractional motion like breathing motion.

In addition to the most widely available volumetric imaging by ionizing radiation, there
are a number of specialized imaging and non-imaging solutions under investigation and
commercially available that address specific treatment problems.

For certain skin-deep lesions like the breast, optical systems for D surface imaging can offer
a valid alternative for checking the patient set-up without any additional exposure to ionizing
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radiation (Bert et al. ). Similar setup corrections for internal displacement like in the case of
the prostate can be evicted fromnon-ionizing ultrasound imaging prior to the treatment (Boda-
Heggemann et al. ) or from radiofrequency transponders implanted in the patient and
monitored during the treatment (Willoughby et al. ). For continuous, real-timemonitoring
of respiratory motion, non-ionizing external surrogates based on optical imaging like infrared
reflectors/cameras (Saw et al. ) or pressure sensors placed on the patient abdomen/chest
(Li et al. ) as well as air-volume measuring devices (spirometers) (Lu et al. ) are being
used in clinical practice.These tools can be synchronized with appropriate beamdelivery strate-
gies like gating (Keall et al. a) or beam tracking (Keall et al. b) in order to ensure
adequate tumor coverage over the whole breathing cycle. Correlation of the external surro-
gate with the internal tumor motion can be established prior to the treatment via synchronized
dynamic acquisition of several CT images sorted out in different breathing phases (so called D
CT, Rietzel et al. ) and verified during treatment via fluoroscopic imaging or oblique X-ray
projections (Berbeco et al. ).

One of the most promising current developments in in-room image guidance is the inte-
gration of MR imaging in the treatment room. MRI has significant advantages over CT-based
imaging like superior soft-tissue contrast, absence of ionizing radiation and the potential of
imaging not only anatomy, but also biological function. The high magnetic field inside the
treatment room presents several major technical challenges, e.g., for generating the treatment
beam and calculating the correct treatment dose distribution. However, several institutions
and vendors actively pursue this development (e.g., Raaymakers et al. ), and first clinical
applications can be expected within the next few years.

. X-ray-Based Image Guidance in Ion Therapy

The increased sensitivity of ion beam therapy to density changes along the beam path
makes the verification of the patient position and anatomy at the treatment site even
more crucial than with photon therapy. Therefore, IGRT solutions for D and/or D X-
ray kilovoltage imaging of the patient in the treatment position have been also imple-
mented at ion beam therapy centers, similar to the systems already described for photon
therapy. Examples of planar and volumetric imaging equipment integrated in ion beam therapy
facilities are illustrated in > Fig. . Dedicated solutions tailored to ion beam therapy include
the development of vertical CT systems for volumetric in-room imaging of patients treated in
seated position (Kamada et al. ), or the introduction of a hole in the last bendingmagnet of
a novel proton therapy gantry in order to accommodate BEV X-ray portal imaging simultane-
ous with the proton beam (Pedroni ). In some implementations, time-resolved operation
is supported to enable D capabilities, e.g., for fluoroscopic imaging of moving targets during
ion beam delivery.

. Ion-Based Image Guidance in Ion Therapy

Besides sharing similar X-ray kilovoltage IGRT instrumentation as established in photon ther-
apy, the specific needs of in-vivo range verification have also prompted investigations on
dedicated imaging techniques for ion beam therapy. Similar to portal imaging in photon ther-
apy, the possibility of exploiting the same radiation source as used for treatment has been
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⊡ Fig. 

Examples of X-ray-based image guidance in ion beam therapy. The top left andmiddle panel

(a and b) illustrate the clinical workflow implemented at the first proton gantry of the Paul

Scherrer Institute (PSI website ): the patient is prepared and imaged with a dedicated

CT system outside of the treatment room (left panel) and then transported into the proton

treatment room, where additional checks can be performed by taking X-ray images of the

patient in his treatment position using integrated instrumentation with retractable

mechanical holders (middle panel). The lower panel (c) illustrates the C-arm imager (Siemens

AG) installed at the new Heidelberg Ion Beam Therapy Center (Haberer et al. ) for

in-room patient position verification via radiographic andmaybe, eventually, tomographic

(cone-beam CT) X-ray imaging. This illustrative picture does not depict the patient fixation

device used in clinical practice

explored in ion beam therapy aswell.However, primary therapeutic ions are completely stopped
in the patient, in contrast to themore penetrating photons.Therefore, ion-based imagingmeth-
ods can only rely on the detection of transmitted beams having higher energies than those used
for therapeutic treatment.

The possibility of using energetic ion beams capable to traverse the patient has been
proposed since the late s (Koehler ; Sommer et al. ) for obtaining low-dose radio-
graphic imaging at high density resolution, complementary or alternative to X-ray imaging for
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localization of the tumor and verification of the patient position at the treatment site. How-
ever, it soon became clear that the technique has also the potential to provide pre-treatment
information on the patient-specific stopping properties for indirect in-vivo assessment of
the therapeutic ion beam range and, possibly, individualized refinement of the HU-range
calibration curve. Ultimately, tomographic reconstruction of the ion stopping powermap in the
patient is envisaged to replace the X-ray CT for treatment planning calculations, thus directly
eliminating the uncertainties connected with the usage of semi-empirical HU-range calibra-
tion curves. However, due to remaining technical challenges ion radiography and tomography
are still methods under investigation and not yet established in clinical routine. Basic ideas and
ongoing developments are summarized in the following.

.. Ion Radiography

Radiographic imaging with energetic ion beams provides a Dmap of the mean residual range
of the transmitted ions behind the object of interest. Due to the weak energy dependence of
the ion stopping power ratio in an arbitrary medium relative to water, information on the
mean residual ion range gained at higher initial beam energies than the therapeutic ones can
still be used for indirect verification of the planning HU-range calibration curve integrated all
along the path in the patient (Schneider and Pedroni ; Schneider et al. ). Moreover,
the radiographic measurement can also convey information on the actual distribution of ion
beam residual ranges, exhibiting a natural broadening around the mean value due to the ini-
tial beam momentum spread, the statistical fluctuations of the energy loss as well as the spread
(due to small lateral deflections) of multiple ion paths in the traversed tissue yet sharing the
same stopping location. Whereas the first two processes can be approximated by Gaussian dis-
tributions, the latter is clearly influenced by the different stopping properties of the medium
encountered along the different ion paths. Therefore this broadening, also referred to as range
dilution, provides a quantitative measure of tissue inhomogeneities which can be exploited, e.g.,
at the stage of treatment planning for selection of beam incidence anglesmore robust against ion
range uncertainties (Schneider et al. ). Finally, the higher density resolution of ion beams
enables obtainingmorphological information on the patient geometry with higher contrast and
lower (e.g., by a factor of – as reported in Schneider et al. ) doses of irradiation than
X-ray radiography. This translates in an improved capability of soft tissue differentiation, e.g.,
for tumor localization and patient positioning, though likely at the expenses of inferior spatial
resolution depending on the used ion beam source and imaging implementation.

From the technological point of view, the method requires an accelerator source capable to
deliver sufficiently high ion beam energies in order to completely traverse the patient.This con-
dition is typically met for the anatomical locations of interest by most operational ion therapy
facilities, offering highest beam energies corresponding to approximately  cm penetration in
water (Rinaldi et al. ). A large irradiation area can be obtained for both delivery techniques
with scattered (broad-beam or cone-beam configuration) or scanned ion beams. The detection
system must be capable of measuring the residual ion beam range or energy. This is typically
achieved either with a range telescope, i.e., a stack of detector channels like scintillation plates
(Schneider et al. ) or ionization chambers interleaved by absorber plates (Brusasco et al.
) for a direct measurement of the Bragg-peak positions, or a thick energy detector like a
plastic scintillator (Shinoda et al. ) or a crystal calorimeter (Petterson et al. ) to directly
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score the residual beam energy. Both these approaches postulate the capability of the detec-
tion system to completely stop the primary and initially mono-energetic ion beams. In some
situations this may require the usage of additional absorbers like range shifters in order to com-
pensate for too thin areas of the sample to be traversed. Investigations on alternative methods
using thinner detectors like scintillation screens read out by cameras for intensity measure-
ments of properly energy-modulated impinging beams (Ryu et al. ) or amorphous silicon
detectors for recovery of the emerging ion energies from energy loss measurements of initially
mono-energetic beams (Engelke et al. ) are ongoing. For improved imaging performances,
information of the ion tracks can be obtained by complementing the chosen detector system
with the identification of the entrance and exit coordinates and even corresponding direc-
tions (especially for cone-beam configurations) of the beam – ideally at the single ion level –
in two or four planes in front and behind the patient. This can be realized for example with
position-sensitive scintillating fiber hodoscopes (Schneider et al. ) or silicon strip detectors
(Petterson et al. ).The positional and directional information recorded in coincidence with
the range or energy measurement can be then used for reconstructing the radiographic images
at a selected depth in the object with improved spatial resolution. In addition, some tracking
detectors like the silicon strips may also enable retrieving information on the actual single ion
energy at the entrance and exit of the patient for improved density resolution. Regardless of
the chosen implementation, the radiographic imaging systems typically require a calibration
procedure by means of a reference scan, i.e., a measurement acquired without the object to be
imaged (blank scan) or in pure water. The mean range loss in the patient (absolute or relative
to water) can be finally quantified by comparison of the actual transmission measurementwith
the patient in place with respect to the calibration one.

For proton beams themajor complication arises frommultiple Coulomb scattering,making
the detection of the individual protons at the entrance and exit of the patient essential for more
accurate reconstruction in the selected image plane. In particular, usage of the most likely pro-
ton trajectory instead of a simplified straight line approximation of the proton path is strongly
recommended in order to improve the achievable spatial resolution.

For heavier ions like carbon the problem of lateral deflection from multiple Coulomb scat-
tering is almost negligible. However, fragmentation of the high-energy beam in the patient
or the detector can introduce a background to the measurement due to the production of
additional emerging radiation besides the transmitted primary ion beam. Nevertheless, this
background signal typically does not affect Bragg-peak identification in range telescopes.More-
over, it can be reduced or suppressed by anticoincidence techniques for set-ups using thick
energy detectors. The basic idea is to add an anticoincidence detector surrounding the energy
detector for elimination of undesirable events with projectile fragments carrying some of the
primary beam energy out of the energy detector (Shinoda et al. ). For other implemen-
tations, e.g., exploiting energy loss measurements in thin detectors, the feasibility of fragment
separation for background reduction or suppression still needs to be investigated.

So far, pioneering pre-clinical studies of ion radiography have been reported for scanned
proton beams at PSI, Switzerland, using the retractable apparatus of > Fig.  completely inte-
grated into the first operational proton beam gantry. Although the method has not yet reached
clinical application, the feasibility of indirect in-vivo range verification and of customization
of the HU-range calibration curve could be demonstrated for animal patients as reported
in Schneider et al. (). Currently, efforts are being pursued by several institutions world-
wide through the realization and optimization of small-scale prototypes using new-generation
detectors in preparation of larger-scale systems for likely future clinical use.
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Proton radiography prototype developed at the Paul Scherrer Institute, consisting in two

position-sensitive hodoscopes (above and beneath the patient) and the distal range

telescope beneath. The system, completely integrated into the proton beam gantry, has

been successfully testedwith animal patients. The insert shows images of proton range

(top row) and range dilution (bottom row) reconstructed at %, % and % (from left to

right) of the object thickness for a dog patient treated for a nasal tumor (Schneider

et al. )

.. Ion Tomography

Ion radiographic imaging is a promising technique to control the range of the ion beams, to
detect range dilution and to verify the correct positioning of the patient for a selected projection.
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The natural extension to D by proper acquisition and reconstruction of different radiographic
projections has the appeal to retrieve volumetric information on the electronic density and ion
stopping power properties of the imaged object. Indeed, investigations on proton computer
tomography (pCT) started over four decades ago showing certain advantages over diagnostic
X-ray CT, such as higher accuracy of electron density reconstruction and lower dose at the
same density resolution (Hanson et al. ). However, the limitations of image quality due
to energy loss straggling and multiple Coulomb scattering, together with the inherent higher
costs of dedicated proton accelerators and beam transport systems, slowed down the diagnostic
development of pCT in favor of the less expensive X-ray CT imaging. Similar considerations
apply to the usage of the even less available and more expensive energetic heavier ions.

Recently, the worldwide rapid spreading of ion beam therapy facilities with rotating beam
delivery systems (proton gantries) together with the advances in detector technologies and
reconstruction techniques have renewed the interest in ion tomography, however shifting the
application field from diagnostics to replacement of the X-ray CT for ion treatment planning
as well as IGRT in the actual treatment position. First very encouraging experimental results
could be already demonstrated by different groups for application of small-scale radiographic
prototypes to tomography, mostly via rotation of the phantom rather than the beam source
and detector system (e.g., Shinoda et al. ; Petterson et al. ). In particular, the advances
in the detector technology including ion tracking (even at the single particle level) and the
implementation of modern iterative or algebraic reconstruction techniques combined with the
concept of most likely path (MLP, especially important for the more scattering proton beams)
have demonstrated the potential to overcome the traditional imaging limitations encountered
in the pioneering investigations back to the end of the s. Moreover, the increasing availabil-
ity of ion beam therapy sources, including the new developments of heavy-ion beam gantries
(Weinrich ) will likely further promote the technique to eventual clinical application.

 Imaging for Dose-Guided Radiotherapy

Whereas the main goal of IGRT is to reduce geometrical/anatomical uncertainties and, for ion
beam therapy, also to enable pre-treatment range verification, the ultimate goal of imaging for
precision radiotherapy is to enable an in-vivo non-invasive verification of the actual dose deliv-
ery with respect to the planned one. This implies an integral check of the whole chain from
treatment planning to patient positioning and beam delivery, independent from all the pre-
treatment quality assurance programs. Assessment of the actual dose delivery in the patient
could be then directly used during treatment to prevent gross irradiation errors (online monitor-
ing), and immediately after each fraction for adaptation of the subsequentdose delivery in order
to guarantee correct application of the total dose prescription over the entire treatment course
(dose-guided radiotherapyDGRT). Being related to the interaction of the primary radiationwith
the irradiated tissue, DGRT can only be performed using the primary therapeutic beamor a sec-
ondary surrogate signal induced by the therapeutic irradiation. The underlying basic principles
together with the main implementations and ongoing investigations for precision photon and
ion beam therapy are described in the following.
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. Dose Reconstruction in Photon Therapy

The intrinsic physical properties of the penetrating photon beams enable in-treatment detection
of the radiation traversing the patient via electronic portal imaging devices EPIDs (Antonuk
). Although the original purpose of portal imaging was confirmation of the treatment
position via analysis of D projections of the transmitted irradiation field with respect to visi-
ble landmarks like implanted markers or bony structures, novel attempts to validate and even
extrapolate the dose delivered to the patient from the detected residual radiation have been
proposed and pursued over the last few years (van Elmpt et al. ). A major step forward
in these developments has been the ability to convert portal images into portal-dose measure-
ments (Nijsten et al. a) via non-trivial understanding and calibration of the signal acquired
by a new generation of EPIDs (typically amorphous silicon), including the possibility to sep-
arate the transmitted primary radiation from the radiation scattered in the patient and in the
detector.

The basic verification strategies investigated so far involve either forward or backward dose
calculation approaches. The first so-called “D transit dose verification” is based on the com-
parison of the two-dimensional portal-dose image measured at the EPID level beyond the
patient with respect to its forward calculation. Different implementations use either the treat-
ment planning system or an independent computational engine (e.g., Monte Carlo) for the
forward calculation of the transmitted portal dose, starting from the initial nominal or actu-
ally measured photon fluence maps prior to the entrance in the patient (typically modeled by
the planning CT). Although almost no commercial system supports any of these functionalities
yet, valuable clinical results could be already demonstrated by different institutions on the basis
of in-house developments, as reported for example in (Nijsten et al. b). However, these
D data can only serve for a patient-specific verification of the degree of agreement between
planned and applied treatment, but do not yet convey any direct feedback on the actual dose
delivery to the patient. A straightforward extension of the forward approach towards a D dose
calculation in the patient involves propagation of the actual photon fluence map measured by
an EPID placed in front of the patient (non-transit dosimetry, Steciw et al. ), again with
different possible implementations with respect to both the used calculation algorithm (TPS
or independent engine) and patient model (from the planning CT or in-room megavoltage
cone-beam CT). However, the ultimate goal of D in-vivo dose verification using direct infor-
mation on the interaction of the beamwith the patient necessitates transmissionmeasurements
(transit EPIDdosimetry) complemented by amore cumbersomebackward approach.The latter
requires the extraction of the transmitted primary energy fluence from the portal image and its
backprojection to create a D primary photon energy fluence map within the irradiated object
for the dose estimation. An implementation completely independent from the treatment plan
can be achieved by combining a dose calculation engine different from the TPS with anatomi-
cal information of the patient in the treatment position as acquired by a cone-beam CT shortly
before irradiation. Very promising results of this EPID-based D in-vivo dosimetry have been
recently reported in the work of van Elmpt et al. (), see > Fig. , thus opening new avenues
in the quality of adaptive radiation therapy (ART) based not only on detection of anatomi-
cal changes (IGRT) but also dose delivery differences (DGRT) in intensity-modulated photon
therapy.
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Top panel: Workflow of EPID- and CBCT-based D in-vivo dose reconstruction of IMRT.

Bottompanel: first promising results for a clinical case. Panel (a) shows the dose calculated

by the treatment planning system. Panel (b) illustrates the MV cone-beamCT scan with the

reconstructed dose distribution. Panel (c) depicts a comparison of the dose distributions

from (a) and (b) via gamma evaluation. Adapted from van Elmpt et al. ()

. RangeMonitoring and Dose Reconstruction in Ion
Therapy

The stopping of the primary ion beam in the tumor and the limited amount of secondary radi-
ation (e.g., neutrons, photons as well as light fragments for heavier ions) exiting the patient
downstream of the beam direction during therapeutic dose applications prohibits the use of the
portal imaging techniques which are already well established and even under further develop-
ment in photon therapy (cf. previous subsection). Indeed, pre-treatment transmission imaging
of energetic non-therapeutic ion beams could already provide valuable information for verifi-
cation of the patient position and ion range at the treatment site (cf. subsection on ion-based
IGRT). However, the utmost tumor-dose conformality potentially offered by ion beam therapy
makes a D in-situ confirmation of the in-vivo beam range and of the irradiated volume highly
desirable. Being the primary ions completely stopped in the patient, techniques for in-vivo ver-
ification of the actual treatment delivery can only be based on the detection of a surrogate signal
of emerging secondary radiation during or shortly after therapeutic irradiation.
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Nowadays, PET is the only technically feasible method fulfilling the requirement for a D,
non-invasive, in-vivo monitoring of the delivered ion treatment and, in particular, of the beam
range in the patient during or shortly after the therapeutic irradiation. The unconventional
application of this nuclear imaging technique (see > Chap. , “PET Imaging: Basics and New
Trends”) to ion beam therapy is based on the detection of the transient pattern of β+ activation
(mainly from O and C with half-lives of approximately  and min) which is produced
in nuclear fragmentation reactions between the incoming ions and the irradiated tissue. The
mechanism of β+-activity production can be single or twofold, depending on the primary ion
beam. This mainly influences the shape of the irradiation-induced activity signal, more uni-
formly distributed along the beam path for proton beams due to target fragmentation only,
while peaked shortly before the Bragg peak for carbon ion beams due to the additional β+-active
projectile fragments. Regardless of the target or projectile activation mechanism, the different
physical processes behind nuclear interaction and electromagnetic energy deposition indeed
complicate the correlation between the measurable surrogate signal and the sought actual dose
deposition. Nevertheless, the comparison of the measured PET images with an expectation cal-
culated on the basis of the planned treatment and the actual time course of irradiation and
imaging (e.g., using dedicated Monte Carlo techniques) or deduced by a reference activation
measurement (e.g., taken at the first day of treatment) can allow detection of unpredictable dis-
crepancies between prescribed/reference irradiation and actual delivery (Enghardt et al. a;
Parodi ; Nishio et al. ). This offers an independent verification of the whole therapy
chain from treatment planning to beam delivery, opening the possibility for intervention prior
to the application of the next therapeutic session in fractionated radiotherapy and thus poten-
tially enabling the desired safe reduction of the planning margins as well as the exploitation of
the distal-dose fall-off (rather than the less sharp lateral beam penumbra) for more conformal
ion treatments and related dose escalation studies. Moreover, it promises to play an important
role in assuring the correct treatment delivery in the increasingly considered application of ion
beams to high-dose hypo-fractionated therapy, where less or even no subsequent fractions are
available for compensation of errors. Finally, it can improve confidence of the successful imple-
mentation of special beamdelivery strategies like gating or tracking in the challenging presence
of organ motion, as supported by first encouraging phantom experiments reported in Parodi
et al. ().

From the instrumentation point of view, the transient β+ activation of the patient can be
detected in-beam (i.e., during irradiation) by means of customized systems fully integrated in
the dose delivery environment (Enghardt et al. b; Nishio et al. ), or in-room/offline
(i.e., at remote detectors after irradiation) using conventional nuclear medicine PET scanners
located inside or nearby the treatment room (Hishikawa et al. ; Parodi et al. ), as shown
in > Fig. . The former approach demands the development of dedicated detector geometries
with typical dual-head configuration to avoid interference with the beam as well as to enable
flexible patient positioning. Furthermore, they require customization of the data acquisition
system for synchronization with the beam delivery and rejection of the undesired prompt-
gamma radiation background during the beam-on time (Crespo et al. ; Nishio et al. ).
Differently, in-room/offline imaging can rely on commercially available full-ring tomographs,
but it requires accurate replication/fixation of the treatment position and it ismore subject to the
degradation of the measurable signal due the physical and biological decay in the time elapsed
between irradiation and imaging (Parodi et al. ).

The idea of using the irradiation-induced transient pattern of β+ activation to
visualize the ion treatment delivered to the patient was already envisaged since the late s

http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_38
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⊡ Fig. 

Examples of instrumentation for PET verification of ion therapy. Top left: tomographic

double-head PET scanner used tomonitor carbon ion therapy during irradiation (in-beam)

at GSI Darmstadt, Germany (Enghardt et al. b). Top right: planar on-line PET system

recently installed at the proton beam gantry of the Kashiwa National Cancer Center, Japan,

for acquisition immediately after end of irradiation (in-room,Nishio et al. ). Bottom:

commercial remote PET/CT scanner used tomeasure proton-induced activationminutes

after irradiation (offline) at Massachusetts General Hospital, USA (Parodi et al. )

(Tobias et al. ; Bennett et al. ). However, almost  years elapsedbefore PET verification
of ion beam therapy could be investigated in thorough clinical trials. This was mainly due to
the technical challenges for realization of dedicated in-beam PET instrumentation integrated
into the clinical treatment units and the limitations (especially co-registration issues) of post-
radiation imaging using commercial standalone PET devices. To date, first clinical trials have
been reported for more than  carbon ion patients and more than  proton patients imaged
either with dedicated tomographic or planar in-beam double-head PET instrumentation in the
treatment room (Enghardt et al. b; Nishio et al. ), or with remote commercial PET/CT
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⊡ Fig. 

Clinical implementations of PET verification using the instrumentation of > Fig. . Top row:

planned carbon ion (left) and proton (middle, right) dose distributions superimposed onto

the planning CT for cases of skull-base tumors. Bottom row: measured PET images (left:

in-beamPET at GSI,middle: in-room PET in Kashiwa, right: offline PET at MGH).Middle row:

images used for comparison, obtained fromMonte Carlo calculation (left and right) or

measured as reference in the first day of treatment (middle) (adapted from Parodi et al.

(, ), Nishio et al. ())

scanners (Parodi et al. ; Hsi et al. ; Knopf et al. ). Examples of different implemen-
tations are shown in > Fig. . The results reported so far indicate the promise of the technique
for in-vivo range verification, establishment of population-based as well as patient-specific
margins and assessment of unpredictable deviations between planned and actual treatment
delivery. This especially applies to favorable anatomical locations of intracranial and cervical
spine tumors. However, the clinical studies also highlighted limitations especially in extra-
cranial anatomical locations due to remainingmajor issues connected tomotion and biological
washout, in addition to the general challenge of extremely low-counting statistics in comparison
to standard tracer imaging in nuclear medicine.

Indeed, the not yet accomplished ultimate goal would be the extrapolation of the dose deliv-
ery to the patient from the measured PET signal. Approximate indirect solutions to this very
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ill-posed problem have been proposed and clinically implemented for in-beam PET monitor-
ing of carbon ion beam therapy, already demonstrating a valuable clinical feedback (Enghardt
et al. a; Parodi ). Additional recent works have suggested mathematical formulations
for tackling the problem of direct dose reconstruction from PET data in proton therapy (Parodi
and Bortfeld ; Fourkal et al. ). However, satisfactory solutions to the challenging task
of accurate PET-based quantification of the actual dose delivered to the patient are still under
investigation andmight likely benefit from ongoing efforts of several groups and projects, aim-
ing to improve the imaging methodology and technology with realization of new generation,
dedicated in-beam PET scanners.

In addition to the research aiming to advance unconventional PET imaging for optimal
clinical application in ion beam therapy, new efforts are also being invested to explore alterna-
tive or complementary techniques. Among the other possible surrogate signals to be imaged,
the most promising one is the prompt-gamma emission from excited nuclear states induced by
ion-nucleus interactions (Min et al. ; Testa et al. ). This radiation, which introduces
an undesired background for in-beam PET detection (Crespo et al. ), is emitted almost
isotropically with a broad energy spectrum in a very short time (< ns) after nuclear fragmen-
tation reactions along the beam path.Thus, detection of the prompt gammas preserving spatial
information on the place of emission (e.g., via a collimator) may offer the possibility of a real-
time verification of the irradiated volume insensitive to the degradation of biological processes,
in opposition to the PET signal which is intrinsically delayed according to the typical –min
half-life time of the most abundant β+-emitter products.

To date experimental investigations have been limited to the detection of collimated right-
angled prompt gammas, scanned along the proton or carbon ion beam penetration depth in
phantoms for D assessment of the spatial correlation between the dose delivery and the ion
beam range (> Fig. ). Detectors investigated so far include, e.g., scintillators combined with
lead collimators (Min et al. ; Testa et al. ) or Compton cameras (Kabuki et al. ),
with suppression of neutron background based onmoderation and absorption or time-of-flight
discrimination. Nevertheless, optimal instrumentation fulfilling the conflicting requirements of
high detection efficiency, good spatial resolution, effective suppression of the considerable back-
ground from secondary neutrons as well as scattered photons and, possibly, enabling recovery
of D spatial information on the treated volume is still at the research and development phase.
Therefore, prompt-gamma imaging cannot be considered yet mature for clinical application,
but it is indeed an emerging promising area of research for in-vivo real-time visualization of
treatment delivery and beam range in ion beam therapy.

 Conclusion

This chapter has provided a broad overview on the emerging role of imaging instrumentation
and techniques in precision radiotherapy. Indeed, over the last years the constant improve-
ments in the attainable tumor-dose conformality offered by modern radiotherapy techniques
like IMRT and ion therapy have demanded an increasing role of imaging in the whole ther-
apeutic process, from the tumor diagnosis to the dose delivery and, finally, the evaluation of
the treatment response.This demand has been translated into an increasing multimodal usage
of morphological and functional imaging for more accurate treatment planning and biolog-
ically adapted radiotherapy, as well as into constant efforts for advancement and integration
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Experimental set-up (top panel) used by (Min et al. ) for right-angledmeasurement of

prompt gammas induced by proton beams slowing down in water. A collimator system

consisting of lead, paraffin and BC powder is used to suppress the considerable

background from scattered photons and neutrons, respectively. The gamma detector is a

CsI(Tl) scintillator. The resulting prompt-gamma scans (PGS) along the beam penetration in

water are compared in the bottompanel to depth-dose measurements taken with an

ionization chamber (IC) to illustrate the promising correlation with the Bragg-peak location

(Min et al. )

of imaging instrumentation in the treatment site for image-guided radiotherapy. Moreover, it
has prompted new developments towards the final goal of in-vivo treatment verification and
dose guidance, either resorting to unconventional application and further developmentof estab-
lished imagingmodalities or to the investigation of novel concepts and detector solutions, often
profiting from technological advances of other fields like high energy physics. Overall, it can
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be foreseen that in the multidisciplinary world of radiotherapy, a wide spectrum of state-of-
the-art imaging instrumentation and techniques will increasingly play a major role towards
therapeutically effective, high-precision treatments.
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Abstract: From  when the first patient was treated at Berkeley to now, tumor ther-
apy using ion beams has developed to high-technology application. In order to achieve an
extreme tumor conform irradiation a fine pencil beam is guided over a three-dimensional
grid of pixels that fills the target volume. A main problem is the quality assurance before,
during, and after patient irradiation where different types of detectors and monitors are
used. In this chapter, the basic principles of ion beam therapy are given and themonitor sys-
tems are described more in their functionality rather than in the individual specifications
that differ between the various therapy units.

 Introduction

In the developed countries, half a percent of the population is diagnosed with cancer every
year. For more than % of these patients, a  year tumor control can be reached meaning
that after  years these patients are free of tumors and are cured. The different therapy modal-
ities contribute as follows: surgery %, radiotherapy %, and the combination of both %
(De Vita et al. ). Chemotherapy is also frequently used but mostly in a palliative way, i.e.,
with the expectation to better the quality of the remaining life span and to extend it. Most
of the finally cured patients have been early diagnosed with one solid tumor without metas-
tases. But there are nearly another % of the patients with no metastases that have a poor
prognosis: their tumor cannot be removed completely by surgery nor by radiation because of
critical structures nearby.These patients are the candidates for a high-precision therapy like the
intensity-modulated particle therapy (IMPT) (Durante and Loeffler ).

Using ion beams, especially heavy ions like carbon, a millimeter precision can be reached
in principle everywhere in the body and target volumes can be inactivated with high doses
but sparing the critical structures and therefore minimizing complications (Kraft ; Schulz-
Ertner andTsujii ). Prerequisite for the success of such a treatment is the appropriate quality
assurance (QA)of all relevant parameters starting in the diagnostics, the patient positioning, the
planning, and the patient immobilization. In this chapter, however, the beam application and
its quality control will be discussed.This is the online beammonitoring, the retrospective PET
analysis, and the physical and biological effectiveness verification. To do so, the basic principles
of ion beam therapy are outlined first.

 Physical Basics for Particle Therapy

. Energy Deposition and Depth–Dose Distribution
of Particle Beams

The main reason to use ions in therapy instead of photons is the inverse dose profile, i.e., the
increase of energy deposition with penetration depth up to a sharp maximum at the end of the
particle range, the Bragg peak, named after William Bragg, who measured this characteristic
behavior for alpha particles.

In , in measurements at the Berkeley cyclotron RobertWilson recognized the potential
of ions like protons or carbon for tumor therapy (Wilson ). Their favorable depth–dose
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distribution is a direct consequence of the interaction mechanism of heavy charged par-
ticles with the penetrated material and is different from that of electromagnetic radiation
as reported in detail in > Chap. , “Interactions of Particles and Radiation with Matter.” The
therapy-relevant properties will be briefly summarized here:

Within the energy range used for therapy, heavy charged particles interact predominantly
with the target electrons and the interaction strength is directly correlated with the interaction
time. At high projectile energies, the interaction time is short and the energy transfer to the
target is small. When the particles are slowed down and close to the end of their range the
interaction time becomes larger and the value of the energy transfer is at its maximum.

The energy loss as function of particle energy and atomic number is given in the
Bethe–Bloch formula (Bethe ; Bloch ):

dE
dx
= −

πeZ
effN

mev
× [ln

mev

I( − β)
] + relativistic terms, ()

where m is the electron mass, v the projectile velocity, N the density of the electrons of the
target material, e the elementary charge, and I the mean ionization potential. Finally, Zeff is
the effective charge interacting with the target electrons. Zeff was approximated by Barkas in
an empirical formula (Barkas ). For high energies, all electrons are stripped off from the
projectile and the effective charge equals the atomic number.

Themaximumof interaction between projectile and target occurs at low energies at around
MeV/u for carbon ions when the atoms are still fully stripped but have a large interaction
time.Thenmany electrons are liberated from the target atoms by the ions impact forming a very
dense track of the biologically important low-energy electrons.When the distance between two
ionization events either from the ions or from the subsequent delta electrons becomes com-
parable to the distance between the DNA strands a simultaneous cleavage of both strands, a
double-strand break is more likely and the quality of the biological lesion changes dramatically.
For heavier ions clusters of double-strand breaks are formed which overcome the cellular repair
capacity (> Fig. ). This enhanced reaction is the main reason for the use of the heavier ions.
The coincidence of themaximumbiological action with the maximumenergy loss is the reason
to select carbon ions for therapy (Kraft ).

At smaller energies, electrons are collected from the target and the effective charge
decreases, approaching zero when the particles stop. This results in a sharp decrease of the
energy loss at low energies and in consequence the finite range of particle beams which is an
essential criterion for the use of heavy particles in therapy.

. Lateral and Longitudinal Scattering

Therange R(E)of the ions can be obtained by integrating the energy loss dE/dx over the energy,

R(E) =
∫

E



dE′

dE/dx(E′)
. ()

When the energy loss according to the Bethe–Bloch relation is plotted over the penetration
depth a depth–dose profile (Bragg curve) for a single particle results. This theoretical single-
particle curve has a much larger dose ratio from plateau to peak than the measured Bragg
curves. Because of the statistics of the energy loss process, the interaction of the projectile with
the electrons yields a small straggling of the individual particle ranges (Molière ; Gottschalk
et al. ).

http://dx.doi.org/10.007/978-3-642-13271-1_1


  Tumor Therapy with Ion Beams

–5 0
0

5

10

15

20

5 10 –5 0 5 10
x (nm)

z 
(n

m
)

5

10

15

20

z 
(n

m
)

5

10

15

20

z 
(n

m
)

x (nm)

DNA

Protons in H2O Carbon ions in H2O

1 MeV/u

10 MeV/u

(c) M.Kraemer@gsi.de

⊡ Fig. 

The microscopic structure of proton and carbon tracks in water is compared to a schematic

representation of a DNAmolecule. For protons, mostly independent electron tracks are

formed, for the heavier carbon ions at low energiesmany electron tracks are produced that

can cause clusters of locally damaged sites within the DNA that cannot be repaired (Krämer

and Kraft )

The range straggling broadens the individual Bragg curve and decreases the peak to plateau
ratio. Depending on the atomic number of the projectiles, the Bragg peak is always broader for
protons than for carbon ions (> Fig. ). Because of themuch larger size of the target volumes the
intrinsic width of the Braggmaxima is not important. In the practical application, the treatment
planning the energy loss data as well as the range data cannot be calculated with a sufficient
accuracy (< .%) for therapy and the formulas are fitted to precision measurements (Haettner
et al. ).

More important than the longitudinal straggling for therapy is the lateral scattering. Because
of general range uncertainties, a target volume in the proximity of a critical structure will not be
treated “in a head on irradiation” where the beam stops in front of the critical structures.These
tumors are treated in a way that the beam passes the critical sites. Then, the lateral scattering
determines the closest approach possible. > Figure  shows that for protons the beam broad-
ening is less than mm for a penetration depth up to  cm in tissue but increases then rapidly
for larger penetration depth. For carbon ions, the broadening is smaller than for photon beams
up to a penetration depth of  cm, which will allow precision treatments at any depth.

The lateral scattering determines also the overall quality of the treatment of usually inho-
mogeneous target volumes: normally the planned range of a beam is calculated for the density
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The measured dose as function of penetration depth is compared for photons, protons, and

carbon ions (top). The lateral scattering of these beams is given for the same penetration

depth (bottom) (Krämer et al. )
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of the central ray. When the beam is enlarged because of lateral scattering, the outer part will
penetrate tissues of different densities andwill therefore have a different range.This is frequently
the case for head tumors where dense structures like bones and low-density structures like vac-
uoles are close together then these density variations translate into range variations at the distal
side of the target field, which exceed the influence of the longitudinal scattering (Weber and
Kraft ).

In consequence, the heavier beams having low lateral scattering produce the smallest
penumbra of the beam and the best overall confinement of the treatment plans.

. Nuclear Fragmentation and PET Verification

Another difference between protons and heavy ions in their penetration profile becomes visible
in > Fig.  where the carbon ions produce a small tail of dose at the distal side. In nuclear
collisions, lighter fragments are produced that have the same velocity as the primary ions at the
collision (Hüfner ). The range R of these fragments is given by the formula

Rfragment = Rprojectile
Z
pr

Mpr

Mfrag

Z
frag

()

with Z the atomic number and M the masses of fragments and projectiles, respectively. The
fragments with a lower atomic number have a longer range forming a tail of dose beyond the
Bragg maximum of the primary beam.

A special case represents the isotopes of the projectile ions that have lost one or two neu-
trons. These neutron-deficient isotopes C and C are positron emitters and their stopping
point can be monitored over the coincident emission of the two annihilation quanta of the
positron decay. As the stopping point of the radioactive carbon isotopes is close to the range of
the primary beam, the range of the primary beam can be calculated from the measurement of
the positron activity. Another positron emitter is O, which is produced by nuclear reactions
inside the patient’s body by any projectile including protons (Enghardt et al. ). The O
distribution represents a broad continuum but having a sharp decay close to the range of the
primary projectiles. Therefore, also the range of protons can be recorded inside the patient by
positron emission tomography (PET)measurements (Parodi et al. ).The positron-emitting
carbon isotopes have been routinely used for beam verification in the GSI therapy (> Fig. ).
Although the pattern obtained by positron-emitting isotopes is not identical with the dose
distribution, it is possible to monitor the range of the primary beam (Enghardt et al. ).

In the pilot therapy project, PET imaging was an extremely useful tool because of a nonin-
vasive verification of the particle range inside the patient’s body. In the human body, there are
density differences between fat, bones, muscles of some %. In addition, air-filled vacuoles as
well as metal implants have a much greater density variation, which have to be considered in
treatment planning. For the recording of the density distribution a CT scan is taken without
contrast drug. From the gray values, the Hounsfield numbers the electron densities can be cal-
culated using a calibration curve that has been produced before on the basis of fresh animal
samples (Geiss et al. ). With this empirical calibration, good agreement has been found
in the patient therapy between PET-measured ranges of the carbon beams and the distribution
calculated before. Disagreement as observed in a few percent of patients were found for instance
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when vacuoles filled with liquids during treatment time. In such a case, the planning has to be
redone before the treatment can be continued.

In the GSI pilot project, the online PET imaging of the beam-stopping distribution devel-
oped very rapidly to an important tool of quality assurance, which was extremely valuable
because of having a daily control for all the novel techniques of beam application. Limitations
of the online PET arose from the poor statistics of –, true coincidences that could be
analyzed after the treatment of a single field.This small number was due to geometrical reasons
of the limited angle of the camera (> Fig. ) and because of the limited sampling time: during
treatment only in the beam extraction pauses coincidences could be analyzed. In addition the
time of approx. min for the access of the physician could be used for data acquisition because it
was not intended to let the patient in his or her very unpleasant fixation longer than necessary.

At the new facilities at Heidelberg, Marburg, and Kiel online PETs around the patient are
not planned in the same or similar way as tested at GSI: at these new facilities, the patients
are carried by a robotic device. Therefore, it is possible to install an off-line PET. Within a

⊡ Fig. 

PET camera at the carbon therapy at GSI. The carbon beam exits from the window in the

center and hits the patient head in the mask attached to the patient couch. The two camera

heads contain  BGO crystals that are used tomonitor the coincidently emitted gamma

quanta from the positron decay (Enghardt et al. )
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⊡ Fig. 

Comparison of the treatment plan (left) with the expected (middle) and measured (right)

distribution of the beta activity (Enghardt et al. )

few seconds the patient is transferred from the exposure position at the beam exit into a PET
device with a full detector ring having a higher counting rate and therefore better resolution.
See also > Chaps. , “SPECT Imaging: Basics and New Trends” and > , “PET Imaging:
Basics and New Trends.”

 Clinical BeamApplication Systems

. Passive Beam Spreading

Essential for the treatment success is the conformity of the delivered dose to the target vol-
ume. The pristine beam from the accelerator has a small energy spread in order of a few per
mill and a small divergence resulting in a beam spot of a few millimeters in diameter. In order
to cover an extended target volume of typically  cm the beam has to be enlarged, both in
lateral and longitudinal direction. At present, most proton and heavy-ion facilities use passive
beam-forming techniques, which are very close to the dose-shaping systems of the conventional
X-ray therapy (> Fig. ). In these techniques, the primary mono-energetic and sharp “pencil”
beam is widened laterally by complex scattering systems that produce a profile having a flat top.
Then using apertures like collimators the outer contours are shaped to the projected tumor-
contours (in “beams eye view”). In addition, the beam is modulated in depth with ridge filters
according to the maximum extension of the target volume: particles penetrating through the
valleys between the ridges experience a smaller energy loss than particles that penetrate through
the full ridge. In this way, energy spread and consequently range variations are introduced to
cover the target volume in depth with a homogenous dose distribution. The spread out Bragg
peak (SOPB) may have a flat top as in the case of protons or may have a decreasing top in order
to compensate for the RBE variation as it is the case for heavy ions. The shape of the wanted
dose profile determines the shape of the ridge filter. So each filter gives not only a certain range
variation but has also an intrinsic RBE acceptance.

In general, with these passive techniques, treatment volumes can be produced that contain
the complete tumor volume. But also a large amount of normal tissue is inside the high-dose
area and is hit by the stopping particles of great effectiveness limiting the dose to the tumor by
unwanted side reactions. In addition, the passive beam-shapingmaterials in front of the patient
produce neutrons that are scattered in forward direction into the patient which can induce

http://dx.doi.org/10.007/978-3-642-13271-1_37
http://dx.doi.org/10.007/978-3-642-13271-1_38
http://dx.doi.org/10.007/978-3-642-13271-1_38
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Principles of passive beam application: the pristine ion beam is widened laterally by a set of

inhomogeneous foils that provide a flat top in the lateral profile. Rangemodulators produce

the extension in depth. Collimators restrict the outer contours to the largest cross section

of the target and compensators can be used to for the distal contours. A general review of

the methods used for beam shaping is given in (Chu et al. )

secondary tumors.Therefore, more conform beam delivery techniques have been developed in
order to minimize the amount of normal tissue exposed to the radiation.

. Active BeamDelivery

Active shaping systems use the possibility of deflecting charged particles by applying magnetic
fields and were introduced into clinical practice at paul scherer institut (PSI) in Villigen for
protons (Pedroni et al. ) and at GSI in Darmstadt for carbon ions (Haberer et al. ).

The principles of active beam shaping are illustrated in > Fig. . The target volume is dis-
sected into layers of equal particle range, iso-energy layers. Using two deflectingmagnets driven
by fast power supplies, the “pencil beam” is scanned in a raster-like pattern over the layers,
starting with the most distal one. After one layer has been painted, the energy of the beam and
consequently the range is reduced and the next layer is treated. The beam may be delivered in
discrete “spots” with minimal overlap along the raster path (PSI technique) or nearly contin-
uously in largely overlapping pixels as in a raster scan technique (GSI method). The intensity
of the beam is continuously monitored and the dose delivered at each location is controlled by
monitors installed directly in front of the patient.

In treatment planning, the number of stopping particles for each pixel has to be calculated,
which is a nonlinear problem because of the shape of the Bragg maximum.The more proximal
layers are already partly covered with dose when the distal layers are treated. Consequently,
these layers have to be covered in the next steps with a smaller, usually nonuniform particle
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Principle of active scanning: the target volume is divided in layers of equal particle range

and each layer is covered by a grid of individual pixels that are treated sequentially. In

practice, – iso-energy layers are used filled with ,–, (all layers) pixels that are

delivered with beam in –min

⊡ Fig. 

Treatment plan of a clival chordoma as produced by IMPT: Critical targets like the eye

balls, optical nerves, chiasm, and brainstem can be spared and the dose conformed to the

target (Jäkel et al. )

distribution in order to reach a uniform dose or a uniform biologically effective dose over the
overall target volume.

Although each layer may differ in contour, the shape of a target volume can be “filled”
with high precision. Mostly, the different layers are of great complexity as is shown in > Fig. ,
which depicts the transverse map of beam intensities in each of a set of energy slices for the
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treatment with carbon ions of a patient at GSI. The small spots of high energy or of low energy
in the beginning and at the end of scanning are due to the density inhomogeneities of the tissue.
Small areas of high density like bones have to be treated with higher energies.This accounts for
the small spots of higher-energy irradiation. Vice versa, areas of low density have to be filled
with low-energy particles.

Using cyclotrons, the energy variations have to be performed using passive degraders after
which the beam has to be cleaned from the large energy spread.Thenmore than % of the pri-
mary beam is lost producing a large amount of neutrons. Using synchrotron the energy can be
requested step by step from the accelerator. At the GSI system  different energies are stored
in a library and could be requested from pulse to pulse. In addition, for the scanning proce-
dure intensity (five steps) and beam diameter (seven steps) could also requested pulse by pulse
from the accelerator. So the beam delivery and the accelerator form an interactive system for
intensity-modulated particle therapy (IMPT).A separate optimization of the individual compo-
nents is not sufficient to get the system to the necessary performance. At the end, a fast interplay
between all components has to be reached.

 Detectors and Quality Assurance

Themain challenge of the tumor conform irradiation is the quality control before, during, and
after the beam delivery. The intensity-modulated therapy applies a large dose at the end of the
beam in the short time where the beam is moved over the individual pixels of the target vol-
ume with a velocity in the range of m/s. Any dislocation to normal tissue outside the target
volume would cause severe side effects. Therefore, the beam has to be controlled during appli-
cation in real time but also the planned dose distributions have to be verified before exposure.
See > Chap. , “Tracking Detectors.”

To fulfil these very different tasks, a variety of detectors are used: combinations of ionization
andmultiwire chambers as online detectors in front of the patient that control the performance,
the online PET system as a retrospective range control, and finally external dose monitor sys-
tems like films, thermoluminescent detectors, nuclear track detectors mostly CR , but most
important ionization chambers in water phantoms for the dose verification before treatment.
See > Chap. , “Tracking Detectors.”

. Therapy Online Monitors

The energy of each pencil beam is controlled by the settings of the magnets of the beam line
from the accelerator to the treatment area. In this “quasi-spectrometer,” only the beams of cor-
rect mass and energy are transmitted. Therefore, these parameters are not controlled during
exposure but the magnet settings are calibrated before.

In contrast, it is necessary to monitor the beam position and intensity for each pixel online.
From the treatment plan a number of stopping particles is assigned to each pixel. When this
number is reached the beam has to be moved to the next pixel of the same iso-energy layer.
When the distance of the centers of the pixels is much smaller than the beam width, the beam
has not to be turned off whenmoving.This was realized at the GSI system.When the pixels are
separated by a beam half width then the beam has to be turned off when moving from one to
the next pixel (PSI system).

http://dx.doi.org/10.007/978-3-642-13271-1_12
http://dx.doi.org/10.007/978-3-642-13271-1_12
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For the local control of the beams intensity and location two possibilities exist: position-
sensitive ionization chambers and the combination of a large parallel plate ionization chamber
with a multiwire chamber.

The position-sensitive ionization chamber was designed and tested at the Berkeley therapy
system (Chu et al. ), but a position-sensitive ionization chamber is always limited in its
spatial resolution by the number of pixels inwhich the detector is segmented.Themain problem
seems to be to connect the inner pixels to an amplifier separately for each position because these
wiring introduces a non-tolerable inhomogeneous absorber layer for the beam.

For a scanning system, a spatial resolution of mm is the goal that can be reached when the
function of intensity and location monitoring are separated. This can be easily done because
it can be assumed that the beam is more or less Gaussian shaped and the target will not be
hit by two beams in parallel at the same time. So the intensity measured in a broad parallel
plate ionization chamber can be attributed to the one beam location determined in a position-
sensitive wire chamber. In the GSI pilot project both detectors had a sensitive area of  cm ×
 cm and were located in front of the patient (> Fig. ).

The parallel plate ionization chamber consists of a counting anode foil und two cathode
foils (connected to HV) with an active gap of  × mm where a mixture of Ar (%) and CO

(%) circulates at normal atmospheric pressure. The chamber was operated up to a voltage of
,V in order tominimize saturation effects of the high ion track ionization densities. But the
actual pressure and the gas filling and the active counting length depend on the particles energy,
atomic number, and the pulse intensity. In order to reach a good signal above the background,
the beam intensity cannot be too much lowered. For instance, rescanning techniques where
the beam is scanned many times over the target area with diminished intensity are frequently
beyond these limits of operation.

The sampling time of the ionization chamber was with ca. µs  times faster than the wire
chambers where analysis times of ca. µs were necessary. The spacing between the wires was

⊡ Fig. 

Patient set up for therapy: The patient is immobilized with a thermoplastic mask fixed to the

patient couch. At the left side, the beam exit window is visible followed by three ionization

chambers and twowire chambers for online beam localization (photo: Otto, GSI)
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⊡ Fig. 

Compilation of the different range slices of a treatment volume. In each panel one slice is

shown; in the magnified panel, the circles represent the calculated center positions of the

beam that are filled with the measured center of the beam. The beam diameter is larger

than the circles, and overlap over many positions yields a homogeneous distribution

mm yielding a spatial resolution of the center-of-mass position of the beam profile of .mm.
In mm distance from the anode grid, the x and y cathode wires were positioned mm on
opposite sides to the anode and perpendicular to each other.They collect the electron avalanche
produced by the high electric field close to the wires. High voltages of a ca.  kV produced an
amplification of the signal in the same gas mixture as used for the ionization chamber but %
heptan added.

The ionization chamber signal is used to monitor the beam intensity and to shift the beam
to the next spot when enough intensity is given to the previous one.The beam intensity was reg-
ulated before to a level that at least three position measurements should be performed at each
pixel. Because of Poisson statistics at least two of them have to be at the correct center region of
the pixel to allow continuing with irradiation, see > Chap. , “Statistics.” If the position mea-
surements and the intensity were out of these limits the beam delivery has to be interrupted
within less than half a millisecond. Such an interlock and its reason are indicated at the control
panel and a decision is asked from the operator to reset the interlock and to continue at the
pixel where the failure occurred. The information of the ionization and the wire chamber can
be also combined and displayed in two dimensions showing in real time the actual location of
the beam in comparison to the planned beam positions. In > Fig.  the therapy online monitor
(TOM) is shown.

. Detectors for Permanent Recording: Films and Nuclear
Track Detectors

In conventional therapy, the most frequent used passive detectors are films. Films have a good
spatial resolution, so field size and shape are recorded. Specially manufactured X-ray films have
a large intensity range where the film blackening is proportional to the dose. In consequence,
the applied dose can be quantified by measuring gray values. In addition, films represent a per-
manent recording tool because the developed silver grains in a film emulsion are stabile over

http://dx.doi.org/10.007/978-3-642-13271-1_5
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years and do not faint. For legal reasons, films of the clinical exposition of a patient have to be
stored over  years as record of the treatment.This official regulation has the consequence that
even all digital exposure data finally have to be converted to films and stored.

For particle therapy, the situation ismore complicated because of saturation effects (quench-
ing) in each particle track. As before, films can be used as a fast tool to record and visualize the
irradiation field and the contours of structures inside the field. But the blackening of the film
is not proportional to the particle dose, i.e., the energy loss of the ions. With decreasing par-
ticle energy the local electron density increases, > Fig. . Then more local energy depositions
occur in a grain than necessary to initiate the transition from silver bromide to silver. This
local “overkill” effect is similar as observed in the case of DNA breaks after densely ionizing
irradiation.

In > Fig.  the recording of a particle beam in a film is compared to the depth–dose curve
(Bragg curve). In the film measurement, the Bragg maximum nearly disappears and the mea-
sured signal is no longer proportional to the energy deposition, the dose. In the lower panel
of > Fig.  the film efficiency is given as function of the particle energy for both protons
and carbon ions. Already below MeV/u the efficiency significantly decreases and values < 
are measured. The theoretical curves in the figure are calculations according to the local effect
model (LEM) that was developed for biological systems but can be also applied for nonbiolog-
ical systems when the parameters of the X-ray response and the size of the critical target (the
silver grains) are correctly incorporated into the calculation. LEM will be discussed in some
detail in the biology part.

In ion beam therapy, films are frequently used because of a fast recording of the relevant
geometries. But films cannot be used to determine the applied dose.However, when the particle
field is known in its composition in energy and atomic number, the expected film response can
be calculated and compared to measurement. In this case a quality assurance is possible in
retrospective.

A second type of detectors frequently used in ion beam therapy are nuclear track detectors
like CR . These detectors record single-particle tracks: after exposure, the Cr  plates are
etched for a few hours in mNa-OH solution in order to produce visible holes along the tracks
of individual particles. CR  is a great standard because the individual holes can be counted
under a microscope and the number of particles per square unit can be measured and used for
an absolute calibration of other detectors, see > Chap. , “Tracking Detectors.”

But the great advantage of CR  is that the diameter of these holes depends on the energy
deposition in thematerial.Therefore, higher doses at the end of the particle range become visible
as greater scattering centers for light. In this way the patterns of different dose distributions in
a target volume can be visualized although the distribution of the reflected light is not strictly
proportional to dose. In > Fig.  a spheroid dose distribution is shown as produced in a water
tank as tissue equivalent.

In contrast to the films, the CR  stacks are much more elaborate to produce and are not
used routinely because of the long time needed for the development. Films are used routinely
for an overall check of the patient setup and also as a retrospective quality control.

. Ionization Chamber Dosimetry

The only dosimeters that are widely independent from quenching effects are ionization cham-
bers operated at sufficient high voltage. For the quality control of the applied dose of a treatment

http://dx.doi.org/10.007/978-3-642-13271-1_12
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Film response to particle irradiation: at the top a Bragg curve (upper curve) is recorded with

films and compared to LEM calculations (lower curve). At the bottom the film effectiveness is

given for protons and carbon ions as function of the particles’ energy (Spielberger et al.

)

plan the critical points were verified in a water-phantommeasurement: critical for instance are
the gradients between target volume and sensitive structures, the range of the most distal part,
the ratio between entrance and target dose. For these tests the treatment plan has to be trans-
ferred to a water phantom, which means that density variations in the patient are translated to
different water-equivalent lengths along the path of the beams, calculating the corresponding
dose in a cubic water phantom. Then the “fingers” of a  finger thimble ionization chamber
(so-called pinpoint chambers) are located in the water phantom at these critical points using a
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-D dosimetry: A spheroid of  cm in diameter and in amean water depth of  cm is shown

at the top. The  iso-energy layers were independent from the position of the CR  plates.

The pencil beamwas applied from the left side only with approx. mm diameter. At the

bottom a fluence distribution of the different iso-energy layer is given for a  cm sphere

where the structure becomesmore visible
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⊡ Fig. 

Dosimetry setup: Left: a set of thimble ionization chambers are used for the control of a

treatment plan, right: measurement of critical points in a treatment plan: Position of the

measurements as well as the comparison to the planned doses are given (Karger et al. )

D drive. Because of the sequential way of the beam application with the raster system a com-
plete plan has to be applied and the doses in the ionization chambers have to be integrated
in order to obtain the full dose in every sampling point. Therefore, for this QA procedure, an
exposure time similar to the patient treatment later on is necessary. In > Fig.  a photograph
of the dosimeters as well as the position of the measurement point are given. According to legal
regulations maximum dose deviations of plus % and minus % are allowed compared to the
planning. In case of larger deviations the beam application plan has to be redone and controlled
by a new measurement.

In addition, the ionization chambermeasurements have to be a part of the plan verification
where a standard plan has to be verified to control the performance of the system.The results of
these measurements together with the irradiation protocols have to be stored for  years after
patient treatment (Jäkel et al. ).

 Biological Properties of Heavy Ions Relevant for Therapy

The problem of any radiation therapy is to find the optimum way to kill all tumor cells and
to spare normal tissue as far as possible which is the problem of exact targeting and the effec-
tive biological interaction. Carbon ions are most close to a perfect solution of this problem: as
demonstrated before their dose distribution is superior compared to other modalities. But car-
bon ions exhibit also a greater biological effectiveness in the target. In contrast to the previously
used neutron beams where the relative biological effectiveness RBE is increased over the total
beam range, for carbon ions the RBE variation is a differential effect: in the entrance channel
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the effectiveness stays close to sparsely ionizing radiation like photons or protons but at the end
of the particles range it can be drastically enhanced.

. Definition of RBE and Its Dependence on Dose or Effect
Level

Therapy-relevant information onRBE originates from so-called survival experimentswhere the
clonogenic capacity of the cells is measured as a function of dose. In the experiments aliquots of
cells are exposed to different doses of different radiation and the number of cells as determined
by their colony-forming ability is plotted in a semilogarithmic way as function of the dose.

Experimentally it is found that densely ionizing radiation like α particles or heavier ions
generate a greater biological effect for the same dose than X-rays. In > Fig.  a schematic
dose-effect curve for cell inactivation is compared to that of X-rays.

The X-ray dose response is characterized by a bi-phase behavior: at low doses the response
curve has a large shoulder and at high doses a steep exponential tail. In practice, the graph is
approximated by a linear–quadratic response curve

S = S exp [−(αD + βD
)]. ()

S/S is the normalized survival, α and β are the coefficients for the linear and quadratic term of
the dose D. For particles, the quadratic compound decreases with increasing ionization density
and the “survival curve” is characterized for great linear energy transfer (LET) values by a pure
exponential decay in dose. In order to compare the different radiation qualities the relative bio-
logical effectiveness RBE was defined as the ratio of X-ray dose to particle dose that is necessary
to achieve the same biological effect,

RBE =
DX

Dion
()

with DX and Dion being the X-ray and ion doses, respectively (Hall ).
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RBE Definition: The cell survival is given as a function of dose in a schematically way for

X-rays and particle radiation together with the definition of the relative biological

effectiveness
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Because of the nonlinearity of the X-ray curve as reference, RBE strongly depends on
the effect level: At very high doses, X-ray and particle response curves usually parallel each
other and RBE approaches a value close to one. Toward lower doses, i.e., greater survival RBE
increases and reaches its largest value in the limit of zero dose.This value is called RBEα because
it is the ratio of the initial slopes of the ion curve divided by the X-ray curve.

For patient treatment, the RBE–dose dependence is an important fact and has to be taken
into account in each iteration step of the planning when the general dose and even the local
doses are changed. It is not possible to double the physical dose in order to double the wanted
biological effect. For the greater dose the RBE decreases and the final effect becomes smaller
than the double of the primary effect. Therefore, in an optimization process where doses are
changed, the RBE calculations have to be iterated too. Other important dependencies are those
from physical factors such as particle energy and LET.

. The RBE Dependencies on Physical and Biological
Parameters and theMolecular Understanding

As DNA is the main target for cell inactivation by ionizing radiation all the dependencies of
RBE on the various parameters become at least qualitatively evident from the mechanisms of
DNA damage: at low local doses (X-rays and protons) mainly isolated damage such as single-
strand breaks (SSBs) are produced (> Fig. ). But mammalian cells have a very efficient repair
system for this type of damage that occurs very frequently in daily life and is not only caused by
ionizing radiation. Even simultaneous damage at both DNA strands, i.e., double-strand breaks
(DSBs) can be repaired by the cell rather quickly with high fidelity. But if the local damage is
enhanced by higher local dosesmore complex damage, i.e., clusters of double-strand breaks are
produced which are less reparable.

For particles, the amount of irreparable damage depends verymuch on the local dose, which
is created by the energy deposition of the electrons inside the tracks, which varies over many
orders of magnitude from the inner to the outer parts of a track but which also depends on the
atomic number and the particles energy.

In general, there is no difference whether an electron is created by photon impact or by the
impact of heavy charged particles, but there is a big difference in the spatial distribution between
electrons being created along a track of a heavy charged particle and the random distribution
of electrons from photon (or proton) beams and there is also a difference in ionization density
between particles of different energies and atomic numbers. In general, it can be said that tracks
with greater local ionization densities produce a larger biological effect until a saturation value
of ionizations is reached where “overkill” is produced, i.e., more damage than necessary for cell
killing.

As a consequence, the biological effectiveness depends at the physical side from the local
ionization density: higher densities and consequently ions with higher atomic number produce
greater damage. Because heavier particles have in general greater energy loss values, they are
more efficient than lighter particles.

When an ion along its path is studied it will have a lower effectiveness when the energy is
larger because of the lower ionization densities. When it slows down the energy loss, i.e., the
dose but also the effectiveness increases until a point where too much damage is produced and
the local dose might increase further but the effectiveness decreases (overkill effect).
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Finally, the RBE depends on the biological repair capacity of the cells. Cells that are very sen-
sitive to radiation injury do not show a significant difference in the radiation response between
densely and sparsely ionizing radiation and therefore no enhanced RBE for ion beams. But for
cells with high repair capacities the greater local damage produces also a potentiated effect.
Therefore, the very radio-resistant tumors are most suited as candidates for heavy-ion therapy.

In > Fig.  the Bragg curve for protons, carbon and neon ions are compared to the RBE
dependence. For protons, the RBE increases at the distal side, for neon ions already before the
Bragg maximum. Only for carbon ions the Bragg maximum coincides with the maximum of
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Comparison of the depth–dose distribution/Bragg curve (left scale) of protons, carbon and

neon ions with the local RBE value (right scale). Only for carbon the Braggmaximum

coincides with the maximum of the RBE. For protons the RBE increases at the distal side, for

Neon already before the Braggmaximum (Weber and Kraft )
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the RBE. Therefore, the overall RBE contribution in proton therapy has been approximated by
a global dose factor of . although in cell experiments RBE value up to  have beenmeasured.
For neon ions the high RBE in front of the Bragg maximum causes severe side effect in the
normal tissue. But carbon ions are the optimal candidates for therapy because the high dose in
the Bragg maximum is potentiated by a high RBE.

 The Planning of the Biological Effective Dose

It is the finite goal to achieve a homogenous inactivation over the complete target volume inde-
pendent from the variation of the physical composition of the local radiation field. In practice
the biological effective dose, which is defined as BED [GyE] = dose [Gy] × RBE should be
constant over the complete target volume. (Although RBE has no dimensions, BED is mostly
given Gray equivalent GyE or Cobalt Gray equivalent CGyE. According to new ICRU recom-
mendations Gy(RBE) should be used.) In order to compensate for the physical field variations
local RBE values have to be applied. In principle also the sensitivity variation of the biological
tissue should be taken into account, but these variations cannot be detected with the present
diagnostic techniques.

According to the various application methods different ways are used to assign local RBE
values: Using passive beam-shaping systems the RBE dependence has to be inbuilt in the shape
of the range modulators and is fixed (Chu et al. ). For active beam-shaping systems, the
higher conformity with the target field has the consequence that RBE varies over the complete
target volume in three dimensions (Weyrather and Kraft ).

At Berkeley, in vitro data from cell cultures were used for RBE determination. In many
experiments, cell survival was determined in pristine and also in spread out Bragg peaks of
variable depth and width. These measurements were used to design a set of ridge filters for
therapy of the tumor sites in the corresponding depth and extension. However, the assumption
is implicit that these in vitro data of special human cell lines should be valid for all the human
tissue affected by irradiation (Blakely et al. ).

At the National Institute for Radiological Science (NIRS) in Chiba, the basis for the RBE
incorporation was again cell experiments using human salivary gland HSG cells (Kanai et al.
, ). It could be shown, that the RBE in the mid of the spread out Bragg peak of carbon
ions (at a mean LET of  keV/µm) was close to neutron cell irradiation. Consequently, the
clinical dose prescription and the clinical RBE values of carbon ions were taken from the large
clinical experience of neutron therapy and not from the cell experiments (Tsujii et al. ).

At GSI and also for HIT and the other upcoming units the RBE is calculated separately for
each voxel of the treatment volume.The basis for the calculation is the local effectmodel (LEM).
In this model, the biological response to particle radiation is the convolution of the induction
probability of lethal damage as function of the dose measured with X-ray irradiation with the
different values of the radial dose distribution integrated over the size of a cell nucleus (Scholz
and Kraft ),

Sion = exp (−N lethal) ()

with

Nlethal =
∫

V

ln SX(D)
V

dV , ()
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In the local effect model (LEM) the cell nucleus is exposed to a number of carbon ions

necessary for the macroscopic dose, and local doses are calculated according the radial dose

distribution of the particle tracks. Then the dose of small compartment of the nuclear

volume is calculated and the probability to create a lethal lesion in this area is calculated

according to the X-ray dose effect taken at the dose point. Finally the probabilities are

summed (integrated) over the complete cell nucleus (Scholz and Kraft )

being the number of lethal lesions, SX(D) the X-ray dose–effect curve for cell killing, V the
nuclear volume, Nlethal the number of lethal lesions, and Sion the calculated survival after ion
exposure (> Fig. ).

It should be explicitly noted that in this method the X-ray dose–effect curve is trans-
formed in particle dose–effect curves: With this formula, cell inactivation by carbon ions can



Tumor Therapy with Ion Beams  

be calculated from the corresponding X-ray curve. But the cell RBE data are not transferred to
therapy directly. It is the X-ray response of the tumor that is transferred to the clinical situation:
Tumor response to carbon ions are calculated from the corresponding clinical dose response
curve for the same type of tumor against photons.

This type of calculation was used for the tumor therapy at GSI and it worked well in terms
of tumor control for more than  patients: There were no recurrent tumors and no necrotic
areas in the tumors. Evidently the RBE for the tumors was calculated with good precision, but
it was also evident that the effect at the low doses in the entrance channel was overestimated
because the RBE was too large. Therefore, LEM was refined in several steps: first the radical
diffusion from the inner part of the track to the outer regions was included (LEM II) , then
the energy variation of the dose cut off in the track center and the interaction of single-strand
breaks forming double-strand breaks (LEM III) and finally the interaction of the double-strand
breaks were included that form a clustered lesion (LEM IV).With these refinements LEM could
be improved to produce the correct RBE values in the entrance channel and also for light ions
as for instance protons (Elsässer et al. ).

 Quality Assurance and RBE Detectors

For the conventional therapy using photons it is believed that the biological effect is propor-
tional to the dose and the dose is monitored for quality control within limits of +% and −%.
For particle therapy the same dogma is believed for protons except that a RBE factor of . is
applied as global dose correction and the dose again is controlled using the standard equipment
of ionization chambers or films with an accuracy of a few percent. But for heavy ions the biolog-
ical effective dose is the essential parameterwhich is the product: dose x RBE.The RBE depends
critically on many variables as shown before. Whatever model is used for the RBE prediction,
the accuracy of this calculation can only be verified in specific biological experiments before it
can be used in therapy.

The closest approach to the patient is experimental tumors in animals. But these experi-
ments are very expensive and time consuming and mostly of limited analytic power because of
the low statistics and also some variability within an animal population. A large-animal exper-
iment for testing the tolerance of the spinal cord has been carried out using rats that are close
to the neural situation in humans (Karger et al. ). Because LEM can be used to convert an
X-ray dose–effect curve to particles, in a series of experiments the influence of the radiation
quality and the fractionation on the induction of paresis has been measured in rats and com-
pared with the prediction of LEM. The experiments showed a satisfactory agreement with the
LEM calculation. But the experimental effort necessary to perform the experiment was very
high when for instance  rats got one daily fraction over  consecutive days. This was the
fractionation scheme for the patients, but the experiment demonstrated that more simple tests
have to be developed as a standard routine.

A first, one-dimensional experiment was set up with a stack of plastic sheets that are
immersed in a tank completely filled with cell medium (> Fig. ). The cells are attached to
the sheets in a sufficient density and the beam should penetrate perpendicular through the
cell layers from one or two sides so the cell layers form equidistant range slices of beam pen-
etration. The stack in the medium tank should be longer than the beam range but the lateral
extension of the beam should be greater than the area covered by the cells. After exposure,
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One dimensional RBE test system: Top: for the experiment plastic sheets are immersed in a

tank filled with medium and exposed to the particle field from left and right side simulating

the exposure of a tumor in the center of the head. At the bottom the survival as function of

depth is given: for the same effect in the entrance channel, the carbon ions are twice

effective in the target region (Elsässer et al. )

the cells are processed each slice separately in the usual way for the clonogenic survival test.
The measured survival as a function of depth can be directly compared to the theoretical pre-
diction. In > Fig.  the survival as function of depth was measured for a proton and a carbon
field simulating the exposure of a tumor in the center of the head and compared to LEM IV
calculations using the same set of parameters for both the carbon exposure and the proton
exposure. The calculations are in very good agreement with the reality (Elsässer et al. ).

Thismethod of using cultured cells formeasuring the effectiveness of therapeutic beams can
be extended to two dimensions when the cells are attached to thin rods instead of the plastic
sheets (Krämer et al. a).The spatial resolution for this setup is given by the extension of the
rods and can reach mm. > Figure  shows the experimental set up and two rods with cells
growing at the surface. > Figure  shows the treatment plan and the results of an experiment
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⊡ Fig. 

Detector for the biological verification of a treatment plan in two (three) dimensions, which

consists of up to  rods fixed between two plates. These rods of tissue equivalentmaterial

are distributed in amedium-filled tank. The granularity of themeasurement depends on the

diameter of the rods. As shown at the left side, cells are grown at the surface of the rods and

have to be worked up for each rod independently after exposure. Patent: PCT/EP

/, Cläre von Neubeck et al.
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Two-dimensional test of a treatment field where a critical volume in the center part should

be spared. The beams are applied from the top and the bottom, color coding in the

planed (left) andmeasured (right) are the same. The granularity is about mm

where a complex pattern simulates the geometry of an irradiation of a tumor from two sides
but sparing a critical volume in the center part that was adapted from the irradiation of a brain
tumor sparing the brain stem. The difficulty of experiments of this type is that all approx. 
rods have to be processed in the same standard procedure in parallel. But the average time
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necessary for the clone formation is  week, which means that the result of the experiment is
available after that time but much faster than in any animal experiment (Krämer et al. b).

 Conclusions

Intensity-modulated particle therapy (IMPT) exploits the physical and biological advantages of
carbon beams to amaximumextent:The increase of the dose toward the end of the range and its
high biological effectiveness enable to inactivate tumor cells with a high probability. Because of
the small scattering and the high precision of application normal tissue and critical structures
can be spared to a large extent. Low side effects are combined with high tumor control rates
reaching up to % for instance in the case of chordomas in the base of skull (Elsässer et al.
).

But all procedures of IMPThave to be subjected to higher standard of quality control than in
conventional therapy:The treatment plan has to be verified in three dimensions before applica-
tion to the patient, the beam delivery has to be monitored online in real time, i.e., in a sampling
time of a few microseconds for the particle fluence and in µs with a spatial resolution of
–mm, the distribution of the stopping particles inside the patient can be monitored from
outside in a noninvasive way by means of PET techniques. Finally, the models for the RBE
calculations used to determine the biologically active dose have to be verified using biological
dosimetry.

For these tasks the arsenal of dosimeters used in conventional therapy has to be enlarged
and novel techniques have to be taken over from other fields of physics. But this development is
not at its end regardingmany new techniques in IMPT that will be developed like the treatment
of moving targets for lung and heart (Kraft and Kraft ).
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