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Preface

Yuri Ivanovich Manin has made outstanding contributions to algebra,
algebraic geometry, number theory, algorithmic complexity, noncommutative
geometry and mathematical physics. His numerous achievements include the
proof of the functional analogue of the Mordell Conjecture, the theory of the
Gauss–Manin connection, proof with V. Iskovskikh of the nonrationality of
smooth quartic threefolds, the theory of p-adic automorphic functions, con-
struction of instantons (jointly with V. Drinfeld, M. Atiyah and N. Hitchin),
and the theory of quantum computations.

We hope that the papers in this Festschrift, written in honor of Yu. I.
Manin’s seventieth birthday, will indicate the great respect and admiration
that his students, friends and colleagues throughout the world all have for him.

June 2009
Courant Institute Yuri Tschinkel
Penn State University Yuri Zarhin
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Summary. Let M and N be Lagrangian submanifolds of a complex symplectic
manifold S. We construct a Gerstenhaber algebra structure on TorOS∗ (OM ,ON )
and a compatible Batalin–Vilkovisky module structure on Ext∗OS

(OM ,ON ). This
gives rise to a de Rham type cohomology theory for Lagrangian intersections.
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Introduction

We are interested in intersections of Lagrangian submanifolds of holomorphic
symplectic manifolds. Thus we work over the complex numbers in the analytic
category.

There are two main aspects of this paper we would like to explain in the
introduction: categorification of intersection numbers, and Gerstenhaber and
Batalin–Vilkovisky structures on Lagrangian intersections.

Categorification of Lagrangian intersection numbers

This paper grew out of an attempt to categorify Lagrangian intersection num-
bers. We will explain what we mean by this, and how we propose a solution to
the problem. Our construction looks very promising, but is still conjectural.

Lagrangian intersection numbers: smooth case

Let S be a (complex) symplectic manifold and L, M Lagrangian submanifolds.
Since L and M are half-dimensional, the expected dimension of their inter-
section is zero. Intersection theory therefore gives us the intersection number
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#(L ∩M)

if the intersection is compact. In the general case, we get a class

[L ∩M ]vir ∈ A0(L ∩M)

in degree-zero Borel–Moore homology such that in the compact case,

#(L ∩M) = deg[L ∩M ]vir .

If the intersection X = L ∩M is smooth, then

[X ]vir = ctop(E) ∩ [X ] ,

where E is the excess bundle of the intersection, which fits into the exact
sequence

0 ��TX
��TL|X ⊕ TM |X ��TS |X ��E ��0

of vector bundles on X . The symplectic form σ defines an isomorphism
TS |X = ΩS |X . Under this isomorphism, the subbundle TL|X corresponds to
the conormal bundle N∨

L/S. Thus we can rewrite our exact sequence as

0 ��E∨ ��N∨
L/S ⊕N∨

M/S
��ΩS |X ��ΩX

��0 ,

which shows that the excess bundle E is equal to the cotangent bundle ΩX .
Thus, in the smooth case,

[X ]vir = ctop(E) ∩ [X ] = ctop(ΩX) ∩ [X ] = (−1)nctop(TX) ∩ [X ] ,

and in the smooth and compact case,

#(L ∩M) = deg[X ]vir = (−1)n
∫
X

ctop(TX) = (−1)nχ(X) ,

where 2n is the dimension of S and χ(X) is the topological Euler characteristic
of X . This shows that we can make sense of the intersection number even if the
intersection is not compact: define the intersection number to be the signed
Euler characteristic.

Intersection numbers: singular case

In [1], it was shown how to make sense of the statement that Lagrangian
intersection numbers are signed Euler characteristics in the case that the in-
tersection X is singular. An integer invariant νX(P ) ∈ Z of the singularity of
the analytic space X at the point P ∈ X was introduced.

In the case of a Lagrangian intersection X = L ∩M , the number νX(P )
can be described as follows. Locally around P , we can assume that S is equal
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to the cotangent bundle of M and M ⊂ S is the zero section. Moreover, we
can assume that L is the graph of a closed, even exact, 1-form ω on M . If
ω = df , for a holomorphic function f : M → C, defined near P , then

νX(P ) = (−1)n
(
1− χ(FP )

)
, (1)

where n = dimM and FP is the Milnor fiber of f at P .
The main theorem of [1] implies that if L and M are Lagrangian subman-

ifolds of the symplectic manifold S, with compact intersection X , then

#X = deg[X ]vir = χ(X, νX) ,

the weighted Euler characteristic of X with respect to the constructible func-
tion νX , which is defined as

χ(X, νX) =
∑
i∈Z

i · χ({νX = i}) .

In particular, arbitrary Lagrangian intersection numbers are always well-
defined: the intersection need not be smooth or compact. The integer νX(P )
may be considered as the contribution of the point P to the intersection
X = L ∩M .

Categorifying intersection numbers: smooth case

To categorify the intersection number means to construct a cohomology theory
such that the intersection number is equal to the alternating sum of Betti
numbers. If X is smooth (not necessarily compact), a natural candidate is
(shifted) holomorphic de Rham cohomology

#X = (−1)nχ(X) =
∑

(−1)i−n dimC H
i
(
X, (Ω•X , d)

)
.

Here (Ω•X , d) is the holomorphic de Rham complex of X and H
i its hyperco-

homology. Of course, by the holomorphic Poincaré lemma, hypercohomology
reduces to cohomology.

Categorification: compact case

If the intersection X = L ∩M is compact, but not necessarily smooth, we
have

#X =
∑
i

(−1)i−n dimC ExtiOS
(OL,OM )

=
∑
i,j

(−1)i(−1)j−n dimC Hi
(
X, ExtjOS

(OL,OM )
)
.
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For X smooth, ExtjOS
(OL,OM ) = Ωj

X , so this reduces to Hodge cohomology

#X =
∑
i,j

(−1)i(−1)j−n dimC Hi
(
X,Ωj

X

)
.

This justifies using the sheaves ExtjOS
(OL,OM ) as replacements for the sheaves

Ωj
X if X is no longer smooth. To get finite-dimensional cohomology groups,

we will construct de Rham type differentials

d : ExtjOS
(OL,OM ) −→ Extj+1

OS
(OL,OM ) ,

so that the hypercohomology groups

H
i
(
X,
(Ext•OS

(OL,OM ), d
) )

are finite-dimensional, even if X is not compact. Returning to the compact
case, for any such d, we necessarily have

#X =
∑
i

(−1)i−n dimC H
i
(
X,
(Ext•OS

(OL,OM ), d
) )

.

Categorification: local case

Every symplectic manifold S is locally isomorphic to the cotangent bundle
ΩN of a manifold N . The fibers of the induced vector bundle structure on
S are Lagrangian submanifolds, and thus we have defined (locally on S) a
foliation by Lagrangian submanifolds, i.e., a Lagrangian foliation. (Lagrangian
foliations are also called polarizations.) We may assume that the leaves of our
Lagrangian foliation of S are transverse to the two Lagrangians L and M
whose intersection we wish to study. Then L and M turn into the graphs of
1-forms on N . The Lagrangian condition implies that these 1-forms on N are
closed. Without loss of generality, we may assume that one of these 1-forms
is the zero section of ΩN and hence identify M with N . By making M = N
smaller if necessary, we may assume that the closed 1-form defined by L is
exact. Then L is the graph of the 1-form df , for a holomorphic function f on
M . Thus the intersection L ∩M is now the zero locus of the 1-form df :

X = Z(df) .

This is the local case.
Multiplying by df defines a differential

s : Ωj
M −→ Ωj+1

M ,

ω �−→ df ∧ ω .
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Because df is closed, the differential s commutes with the de Rham differential
d : Ωj

M → Ωj+1
M . Thus the de Rham differential passes to cohomology with

respect to s:
d : hj (Ω•M , s) −→ hj+1 (Ω•M , s) ,

where hj denotes the cohomology sheaves, which are coherent sheaves of OX -
modules. Let us denote these cohomology sheaves by

Ej = hj (Ω•M , s) .

We have thus defined a complex of sheaves on X ,

(E•, d), (2)

where the E i are coherent sheaves of OX -modules, and the differential d is
C-linear. It is a theorem of Kapranov [2] that the cohomology sheaves hi(E•, d)
are constructible sheaves on X and thus have finite-dimensional cohomology
groups. It follows that the hypercohomology groups

H
i
(
X, (E•, d)

)
are finite-dimensional as well.

We conjecture that the constructible function

P �→
∑
i

(−1)i−n dimC H
i
{P}
(
X, (E , d)

)
,

of fiberwise Euler characteristic of (E , d) is equal to the function νX from (1)
above. This would achieve the categorification in the local case. In particular,
for the noncompact intersection numbers we would have

χ(X, νX) =
∑
i

(−1)i−n dimC H
i
(
X, (E , d)

)
.

We remark that if f is a homogeneous polynomial (in a suitable set of coor-
dinates), then this conjecture is true.

To make the connection with the compact case (and because this construc-
tion is of central importance to the paper), let us explain why

E i = ExtiOS
(OL,OM ).

Denote the projection S = ΩM → M by π. The 1-form on ΩM that corre-
sponds to the vector field generating the natural C

∗-action on the fibers we
shall call α. Then dα = σ is the symplectic form on S. We consider the 1-form
s = α − π∗df on S. Its zero locus in S is equal to the graph of df . Let us
denote the subbundle of ΩS annihilating vector fields tangent to the fibers
of π by E. Then s ∈ ΩS is a section of E and we obtain a resolution of the
structure sheaf of OL over OS :

. . . �� Λ2E∨
s̃ �� E∨

s̃ �� OS ,
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where s̃ denotes the derivation of the differential graded OS-algebra Λ•E∨

given by contraction with s. Taking duals and tensoring with OM , we obtain
a complex of vector bundles (ΛE|M , s|M ) that computes ExtiOS

(OL,OM ). One
checks that (ΛE|M , s|M ) = (ΩM , s).

Categorification: global case

We now come to the contents of this paper. let S be a symplectic manifold
and L, M Lagrangian submanifolds with intersection X . Let us use the ab-
breviation E i = ExtiOS

(OL,OM ). The E i are coherent sheaves of OX -modules.
The main theorem of this paper is that the locally defined de Rham differen-
tials (2) do not depend on the way we write S as a cotangent bundle, or in
other words, that d is independent of the chosen polarization of S. Thus, the
locally defined d glue, and we obtain a globally defined canonical de Rham
type differential

d : E i → E i+1.

In the case that X is smooth, E i = Ωi
X , and d is the usual de Rham dif-

ferential. We may call (E•, d) the virtual de Rham complex of the Lagrangian
intersection X . Conjecturally, (E , d) categorifies Lagrangian intersection num-
bers in the sense that for the local contribution of the point P ∈ X to the
Lagrangian intersection we have

νX(P ) =
∑
i

(−1)i−n dimC H
i
{P}
(
X, (E , d)

)
.

Hence, for the noncompact intersection numbers we should have

χ(X, νX) =
∑
i

(−1)i−n dimC H
i
(
X, (E , d)

)
.

In particular, if the intersection is compact, #X = χ(X, νX) should be the
alternating sum of the Betti numbers of the hypercohomology groups of the
virtual de Rham complex.

Donaldson–Thomas invariants

Our original motivation for this research was a better understanding of
Donaldson–Thomas invariants. It is to be hoped that the moduli spaces giv-
ing rise to Donaldson–Thomas invariants (spaces of stable sheaves of fixed
determinant on Calabi–Yau threefolds) are Lagrangian intersections, at least
locally. We have two reasons for believing this: First of all, the obstruction
theory giving rise to the virtual fundamental class is symmetric, a property
shared by the obstruction theories of Lagrangian intersections. Secondly, at
least heuristically, these moduli spaces are equal to the critical set of the
holomorphic Chern–Simons functional.

Our “exchange property” should be useful for gluing virtual de Rham com-
plexes if the moduli spaces are only local Lagrangian intersections.
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In this way we hope to construct a virtual de Rham complex on the
Donaldson–Thomas moduli spaces and thus categorify Donaldson–Thomas
invariants.

Gerstenhaber and Batalin–Vilkovisky structures
on Lagrangian intersections

The virtual de Rham complex (E•, d) is just half of the story. There is also
the graded sheaf of OX -algebras A• given by

Ai = TorOS

−i (OL,OM ) .

Locally, A• is given as the cohomology of (ΛTM , s̃), in the above notation.
The Lie–Schouten–Nijenhuis bracket induces a C-linear bracket operation

[ , ] : A• ⊗C A• −→ A•
of degree +1. We show that these locally defined brackets glue to give a
globally defined bracket making (A•,∧[, ]) a sheaf of Gerstenhaber algebras.

Then E• is a sheaf of modules over A•. (The module structure is induced
by contraction.) The bracket on A• and the differential on E• satisfy a com-
patibility condition; see (5). We say that (E , d) is a Batalin–Vilkovisky module
over the Gerstenhaber algebra (A,∧[, ]). (This structure has been called a
calculus by Tamarkin and Tsygan in [4].)

In the case that L and M are oriented submanifolds, i.e., the highest
exterior powers of the normal bundles have been trivialized, we have an iden-
tification

Ai = En+i .

Transporting the differential from E• to A• via this identification turns
(A,∧[, ], d) into a Batalin–Vilkovisky algebra.

To prove these facts we have to study differential Gerstenhaber algebras
and differential Batalin–Vilkovisky modules over them. We will prove that lo-
cally defined differential Gerstenhaber algebras and their differential Batalin–
Vilkovisky modules are quasi-isomorphic, making their cohomologies isomor-
phic and hence yielding the well-definedness of the bracket and the differential.

First order truncation

In this paper we are interested only in the Gerstenhaber and Batalin–
Vilkovisky structures on A and E . In other words, we deal only with the
structures induced on cohomology. This amounts to a truncation of the full
derived Lagrangian intersection. Because of our modest goal, we need to study
differential Gerstenhaber and Batalin–Vilkovisky structures only up to first
order. In future research, we hope to address the complete derived structure
on Lagrangian intersections.

This would certainly involve studying the Witten deformation of the de
Rham complex in more detail. Related work along these lines has been done
by Kashiwara and Schapira [3].
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Overview

1. Algebra

In this introductory section, we discuss algebraic preliminaries. We review
the definitions of differential Gerstenhaber algebra and differential Batalin–
Vilkovisky module. This is mainly to fix our notation. There are quite a
few definitions to keep track of; we apologize for the lengthiness of this
section.

2. Symplectic geometry

Here we review a few basic facts about complex symplectic manifolds. In
particular, the notions of Lagrangian foliation, polarization, and the canonical
partial connection are introduced.

3. Derived Lagrangian intersections on polarized symplectic manifolds

On a polarized symplectic manifold, we define derived intersections of La-
grangian submanifolds. These are (sheaves of) Gerstenhaber algebras on the
scheme-theoretic intersection of two Lagrangian submanifolds. The main theo-
rem we prove about these derived intersections is a certain invariance property
with respect to symplectic correspondences. We call it the exchange property.

We repeat this program for derived homs (the Batalin–Vilkovisky case),
and oriented derived intersections (the oriented Batalin–Vilkovisky case).

4. The Gerstenhaber structure on Tor and the Batalin–Vilkovisky structure
on Ext

In this section we use the exchange property to prove that after passing
to cohomology, we no longer notice the polarization. The Gerstenhaber and
Batalin–Vilkovisky structures are independent of the polarization chosen to
define them.

This section closes with an example of a symplectic correspondence and
the corresponding exchange property.

5. Further remarks

In this final section we define virtual de Rham cohomology of Lagrangian in-
tersections. We speculate on what virtual Hodge theory might look like. We
introduce a natural differential graded category associated to a complex sym-
plectic manifold. (It looks like a kind of holomorphic, de Rham type analogue
of the Fukaya category.) Finally, we mention the conjectures connecting the
virtual de Rham complex to the perverse sheaf of vanishing cycles.
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1 Algebra

Let M be a manifold. Regular functions, elements of OM , have degree 0.
By ΛTM we mean the graded sheaf of polyvector fields on M . We think of
it as a sheaf of graded OM -algebras (the product being ∧), concentrated in
nonpositive degrees, the vector fields having degree −1. By Ω•M we denote the
graded sheaf of differential forms on M . This we think of as a sheaf of graded
OM -modules, concentrated in nonnegative degrees, with 1-forms having degree
+1. We will denote the natural pairing of TM with ΩM by X � ω ∈ OS , for
X ∈ TM and ω ∈ ΩM . The following is, of course, well known:

Lemma 1.1. There exists a unique extension of � to an action of the sheaf of
graded OM -algebras ΛTM on the sheaf of graded OS-modules Ω•M that satisfies
(i) f �ω = fω, for f ∈ OS and ω ∈ Ω•M (linearity over OM ),
(ii) X � (ω1 ∧ ω2) = (X �ω1) ∧ ω2 + (−1)ω1ω1 ∧ (X �ω2), for X ∈ TM and

ω1, ω2 ∈ Ω•M , (the degree −1 part acts by derivations),
(iii) (X ∧ Y ) �ω = X � (Y �ω), for X,Y ∈ ΛTM , ω ∈ Ω•M (action property).

Now turn things around and note that any section s ∈ ΩM defines a
derivation of degree +1 on ΛTM , which we shall denote by s̃. It is the unique
derivation that extends the map TM → OM given by s̃(X) = X � s, for all
X ∈ TM . (Note that this is not a violation of the universal sign convention;
see Remark 1.3.)

Lemma 1.2. The pair (ΛTM , s̃) is a sheaf of differential graded OM -algebras.
Left multiplication by s defines a differential on Ω•M , and the pair (Ω•M , s) is
a sheaf of differential graded modules over (ΛTM , s̃).

Proof. This amounts to the formula

s ∧ (X �ω) = s̃(X) �ω + (−1)XX � (s ∧ ω) (3)

for all ω ∈ Ω•M and X ∈ ΛTM . ��
Remark 1.3. Set 〈X,ω〉 equal to the degree zero part of X �ω. This is a
perfect pairing ΛTM⊗OM Ω•M → OM , expressing the fact that Ω•M is the OM -
dual of ΛTM . According to formula (3), we have, if deg X + degω + 1 = 0,

〈s̃(X), ω〉+ (−1)X〈X, s ∧ ω〉 = 0 .

This means that the derivation s̃ and left multiplication by s are OS-duals of
one another. To explain the signs, note that we think of s̃ and s as differentials
on the graded sheaves ΛTM and Ω•M , and for differentials of degree +1 the
sign convention is

0 = D〈X,ω〉 = 〈DX,ω〉+ (−1)X〈X,Dω〉 .
In particular, for deg X = 1 and ω = 1 we get s̃(X) = 〈X, s〉 = X � s.
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Remark 1.4. We can summarize formula (3) more succinctly as

[s, iX ] = is̃(X) ,

where iX : Ω•M → Ω•M denotes the endomorphism ω �→ X �ω.

1.1 Differential Gerstenhaber algebras

Let S be a manifold and A a graded sheaf of OS-modules.

Definition 1.5. A bracket on A of degree +1 is a homomorphism

[, ] : A⊗C A −→ A

of degree +1 satisfying:
(i) [, ] is a graded C-linear derivation in each of its two arguments,
(ii) [, ] is graded commutative (not anticommutative).
If [, ] satisfies, in addition, the Jacobi identity, we shall call [, ] a Lie bracket.

The sign convention for brackets of degree +1 is that the comma is treated
as carrying the degree +1, the opening and closing bracket as having degree 0.
Thus, when passing an odd element past the comma, the sign changes. For
example, the graded commutativity reads

[Y,X ] = (−1)XY +X+Y [X,Y ] .

Definition 1.6. A Gerstenhaber algebra over OS is a sheaf of graded OS-
modules A, concentrated in nonpositive degrees, endowed with
(i) a commutative (associative, of course) product ∧ of degree 0 with unit,

making A a sheaf of graded OS-algebras,
(ii) a Lie bracket [, ] of degree +1 (see Definition 1.5).

In our cases, the underlying OS-module of A will always be coherent and
OS → A0 will be a surjection of coherent OS-algebras. The main example is
the following:

Example 1.7. Let M ⊂ S be a submanifold and A = ΛOMTM the polyvector
fields on M . The bracket is the Schouten–Nijenhuis bracket.

Definition 1.8. A differential Gerstenhaber algebra is a Gerstenhaber
algebra A over OS endowed with an additional C-linear map s̃ : A → A of
degree +1 that satisfies
(i) [s̃, s̃] = s̃2 = 0;
(ii) s̃ is a derivation with respect to ∧; in particular, it is OS-linear;
(iii) s̃ is a derivation with respect to [, ].
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Thus, neglecting the bracket, a differential Gerstenhaber algebra is a sheaf
of differential graded algebras over OS .

Lemma 1.9. Let (A, s̃) be a differential Gerstenhaber algebra. Let I ⊂ A0

be the image of s̃ : A−1 → A0. This is a sheaf of ideals in A0. Then the
cohomology h∗(A, s̃) is a Gerstenhaber algebra with h0(A, s̃) = A0/I.

Proof. This is clear: the fact that s̃ is a derivation with respect to both prod-
ucts on A implies that the two products pass to h∗(A, s̃). Then all the prop-
erties of the products pass to cohomology. ��
Example 1.10. Let M ⊂ S and A = ΛTM be as in Example 1.7. In addition,
let s ∈ ΩM be a closed 1-form. Then (ΛTM , s̃) with ∧ and Schouten–Nijenhuis
bracket [, ] is a differential Gerstenhaber algebra. The closedness of s makes s̃
a derivation with respect to [, ].

1.2 Morphisms of differential Gerstenhaber algebras

Definition 1.11. Let A and B be Gerstenhaber algebras over OS . A mor-
phism of Gerstenhaber algebras is a homomorphism φ : A → B of graded
OS-modules (of degree zero) that is compatible with both ∧ and [, ]:
(i) φ(X ∧ Y ) = φ(X) ∧ φ(Y ),
(ii) φ([X,Y ]) = [φ(X), φ(Y )].

Definition 1.12. Let (A, s̃) and (B, t̃) be differential Gerstenhaber algebras
over OS . A (first-order) morphism of differential Gerstenhaber algebras is
a pair (φ, {, }), where φ : A → B is a degree-zero homomorphism of graded
OS-modules, and {, } : A⊗C A→ B is a degree-zero C-bilinear map such that
(i) φ(X ∧ Y ) = φ(X) ∧ φ(Y ) and φ(s̃X) = t̃φ(X), so that φ : A → B is a

morphism of differential graded OS-algebras;

(ii) {, } is symmetric, i.e., {Y,X} = (−1)XY {X,Y };
(iii) {, } is a C-linear derivation with respect to ∧ in each of its arguments,

where the A-module structure on B is given by φ, in other words,

{X ∧ Y, Z} = φ(X) ∧ {Y, Z}+ (−1)XY φ(Y ) ∧ {X,Z}

and
{X,Y ∧ Z} = {X,Y } ∧ φ(Z) + (−1)Y Z{X,Z} ∧ φ(Y );

(iv) the failure of φ to commute with [ ] is equal to the failure of the OS-linear
differentials to behave as derivations with respect to { },

φ[X,Y ]− [φ(X), φ(Y )] = (−1)X t̃{X,Y }−(−1)X{s̃X, Y }−{X, s̃Y } . (4)
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Remark 1.13. We will always omit the qualifier “first order,” since we will not
consider any “higher-order” morphisms in this paper. This is because, in the
end, we are interested only in the cohomology of our differential Gerstenhaber
algebras. To keep track of the induced structure on cohomology, first-order
morphisms suffice. We hope to return to “higher-order” questions in future
research.

Remark 1.14. Suppose all conditions in Definition 1.12 except the last are
satisfied. Then both sides of the equation in condition (iv) are symmetric
of degree-one and C-linear derivations with respect to ∧ in each of the two
arguments. Thus, to check condition (iv), it suffices to check on C-algebra
generators for A.

Lemma 1.15. A morphism of differential Gerstenhaber algebras

(φ, { }) : (A, s̃) −→ (B, t̃)

induces a morphism of Gerstenhaber algebras on cohomology. In other words,

h∗(φ) : h∗(A, s̃) −→ h∗(B, t̃)

respects both ∧ and [, ].

Proof. Any morphism of differential graded OS-algebras induces a morphism
of graded algebras upon passing to cohomology. Thus h∗(φ) respects ∧.
The fact that h∗(φ) respects the Lie brackets follows from property (iv) of
Definition 1.12. All three terms on the right-hand side of said equation vanish
in cohomology. ��
Definition 1.16. A quasi-isomorphism of differential Gerstenhaber alge-
bras is a morphism of differential Gerstenhaber algebras that induces an iso-
morphism of Gerstenhaber algebras on cohomology.

1.3 Differential Batalin–Vilkovisky modules

Definition 1.17. Let A be a Gerstenhaber algebra. A sheaf of graded OS-
modules L with an action � of A making L a graded A-module is called a
Batalin–Vilkovisky module over A if it is endowed with a C-linear map
d : L→ L of degree +1 satisfying
(i) [d, d] = d2 = 0;
(ii) For all X,Y ∈ A and every ω ∈ L we have

d(X ∧ Y �ω) + (−1)X+Y X ∧ Y � dω + (−1)X [X,Y ] �ω

= (−1)XX � d(Y �ω) + (−1)XY +Y Y � d(X �ω) . (5)
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Remark 1.18. Write iX for the endomorphism ω �→ X �ω of L. Then for-
mula (5) can be rewritten as

[X,Y ] �ω =
[
[iX , d], iY

]
(ω)

or simply
i[X,Y ] =

[
[iX , d], iY

]
. (6)

Note also that
[
[iX , d], iY

]
=
[
iX , [d, iY ]

]
.

The action property (X ∧ Y ) �ω = X � (Y �ω) translates into iX∧Y =
iX ◦ iY .

In our applications, Batalin–Vilkovisky modules will always be coherent
over OS . Note that there is no multiplicative structure on L, so there is no
requirement for the differential d to be a derivation.

Example 1.19. Let M ⊂ S and A = ΛTM be the Gerstenhaber algebra of
polyvector fields on M , as in Example 1.7. Then Ω•M with exterior differenti-
ation d is a Batalin–Vilkovisky module over ΛTM .

Definition 1.20. A differential Batalin–Vilkovisky module over the dif-
ferential Gerstenhaber algebra (A, s̃) is a Batalin–Vilkovisky module L for the
underlying Gerstenhaber algebra A, endowed with an additional C-linear map
s : L→ L of degree +1 satisfying:
(i) [s, s] = s2 = 0;
(ii) (M, s) is a differential graded module over the differential graded algebra

(A, s̃), i.e., we have

s(X �ω) = s̃(X) �ω + (−1)XX � s(ω)

for all X ∈ A, ω ∈ L. More succinctly: [s, iX ] = is̃(X);
(iii) [d, s] = 0.

Note that the differential s is necessarily OS-linear. This distinguishes it
from d.

Lemma 1.21. Let (L, s) be a differential Batalin–Vilkovisky module over the
differential Gerstenhaber algebra (A, s̃). Then h∗(L, s) is a Batalin–Vilkovisky
module for the Gerstenhaber algebra h∗(A, s̃).

Proof. First, h∗(M, s) is a graded h∗(A, s̃)-module. The condition [d, s] = 0
implies that d passes to cohomology. Then the properties of d pass to coho-
mology as well. ��
Example 1.22. Let M ⊂ S be a submanifold and s ∈ ΩM a closed 1-form.
Then (Ω•M , s) (see Lemma 1.2) is a differential Batalin–Vilkovisky module
over the differential Gerstenhaber algebra (ΛTM , s̃) of Example 1.10.
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1.4 Homomorphisms of differential Batalin–Vilkovisky modules

Definition 1.23. Let A and B be Gerstenhaber algebras and φ : A → B a
morphism of Gerstenhaber algebras. Let L be a Batalin–Vilkovisky module
over A and M a Batalin–Vilkovisky module over B. A homomorphism of
Batalin–Vilkovisky modules of degree n (covering φ) is a degree n homomor-
phism of graded A-modules ψ : L→M (where the A-module structure on M
is defined via φ), which commutes with d:

(i) ψ(X �ω) = (−1)nXφ(X) �ψ(ω),
(ii) ψdL(ω) = (−1)ndMψ(ω).
We write the latter condition as [ψ, d] = 0.

Definition 1.24. Let (A, s̃) and (B, t̃) be differential Gerstenhaber algebras
and (φ, {, }) : (A, s̃) → (B, t̃) a morphism of differential Gerstenhaber alge-
bras. Let (L, s) be a differential Batalin–Vilkovisky module over (A, s̃) and
(M, t) a differential Batalin–Vilkovisky module over (B, t̃). A (first-order)
homomorphism of differential Batalin–Vilkovisky modules of degree n cov-
ering (φ, {, }) is a pair (ψ, δ), where ψ : (L, s) → (M, t) is a degree n ho-
momorphism of differential graded (A, s̃)-modules, where the (A, s̃)-module
structure on (M, t) is through φ. Moreover, δ : L→M is a C-linear map, also
of degree n, satisfying

(i) the commutator property

ψ ◦ d− (−1)nd ◦ ψ = −2(−1)nt ◦ δ + 2δ ◦ s , (7)

(ii) compatibility with the bracket {, } property

δ(X∧Y �ω)+(−1)n(X+Y )φ(X)∧φ(Y ) � δω+(−1)n(X+Y ){X,Y } �ψ(ω)

= (−1)nXφ(X) � δ(Y �ω) + (−1)XY +nY φ(Y ) � δ(X �ω) . (8)

Remark 1.25. The same comments as those in Remark 1.13 apply.

Remark 1.26. If we use the same letter s to denote the OS-linear differentials
on L and M , we can rewrite the commutator conditions of Definition 1.24 more
succinctly as

[ψ, s] = 0, [ψ, d]− 2[δ, s] = 0 .

The compatibility with the bracket property can be rewritten as
[
ιX , [ιY , δ]

]
= ι{X,Y } ◦ ψ . (9)

Note the absence of a condition on the commutator [δ, d]. This would be a
“higher-order” condition.
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Remark 1.27. It is a formal consequence of properties of the commutator
bracket that the left-hand side of (9) is a C-linear derivation in each of its
two arguments X,Y . The same is true of the right-hand side by assumption.
Thus we have that if all properties of Definition 1.24 except for (i) and (ii)
are satisfied, then to check that (ii) is satisfied, it suffices to do this for all X
and Y belonging to a set of C-algebra generators for A.

Remark 1.28. Suppose all properties of Definition 1.24 except for (i) are
satisfied. Suppose also that L is free of rank one as an A-module on the basis
ω◦ ∈ L. Then it suffices to prove equation (7) applied to elements of the form
X �ω◦, where X runs over a set of generators of A as an A0-module.

Lemma 1.29. Let (ψ, δ) : (L, s) → (M, t) be a homomorphism of differen-
tial Batalin–Vilkovisky modules over the morphism (φ, {, }) : (A, s̃) → (B, t̃)
of differential Gerstenhaber algebras. Then h∗(ψ) : h∗(L, s) → h∗(M, t) is a
homomorphism of Batalin–Vilkovisky modules over the morphism of Gersten-
haber algebras h∗(φ) : h∗(A, s̃) → h∗(B, t̃).

Proof. Evaluating the right-hand side of equation (7) on s-cocycles in L yields
t-boundaries in M . ��

1.5 Invertible differential Batalin–Vilkovisky modules

Definition 1.30. We call the Batalin–Vilkovisky module L over the Gersten-
haber algebra A invertible if locally in S, there exists a section ω◦ of L such
that the evaluation homomorphism

Ψ◦ : A −→ L,

X �−→ (−1)Xω◦
X �ω◦,

is an isomorphism of sheaves of OS-modules. Any such ω◦ will be called a
(local) orientation for L over A.

Note that if the degree of an orientation ω◦ is n, then Lk = 0 for all k > n,
by our assumption on A. Thus orientations always live in the top degree of
L. Moreover, if orientations exist everywhere locally, Ln is an invertible sheaf
over A0.

Lemma 1.31. Let L be an invertible Batalin–Vilkovisky module over the Ger-
stenhaber algebra A and assume that ω◦ is a (global) orientation for L over
A. Then, transporting the differential d via Ψ◦ to A yields a C-linear map of
degree +1, which we will call d◦ : A→ A. It is characterized by the formula

d◦(X) �ω◦ = d(X �ω◦) .

It squares to 0 and it satisfies
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(−1)X [X,Y ] = d◦(X) ∧ Y + (−1)XX ∧ d◦(Y )− d◦(X ∧ Y ) , (10)

for all X,Y ∈ A. In other words, d◦ is a generator for the bracket [, ], making
A a Batalin–Vilkovisky algebra.

Proof. The assertion follows directly from formula (5) upon noticing that
because ω◦ is top-dimensional, it is automatically d-closed: dω◦ = 0. ��
Corollary 1.32. If the Gerstenhaber algebra admits an invertible Batalin–
Vilkovisky module it is locally a Batalin–Vilkovisky algebra.

Example 1.33. The Batalin–Vilkovisky module Ω•M over the Gerstenhaber
algebra ΛTM of Example 1.10 is invertible. Any nonvanishing top-degree form
ω◦ ∈ Ωn

M is an orientation for Ω•M , where n = dimM . Thus, the Schouten–
Nijenhuis algebra ΛTM is a Batalin–Vilkovisky algebra. For Calabi–Yau man-
ifolds, i.e., Ωn

M = OS , a generator for the Batalin–Vilkovisky algebra is given.

Definition 1.34. Let (L, s) be a differential Batalin–Vilkovisky module over
the differential Gerstenhaber algebra (A, s̃). Then (L, s) is called invertible if
the underlying Batalin–Vilkovisky module L is invertible over the underlying
Gerstenhaber algebra A. An orientation for (A, s̃) is an orientation of the
underlying L.

Proposition 1.35. Let (L, s) be an invertible differential Batalin–Vilkovisky
module over the differential Gerstenhaber algebra (A, s̃). Then under the iso-
morphism Ψ◦ defined by an orientation ω◦ of L over A, the differential s̃
corresponds to the differential s. In particular, the induced differential d◦ on
A has the property

[d◦, s̃] = 0 ,

besides satisfying (10). Hence (A, d◦, s̃) is a differential Batalin–
Vilkovisky algebra.

Moreover, the cohomology h∗(L, s) is an invertible Batalin–Vilkovisky mod-
ule over the Gerstenhaber algebra h∗(A, s̃). We have hn(L, s) = Ln/I, and the
image of any orientation of L over A under the quotient map Ln → Ln/I
gives an orientation for h∗(L, s) over h∗(A, s̃).

Proof. The equation s◦Ψ◦ = (−1)ω
◦
Ψ◦ ◦ s̃ follows immediately from [s, iX ] =

is̃(X) upon noticing that s(ω) = 0. Since Ψ◦ is therefore an isomorphism of dif-
ferential graded OS-modules, the cohomology is an isomorphism: h∗(A, s̃) ∼−→
h∗(L, s). The rest follows from this. ��
Example 1.36. For a closed 1-form s on M , the differential Batalin–
Vilkovisky module (Ω•M , s) over the differential Gerstenhaber algebra (ΛTM , s̃)
of Example 1.22 is invertible. Any trivialization of Ωn

M defines an orientation.
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1.6 Oriented homomorphisms of invertible Batalin–Vilkovisky
modules

Definition 1.37. Let φ : A → B be a morphism of Gerstenhaber algebras
and ψ : L → M a homomorphism of invertible Batalin–Vilkovisky modules
covering φ. Let ω◦L and ω◦M be orientations for L and M , respectively. The
homomorphism ψ : L → M is said to preserve the orientations (or be
oriented) if ψ (ω◦L) = ω◦M .

Lemma 1.38. Suppose we are given oriented invertible Batalin–Vilkovisky
modules L and M over the Gerstenhaber algebras A and B, making A and B
into Batalin–Vilkovisky algebras. Suppose ψ : L → M is an oriented homo-
morphism of Batalin–Vilkovisky modules. Then under the identifications of L
and M with A and B given by ω◦L and ω◦M , the map ψ : L→M corresponds
to φ : A→ B. Hence φ : A→ B commutes with d◦. Thus φ is a morphism of
Batalin–Vilkovisky algebras: it respects ∧, [, ], and d◦.

Definition 1.39. Let (ψ, δ) : (L, s) → (M, t) be a homomorphism of invert-
ible differentiable Batalin–Vilkovisky modules over (φ, {, }) : (A, s̃) → (B, t̃).
Let ω◦L and ω◦M be orientations for L and M , respectively. We call (ψ, δ)
oriented if ψ (ω◦L) = ω◦M and δ (ω◦L) = 0.

Proposition 1.40. Suppose (ψ, δ) : (L, s, ω◦L) → (M, t, ω◦M ) is an oriented
homomorphism of oriented invertible differential Batalin–Vilkovisky modules
over (φ, {, }) : (A, s̃) → (B, t̃). Then (A, s̃, [, ], d◦) and (B, t̃, [, ], d◦) are differ-
ential Batalin–Vilkovisky algebras. Transporting δ : L → M via the identifi-
cations of L and M with A and B to a map δ◦ : A→ B satisfying

δ◦(X) �ωM = (−1)δXδ(X �ωL) ,

we get a triple

(φ, {, }, δ◦) : (A, s̃, [, ], d◦) −→ (B, t̃, [, ], d◦) ,

which satisfies the following conditions:
(i) φ : (A, s̃)→ (B, t̃) is a morphism of differential graded algebras;
(ii) we have the commutator property

φ ◦ d◦ − d◦ ◦ φ = −2 t̃ ◦ δ◦ + 2 δ◦ ◦ s̃ ,

or, by abuse of notation, [φ, d◦]− 2[δ◦, s̃] = 0;
(iii) the map δ◦ is a generator for the bracket {, },

{X,Y } = δ◦(X) ∧ φ(Y ) + φ(X) ∧ δ◦(Y )− δ◦(X ∧ Y );

(iv) the failure of φ to preserve [, ] equals the failure of s̃ to be a derivation
with respect to {, }, equation (4).
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Thus (φ, { }, δ◦) is a (first-order) morphism of differential Batalin–
Vilkovisky algebras.

The Lie bracket [, ] is determined by its generator d0, and the bracket {, }
is determined by its generator δ0. Thus, in a certain sense, the two brackets
are redundant. Moreover, condition (iv) is implied by conditions (ii) and (iii).

Remark 1.41. A morphism of differential Batalin–Vilkovisky algebras

(φ, {, }, δ◦) : (A, s̃, [, ], d◦) −→ (B, t̃, [, ], d◦)

induces on cohomology

h∗(φ) :
(
h∗(A, s̃), [, ], d◦

)→ (h∗(B, t̃), [, ], d◦
)

a morphism of Batalin–Vilkovisky algebras.

2 Symplectic geometry

Let (S, σ) be a symplectic manifold, i.e., a complex manifold S endowed with
a closed holomorphic 2-form σ ∈ Ω2

S that is everywhere nondegenerate, i.e.,
X → X �σ defines an isomorphism of vector bundles TS → ΩS . The (complex)
dimension of S is even, and we will denote it by 2n.

A submanifold M ⊂ S is Lagrangian if the restriction of this isomorphism
TS |M → ΩS |M identifies TM ⊂ TS |M with T⊥M ⊂ ΩS |M . An equivalent condi-
tion is that the restriction of σ to a 2-form on M vanishes and that dimM = n.
More generally, we define an immersed Lagrangian to be an unramified mor-
phism i : M → S, where M is a manifold of dimension n, such that i∗σ ∈ Ω2

M

vanishes.
Holomorphic coordinates x1, . . . , xn, p1, . . . , pn on S are called Darboux

coordinates if

σ =
n∑

i=1

dpi ∧ dxi .

Let us introduce one further piece of notation. For a subbundle E ⊂ ΩS

we consider the associated bundles E⊥, E∨, and E† defined by the short exact
sequences of vector bundles

0 ��E⊥ ��TS
��E∨ ��0

and
0 ��E ��ΩS

��E† ��0 .
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2.1 Lagrangian foliations

Definition 2.1. A Lagrangian foliation on S is an integrable distribution
F ⊂ TS, where F ⊂ TS is a Lagrangian subbundle, i.e., X → X �σ defines an
isomorphism of vector bundles F → F⊥ ⊂ ΩS .

All leaves of the Lagrangian foliation F are Lagrangian submanifolds of S.
The Lagrangian foliation F ⊂ TS may be equivalently defined in terms of the
subbundle E = F⊥ ⊂ ΩS . Usually, we find it more convenient to specify E ⊂
ΩS , rather than F ⊂ TS. In terms of E, we have the following isomorphism
of short exact sequences of vector bundles:

0 �� E⊥

∼=
��

�� TS
��

�σ∼=
��

E∨ ��

∼=
��

0

0 �� E �� ΩS
�� E† �� 0

Definition 2.2. A polarized symplectic manifold is a symplectic manifold
endowed with a Lagrangian foliation.

The canonical partial connection

Any foliation F ⊂ TS defines a partial connection on the quotient bundle
TS/F :

∇ : TS/F −→ F∨ ⊗ TS/F , (11)

given by
∇Y (X) = [Y,X ] ,

for Y ∈ F and X ∈ TS/F . This partial connection is flat. The dual bundle of
TS/F is F⊥ ⊂ ΩS . The dual connection

∇ : F⊥ −→ F∨ ⊗ F⊥

is given by
∇Y (ω) = Y � dω

for Y ∈ F and ω ∈ F⊥ ⊂ ΩS .
Let us specialize to the case that F is Lagrangian. Then we can transport

the partial connection from F⊥ to F via the isomorphism F ∼= F⊥. We obtain
the canonical partial flat connection

∇ : F −→ F∨ ⊗ F

characterized by
∇Y (X) �σ = Y � d(X �σ) ,
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for Y ∈ F and X ∈ F . The dual of this partial connection is

∇ : F∨ −→ F∨ ⊗ F∨ ,

which is characterized by

∇Y (X �σ) = [Y,X ] �σ ,

for Y ∈ F and X ∈ TS .

Oriented Lagrangian foliations

Definition 2.3. Let F ⊂ TS be a Lagrangian foliation on S. An orientation
of F is a nowhere vanishing global section

θ ∈ Γ (S,ΛnF )

that is flat with respect to the canonical partial connection on F .
A polarized symplectic manifold is called oriented if its Lagrangian foli-

ation is endowed with an orientation.

Remark 2.4. If θ is an orientation of the Lagrangian foliation F , then we
have ∇(θ �σn) = 0. (Note that θ �σn ∈ ΛnF⊥ ⊂ ΛnΩS .)

2.2 Polarizations and transverse Lagrangians

Let E ⊂ ΩS define a Lagrangian foliation on S.

Lemma 2.5. Let M be a Lagrangian submanifold of S that is everywhere
transverse to E. Then there exists (locally near M) a unique section s of E
such that ds = σ and M = Z(s), i.e., M is the zero locus of s (as a section
of the vector bundle E).

Definition 2.6. We call s the Euler form of M with respect to E, or the
Euler section of M in E.

Remark 2.7. Conversely, if s is any section of E such that ds = σ, then Z(s)
is a Lagrangian submanifold. Thus we have a canonical one-to-one correspon-
dence between sections s of E such that ds = σ and Lagrangian submanifolds
of S transverse to E.

Lemma 2.8. Let (S, F, σ, θ) be an oriented polarized symplectic manifold and
E = F⊥. Let M ⊂ S be a Lagrangian submanifold, everywhere transverse
to F . Then near every point of M there exists a set of Darboux coordinates
x1, . . . , xn, pn . . . , pn such that
(i) M = Z(p1, . . . , pn);

(ii) F =
〈

∂
∂p1

. . . , ∂
∂pn

〉
;
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(iii) ∇
(

∂
∂pi

)
= 0, for all i = 1, . . . , n;

(iv) θ = ∂
∂pi
∧ · · · ∧ ∂

∂pn
.

Moreover, in these coordinates we have
(i) E = 〈dx1, . . . , dxn〉;
(ii) the Euler form s of M inside E is given by s =

∑
pidxi.

3 Derived Lagrangian intersections on polarized
symplectic manifolds

Definition 3.1. Let (S,E, σ) be a polarized symplectic manifold and L, M
immersed Lagrangians of S that are both transverse to E. Then the derived
intersection

L �S M

is the sheaf of differential Gerstenhaber algebras (ΛTM , t̃) on M , where t̃ is
the derivation on ΛTM induced by the restriction to M of the Euler section
t ∈ E ⊂ ΩS of L.

Since dt = σ and M is Lagrangian, the restriction of t to M is closed, and
so t̃ is a derivation with respect to the Schouten–Nijenhuis bracket on ΛTM ,
making (ΛTM , t̃) a differential Gerstenhaber algebra.

Remark 3.2. After passing (locally in L) to suitable étale neighborhoods of
L in S we can assume that L is embedded (not just immersed) in S and that
L admits a globally defined Euler section t on S. This defines the derived
intersection étale locally in M , and the global derived intersection is defined
by gluing in the étale topology on M .

Remark 3.3. If we forget about the bracket, the underlying complex of OS-
modules (ΛTM , t̃) represents the derived tensor product

OL

L⊗OS OM

in the derived category of sheaves of OS-modules.

Remark 3.4. The derived intersection L �S M depends a priori on the po-
larization E. We will see later (see the proof of Theorem 4.2) that differ-
ent polarizations lead to locally quasi-isomorphic derived intersections. (The
quasi-isomorphism is not canonical, since it depends on the choice of a third
polarization transverse to both of the polarizations being compared. It is not
clear that such a third polarization can necessarily be found globally.)

Remark 3.5. The derived intersection does not seem to be symmetric. We
will see below that L �S M = M �S L, where S = (S,−σ), but only if S
is endowed with a different polarization, transverse to E. Then the issue of
change of polarization of Remark 3.4 arises.
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Definition 3.6. Let S,L,M be as in Definition 3.1. Let M be oriented, i.e.,
endowed with a nowhere-vanishing top-degree differential form ω◦M . (Since M
is Lagrangian, this amounts to the same as a trivialization of the determi-
nant of the normal bundle NM/C .) We call the differential Batalin–Vilkovisky
algebra (ΛTM , t̃, [, ], d◦), where d◦ is induced by ω◦M as in Section 1.5, the
oriented derived intersection, notation L �◦S M .

By a local system we mean a vector bundle (locally free sheaf of finite rank)
endowed with a flat connection. Every local system P on a complex manifold
M has an associated holomorphic de Rham complex (P ⊗OM Ω•M , d), where
d denotes the covariant derivative.

Definition 3.7. Let (S,E, σ) be a polarized symplectic manifold and L, M
immersed Lagrangians, both transverse to E. Let P be a local system on
M and Q a local system on S. The derived hom from Q|L to P |M is the
differential Batalin–Vilkovisky module

RHomS

(
Q|L,P |M) =

(
Ω•M ⊗Q∨|M ⊗ P, t

)

over the differential Gerstenhaber algebra

L �S M = (ΛTM , t̃) .

The tensor products are taken over OM . The closed 1-form t ∈ ΩM is the
restriction to M of the Euler section of L inside E. The OM -linear differential
t is multiplication by t and the C-linear differential d is covariant derivative
with respect to the induced flat connection on Q∨|M ⊗ P .

Remark 3.8. If we forget about the C-linear differential d and the flat connec-
tions on P and Q, the underlying complex of OS-modules RHomS(Q|L,P |M)
represents the derived sheaf of homomorphisms RHomOS (Q|L, P ) in the de-
rived category of sheaves of OS-modules.

3.1 The exchange property: Gerstenhaber case

Given two symplectic manifolds S′, S, of dimensions 2n′ and 2n, a symplectic
correspondence between S′ and S is a manifold C of dimension n + n′,
together with morphisms π′ : C → S′ and π : C → S, such that
(i) π∗σ = π′

∗
σ′ (as sections of ΩC),

(ii) C → S′ × S is unramified.
Thus a symplectic correspondence is an immersed Lagrangian of

S
′ × S = (S′ × S, σ − σ′) .

Let C → S′×S be a symplectic correspondence. We say that the immersed
Lagrangian L→ S is transverse to C if
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(i) for every (Q,P ) ∈ C ×S L we have that

TC |Q ⊕ TL|P −→ TS|π(Q)

is surjective; hence the pullback L′ = C×SL is a manifold of dimension n′;
(ii) the natural map L′ → S′ is unramified (and hence L′ is an immersed

Lagrangian of S′).
By exchanging the roles of S and S′ we also get the notion of transversality
to C for immersed Lagrangians of S′.

Exchange property setup

Let (S,E, σ) and (S′, E′, σ′) be polarized symplectic manifolds. Let E⊥ ⊂
TS and E′

⊥ ⊂ TS′ be the corresponding Lagrangian foliations. Consider a
transverse symplectic correspondence C → S′ × S. This means that C →
S′ × S is transverse to the foliation E′

⊥ × E⊥ of S′ × S. In particular, the
composition

TC −→ π∗TS −→ π∗E∨

is surjective. Hence the foliation E⊥ ⊂ TS pulls back to a foliation F ⊂ TC of
rank n′. We have the exact sequence of vector bundles

0 −→ F −→ TC −→ π∗E∨ −→ 0 . (12)

Similarly, the foliation E′
⊥ ⊂ TS′ pulls back to a foliation F ′ ⊂ TC of rank n

with the exact sequence

0 −→ F ′ −→ TC −→ π′
∗
E′
∨ −→ 0 .

Moreover, F and F ′ are transverse foliations of C, and so we have

F ⊕ F ′ = TC = π′
∗
E′
∨ ⊕ π∗E∨ .

Even though it is not strictly necessary, we will make the assumption that
F ⊂ TC descends to a Lagrangian foliation F̃ ⊂ TS′ and F ′ ⊂ TC descends to
a Lagrangian foliation F̃ ′ ⊂ TS . This makes some of the arguments simpler.

Remark 3.9. The composition

F ��TC
��π′∗TS′

� π′∗σ′
��π′∗ΩS′ ��π′∗E′†

defines an isomorphism of vector bundles β : F
∼−→ π′

∗
E′
† and its inverse

η : π′
∗
E′
† ∼−→ F . We can reinterpret these as perfect pairings β : F ⊗OC

π′
∗
E′
⊥ → OC and η : F∨ ⊗OC π′

∗
E′
† → OC . These will be important in the

proof below.
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Now assume that we are given immersed Lagrangians L of S and M ′ of
S′. Assume that both are transverse to C. Then we obtain manifolds L′ and
M by the pullback diagram

L′ ��

��
�

L

��
M ��

��
�

C
π ��

π′

��

S

M ′ �� S′

(13)

Then L′ is an immersed Lagrangian of S′ and M an immersed Lagrangian
of S.

Finally, we assume that L and M are transverse to E and that M ′ and
L′ are transverse to E′. As a consequence, L′ is transverse to F ′ and M is
transverse to F .

Remark 3.10. Since M is transverse to F , we have a canonical isomorphism
F |M = NM/C . Also, since π′

∗
NM ′/S′ = NM/C , we have π′

∗
E′
⊥|M = NM/C .

Thus, restricting the pairings β and η to M , we obtain

β|M : NM/C ⊗OM NM/C → OM ,

and
η|M : N∨

M/C ⊗OM N∨
M/C → OM .

Lemma 3.11. If s ∈ E is the Euler section of M in E and s′ the Euler
section of M ′ in E′, then the homomorphism β|M : NM/C → N∨

M/C fits into
the commutative diagram

TC
s̃−s̃′ ��

��

OC
d �� ΩC

��
TC |M �� NM/C

β|M �� N∨
M/C

�� ΩC |M

Proof. Let P ∈ M ⊂ C be a point. It suffices to prove the claim locally near
P . Let F̃ ⊂ TS′ be the Lagrangian foliation on S′, which pulls back to F ⊂ TC .
Then F̃ is transverse to both E′ and M ′.

Choose holomorphic functions x1, . . . , xn′ in a neighborhood of π′(P ) in S′

such that dx1, . . . , dxn′ is a basis for E′ ⊂ ΩS′ . Also, choose y1, . . . , yn′ , such
that dy1, . . . , dyn′ is a basis for F̃⊥ ⊂ ΩS′ . Then (xi, yj) is a set of coordinates
for S′ near π′(P ).

Let s be the Euler section of M ′ in F̃⊥ and let f be the unique holomorphic
function on S′, defined in a neighborhood of π′(P ), such that f(π′(P )) = 0
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and df = s−s′. Then we have s =
∑

j
∂f
∂yj

dyj and s′ = −∑i
∂f
∂xi

dxi. Moreover,

σ′ =
∑

i,j
∂2f

∂xi∂yj
dxi ∧ dyj .

We remark that the composition TS′
df→ OS′

d→ ΩS′ factors through
NM ′/S′ → N∨

M ′/S′ , because f vanishes on M ′. The resulting map is, in
fact, the Hessian of f . Via our identifications, this Hessian agrees with the
map F̃ |M ′ → E′

†|M ′ induced by σ′, because, with our choice of coordinates,
F̃ |M ′ = NM ′/S′ has basis ∂

∂xi
and E′

†|M ′ = N∨
M ′/S′ has basis dyj .

To transfer this result from S′ to C, we remark that the pullback of s to C
is necessarily equal to the pullback of s to C. Thus the composition d◦ (s̃− s̃′)
is equal to the Hessian of the pullback of f to C. This is, by what we proved
above, equal to the pullback of the map induced by σ′. ��
Theorem 3.12. There are canonical quasi-isomorphisms of differential Ger-
stenhaber algebras

(M ′ × L) �S
′×S C −→ L �S M

and
(M ′ × L) �S

′×S C −→M ′ �S
′ L′ .

In particular, the derived intersections L�S M and M ′ �S
′ L′ are canonically

quasi-isomorphic.

Proof. Passing to étale neighborhoods of L in S and M ′ in S′ will not change
anything about either derived intersection L �S M or M ′ �S

′ L′, so we may
assume, without loss of generality, that

(i) L is embedded (not just immersed) in S (and the same for M ′ in S′),
(ii) L admits a global Euler section t with respect to E on S (and M ′ has the

Euler section s′ in E′ on S′).

Then the Euler section of M ′ with respect to E′ on S
′
is −s′. Thus the derived

intersection L�SM is equal to (ΛTM , t̃) and the derived intersection M ′�S
′ L′

equals (ΛTL′,−s̃′).
Pulling back the 1-form t via π, we obtain a 1-form on C, which we shall,

by abuse of notation, also denote by t. Similarly, pulling back s′ via π′ we get
the 1-form s′ on C. The difference t− s′ is closed on C, and thus we have the
differential Gerstenhaber algebra (ΛTC , t̃− s̃′). We remark that it is equal to
(M ′ × L) �S

′×S C.
Recall that we have the identification TC = π′

∗
E′
∨ ⊕ π∗E∨. Under this

direct sum decomposition t̃ − s̃′ splits up into two components, −s̃′ and t̃.
Hence we obtain the decomposition

(ΛTC , t̃− s̃′) = π′
∗(ΛE′

∨
,−s̃′)⊗ π∗(ΛE∨, t̃)

of differential graded OC -algebras.
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Recall that OS′ → OM ′ induces a quasi-isomorphism of differential graded
OS′ -algebras (ΛE′

∨
,−s̃′) → OM ′ . Because the pullback M = M ′ ×S′ C is

transverse, we get an induced quasi-isomorphism

π′
∗(ΛE′

∨
,−s̃′) −→ OM

of differential graded OC -algebras. Tensoring with π∗(ΛE∨, t̃), we obtain the
quasi-isomorphism

(ΛTC , t̃− s̃′) −→ (ΛE∨, t̃)|M .

Noting that E∨|M = TM , because M is an immersed submanifold in S trans-
verse to E, we see that (ΛE∨, t̃)|M = (ΛTM , t̃), and so we have a quasi-
isomorphism of differential graded OC -algebras

φ : (ΛTC , t̃− s̃′) −→ (ΛTM , t̃) . (14)

For analogous reasons, we also have the quasi-isomorphism

φ′ : (ΛTC , t̃− s̃′) −→ (ΛTL′,−s̃′) .

The proof will be finished if we can enhance φ and φ′ by brackets, making
them morphisms of differential Gerstenhaber algebras. We will concentrate
on φ. The case of φ′ follows by symmetry.

Thus we shall define a bracket

{, } : ΛTC ⊗C ΛTC −→ ΛTM (15)

such that (φ, {, }) becomes a morphism of differential Gerstenhaber algebras.
We use the foliation F ⊂ TC . It defines as in equation (11) a partial flat

connection
∇ : TC/F −→ F∨ ⊗OC TC/F .

By the usual formulas we can transport ∇ onto the exterior powers of TC/F .
In our context, we obtain

∇ : π∗ΛE∨ −→ F∨ ⊗OC π∗ΛE∨ .

To get the signs right, we will consider the elements of the factor F∨ in this
expression to have degree zero.

Let us write the projection ΛTC → π∗ΛE∨ as ρ. We identify F∨|M with
N∨

M/C and (π∗ΛE∨)|M with ΛTM . Then φ is the composition of ρ with re-
striction to M . We now define for X,Y ∈ ΛTC ,

{X,Y } = η
(∇(ρX)|M ∧∇(ρY )|M

)
. (16)
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In this formula, “∧” denotes the homomorphism (all tensors are over OM )
(
N∨

M/C ⊗ ΛTM

)
⊗
(
N∨

M/C ⊗ ΛTM

)
−→
(
N∨

M/C ⊗N∨
M/C

)
⊗ ΛTM ,

v ⊗X ⊗ w ⊗ Y �−→ v ⊗ w ⊗X ∧ Y.

There is no sign correction in this definition, because the elements of N∨
M/C are

considered to have degree zero, by our sign convention. We have also extended
the map η linearly to

η :
(
N∨

M/C ⊗OM N∨
M/C

)
⊗OM ΛTM −→ ΛTM .

Claim. The conditions of Definition 1.12 are satisfied by (φ, { }).
All but the last condition follow easily from the definitions. Let us check

condition (iv). We use Remark 1.14. The C-algebra ΛTC is generated in de-
grees 0 and −1. As generators in degree −1, we may take the basic vector
fields of a coordinate system for C. We choose this coordinate system such
that M is cut out by a subset of the coordinates. Then, if we plug in genera-
tors of degree −1 for both X and Y in formula (4), every term vanishes. Also,
if we plug in terms of degree 0 for both X and Y , both sides of (4) vanish for
degree reasons. By symmetry, we thus reduce to considering the case in which
X is of degree −1, i.e., a vector field on C, and Y is of degree 0, i.e., a regular
function on C.

Hence we need to prove that for all X ∈ TC and g ∈ OC we have

X(g)|M − ρ(X)|M
(
g|M
)

= {(t̃− s̃′)X, g} − t̃{X, g} . (17)

Let s denote the Euler section of M in E ⊂ ΩS , and its pullback to C. We
will prove that

X(g)|M − ρ(X)|M
(
g|M
)

= {(s̃− s̃′)X, g} (18)

and
{(t̃− s̃)X, g} = t̃{X, g} . (19)

equation (18) involves only M , not L, and equation (19) involves only E,
not E′. Together, they imply equation (17).

All terms in these three equations are OS-linear in X and derivations in g,
and may hence be considered as OC -linear maps TC → Der(OC ,OM ). Since
Der(OC ,OM ) = HomOC (ΩC ,OM ) = TC |M , we may also think of them as
OC -linear maps TC → TC |M .

For example, the OC -linear map

TC −→ TC |M , (20)
X �−→ {(s̃− s̃′)X, · },
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is equal to the composition

TC
s̃−s̃′ ��OC

d ��ΩC
��F∨|M η ��F |M ��TC |M .

Then the commutative diagram (Lemma 3.11)

TC
s̃−s̃′ ��

��

OC
d �� ΩC

�� ���
��

��
��

��

TC |M

��

ΩC |M �� F∨|M η �� F |M �� TC |M

NM/C
β �� N∨

M/C

��

id

�����������

and the fact that η is the inverse of β proves that (20) is equal to the
composition

TC
��TC |M p ��TC |M ,

where p is the projection onto the the second summand of the decomposition

TC |M = TM ⊕NM/C

given by the foliation F transverse to M in C. If we denote by q the projection
onto the first summand, we see that the map

TC −→ TC |M , (21)
X �−→ ρ(X)|M ( · |M ),

is equal to

TC
��TC |M q ��TC |M .

Thus (20) and (21) sum to the restriction map TC → TC |M , which is equal to
the map given by X �→ X( · )|M . This proves (18).

Now let us remark that for any closed 1-form u on C we have

ũ[Y,X ] = Y
(
ũ(X)

)−X
(
ũ(Y )

)
.

If u ∈ π∗E ⊂ ΩC , then ũ(Y ) = 0, for all Y ∈ F . So if Y ∈ F we have

ũ[Y,X ] = Y
(
ũ(X)

)
.

We have ũ[Y,X ] = ũ
(∇(X)(Y )

)
by definition of the partial connection ∇ and

we can write Y
(
ũ(X)

)
= 〈Y, d

(
ũ(X)

)〉. In other words, the diagram

TC/F
∇ ��

ũ

��

Hom(F, TC/F )

−◦ũ
��

OC
d �� ΩC

�� F∨
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commutes. Thus, the larger diagram

TC
ρ ��

ũ ���
��

��
��

��
π∗E∨

∇ ��

ũ

��

F∨ ⊗ π∗E∨

id⊗ũ

��

�� F∨|M ⊗ TM
η⊗id ��

id⊗ũ|M
��

F |M ⊗ TM

id⊗ũ|M
��

OC
d �� F∨ �� F∨|M η �� F |M

��
TC |M

commutes as well. We can apply these considerations to u = t − s. Then
ũ = t̃ − s̃ and ũ|M = t̃|M . Thus the upper composition in this diagram
represents the right-hand side of equation (19), and the lower composition
represents the left-hand side of equation (19). This shows that (19) holds and
finishes the proof of the theorem. ��

3.2 The Batalin–Vilkovisky case

For the exchange property in the Batalin–Vilkovisky case, we require an ori-
entation on the symplectic correspondence C → S′ × S.

Definition 3.13. Let π : C → S be a morphism of complex manifolds, F ⊂
TC and F̃ ⊂ TS foliations. The foliations F , F̃ are compatible (with respect
to π), if F → TC → π∗TS factors through π∗F̃ → π∗TS .

If F and F̃ are compatible, then partial connections with respect to F̃ pull
back to partial connections with respect to F .

Now let (S,E, σ), (S′, E′, σ′) and C → S′× S be, as in Section 3.1, polar-
ized symplectic manifolds with a transverse symplectic correspondence. Let
F and F ′ be, as in 3.1, the inverse image foliations:

F ��

��
�

E⊥

��
F ′ ��

��
�

C
π ��

π′

��

S

E′
⊥ �� S′

(22)

Furthermore, we suppose that F̃ ⊂ TS′ is a Lagrangian foliation on S′ com-
patible with F via π′ and that F̃ ′ ⊂ TS is a Lagrangian foliation on S,
compatible with F ′ via π. Since the composition F → π′

∗
TS′ → π′

∗
E′
∨ is an

isomorphism, the map F → π′
∗
TS′ identifies F with a subbundle of π′

∗
TS′ .
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Since F and F̃ have the same rank, it follows that F → π′
∗
F̃ is an isomor-

phism of subbundles of π′∗TS′ . Similarly, we have an identification F ′ → π∗F̃ ′

of subbundles of π∗TS .
Thus we have two Lagrangian foliations on S

′× S, namely E′
⊥×E⊥ and

F̃×F̃ ′. Both Lagrangian foliations are transverse to C, and they are transverse
to each other near C.

Definition 3.14. If θ ∈ Γ (S′,Λn′
F̃ ) and θ′ ∈ Γ (S,ΛnF̃ ′) are orientations of

the Lagrangian foliations F̃ on S′ and F̃ ′ on S, we call the data (F̃ , θ, F̃ ′, θ′)
an orientation of the symplectic correspondence C → S′ × S.

We call the transverse symplectic correspondence of polarized symplectic
manifolds C → S′ × S orientable if it admits an orientation.

Exchange property setup

Let (S,E, σ) and (S′, E′, σ′) be polarized symplectic manifolds and C →
S′ × S, (F̃ , θ, F̃ ′, θ′) an oriented transverse symplectic correspondence. More-
over, let L → S and M ′ → S′ be, as in Section 3.1, immersed Lagrangians
transverse to C such that the induced M and L′ are transverse to E and E′,
respectively. (This latter condition is satisfied if M ′ and L are transverse to F̃

and F̃ ′, respectively.) Pulling back θ to C gives us a trivialization of Λn′
F and

restricting further to M gives a trivialization of the determinant of the normal
bundle Λn′

NM/C , because of the canonical identification F |M = NM/C . Sim-
ilarly, θ′ gives rise to a trivialization of the determinant of the normal bundle
ΛnNL′/C .

Finally, let P ′ be a local system on S′, and Q a local system on S. Let
P = π′

∗
P ′ and Q′ = π∗Q be the pullbacks of these local systems to C.

Theorem 3.15. There exists a canonical quasi-isomorphism of differential
Batalin–Vilkovisky modules

RHomS
′×S

(O|(M ′ × L), (P ⊗Q′
∨)|C) −→ RHomS

(
Q|L,P |M)

of degree −n′, covering the corresponding canonical quasi-isomorphism of dif-
ferential Gerstenhaber algebras of Theorem 3.12. Moreover, there is the quasi-
isomorphism of differential Batalin–Vilkovisky modules

RHomS
′×S

(O|(M ′ × L), (P ⊗Q′
∨)|C) −→ RHomS

′
(
P ′
∨|M ′, Q′

∨|L′)

of degree −n, covering the other canonical quasi-isomorphism of differential
Gerstenhaber algebras of Theorem 3.12.

Thus, the derived homs RHomS(Q|L,P |M) and RHomS
′(P ′∨|M ′, Q′

∨|L′)
are canonically quasi-isomorphic, up to a degree shift n′ − n.

Proof. Let t and s′ be as in the proof of Theorem 3.12. We need to construct
quasi-isomorphisms of Batalin–Vilkovisky modules
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(ψ, δ) :
(
Ω•C ⊗ P ⊗Q′

∨
, t− s′

)
−→
(
Ω•M ⊗ P ⊗Q′

∨
, t
)

and

(ψ′, δ′) :
(
Ω•C ⊗ P ⊗Q′

∨
, t− s′

)
−→
(
Ω•L′ ⊗ P ⊗Q′

∨
,−s′
)

.

(Note that because the elements of P and Q′∨ have degree zero, it is immate-
rial in which order we write the two factors P and Q′

∨.) The case of (ψ′, δ′)
being analogous, we will discuss only (ψ, δ).

Let us start with ψ. Denote the pullback of the orientation θ ∈ Λn′
F̃ to C

by the same letter, thus giving us a trivialization θ ∈ Λn′
F . Note that contract-

ing α ∈ Ω•C with θ gives a form θ �α in the subbundle π∗ΛE ⊂ Ω•C ; see (12).
Recall the nondegenerate symmetric bilinear form β : NM/C ⊗OM NM/C →
OM of Remark 3.10. Since F |M = NM/C , we may apply the discriminant of
β to θ|M ⊗ θ|M to obtain the nowhere-vanishing regular function

g = detβ (θ|M ⊗ θ|M ) ∈ OM (23)

on M . The homomorphism ψ is now defined as the composition

ψ : Ω•C
θ � · ��π∗ΛE

res |M ��ΛE|M = Ω•M
·g ��Ω•M .

Tensoring with P⊗Q′
∨, we obtain the quasi-isomorphism of differential graded

modules
ψ :
(
Ω•C ⊗ P ⊗Q′

∨
, t− s

)
−→
(
Ω•M ⊗ P ⊗Q′

∨
, t
)

covering the morphism of differential graded algebras φ of (14). The formula
for ψ is

ψ(α) = g · �θ �α�
M

. (24)

(“Ceiling brackets” denote restriction.) Note that deg ψ = −n′.
Let us next construct δ : Ω•C → Ω•M . Recall the canonical partial flat

connection on the Lagrangian foliation F̃ on S′:

∇̃ : F̃ −→ F̃∨ ⊗OS′ F̃ ,

defined by the requirement

∇̃Ỹ (X̃) �σ′ = Ỹ � d(X̃ �σ′) ,

for Ỹ , X̃ ∈ F̃ . Since F is compatible with F̃ via π′, we get the pullback partial
flat connection

∇ : π′∗F̃ −→ F∨ ⊗OC π′
∗
F̃ .

Making the identification F = π′
∗
F̃ we rewrite this partial connection as

∇ : F −→ F∨ ⊗OC F .
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It is characterized by the formula

∇Y (X) �σ = Y � d(X �σ) ,

for Y,X ∈ F . We have written σ for the restriction of the symplectic form σ′

to C. The dual connection

∇ : F∨ −→ F∨ ⊗OC F∨ (25)

satisfies
∇Y (X ′ �σ) = [Y,X ′] �σ ,

for Y ∈ F and X ′ ∈ TC .
Recall that we also have the partial connection

∇ : π∗E −→ F∨ ⊗OC π∗E (26)

defined by ∇Y ω = Y � dω, for Y ∈ F and ω ∈ π∗E ⊂ ΩC . We used the dual
of this connection in the proof of Theorem 3.12.

Thus, we have partial flat connections on F and π∗E, in such a way that
the canonical homomorphism F → π∗E given by X �→ X �σ is flat. We hope
there will be no confusion from using the same symbol ∇ for both partial con-
nections. As usual, we get induced partial connections on all tensor operations
involving F and π∗E. We define

∇2 : π∗ΛE −→ F∨ ⊗ F∨ ⊗ π∗ΛE

as the composition (all tensor products are over OC)

π∗ΛE
∇−→ F∨ ⊗ π∗ΛE

∇−→ F∨ ⊗ F∨ ⊗ π∗ΛE .

We will also need
∇3 : OC −→ F∨ ⊗ F∨ ⊗ F∨ .

To simplify notation, let us assume that the closed 1-form s − s′ on C
is exact. Let I be the ideal of M in OC . Then there exists a unique regular
function f ∈ I2 such that df = s− s′. The fact that f is in I2 follows because
s and s′ vanish in ΩC |M , so df vanishes in ΩC |M . Then the Hessian of f is a
symmetric bilinear form NM/C ⊗OM NM/C → OM , and is equal to β|M , by
Lemma 3.11.

Finally, we define δ : Ω•C → Ω•M as a certain C-linear combination of the
two compositions

Ω•C
θ � · �� π∗ΛE

∇2
�� F∨ ⊗OC F∨ ⊗OC π∗ΛE

res |M
��

N∨
M/C ⊗OM N∨

M/C ⊗OM Ω•M
η �� Ω•M

· g �� Ω•M
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and

π∗ΛE
∇ �� F∨ ⊗ π∗ΛE

∇3(f)⊗id �� (F∨)⊗4 ⊗ π∗ΛE

res |M
��

Ω•C

θ � ·

��

(N∨)⊗4 ⊗ Ω•M
η⊗η �� Ω•M

· g �� Ω•M .

Here η and η⊗ η are the linear extensions of the map η from Remark 3.10. In
fact, we define

δ(α) = − 1
2g · η

(�∇2(θ �α)�
M

)
+ 1

2g · (η ⊗ η)
(�∇3(f)⊗∇(θ �α)�

M

)
.

Since P and Q′
∨ have flat connections on them, their pullbacks to C do, too.

In particular, we can partially differentiate. Thus, δ extends naturally to the
map δ : Ω•C ⊗ P ⊗Q′∨ → ΩM ⊗ P ⊗Q′∨.

We need to check properties (i) and (ii) of Definition 1.24. To simplify
notation, we will spell out only the case in which P = Q′ = (OC , d), leaving
the general case to the reader.

Proving (ii) is a straightforward but tedious calculation using the prop-
erties of the partial connections on π∗ΛE, π∗ΛE∨, F , and F∨, in particu-
lar, compatibility with contraction. One can simplify this calculation using
Remark 1.27: choose C-algebra generators for ΛTC in such a way that the
generators of degree −1 are flat for the partial connection (see below). This
reduces to checking (8) for the case in which X and Y are of degree 0, i.e.,
regular functions x and y on C. The claim is that

δ(xyω) + xyδ(ω) + {x, y}ψ(ω) = xδ(yω) + yδ(xω) ,

for all ω ∈ ΩC . We leave the details to the reader, and only write down the
terms containing dx ⊗ dy and only after canceling g · (θ �ω)|M . In fact, from
the term δ(xyω) we get the contribution

−1
2
η�dx⊗ dy + dy ⊗ dx�

M
,

and from the term {x, y}ψ(ω) we get the contribution

η�dx⊗ dy�
M

,

and these two expressions do indeed add up to 0, because η is symmetric.
To prove (i), we shall use Remark 1.28. We will carefully choose a local

trivialization of the vector bundle TC , since this will give local generators for
ΛTC as an OC -algebra.

The equations we wish to prove can be checked locally. So we pick a point
P ∈M and pass to a sufficiently small analytic neighborhood of P in C.

Choose holomorphic functions p1, . . . , pn′ in a neighborhood of π′(P ) in S′

satisfying
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(i) p1, . . . , pn′ cut out the submanifold M ′ ⊂ S′,

(ii) dp1, . . . , dpn′ form a frame of F̃∨,

(iii) dp1, . . . , dpn′ are flat for the partial connection on F̃∨,
(iv) θ � (dp1 ∧ · · · ∧ dpn′) = 1.
Denote the pullbacks of these functions to C by the same letters. Then these
functions on C cut out M ; their differentials are flat for the partial connection
(25) and form a frame for F∨. Also, the last property remains true as written.
Such pi exist by Lemma 2.8.

Similarly, we choose holomorphic functions x1, . . . , xn in a neighborhood
of π(P ) in S such that dx1, . . . , dxn form a frame for the subbundle E ⊂ ΩS .
Then the dxi are automatically flat for the partial connection on E. Again,
we denote the pullbacks to C of these functions by the same letters. For the
functions x1, . . . , xn on C we have that their differentials dx1, . . . , dxn form
a flat frame for the subbundle π∗E of ΩC . In particular, the restrictions of
x1, . . . , xn to M ⊂ C form a set of coordinates for M near P .

Then the union of these two families dp1, . . . , dpn′ , dx1, . . . , dxn forms a ba-
sis for ΩC . We denote the dual basis (as usual) by ∂

∂p1
, . . . , ∂

∂pn′ ,
∂

∂x1
, . . . , ∂

∂xn
.

We have
θ = (−1)

1
2n

′(n′−1) ∂

∂p1
∧ · · · ∧ ∂

∂pn′
.

We define
ω◦ = dp1 ∧ · · · ∧ dpn′ ∧ dx1 ∧ · · · ∧ dxn ,

which is a basis for Ω•C as a ΛTC-module. Note that

θ �ω◦ = dx1 ∧ · · · ∧ dxn .

We denote the restriction to M of dx1 ∧ · · · ∧ dxn by τ◦. This is a basis for
Ω•M as a ΛTM -module. We have

�θ �ω◦�M = τ◦ .

We now have to prove that for X = ∂
∂pi

and X = ∂
∂xj

we have

ψ
(
d(X �ω◦)

)− (−1)n
′
d
(
ψ(X �ω◦)

)
= −2(−1)n

′
t ∧ δ(X �ω◦) + 2 δ

(
(t− s′) ∧ (X �ω◦)

)
. (27)

For any of our values for X we have d(X �ω◦) = 0. So the first term in (27)
always vanishes. Similarly, the third term always vanishes, because all of our
values for X , as well as θ and ω◦, are flat for the partial connection ∇. Thus
only the second and fourth terms of (27) contribute.

Consider the fourth term. We have

δ
(
(t− s′) ∧ (X �ω◦)

)
= δ
(
(t− s) ∧ (X �ω◦)

)
+ δ
(
df ∧ (X �ω◦)

)
= δ
((

X � (t− s)
)
ω◦)
)

+ δ
(
X(f)ω◦

)
.
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Since t − s is a section of π∗E and is also a closed 1-form, t − s is flat with
respect to the partial connection ∇. Since X is by assumption also flat with
respect to ∇, it follows that ∇(X � (t− s)

)
= 0, and hence the fourth term of

(27) is equal to
δ
(
(t− s′) ∧ (X �ω◦)

)
= δ
(
X(f)ω◦

)
.

Thus, (27) reduces to

(−1)n
′
d
(
ψ(X �ω◦)

)
= −2 δ

(
X(f)ω◦

)
. (28)

Let us first consider the case that X = ∂
∂pi

. In this case θ ∧ X = 0, so that
the left-hand side of (28) vanishes. The claim is therefore that

δ
(

∂f
∂pi

ω◦
)

= 0 ,

for all i = 1, . . . , n′. This is equivalent to

η
(�∇2 ∂f

∂pi
�
M

)
= (η ⊗ η)

(�∇3f�
M
⊗ �∇ ∂f

∂pi
�
M

)
. (29)

To check (29), let us write it out in coordinates. The right-hand side is equal to

∑
k,l

∑
m,n

ηklηmn
∂3f

∂pk∂pl∂pm

∣∣∣∣
p=0

∂2f

∂pn∂pi

∣∣∣∣
p=0

=
∑
k,l

∑
m

ηklδ
i
m

∂3f

∂pk∂pl∂pm

∣∣∣∣
p=0

=
∑
k,l

ηkl
∂3f

∂pk∂pl∂pi

∣∣∣∣
p=0

,

which is indeed equal to the left-hand side of (29).
Now let us consider the case X = ∂

∂xj
. Recall that the ideal I defining M

is given by I = (p1, . . . , pn′). Since f ∈ I2, we still have ∂f
∂xj

∈ I2 and hence

∇
(

∂f
∂xj

)
|p=0 = 0. Thus, the right-hand side of (28) is equal to

−2 δ
(

∂f
∂xj

ω◦
)

= g · η(�∇2 ∂f
∂xj
�
M

)
τ◦ + 0

= g · tr (η · ∂
∂xj

H(f)
)
τ◦ ,

because differentiating with respect to xj commutes with restriction to M =
{p = 0}. (We have written H(f) for the Hessian of f .) On the other hand,
the left-hand side of (28) is equal to

(−1)n
′
d
(
ψ(X �ω◦)

)
= ∂g

∂xj
τ◦ ,

and thus our final claim is equivalent to

∂g
∂xj

= g · tr (η · ∂
∂xi

H(f)
)
.
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Recalling that g = detH(f) and that η is the inverse of H(f), this claim
follows from the following:

Claim. Let A be an invertible square matrix of regular functions on the
manifold M . Then for every vector field X on M we have

(detA)−1X(detA) = tr
(
A−1X(A)

)
.

This last claim is both well known and easy to check. ��

3.3 The oriented Batalin–Vilkovisky case

The setup is exactly the same as in Section 3.2, with one additional ingredient,
namely, an orientation of C, i.e., a nowhere-vanishing global section ω◦C ∈
Ωn+n′

C . We require ω◦C to be compatible with the orientation (F̃ , F̃ ′, θ, θ′) on
the symplectic correspondence C → S′×S in the following sense: we ask that
(i) ∇ (θ �ω◦C) = 0, where ∇ : π∗E → F∨⊗π∗E is the partial connection (26)

on F⊥ = π∗E defined by the foliation F of C;
(ii) ∇′ (θ′ �ω◦C) = 0, where ∇′ : π′

∗
E′ → F ′

∨ ⊗ π′
∗
E′ is the corresponding

partial connection defined by the foliation F ′ of C.
Now, (θ �ω◦C) |M is an orientation of M (recalling that (π∗E)|M = ΩM ).

We shall denote it by ω◦M . Similarly, (θ′ �ω◦C) |L′ is an orientation of L′, which
we shall denote by ω◦L′ . This orients the three Lagrangian intersections in
Theorem 3.12.

Theorem 3.16. The quasi-isomorphisms of differential Gerstenhaber alge-
bras of Theorem 3.12 are canonically enhanced to quasi-isomorphisms of dif-
ferential Batalin–Vilkovisky algebras

(M ′ × L) �◦
S

′×S
C −→ L �◦S M

and
(M ′ × L) �◦

S
′×S

C −→M ′ �◦
S

′ L′ .

In particular, the oriented derived intersections L �◦S M and M ′ �◦
S

′ L′ are
canonically quasi-isomorphic.

Proof. In view of Theorems 3.12 and 3.15 and the results of Section 1.6, we
only need to check that
(i) ψ (ω◦C) = ω◦M ,
(ii) ψ′ (ω◦C) = ω◦L′ ,
(iii) δ (ω◦C) = 0,
(iv) δ′ (ω◦C) = 0,
where (ψ, δ) and (ψ′, δ′) are the homomorphisms of differential Batalin–
Vilkovisky modules constructed in the proof of Theorem 3.15. But the first
two follow from the above definitions and the last two from the above
assumptions. ��
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Remark 3.17. If C = S and C → S × S is the diagonal, a canonical choice
for the orientation of C is ω◦C = σn, by Remark 2.4. In this case, we also
have ω◦M = θ|M , via the identification Ωn

M = ΛnNM/S = ΛnF |M . Similarly,
ω◦L′ = θ′|L′ .

4 The Gerstenhaber structure on Tor
and the Batalin–Vilkovisky structure on Ext

4.1 The Gerstenhaber algebra structure on Tor

Let L and M be immersed Lagrangians in the symplectic manifold S. Write
ToriOS

(OL,OM ) = TorOS

−i (OL,OM ). The direct sum

Tor•OS
(OL,OM ) =

⊕
i

ToriOS
(OL,OM )

is a graded sheaf of OS-algebras, concentrated in nonpositive degrees.

Remark 4.1. To be precise, we have to use the analytic étale topology on
S to be able to think of Tor•OS

(OL,OM ) as a sheaf of OS-algebras. If L and
M are embedded, not just immersed, we can use the usual analytic topol-
ogy. Alternatively, introduce the fibered product Z = L ×S M and think of
Tor•OS

(OL,OM ) as a sheaf of graded OZ -algebras.

Theorem 4.2. There exists a unique bracket of degree +1 on Tor•OS
(OL,OM )

such that
(i) Tor•OS

(OL,OM ) is a sheaf of Gerstenhaber algebras;
(ii) whenever E is a (local) polarization of S such that L and M are transverse

to E, then this sheaf of Gerstenhaber algebras is obtained from the derived
intersection L�S M (defined with respect to E) by passing to cohomology.

Proof. Without loss of generality, assume that L and M are submanifolds.
For every point of S we can find an open neighborhood in S over which
we can choose a polarization E that is transverse to L and M . This proves
uniqueness.

For existence, we have to prove that any two polarizations E, E′′ give rise
to the same bracket on Tor•OS

(OL,OM ). This is a local question, so we may
choose a third polarization E′ that is transverse to both E and E′′, and also
to L and M .

We will apply the exchange property, Theorem 3.12, twice, first to the
symplectic correspondence Δ : C = S → S × S between the polarized sym-
plectic manifolds (S,E′) and (S,E), then to the symplectic correspondence
Δ : C = S → S × S between (S,E′′) and (S,E′). We obtain the follow-
ing diagram of quasi-isomorphisms of sheaves of differential Gerstenhaber
algebras:
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(M × L) �E′×E

S×S
S ��

��

L �E
S M

(L×M) �E′′×E′

S×S
S ��

��

M �E′

S
L

L �E′′
S M

(30)

We have included the polarizations defining the derived intersections in the
notation.

Passing to cohomology sheaves, we obtain the following diagram of iso-
morphisms of sheaves of Gerstenhaber algebras:

Tor•OS×S
(OM×L,OS) ��

��

Tor•OS
(OL,OM )

Tor•OS×S
(OL×M ,OS) ��

��

Tor•OS
(OM ,OL)

Tor•OS
(OL,OM )

One checks that all these morphisms are the canonical ones, and hence that
the composition of all four of them is the identity on Tor•OS

(OL,OM ). If the
identity preserves the two brackets on Tor•OS

(OL,OM ) defined by E and E′′,
respectively, then the two brackets are equal. ��

4.2 The Batalin–Vilkovisky structure on Ext

Let L and M continue to denote immersed Lagrangians in the symplectic
manifold S. Furthermore, let P be a local system on M , and Q a local system
on L. The direct sum

Ext•OS
(Q,P ) =

⊕
i

ExtiOS
(Q,P )

is a graded sheaf of Tor•OS
(OL,OM )-modules.

Theorem 4.3. There exists a unique C-linear differential

d : ExtiOS
(Q,P ) −→ Exti+1

OS
(Q,P )

(for all i) such that
(i) Ext•OS

(Q,P ) is a sheaf of Batalin–Vilkovisky modules over the Gersten-
haber algebra Tor•OS

(OL,OM );
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(ii) whenever E is a (local) polarization of S such that L and M are trans-
verse to E, and Q is a local system on S restricting to Q on L, this
sheaf of Batalin–Vilkovisky modules is obtained from the derived hom
RHomS(Q|L,P |M) (defined with respect to E) by passing to cohomology.

Proof. Uniqueness is clear. Let us prove existence. For this, we assume that we
are given two polarizations E, E′′, transverse to L and M , and two extensions
Q and Q̂ of Q to S. To compare the derived homs RHomE

S (Q|L,P |M) and
RHomE′′

S (Q̂|L,P |M), we choose (locally) a third polarization E′, transverse
to L and M , and E and E′′, and an extension P of P to S. These choices
make the five derived homs in diagram (32), below, well-defined.

To define the homomorphisms of differential Batalin–Vilkovisky modules
in (32), we orient the symplectic correspondence given by the diagonal of S in
the canonical way, as in Remark 3.17, by σn. The corresponding symplectic
correspondence given by the diagonal of S is hence oriented by (−1)nσn.
We also orient the three Lagrangian foliations F , F ′, F ′′ on S, by choosing
θ ∈ ΛnF , θ′ ∈ ΛnF ′, and θ′′ ∈ ΛnF ′′. (Note that F̃ = F = E⊥, etc., in
our case.) But the choice of θ, θ′′ is not completely arbitrary. In fact, notice
that both F |L and F ′′|L are complements to TL ⊂ TS|L, so that we get a
canonical identification F |L ∼−→ F ′′|L. We choose θ and θ′′ in such a way that
the composition

OL

θ|L �� detF |L
∼= �� detF ′′|L

θ′′∨|L ��OL (31)

is equal to the identity.
Now, by applying the exchange property, Theorem 3.15, twice, as in the

proof of Theorem 4.2, we obtain the following diagram of quasi-isomorphisms
of differential Batalin–Vilkovisky modules, covering diagram (30) of differen-
tial Gerstenhaber algebras:

RHomE′×E

S×S

(O|(M × L), (P ⊗Q
∨
)|S) ��

������
�����

�����
����

�
RHomE

S (Q|L,P |M)

RHomE′′×E′

S×S

(O|(L×M), (Q̂∨,⊗P )|S) ��

������
�����

�����
�����

RHomE′

S
(P
∨|M,Q∨|L)

RHomE′′
S (Q̂|L,P |M)

(32)

When passing to cohomology, the first and the last items in this diagram are
both equal to Ext•OS

(Q,P ). We claim that the induced isomorphism on co-
homology is equal to the identity. For simplicity, we will prove this for the
case that P and Q are the trivial rank-one local systems. Then the differential
Batalin–Vilkovisky modules of diagram (32) are invertible. We orient them
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using σn, (−1)nσn and (θ � σn)|M , (θ′ �σn)|L and (θ′′ �σn)|M , respectively,
as in Section 3.3. Then the homomorphisms in diagram (32) do not preserve
orientations according to Definition 1.37, because of the presence of the func-
tions g, defined in (23), entering into the definition of ψ, equation (24).

Let us call these functions, from the top to the bottom, g1, g2, g3, g4. We
also need more detailed notation for the various maps β of Remark 3.9 and
introduce

βij : F (i) → TS
�σ−→ ΩS → F (j)∨ ,

where i, j = 0, 1, 2 denotes the number of primes on the letter F . Using similar
notation, we introduce the functions

hij = (θ(j))
∨ ◦ detβij ◦ θ(i) .

These are functions on S, invertible where they are defined.
On the submanifold M , we have canonical isomorphisms αij : F (i)|M →

F (j)|M and functions

aij = (θ(j))−1 ◦ detαij ◦ θ(i) .

Similarly, on L, we have canonical isomorphisms γij : F (i)|L → F (j)|L and
functions

cij = (θ(j))−1 ◦ detαij ◦ θ(i) .

With this notation we now have

g1 = h01a01,

g2 = h10c10,

g3 = h12c12,

g4 = h21a21.

Hence the failure of the maps in (32) to preserve orientations is given by the
product

g2

(
(−1)ng4

)
g1

(
(−1)ng3

) =
h10c10h21a21

h01a01h12c12
=

c10a21

a01c12
,

noting that hij is dual, and hence equal, to hji.
Now note that we have two orientations on M , namely (θ �σn)|M and

(θ′′ �σn)|M . On Ext•OS
(OL,OM ), this difference induces a factor of a20. Thus,

to prove our claim, we need to show that

a20 =
c10a21

a01c12
.

Now, it is clear that aijajk = aik, and cijcjk = cik. Thus, our claim is equiv-
alent to

c20 = 1 ,

which is true, because c02 is the homomorphism of diagram (31), which is the
identity, by assumption. ��
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4.3 Oriented case

Theorem 4.4. Let L and M be immersed Lagrangians of the symplectic man-
ifold S of dimension 2n. Then every orientation of M defines a generator
for the bracket of Theorem 4.2. More precisely, every trivialization ω◦M of
Ωn

M defines a differential d◦ on Tor•OS
(OL,OM ) making the latter a sheaf of

Batalin–Vilkovisky algebras.

Proof. From Example 1.36 and Proposition 1.35, we get that ω◦M defines a
differential d◦ on Tor•OS

(OL,OM ). We have to show that d◦ does not depend
on the polarization. For this we repeat the proof of Theorem 4.3, making
sure that all morphisms of differential Batalin–Vilkovisky modules preserve
orientations. For this, we have to be more careful with our choices. Of course,
F and F ′′, the two polarizations to be compared, are given. But we will choose
F ′ in a special way, as follows.

First note that on L, both F |L and F ′′|L are complements to TL inside
TS |L. Thus we obtain an isomorphism φ : F |L → F ′′|L, characterized by
φ(X)−X ∈ TL, for all X ∈ F |L. There exists a canonical subbundle H ⊂ TS |L
such that H is complementary to F |L, F ′′|L, and TL, and the isomorphism φ̃ :
F |L → F ′′|L, characterized by φ̃(X)−X ∈ H is equal to −φ. (Essentially, H is
obtained by negating the F ′′-components of the vectors in TL, but preserving
their F -components.) The subbundle H ⊂ TS|L is isotropic, so we can extend
it, at least locally, to a Lagrangian subbundle F ′ ⊂ TS. With this choice we
will have

h10

h12
=
(h10

h12

)∨
= (−1)nc02,

and hence
g2 = (−1)ng3.

Now, finally, we choose first an orientation ω◦L of L and then θ and θ′ in
such a way that

g1(θ �σn)|M = ω◦M ,

g2(θ′ �σn)|M = ω◦L.

Then, by the choice of F ′, we have

g3

(
θ′ � (−1)nσn

)|M = ω◦L .

We choose θ′′ in such a way that c02 = 1, as above. Then h10 = (−1)nh12,
and hence h01 = (−1)nh21 and h01a01a20 = (−1)nh21a21. In other words,
g1a20 = (−1)ng4, or

g4

(
θ′′ � (−1)nσn

)|M = g1(θ �σn)|M = ω◦M .

Now all four homomorphisms of diagram (32) preserve orientations, and
hence they are equal to the morphisms of diagram (30). This finishes the proof.

��
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Corollary 4.5. In the nonoriented case, the sheaf of Gerstenhaber algebras
Tor•OS

(OL,OM ) is locally a Batalin–Vilkovisky algebra, albeit in a noncanon-
ical way.

4.4 The exchange property

Let S and S′ be complex symplectic manifolds, of dimensions 2n, 2n′,
respectively.

Definition 4.6. A symplectic correspondence C → S′ × S is called regular
if for every point P ∈ C one can find polarizations E ⊂ ΩS , defined in a
neighborhood of π(P ) ∈ S, and E′ ⊂ ΩS′ , defined in a neighborhood of
π′(P ) ∈ S′, such that

(i) C is transverse to E′
⊥ × E⊥ inside S′ × S;

(ii) the induced foliations F , F ′ on C descend to foliations F̃ , F̃ ′ on S′ and
S, respectively, as in Section 3.2.

Theorem 4.7. Let C → S′ × S be a regular symplectic correspondence. Let
L→ S be an immersed Lagrangian transverse to C and M ′ → S′ an immersed
Lagrangian transverse to C. Then there is a canonical isomorphism of sheaves
of Gerstenhaber algebras

Tor•OS′ (OL′ ,OM ′) = Tor•OS
(OL,OM ) ,

with notation as in (5.2).
If L, M ′ and C are oriented, then this is an isomorphism of sheaves of

Batalin–Vilkovisky algebras.

Proof. We apply the exchange property, Theorem 3.12, twice, first to C →
S′ × S, then to S′ → S′ × S′. ��
Theorem 4.8. Let C → S′ × S be a regular symplectic correspondence. Let
L→ S be an immersed Lagrangian transverse to C and M ′ → S′ an immersed
Lagrangian transverse to C. Let P ′ be a local system on M ′ and Q a local
system on L. Then there is a canonical isomorphism of sheaves of Batalin–
Vilkovisky modules

Ext•OS′ (Q|L′ , P ′) = Ext•OS
(Q,P ′|M )

covering the isomorphism of sheaves of Gerstenhaber algebras of Theorem 4.7.

Proof. We apply the exchange property, Theorem 3.15, twice, first to C →
S′×S, then to S′ → S′×S′. The details are similar to the proof of Theorem 4.3.

��
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An example

Let M be a complex manifold and S = ΩM the cotangent bundle with its
canonical symplectic structure. There are two typical examples of immersed
Lagrangians:
(i) the graph of a closed 1-form ω ∈ Γ (M,ΩM ), which we denote by Γω ⊂

ΩM . This is in fact embedded.
(ii) the conormal bundle CZ/M → ΩM , where Z → M is an immersion of

complex manifolds, i.e., a holomorphic map, injective on tangent spaces.
Given one of each, we consider the Lagrangian intersection Γω ∪ CZ/M . Note
that it is supported on Z(ω) ∩ Z. We use the notation

TM (ω,Z) = Tor•OΩM
(OΓω ,OCZ/M

)

and
EM (ω,Z) = Ext•OΩM

(OΓω ,OCZ/M
).

Let f : M → N be a holomorphic map between complex manifolds M ,
N . Consider the symplectic manifolds S′ = ΩM and S = ΩN . The pullback
vector bundle f∗ΩN is then a symplectic correspondence C:

f∗ΩN

��

�� ΩN

ΩM

Let us assume that f∗ΩN → ΩM fits into a short exact sequence of vector
bundles

0 ��K ��f∗ΩN
��ΩM

��ΩM/N
��0 .

Then the symplectic correspondence C = f∗ΩN is regular.
If Z → M is an immersion (i.e., injective on tangent spaces) such that

the composition Z → N is also an immersion, then the conormal bundle
CZ/M → ΩM is an immersed Lagrangian transverse to f∗ΩN . The corre-
sponding immersed Lagrangian of ΩN is the conormal bundle CZ/N .

If ω ∈ Γ (N,ΩN ) is a closed 1-form, then its graph is a Lagrangian subman-
ifold of ΩN , which is automatically transverse to f∗ΩN . The corresponding
Lagrangian submanifold of ΩM is the graph of the pullback form f∗ω.

Corollary 4.9. There is a canonical isomorphism of Gerstenhaber algebras
with Batalin–Vilkovisky modules

TN (ω,Z) = TM (f∗ω,Z) , EN (ω,Z) = EM (f∗ω,Z) .
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5 Further remarks

5.1 Virtual de Rham cohomology

Let M and L be Lagrangian submanifolds of the complex symplectic manifold
S. Let X be their scheme-theoretic intersection. Let E = Ext•OS

(OL,OM ) be
endowed with the differential d from Section 4.2. The sheaf E is a coherent
OX -module; the differential d is C-linear.

Definition 5.1. We call (E , d) the virtual de Rham complex of X .

Theorem 5.2. The complex (E , d) is constructible.

Proof. The claim is local in X , so we may assume that the symplectic manifold
S is the cotangent bundle of the manifold M , that the first Lagrangian M
is the zero section, and that the second Lagrangian L is the graph of an
exact 1-form df , where f : M → C is a holomorphic function. In this form,
the theorem was proved by Kapranov; see the remarks toward the bottom of
page 72 in [2]. ��
Corollary 5.3. The hypercohomology group H

p
(
X, (E , d)

)
is finite-dimen-

sional. Moreover, for Z ⊂ X Zariski closed, H
p
Z

(
X, (E , d)

)
is also

finite-dimensional.

By abuse of notation, we will write H
p(X, E) and H

p
Z(X, E), instead of

H
p
(
X, (E , d)

)
and H

p
Z

(
X, (E , d)

)
, respectively.

Definition 5.4. We call the hypercohomology group H
p(X, E) the pth

virtual de Rham cohomology group of the Lagrangian intersection X .

Corollary 5.5. The function

P �−→
∑
i

(−1)i dimC H
i
{P}(X, E)

is a constructible function χ : X → Z.

We may think of χ : X → Z as the fiberwise Euler characteristic of the
constructible complex (E , d).

5.2 A speculation in Hodge theory

Remark 5.6. There is the standard spectral sequence of hypercohomology

Epq
1 = Hq(X, Ep) =⇒ H

p+q
(
X, (E , d)

)
. (33)

This should be viewed as a generalization of the Hodge to de Rham spectral
sequence.

There is also the usual local to global spectral sequence

Ep,q
2 = Hp(X, Eq) =⇒ Extp+q

OS
(OL,OM ). (34)

One may speculate to what extent these spectral sequences degenerate.
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Example 5.7. For example, if M is a manifold and S = ΩM the cotangent
bundle with its standard symplectic structure, and we consider the intersection
of M (the zero section) with itself, we get

ExtpOS
(OM ,OM ) = Ωp

M .

Moreover, (E , d) = (Ω•M , d) is the de Rham complex of M , and Lagrangian
intersection cohomology is equal to de Rham cohomology of M . Thus the
spectral sequence (33) is the usual Hodge to de Rham spectral sequence:

Epq
1 = Hq(M,Ωp) =⇒ H

p+q
(
M, (Ω•M , d)

)
.

On the other hand, we have

ExtiOS
(OM ,OM ) =

⊕
p+q=i

Hi(M,Ωq),

in other words, the E2-term of the spectral sequence (34) is equal to the
abutment. Thus ExtiOS

(OM ,OM ) is equal to Hodge cohomology of M .
We may, then, rewrite the Hodge to de Rham spectral sequence (33) as

ExtiOS
(OM ,OM ) =⇒ H

i
(
M, (E , d)

)
.

This, of course, degenerates if M is proper and gives the equality

ExtiOS
(OM ,OM ) = H

i
(
M, (E , d)

)
, (35)

if M is Kähler, by Hodge theory.

The following conjecture is thus a generalization of Hodge theory:

Conjecture 5.8. Under sufficiently strong hypotheses, including certainly
that the intersection X = L∩M is complete and some analogue of the Kähler
condition, for example that X is projective, we have

H
p
(
X, (E , d)

)
= ExtpOS

(OL,OM ) .

5.3 A differential graded category

Let S be a symplectic variety and U = {Ui} an affine open cover of S. Con-
struct a category A as follows: objects of A are pairs (M,P ), where M is
a Lagrangian submanifold of S and P is a local system on M . We do not
assume that M → S is a closed immersion, it suffices that this map be affine.
We often omit the first component of such a pair (M,P ) from the notation.

For objects (M,P ) and (L,Q) of A we define HomA(Q,P ) to be the total
complex associated to the double complex

C•
(
U, (E•, d)

)
given by Cech cochains with respect to the cover U with values in the vir-
tual de Rham complex E = Ext•OS

(Q,P ) (endowed with the differential from
Theorem 4.3).
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Theorem 5.9. This defines a differential graded category.

Proof. For simplicity of notation, we deal only with Lagrangian submanifolds
M , N , and L, leaving the generalization to local systems to the reader. There
are natural Yoneda pairings (all tensors and Ext’s are over OS)

Exti(OM ,ON )⊗ Extj(ON ,OL) −→ Exti+j(OM ,OL) .

We need to show that these are compatible with the canonical differential
of Section 4.2. This is a local question, so we may assume that S has three
Lagrangian foliations F , F ′, and F ′′, all transverse to each other, and all
transverse to M , N , L. Let s, t′, u′′ be the Euler sections of M , N , L with
respect to F , F ′, and F ′′, respectively. Then we can represent Ext•(OM ,ON )
as the cohomology of (Ω•S , s− t′), and Ext•(ON ,OL) as the cohomology of
(Ω•S , t

′ − u′′), and Ext•(OM ,OL) as the cohomology of (Ω•S , s− u′′). So the
claim will follow if we can produce a morphism of complexes

(Ω•S , s− t′)⊗ (Ω•S , t
′ − u′′) −→ (Ω•S , s− u′′) .

But this is easy: just take the cup product. ��
Remark 5.10. The cohomology groups of the hom-spaces in A are the virtual
de Rham cohomology groups of Lagrangian intersections.

Remark 5.11. The category A does not depend on the affine cover U in any
essential way.

Remark 5.12. Of course, it is tempting to speculate on relations of A to the
Fukaya category of S. We will leave this to future research.

5.4 Relation to vanishing cycles

Let S be a complex symplectic manifold of dimension 2n. Let L, M be La-
grangian submanifolds, and X = L ∩M their intersection.

In [1], we introduced for any scheme X a constructible function νX : X →
Z. The value νX(P ) is an invariant of the singularity (X,P ). In our context,
the singularity (X,P ) is the critical set of a holomorphic function f : M → C,
locally defined near P ∈ M . Hence (see [1]), the invariant νX(P ) is equal to
the Milnor number of f at P , i.e., we have

νX(P ) = (−1)n
(
1− χ(FP )

)
,

where FP is the Milnor fiber of f at the point P .

Conjecture 5.13. We have χ(P ) = νX(P ).

This conjecture would follow from Remark 2.12 (b) of [2]. Note that
Kapranov refers to this as a fact, which is not obvious, although probably
not very difficult.
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Conjecture 5.14. If the intersection X is compact, so that the intersection
number #vir(X) is well-defined, we have

#vir(X) =
∑
i

(−1)i dim H
i(X, E) ,

i.e., the intersection number is equal to the virtual Euler characteristic of
X, defined in terms of virtual de Rham cohomology.

To see that Conjecture 5.13 implies Conjecture 5.14, recall from [1] that
the intersection X has a symmetric obstruction theory. The main result of [1]
implies that #vir(X) = χ(X, νX). But if χ = νX , then χ(X, νX) = χ(X,χ) =∑

i(−1)i dim H
i(X, E).

Remark 5.15. If S is the cotangent bundle of M , and L is the graph of df ,
where f : M → C is a holomorphic function, then the Lagrangian intersection
X = L ∩M is the critical set of f . Thus X carries the perverse sheaf of van-
ishing cycles Φf . In [2], Kapranov constructs, at least conjecturally, a spectral
sequence whose E2-term is (E , d) and whose abutment is, in some sense, Φf .

Conjecture 5.16. In the general case of a Lagrangian intersection X =
L ∩M inside a complex symplectic manifold S, we conjecture the existence
of a natural perverse sheaf on X that locally coincides with the perverse sheaf
of vanishing cycles of Remark 5.15. There should be a spectral sequence re-
lating (E , d) to this perverse sheaf of vanishing cycles. We believe that [3]
may be related to this question. This conjecture, in some sense, categorifies
Conjecture 5.13.
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Summary. Let X be a proper scheme over the field F of functions meromorphic
in an open neighborhood of zero in the complex plane. The scheme X gives rise
to a proper morphism of complex analytic spaces X h → D∗ and, if the radius of
the open disc D is sufficiently small, the cohomology groups of the fibers X h

t at
points t ∈ D∗ form a variation of mixed Hodge structures on D∗, which admits a
limit mixed Hodge structure. The purpose of the paper is to construct a canonical
isomorphism between the weight zero subspace of this limit mixed Hodge structure
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Introduction

Let X be a proper scheme over the field F of functions meromorphic in an
open neighborhood of zero in the complex plane C. The scheme X gives rise
to a proper morphism of complex analytic spaces X h → D∗ = D\{0}, where
D is an open disc with center at zero (see Section 3). It is well known that
after shrinking the disc D (and replacing X h by its preimage), the cohomol-
ogy groups Hi

(X h
t ,Z
)

of the fiber X h
t at a point t ∈ D∗ form a local system

of finitely generated abelian groups, and that the corresponding action of the
fundamental group π1(D∗) = π1(D∗, t) on Hi

(X h
t ,Z
)

is quasi-unipotent. Fur-
thermore, the mixed Hodge structures on the above groups define a variation
of mixed Hodge structures on D∗. Let D∗ → D∗ be a universal covering of
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D∗, and X h = X h ×D∗ D∗. Then the cohomology group Hi(X h,Z) admits a
mixed Hodge structure, which is the limit (in a certain sense) of the above vari-
ation of mixed Hodge structures on D∗ (see [GNPP, Exp. IV, Theorem 7.4]).
One of the purposes of this paper is to describe the weight zero subspace
W0H

i(X h,Q) in terms of non-Archimedean analytic geometry.
Let K be the completion of the discrete valuation field F , and fix a corre-

sponding multiplicative valuation on it. The scheme X gives rise to a proper
K-analytic space X an = (X ⊗F K)an in the sense of [Ber1] and [Ber2]. Re-
call that, as a topological space, X an is compact and locally arcwise con-
nected, and the topological dimension of X an is equal to the dimension of
X . If X is smooth, then X an is even locally contractible. Furthermore, let
X an = (X ⊗F K̂a)an, where K̂a is the completion of the algebraic closure Ka

of K, which corresponds to the universal covering D∗ → D∗. Recall that the
cohomology groups H i(X an,Z) of the underlying topological space of X an are
finitely generated, and there is a finite extension K ′′ of K in Ka such that
they coincide with Hi((X ⊗F K ′)an,Z) for any finite extension K ′ of K ′′ in
Ka (see [Ber5, 10.1]).

In Section 3, we construct a topological space XAn and a surjective continu-
ous map λ : XAn → [0, 1] for which there are an open embedding λ−1(]0, 1]) ↪→
X h×]0, 1], which is a homotopy equivalence, and a homeomorphism λ−1(0) ∼→
X an×]0, r[, where r is the radius of the disc D. We show that the induced
maps H i(XAn,Z) → Hi(X an×]0, r[,Z) = Hi(X an,Z) are isomorphisms for
all i ≥ 0. In this way, we get a homomorphism Hi(X an,Z) → Hi(X h,Z),
whose composition with the canonical map Hi(X h,Z) → Hi(X h,Z) gives a
homomorphism Hi(X an,Z) → Hi(X h,Z). The same construction applied to
finite extensions of F in F a gives rise to a homomorphism of π1(D∗)-modules
H i(X an,Z) → Hi(X h,Z). Theorem 5.1 states that the latter gives rise to a
functorial isomorphism of π1(D∗)-modules

Hi(X an,Q) ∼→W0H
i(X h,Q).

If X is projective and smooth, one can describe the group W0H
i(X h,Q)

as follows. By the local monodromy theorem, the action of (Tm − 1)i+1

on Hi
(X h

t ,Z
)

is zero (for some m ≥ 1), where T is the canonical gen-
erator of π1(D∗). If we fix a point of D∗ over t, there is an induced iso-
morphism Hi(X h,Z) ∼→ Hi

(X h
t ,Z
)
, which gives rise to an isomorphism

between W0H
i(X h,Q) and the maximal unipotent monodromy subspace of

Hi
(X h

t ,Q
)
, i.e., (Tm − 1)iHi

(X h
t ,Q
)
. Thus, in the case considered, there is

a functorial isomorphism of π1(D∗)-modules

H i(X an,Q) ∼→ (Tm − 1)iHi
(X h

t ,Q
)
.

The mixed Hodge theory (see [St, p. 247], [Ill, p. 29]) provides an upper
bound on the dimension of the space on the right-hand side, which implies
the following bound on that of the left-hand side:

dimQ Hi(X an,Q) ≤ dimF Hi(X ,OX ).
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The equality is achieved for a totally degenerate family of abelian varieties
(see [Ber1, §6]), and for a totally degenerate family of Calabi–Yau varieties (in
the strong sense). In the latter example, X an has rational cohomology of the
sphere of dimension dim(X ), and is simply connected (see Remark 4.4(ii)).

In fact, XAn is the underlying topological space of an analytic space over a
commutative Banach ring. The idea of such an object was introduced in [Ber1,
§1.5], and developed there in detail in the case when the Banach ring is a non-
Archimedean field. The spaces considered in this paper are defined over the
field of complex numbers C provided with the following Banach norm: ‖a‖ =
max{|a|∞, |a|0} for a ∈ C, where | |∞ is the usual Archimedean valuation, and
| |0 is the trivial valuation (i.e., |a|0 = 1 for a �= 0). One has [0, 1] ∼→M(C, ‖ ‖).
Namely, a nonzero point ρ ∈]0, 1] corresponds to the Archimedean valuation
| |ρ∞, and the zero point 0 corresponds to the trivial valuation | |0. The above
map λ is a canonical map XAn →M(C, ‖ ‖) = [0, 1]. The preimage λ−1(ρ) of
ρ ∈]0, 1] is the restriction of the complex analytic space X h to the smaller open
disc D(r

1
ρ ), and λ−1(0) is a non-Archimedean analytic space over the field C

provided with the trivial valuation | |0. Thus, the space XAn incorporates
both complex analytic and non-Archimedean analytic spaces, and the result
on a non-Archimedean interpretation of the weight zero subspaces is evidence
that analytic spaces over (C, ‖ ‖) are worth studying.

In Section 1, we recall a construction from [Ber1, §1] that associates with
an algebraic variety over a commutative Banach ring k the underlying topo-
logical space of a k-analytic space. We do not develop a theory of k-analytic
spaces, but restrict ourselves to establishing basic properties necessary for
this paper. In Section 2, we specify our study for the field C provided with
the above Banach norm ‖ ‖, and prove a particular case of the main result
from Section 4. Let OC,0 be the local ring of functions analytic in an open
neighborhood of zero in C. In Section 3, we associate with an algebraic vari-
ety X over OC,0 analytic spaces of three types: a complex analytic space X h,
a (C, ‖ ‖)-analytic space XAn, and a (C, | |0)-analytic space XAn

0 . All three
spaces are provided with a morphism to the corresponding open discs, and
are closely interrelated. The construction gives rise to a commutative diagram
of maps between topological spaces. In Section 4, we prove our main result
(Theorem 4.1), which states that if X is proper overOC,0, the homomorphisms
between integral cohomology groups induced by certain maps from that dia-
gram are isomorphisms. Essential ingredients of the proof are C. H. Clemens’s
results from [Cle] and similar results from [Ber5]. If X is strictly semistable
over OC,0, the former provide a strong deformation retraction of X h to its
fiber X h

s at zero, and the latter provide a similar homotopy description of the
non-Archimedean space XAn

0 . In Section 5, we prove Theorem 5.1, which was
already formulated.

We want to emphasize that the above result is an analogue of the descrip-
tion of the weight zero subspaces of l-adic étale cohomology groups of algebraic
varieties defined over a local field in terms of cohomology groups of the asso-
ciated non-Archimedean spaces (see [Ber6]). All of these results are evidence
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for the fact that the underlying topological space of the non-Archimedean
analytic space associated with an algebraic variety somehow represents the
weight zero part of the mixed motive of the variety.

I am very grateful to Johannes Nicaise for pointing out a mistake in a
previous version of Theorem 4.1, and to the referee for many corrections and
suggestions that significantly improved the paper.

1 Topological spaces associated with algebraic varieties
over a commutative Banach ring

Let k be a commutative Banach ring, i.e., a commutative ring provided with
a Banach norm ‖ ‖ and complete with respect to it. For an affine scheme
X = Spec(A) of finite type over k, let XAn denote the set of all nonzero
multiplicative seminorms | | : A → R+ on the ring A whose restriction to k
is bounded with respect to the norm ‖ ‖. The set XAn is provided with the
weakest topology with respect to which all real-valued functions of the form
| | �→ |f |, f ∈ A, are continuous. For a point x ∈ XAn, the corresponding
multiplicative seminorm | |x on A gives rise to a multiplicative norm on the
integral domain A/Ker(| |x) and therefore extends to a multiplicative norm
on its field of fractions. The completion of the latter is denoted by H(x), and
the image of an element f ∈ A under the corresponding character A→ H(x) is
denoted by f(x). (In particular, |f |x = |f(x)| for all f ∈ A.) If A = k �= 0, the
space XAn is the spectrum M(k) of k, which is a nonempty compact space,
by [Ber1, 1.2.1]. If A = k[T1, . . . , Tn], the space XAn is denoted by An (the
n-dimensional affine space over k). Notice that the correspondence X �→ XAn

is functorial in X .
A continuous map of topological spaces ϕ : Y → X is said to be Hausdorff

if, for any pair of distinct points y1, y2 ∈ Y with ϕ(y1) = ϕ(y2), there exist
open neighborhoods V1 of y1 and V2 of y2 with V1 ∩V2 = ∅ (i.e., the image of
Y in Y ×X Y is closed). Furthermore, let X be a topological space such that
each point of it has a compact neighborhood. A continuous map ϕ : Y → X
is said to be compact if the preimage of a compact subset of X is a compact
subset of Y (i.e., ϕ is proper in the usual sense, but we use the terminology of
[Ber2]). Such a map is Hausdorff, it takes closed subsets of Y to closed subsets
of X , and each point of Y has a compact neighborhood.

Lemma 1.1. (i) The space XAn is locally compact and countable at infinity;
(ii) given a closed (respectively an open) immersion ϕ : Y → X , the map ϕan :

YAn → XAn induces a homeomorphism of YAn with a closed (respectively
open) subset of XAn;

(iii) given morphisms ϕ : Y → X and Z → X , the canonical map

(Y ×X Z)An → YAn ×XAn ZAn

is compact.



Weight Zero Subspaces of Limit Mixed Hodge Structures 53

Proof. (ii) If ϕ is a closed immersion, the required fact is trivial. If ϕ is an
open immersion, it suffices to consider the case of a principal open subset Y =
Spec(Af ) for an element f ∈ A. It is clear that the map ϕAn is injective and its
image is an open subset of XAn. A fundamental system of open sets in YAn is
formed by finite intersections of sets of the form U =

{
y ∈ YAn

∣∣| g
fn (y)| < r

}
and V =

{
y ∈ YAn

∣∣| g
fn (y)| > r

}
, where g ∈ A, n ≥ 0 and r > 0. It suffices

therefore to verify that the sets U and V are open in XAn. Given a point y ∈ U
(respectively V), there exist ε, δ > 0 such that |g(y)|+δ

|fn(y)|−ε < r (respectively
|g(y)|−δ
|fn(y)|+ε > r). Then the set

{
z ∈ XAn

∣∣|g(z)| < |g(y)|+δ, |fn(z)| > |fn(y)|−ε
}

(respectively
{
z ∈ XAn

∣∣|g(z)| > |g(y)| − δ, |fn(z)| < |fn(y)|+ ε
}
) is an open

neighborhood of the point y in XAn, which is contained in U (respectively V).
(i) By (ii), it suffices to consider the case of the affine space An, which

is associated with the ring of polynomials k[T ] = k[T1, . . . , Tn]. One has
An =

⋃
r E(r), where the union is taken over tuples of positive numbers

r = (r1, . . . , rn) and E(r) is the closed polydisc of radius r with center at
zero

{
x ∈ An

∣∣|Ti(x)| ≤ ri for all 1 ≤ i ≤ n
}
. The latter is a compact space.

Indeed, let k〈r−1T 〉 = k
〈
r−1
1 T1, . . . , r

−1
n Tn

〉
denote the commutative Banach

ring of all power series f =
∑

ν aνT
ν over k such that ‖f‖ =

∑
ν ‖aν‖rν <∞.

By [Ber1, Theorem 1.2.1], the spectrum M(k〈r−1T 〉) is a nonempty compact
space, and the canonical homomorphism k[T ] → k〈r−1T 〉 induces a homeo-
morphism M(k〈r−1T 〉) ∼→ E(r).

(iii) Let X = Spec(A), Y = Spec(B) and Z = Spec(C). By (ii), it suf-
fices to consider the case A = k[T1, . . . , Tn], B = A[U1, . . . , Up], and C =
A[V1, . . . , Vq], i.e., it suffices to verify that the corresponding map An+p+q →
An+p ×An An+q is compact. This is clear, since the preimage of E(r′) ×An

E(r′′) with r′ = (r1, . . . , rn, s1, . . . , sp) and r′′ = (r1, . . . , rn, t1, . . . , tq) is the
polydisc E(r) with r = (r1, . . . , rn, s1, . . . , sp, t1, . . . , tq). ��

Now let X be a scheme of finite type over k. By Lemma 1.1(ii), one can glue
the spaces UAn for open affine subschemes U ⊂ X to get a topological space
XAn in which all UAn are open subspaces. Here is an equivalent description of
the space XAn. For a bounded character χ : k → K to a valuation field K (i.e.,
a field complete with respect to a valuation), let X (K)χ denote the set of all
K-points of X that induce the character χ on k. Furthermore, let X̃An be the
disjoint union of the sets X (K)χ taken over bounded characters χ : k → K to
a valuation field K. Two points x′ ∈ X (K ′)χ

′
and x′′ ∈ X (K ′′)χ

′′
are said to be

equivalent if there exist a bounded character χ : k → K, a point x ∈ X (K)χ,
and isometric embeddings K → K ′ and K → K ′′ that are compatible with
the characters χ′ and χ′′, taking x to the points x′ and x′′, respectively. It
is really an equivalence relation, and the space XAn is the set of equivalence
classes in X̃An.

The correspondence X �→ XAn is functorial in X , and the properties (ii)
and (iii) of Lemma 1.1 are straightforwardly extended to arbitrary schemes of
finite type over k.
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Lemma 1.2. Let ϕ : Y → X be a morphism of schemes of finite type over k,
and let ϕAn be the induced map YAn → XAn. Then

(i) if ϕ is separated, then the map ϕAn is Hausdorff;
(ii) if ϕ is projective, then the map ϕAn is compact;
(iii) if ϕ is proper and either the ring k is Noetherian or Y has a finite number

of irreducible components, then the map ϕAn is compact.

The assumptions in (iii) guarantee application of Chow’s lemma (see
[EGAII, 5.6.1]).

Proof. We may assume that the scheme X = Spec(A) is affine.
(i) Since ϕ is separated, the diagonal map YAn → (Y×X Y)An has a closed

image. Since the image of the latter in YAn×XAn YAn is closed, it follows that
the map ϕAn is Hausdorff.

(ii) It suffices to consider the case in which Y = Proj(A[T0, . . . , Tn])
is the projective space over A. In this case, Y =

⋃n
i=0 Yi, where Yi =

Spec
(
A
[
T0
Ti

, . . . , Tn

Ti

])
. If Ei =

{
y ∈ YAn

i

∣∣|Tj

Ti
(y)| ≤ 1 for all 0 ≤ j ≤ n

}
,

then the map Ei → XAn is compact, and one has YAn =
⋃n

i=0 Ei. It follows
that ϕAn is a compact map.

(iii) Chow’s lemma reduces the situation to the case considered in (ii). ��

2 The case of the Banach ring (C, ‖ ‖)

We now consider the case when k is the field of complex numbers C provided
with the following Banach norm: ‖a‖ = max{|a|∞, |a|0} for all a ∈ C. Notice
that there is a homeomorphism [0, 1] ∼→ M(C, ‖ ‖) : ρ �→ pρ, where the
point p0 corresponds to the trivial norm | |0, and each point pρ with ρ > 0
corresponds to the Archimedean norm | |ρ∞. Indeed, if | | is a valuation that is
different from those above, then it is nontrivial and not equivalent to | |∞. It
follows that there exists a complex number a ∈ C with |a|∞ < 1 and |a| > 1,
i.e., |a| > ‖a‖, and the valuation | | is not bounded with respect to the Banach
norm ‖ ‖.

For every scheme X of finite type over C, there is a canonical surjective
map λ = λX : XAn →M(C, ‖ ‖) = [0, 1]. If ρ ∈]0, 1], then H(pρ) is the field C
provided with the Archimedean valuation | |ρ∞. The fiber λ−1(1) is the complex
analytic space X h associated with X , by complex GAGA [Serre]. The fiber
λ−1(0) is the non-Archimedean (C, | |0)-analytic space X an associated with
X , by non-Archimedean GAGA [Ber1].

Lemma 2.1. There is a functorial homeomorphism λ−1(]0, 1]) ∼→ X h×]0, 1] :
x �→ (y, ρ), which commutes with the projections onto ]0, 1] and, in the case
of affine X = Spec(A), is defined by ρ = λ(x) and |f(y)|∞ = |f(x)| 1ρ , f ∈ A.
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Proof. Assume first that X = Spec(A) is affine. The map considered is
evidently continuous. It has an inverse map X h×]0, 1]→ λ−1(]0, 1]) : (y, ρ) �→
yρ, defined by |f(yρ)| = |f(y)|ρ∞ for f ∈ A, and therefore it is bijec-
tive. The inverse map is continuous, since the topology on X h×]0, 1] coin-
cides with the weakest one with respect to which all functions of the form
X h×]0, 1]→ R+ : (y, ρ) �→ |f(y)|ρ for f ∈ A are continuous. It is trivial that
the homeomorphisms are functorial in X , and they extend to the class of all
schemes of finite type over C. ��
Corollary 2.2. If X is connected, then the topological space XAn is also con-
nected.

Proof. Any C-point of X defines a section M(C, ‖ ‖) = [0, 1] → XAn of the
canonical map λ : XAn → [0, 1], and so the required fact follows from the
corresponding facts in complex GAGA [Serre] and non-Archimedean GAGA
[Ber1, 3.5.3]. ��
Proposition 2.3. If X is proper, then Hq(XAn,Z) ∼→ Hq(X an,Z) for all
q ≥ 0.

Proof. Since the space XAn is compact, it suffices to show that the cohomology
groups with compact support Hq

c (X h×]0, 1],Z) are zero for all q ≥ 0. For this
we use the Leray spectral sequence

Ep,q
2 = Hp

c (]0, 1], Rqλ∗Z) =⇒ Hp+q
c (X h×]0, 1],Z).

The sheaves Rqλ∗Z are constant, and therefore Ep,q
2 = 0 for all p, q ≥ 0, and

the required fact follows. ��
By Proposition 2.3, if X is proper, there is a homomorphism

Hq(X an,Z) −→ Hq(X h×]0, 1],Z) = Hq(X h,Z).

Corollary 2.4. If X is proper, the above homomorphism gives rise to an iso-
morphism

Hq(X an,Q) ∼→W0H
q(X h,Q).

Proof. By the construction from [Del3, §6.2] and Hironaka’s theorem on reso-
lution of singularities, there exists a proper hypercovering X• → X such that
each Xn is smooth. By [SGA4, Exp. V bis], it gives rise to a homomorphism
of spectral sequences

′Ep,q
1 = Hq

(X an
p ,Q

)
=⇒ Hp+q(X an,Q),

↓ ↓
′′Ep,q

1 = Hq
(X h

p ,Q
)

=⇒ Hp+q(X h,Q).

By [Ber5, §5], the connected components of each X an
p are contractible. This

implies that ′Ep,q
1 = 0 for all q ≥ 1, and therefore the first spectral sequence



56 Vladimir G. Berkovich

gives rise to isomorphisms ′Ep,0
2

∼→ Hp(X an,Q). On the other hand, by [Del2,
3.2.15(ii)], the mixed Hodge structure on Hq

(X h
p ,Q
)

has the property that
Wi = 0 for i < q. Since the functor H �→ W0H on the category of rational
mixed Hodge structures H with WiH = 0 for i < 0 is exact [Del2, 2.3.5(iv)],
the latter implies that W0 (′′Ep,q

1 ) = 0 for all q ≥ 1, and therefore the second
spectral sequence gives rise to an isomorphism W0

(
′′Ep,0

2

)
∼→W0H

p(X h,Q).
The required fact now follows from Corollary 2.2. ��
Remarks 2.5. (i) It would be interesting to know whether Proposition 2.3.
is true for an arbitrary separated scheme X of finite type over F . If this
is true, then the similar induced homomorphism Hq(X an,Z) → Hq(X h,Z)
gives rise to an isomorphism analogous to that of Corollary 2.4. That such
an isomorphism exists is shown in [Ber6, Theorem 1.1(c)] using the same
reasoning as that used in the proof of Corollary 2.4 (see also Remark 5.3).

(ii) It is very likely that the map X an → XAn is a homotopy equivalence at
least in the case when X is a proper scheme over F with the property that for
every n ≥ 1, a nonempty intersection of n-irreducible components is smooth
and of codimension n− 1 (see also Remark 4.4(iii)).

3 Topological spaces associated with algebraic varieties
over the ring OC,0

Let X be a scheme of finite type over the local ring OC,0. We are going to
associate with X (the underlying topological spaces of) analytic spaces of three
types. The first one is a classical object. This is a complex analytic space X h

over an open disc D(r) in C of radius r (with center at zero). The second one
is a (C, ‖ ‖)-analytic space XAn over an open disc D(r) in A1. And the third
one is a non-Archimedean (C, | |0)-analytic space XAn

0 over an open disc D0(r)
in the (C, | |0)-analytic affine line A1

0. The first two objects are related to two
representations of the ring OC,0 in the form of a filtered inductive limit of the
same commutative rings, provided with two different commutative Banach
ring structures. The third object is the analytic space associated with the
base change of X under the homomorphism OC,0 → C[[T ]] = OA1

0,0
, and is a

particular case of an object introduced in [Ber3, §3].
For r > 0, let C〈r−1T 〉 denote the commutative Banach algebra of formal

power series f =
∑∞

i=0 aiT
i over C absolutely convergent at the closed disc

E(r) = {x ∈ C
∣∣|T (x)| ≤ r} and provided with the norm ‖f‖ =

∑∞
i=0 |ai|∞ri.

The canonical homomorphism C[T ] → C〈r−1T 〉 induces a homeomorphism
M(C〈r−1T 〉) ∼→ E(r), and one has OC,0 = lim

−→
C〈r−1T 〉 for r tending to zero.

By [EGAIV, §8], for any scheme X of finite type over OC,0, there exist r > 0
and a scheme X ′ of finite type over C〈r−1T 〉 whose base change with respect
to the canonical homomorphism C〈r−1T 〉 → OC,0 is X . By the construction
of Section 1, there is an associated topological space X ′h, and we denote by
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X h the preimage of the open disc D(r) = {x ∈ C
∣∣|T (x)| < r} with respect to

the canonical map X ′h → E(r). The morphism X h → D(r) does not depend,
up to a change of r, on the choice of X ′, and the construction is functorial in
X (see Remark 3.3).

Furthermore, for r > 0, let C〈〈r−1T 〉〉 denote the commutative Banach
ring of formal power series f =

∑∞
i=0 aiT

i over C such that ‖f‖ =∑∞
i=0 ‖ai‖ri < ∞. The canonical homomorphism C[T ] → C〈〈r−1T 〉〉 gives

rise to a homeomorphism M(C〈〈r−1T 〉〉) ∼→ E(r) = {x ∈ A1
∣∣|T (x)| ≤ r}. If

r ≥ 1, then C[T ] ∼→ C〈〈r−1T 〉〉, and if r < 1, then C〈〈r−1T 〉〉 ∼→ C〈r−1T 〉
(as C-subalgebras of C[[T ]]). One has OC,0 = lim

−→
C〈〈r−1T 〉〉 for r tending to

zero. By [EGAIV, §8] again, for any scheme X of finite type over OC,0, there
exist 0 < r < 1 and a scheme X ′ of finite type over C〈〈r−1T 〉〉 whose base
change with respect to the canonical homomorphism C〈〈r−1T 〉〉 → OC,0 is
X . By the construction of Section 1, there is an associated topological space
X ′An, and we denote by XAn the preimage of D(r) = {x ∈ A1

∣∣|T (x)| < r}
with respect to the canonical map X ′An → E(r). The map ϕ : XAn → D(r)
does not depend, up to a change of r, on the choice of X ′, and the construction
is functorial in X (see again Remark 3.3).

Finally, for r > 0, let C{r−1T } denote the commutative Banach ring of for-
mal power series f =

∑∞
i=0 aiT

i over C convergent at the closed disc E0(r) ={
x ∈ A1

0

∣∣|T (x)| ≤ r
}

and provided with the norm ‖f‖ = maxi≥0{|ai|0ri}.
The canonical homomorphism C[T ] → C{r−1T } gives rise to a homeomor-
phism M(C{r−1T }) ∼→ E0(r). If r ≥ 1, then C[T ] ∼→ C{r−1T }, and if
r < 1, then C{r−1T } ∼→ C[[T ]]. One has OA1

0,0
= C[[T ]] = C{r−1T } for

every 0 < r < 1. Thus, given a scheme X of finite type over OC,0, we set
X0 = X ⊗OC,0 C[[T ]], and for 0 < r < 1, we set X ′0 = X0 ⊗C[[T ]] C{r−1T }.
There is an associated topological space X ′An

0 , and we denote by XAn
0 the

preimage of D0(r) =
{
x ∈ A1

0

∣∣|T (x)| < r
}

with respect to the canonical map
X ′An

0 → E0(r).
Recall that F denotes the fraction field of OC,0, and K denotes the com-

pletion of F with respect to a fixed valuation, which is determined by its value
at T . Let ε be the latter value. The K-analytic space associated with a scheme
X of finite type over F is denoted by X an (instead of (X ⊗F K)an).

Lemma 3.1. Let X be a scheme of finite type over OC,0, Xη = X ⊗OC,0 F its
generic fiber, and Xs = X ⊗OC,0 C its closed fiber. Let XAn be the associated
(C, ‖ ‖)-analytic space over D(r) with 0 < r < 1, and let λ, λη, and λs be the
canonical maps to M((C, ‖ ‖) = [0, 1] from XAn, XAn

η and XAn
s , respectively.

Then

(i) there is a homeomorphism

λ−1(]0, 1]) ∼→
{
(x, ρ) ∈ X h×]0, 1]

∣∣|T (x)|∞ < r
1
ρ

}
: x′ �→ (x, ρ),
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which commutes with the projections onto ]0, 1] and, in the case of the
affine X = Spec(A), is defined by ρ = λ(x′) and |f(x)|∞ = |f(x′)| 1ρ ,
f ∈ A;

(ii) λ−1(0) ∼→ XAn
0 ;

(iii) there is a homeomorphism

λ−1
η (0) ∼→ X an

η ×]0, r[: x′ �→ (x, ρ),

which, in the case of the affine X = Spec(A), is defined by ρ = |T (x′)|
and |f(x)| = |f(x′)|logρ(ε), f ∈ A;

(iv) XAn\XAn
η = XAn

s , where the right-hand side is the (C, ‖ ‖)-analytic space
associated with Xs in the sense of Section 2.

Proof. In (i), the converse map (x, ρ) �→ xρ is defined by |f(xρ)| = |f(x)|ρ∞,
f ∈ A, and in (iii), the converse map X an

η ×]0, r[∼→ λ−1(0)\ϕ−1(0) : (x, ρ) �→
Px,ρ is defined by |f(Px,ρ)| = |f(x)|logε(ρ), f ∈ A. The statements (ii) and (iv)
are trivial. ��
Corollary 3.2. The open embedding λ−1(]0, 1]) ↪→ X h×]0, 1] is a homotopy
equivalence.

Proof. The formula ((x, ρ), t) �→ (x,max(ρ, t)) defines a strong deformation
retraction of λ−1(]0, 1]) and X h×]0, 1] to X h × {1}. ��
Remarks 3.3. (i) The spaces X h, XAn, and XAn

0 are in fact pro-objects (i.e.,
filtered projective systems of objects) of the corresponding categories of an-
alytic spaces (see [Ber3, §2]). The functoriality of their constructions means
that they give rise to functors from the category of schemes of finite type over
OC,0 to the corresponding categories of pro-objects.

(ii) Suppose that X is a scheme of finite type over OC,0 for which the

canonical morphism to Spec(OC,0) is a composition X ϕ→ Spec(OC,0)
ψ→

Spec(OC,0), where ψ is induced by the homomorphism OC,0 → OC,0 : T �→
T n for n ≥ 1. Let Y denote the same scheme X but considered over Spec(OC,0)
with respect to the morphism ϕ. Then there is a canonical homeomorphism
of topological spaces YAn

0
∼→ XAn

0 : y �→ x, which, in the case of affine X =
Spec(A), is defined by |f(x)| = |f(y)|n for f ∈ A. It induces homeomorphisms
YAn

η ×]0, r
1
n [∼→ XAn

η ×]0, r[: (y, ρ) �→ (x, ρn) and YAn
s

∼→ XAn
s : y �→ x (see

Lemma 3.1(i) and (iii)), defined by |f(x)| = |f(y)|n for f ∈ A.

4 The main result

Let X be a scheme of finite type over OC,0. By the previous section, for some
0 < r < 1 there is a commutative diagram in which hook and down arrows are
open embeddings, left and up arrows are closed embeddings, and all squares
are cartesian:
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X h
η ×]0, 1] ←↩ λ−1

η (]0, 1])
∗
↪→ XAn

η ←− λ−1
η (0) ∼−→ X an

η ×]0, r[⏐�∗ ⏐�∗ ⏐� ⏐� ⏐�
X h×]0, 1] ←↩ λ−1(]0, 1])

∗
↪→ XAn ←− λ−1(0) ∼−→ XAn

0�⏐ �⏐ �⏐ �⏐ �⏐
X h

s ×]0, 1] ∼←− λ−1
s (]0, 1])

∗
↪→ XAn

s ←− λ−1
s (0) ∼−→ X an

s

Theorem 4.1. Assume that X is proper (respectively proper and strictly
semistable) over OC,0. Then for a sufficiently small r, all of the horizontal
(respectively vertical) arrows of the diagram, except those marked by ∗, in-
duce an isomorphism between integral cohomology groups of the corresponding
topological spaces.

The following lemma is a version of Grothendieck’s Proposition 3.10.2 from
[Gro]. If F is a sheaf on a topological space X , Φ is a family of supports in X ,
and Y is a subspace of X , then Hq

Φ∩Y (Y, F ) denotes the cohomology groups
with coefficients in the pullback of F at Y and with supports in Φ ∩ Y =
{A ∩ Y

∣∣A ∈ Φ}.
Lemma 4.2. Let X be a paracompact locally compact topological space, X1 ⊂
X2 ⊂ · · · an increasing sequence of closed subsets such that the union of their
topological interiors in X coincides with X, and Φ a paracompactifying family
of supports in X such that A ∈ Φ if and only if A ∩ Xi ∈ Φ ∩ Xi for all
i ≥ 1. Let F be an abelian sheaf on X, and let q ≥ 1. Assume that for each
i ≥ 1 the image Hq−1

Φ∩Xi+1
(Xi+1, F ) in Hq−1

Φ∩Xi
(Xi, F ) under the restriction

homomorphism coincides with the image of Hq−1
Φ∩Xi+2

(Xi+2, F ). Then there is
a canonical isomorphism

Hq
Φ(X,F ) ∼→ lim

←−
Hq

Φ∩Xi
(Xi, F ).

Remark 4.3. An analogue of [Gro, Proposition 3.10.2] for étale cohomology
groups of non-Archimedean analytic spaces is [Ber2, Proposition 6.3.12]. In
the formulation of the latter, only the assumption that X is a union of all Xi’s
was made. This is not enough, and one has to make the stronger assumption
that X is a union of the topological interiors of all Xi’s (this guarantees that
F (X) ∼→ lim

←−
F (Xi) for any sheaf F on X).

Proof. First of all, by the above remark and the assumptions on the Xi’s
and Φ, for any abelian sheaf G on X one has ΓΦ(X,G) ∼→ lim

←−
ΓΦ∩Xi(Xi, G).

We claim that, given an injective abelian sheaf J on X and a closed subset
Y ⊂ X, the canonical map ΓΦ(X, J) → ΓΦ∩Y (Y, J) is surjective. Indeed,
let g be an element from ΓΦ∩Y (Y, J) and let B be its support. By [God,
Ch. II, Theorem 3.3.1], g is the restriction of a section g′ of J over an open
neighborhood U of B in X . Furthermore, let A ∈ Φ be such that B = A ∩ Y ,
and let A′ ∈ Φ be a neighborhood of A in X . Shrinking U , we may assume
that U ⊂ A′. Since J is injective, the map Γ (X, J) → Γ (U∐(X\A′), J) =
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Γ (U , J) ⊕ Γ (X\A′, J) is surjective. It follows that there exists an element
f ∈ Γ (X, J) whose restriction to U is g′ and whose restriction to X\A′ is
zero. Since the support of f lies in A′, one has f ∈ ΓΦ(X, J), and the claim
follows.

The claim implies that the pullback of J at any closed subset Y ⊂ X
is a (Φ ∩ Y )-soft sheaf on Y , i.e., for any A ∈ Φ ∩ Y , the canonical map
ΓΦ∩Y (Y, J) → Γ (A, J) is surjective (see [God, Ch. II, Section 3.5]). Thus,
given an injective resolution 0 → F → J0 → J1 → · · · of F , there is a
commutative diagram

0 → ΓΦ(X, J0) → ΓΦ(X, J1) → ΓΦ(X, J2) → · · ·⏐� ⏐� ⏐�
0 → ΓΦ∩Xi

(
Xi, J

0
) → ΓΦ∩Xi

(
Xi, J

1
) → ΓΦ∩Xi

(
Xi, J

2
) → · · ·

in which the first and second rows give rise to the groups Hq
Φ(X,F ) and

Hq
Φ∩Xi

(Xi, F ), respectively, and the vertical arrows are surjections. The in-
jectivity of the map considered is verified by a simple diagram search in the
same way as in the proof of [Ber2, Proposition 6.3.12], and verification of its
surjectivity is even easier (and because of that it was omitted in [Ber2]) and
goes as follows.

Let βi ∈ Hq
Φ∩Xi

(Xi, F ), i ≥ 1, be a compatible system. Assume that
for i ≥ 1, we have constructed elements βj ∈ ΓΦ∩Xj (Xj, J

q) each from the
class of βj , 1 ≤ j ≤ i, with βj+1

∣∣
Xj

= βj for 1 ≤ j ≤ i − 1, and let β′i+1

be an element from the class of βi+1. Then β′i+1

∣∣
Xi

= βi + dγi for some
γi ∈ ΓΦ∩Xi

(
Xi, J

q−1
)
. If α ∈ ΓΦ(X, Jq−1) is such that α

∣∣
Xi

= γi, then for
the element βi+1 = β′i+1 − dα

∣∣
Xi+1

, we have βi+1

∣∣
Xi

= βi. By the remark at
the beginning of the proof, there exists an element β ∈ ΓΦ(X, Jq) such that
β
∣∣
Xi

= βi for all i ≥ 1. Then dβ = 0, and the surjectivity follows. ��

Proof of Theorem 4.1. Step 1. First of all, the isomorphism Hq(XAn
s ,Z) ∼→

Hq(λ−1
s (0),Z) = Hq(X an

s ,Z) follows from Proposition 2.3. The isomorphisms

Hq(X h×]0, 1],Z) ∼→ Hq(λ−1(]0, 1]),Z)

and
Hq(X h

η ×]0, 1],Z) ∼→ Hq(λ−1
η (]0, 1]),Z)

follow from Corollary 3.2.
Step 2. To get the isomorphisms

Hq(XAn,Z) ∼→ Hq(λ−1(0),Z) and Hq
(XAn

η ,Z
) ∼→ Hq

(
λ−1
η (0),Z

)
,

we assume that r is sufficiently small that the groups Hq
(X h

t ,Z
)
, t ∈ D∗(r),

form a local system for all q ≥ 0, and therefore, Rqψη∗
(
ZXh

η

)
are locally

constant quasi-unipotent sheaves of finitely generated abelian groups for all
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q ≥ 0, where ψ is the canonical morphism X h → D(r). Let X̃ h and X̃ h
η

denote the images of λ−1(]0, 1]) and λ−1
η (]0, 1]) in X h×]0, 1] and X h

η ×]0, 1],

respectively. (If X = Spec(OC,0), they will be denoted by D̃(r) and D̃∗(r).)
It suffices to show that Hq

Φ(X̃ h,Z) = 0 and Hq
Φη

(
X̃ h

η ,Z
)

= 0 for all q ≥ 0,

where Φ and Φη are families of supports in X̃ h and X̃ h
η consisting of the closed

subsets that are also closed in XAn and XAn
η , respectively.

Consider the following commutative diagrams in which all squares are
cartesian:

D̃(r) ↪→ D(r) ←− [0, r[ D̃∗(r) ↪→ D∗(r) ←− ]0, r[
↑ ϕ̃ ↑ ϕ ↑ ↑ ϕ̃η ↑ ϕη ↑
X̃ h ↪→ XAn ←− XAn

0 X̃ h
η ↪→ XAn

η ←− X an
η ×]0, r[

Since all of the vertical maps are compact, there are spectral sequences (with
initial terms Ep,q

2 )

Hp
Φ

(
D̃(r), Rqϕ̃∗ZX̃h

)
=⇒ Hp+q

Φ (X̃ h,Z)

and
Hp

Φη

(
D̃∗(r), Rqϕ̃η∗ZX̃h

η

)
=⇒ Hp+q

Φη

(
X̃ h

η ,Z
)
,

where Φ and Φη in the Ep,q
2 terms denote the similar families of supports in

D̃(r) and D̃∗(r), respectively. Thus, it suffices to verify the following fact. Let
L be an abelian sheaf on D(r) whose restriction to D∗(r) is locally constant
and quasi-unipotent, and let π denote the canonical projection D̃(r) → D(r).
Then (∗) Hp

Φ(D̃(r), π∗L) = 0 and (∗η) Hp
Φη

(D̃∗(r), π∗L) = 0 for all p ≥ 0.
Both equalities are proved in the same way using Lemma 4.2 as follows.

The equality (∗). The space D(r) is a union of the closed discs E(ρ) = {x ∈
D(r)

∣∣|T (x)| ≤ ρ} with ρ < r. Let Ẽ(ρ) = E(ρ)∩D̃(r) = {(y, t)∣∣|T (y)|∞ ≤ ρ
1
t }.

Then D̃(r) is a union of all Ẽ(ρ) with ρ < r, and if ρ < ρ′, then E(ρ) and
Ẽ(ρ) are contained in the topological interiors of E(ρ′) and Ẽ(ρ′) in D(r) and
D̃(r), respectively. It follows easily that a closed subset B ⊂ D̃(r) is closed in
D(r) if and only if B ∩ Ẽ(ρ) is closed in E(ρ) for all ρ < r. Since the spaces
E(ρ) are compact, from Lemma 4.2 it follows that to prove the equality (∗),
it suffices to show that Hq

c

(
Ẽ(ρ), π∗ρL

)
= 0 for all q ≥ 0, where πρ is the

canonical projection Ẽ(ρ) → E(ρ).
One has π−1

ρ (0) ∼→]0, 1] and, for y �= 0, π−1
ρ (y) ∼→ [ty, 1], where 0 < ty ≤ 1

is such that |T (y)|∞ = ρ
1

ty . It follows that
(
Rqπρ!

(
π∗ρL
))

y
is zero if q ≥ 1

or q = 0 and y = 0, and coincides with Ly if q = 0 and y �= 0. This means
that Rqπρ!

(
π∗ρL
)

is zero for q ≥ 1, and coincides with jρ!
(
j∗ρL
)

for q = 0,
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where jρ is the canonical open embedding E∗(ρ) ↪→ E(ρ). The Leray spectral
sequence Ep,q

2 = Hp
c

(
E(ρ), Rqπρ!

(
π∗ρL
))

=⇒ Hp+q
c

(
Ẽ(ρ), π∗ρL

)
implies that

Hq
c

(
Ẽ(ρ), π∗ρL

)
= Hq

c (E∗(ρ), L) for all q ≥ 0. Thus, the equality (∗) is a
consequence of the following simple fact: Hq

c (E∗(ρ), L) = 0, q ≥ 0, for any
abelian quasi-unipotent sheaf L on E∗(ρ).

If L is constant, the above fact follows from the long exact sequence of
cohomology with compact supports associated with the maps

E∗(ρ)
jρ

↪→ E(ρ) ←− {0}.
It follows easily that the same is true for any unipotent abelian sheaf L.
Assume now that L is quasi-unipotent. Then there exists n ≥ 1 such that
the pullback of L under the nth-power map ϕ : E∗

(
ρ

1
n

)
→ E∗(ρ) : z �→

zn is unipotent. By the previous case, Hq
c

(
E∗
(
ρ

1
n

)
, ϕ∗L

)
= 0 for all

q ≥ 0. The spectral sequence Ep,q
2 = Hp

(
Z/nZ, Hq

c

(
E∗
(
ρ

1
n

)
, ϕ∗L

))
=⇒

Hp+q
c (E∗(ρ), L) implies the required fact for such L.
The equality (∗η) (see also Remark 4.4(i)). The space D∗(r) is a union of

the closed annuli Aρ = {x ∈ D(r)
∣∣ρ ≤ |T (x)| ≤ r − ρ} with 0 < ρ < r

2 .

Let Ãρ = Aρ ∩ D̃∗(r) = {(y, t)∣∣ρ 1
t ≤ |T (y)|∞ ≤ (r − ρ)

1
t }. Then D̃∗(r) is a

union of Ãρ with 0 < ρ < r
2 , and for ρ < ρ′, Aρ and Ãρ lie in the topological

interiors of Aρ′ and Ãρ′ in D∗(r) and D̃∗(r), respectively. It follows that a

closed subset B ⊂ D̃∗(r) is closed in D∗(r) if and only if B∩Ãρ is closed in Aρ

for all 0 < ρ < r
2 . Since the spaces Aρ are compact, from Lemma 4.2 it follows

that to prove the equality (∗η) it suffices to show that Hq
c

(
Ãρ, π

∗
ρL
)

= 0 for

all q ≥ 0, where πρ is the canonical projection Ãρ → E∗(r − ρ).
Notice that in comparison with the previous case, the preimage of any

point of E∗(ρ) under the latter map is always a closed interval or a point. It
follows that Rqπρ∗

(
π∗ρL
)

is zero if q ≥ 1, and coincides with L
∣∣
E∗(r−ρ)

if q = 0.

The Leray spectral sequence of the map πρ implies that Hq
c

(
Ãρ, π

∗
ρL
)

=
Hq

c (E∗(r − ρ), L) for all q ≥ 0, and the equality (∗η) follows from the fact we
have already verified.

Step 3. It remains to show that if X is proper and strictly semistable over
OC,0, then the unmarked vertical arrows in the extreme left and right columns
induce isomorphisms of cohomology groups. In this case, X h

s is even a strong
deformation retract of X h, by the results of C. H. Clemens (see [Cle, §6]), and
both maps X an

η ×]0, r[→ XAn
0 and X an

s → XAn
0 are homotopy equivalences, by

results from [Ber5], as we are going to explain.
Consider a more general situation. Let k be an arbitrary field (instead

of C) provided with the trivial valuation. The ring of formal power series
k[[z]] coincides with the ring OA1,0 of formal power series convergent in an



Weight Zero Subspaces of Limit Mixed Hodge Structures 63

open neighborhood of zero in the affine line A1 over k as well as with the
ring O(D(1)) of those power series that are convergent in the open disc D(1)
(of radius one with center at zero). The formal spectrum X = Spf(k[[z]])
is a special formal scheme over k◦ = k in the sense of [Ber4], and its generic
fiber Xη coincides with D(1). Notice that there is a canonical homeomorphism
[0, 1[∼→ D(1): ρ �→ Pρ, where Pρ is defined by |z(Pρ)| = ρ.

Let X be a scheme of finite type over k[[z]]. For any number 0 < r < 1, the
ring k[[z]] coincides with the k-affinoid algebra k{r−1z}, the algebra of analytic
functions on the closed disc E(r) ⊂ A1 (which is canonically homeomorphic
to [0, r]), and so there is an associated k-analytic space Yan(r). If r < r′,
X an(r) is identified with a closed analytic subdomain of X an(r′), and we set
X an = ∪X an(r). There is a canonical surjective morphism ϕ : X an → D(1) ∼→
[0, 1[. The fiber ϕ−1(ρ) at ρ ∈ [0, 1[ is identified with the H(Pρ)-analytic space
X an

ρ associated with the scheme X ⊗k[[z]]H(Pρ). The formal completion X̂ of
X along its closed fiber Xs is a special formal scheme, and there is a canonical
morphism of strictly k-analytic spaces X̂η → X an whose composition with the
above morphism ϕ is induced by the canonical morphism of formal schemes
X̂ → X. If X is separated and of finite type over k[[z]], X̂η is identified with
a closed strictly analytic subdomain of X an. If X is proper over k[[z]], then
X̂η

∼→ X an. If X is semistable over k[[z]], then so is X̂ .
Assume now that Y is a semistable formal scheme over X = Spf(k[[z]])

(or, more generally, polystable in the sense of [Ber5]). For ρ ∈ [0, 1[, we set
Yρ = Y ×X Spf(H(Pρ)◦). It is a semistable formal scheme of H(Pρ), and
there are canonical isomorphisms Yρ,η

∼→ Yη,ρ and Yρ,s
∼→ Ys. In [Ber5, §5],

we constructed a closed subset S(Ŷρ) (the skeleton of Yρ) and a strong defor-
mation retraction Φρ : Yρ,η × [0, 1]→ Yρ,η of Yρ,η to the skeleton S(Ŷρ). We
denote by S(Y/X) the union of S(Ŷρ) over all ρ ∈ [0, 1[, and by Φ the map-
ping Yη × [0, 1]→ Yη that coincides with Φρ at each fiber of ϕ. In [Ber5, §4],
we also associated with the closed fiber Ys of Y a simplicial set C(Ys) that
has a geometric realization |C(Ys)|. Thus, to prove the claim, it suffices to
verify the following two facts:

(a) the mapping Φ : Yη × [0, 1]→ Yη is continuous and compact, and
(b) there is a homeomorphism |C(Ys)| ×Xη → S(Y/X) that commutes with

the canonical projections to [0, 1[.

(a) The assertion follows from the proof of [Ber5, Theorem 7.1]. In the
formulation of the latter, the formal scheme X was in fact assumed to be
locally finitely presented over the ring of integers of the ground field (in our
case k◦ = k), but its proof uses only the fact that the morphism Y → X is
polystable and works in the case when X is an arbitrary special formal scheme.

(b) By the properties of the skeleton established in [Ber5, §5], the situation
is easily reduced to the case Y = Spf(B), where

B = k[[z]]{T0, . . . , Tm}/(T0 · · ·Tn − z) , 0 ≤ n ≤ m.
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If n = 0, then S(Y/X) ∼→ Xη
∼→ [0, 1[, |C(Ys)| is a point, and (b) follows.

Assume that n ≥ 1. Then S(Y/X) is identified with the set {(Pρ, r0, . . . , rn) ∈
Xη × [0, 1]n+1

∣∣r0 · · · rn = ρ}, and |C(Ys)| is identified with the set
{(u0, . . . , un) ∈ [0, 1]n+1

∣∣u0+· · ·+un = 1}. The required map |C(Ys)|×Xη →
S(Y/X) takes a point ((u0, . . . , un), ρ) to (Pρ, (r0, . . . , rn)), where (r0, . . . , rn)
is the point of intersection of the line, connecting the points (u0, . . . , un) and
(1, . . . , 1), and the hypersurface defined by the equation t0 · · · · · tn = ρ. ��
Remarks 4.4. (i) The equality (∗η) can be established in a different way.
Namely, we claim that there is a strong deformation retraction of D∗(r) to
the subset λ−1

η (0) (identified with ]0, r[). Indeed, let Pρ denote the point of
λ−1
η (0) that corresponds to ρ ∈]0, r[ (it is a unique point from λ−1

η (0) with
|T (Pρ)| = ρ). Then the required strong deformation retraction Ψ : D∗(r) ×
[0, 1]→ D∗(r) (with Ψ(x, 1) = x and Ψ(x, 0) ∈ λ−1

η (0)) is defined as follows:

(1) if (ρeiϕ, s) ∈ D̃∗(r), then Ψ((ρeiϕ, s), t) = (ρ
1
t eiϕ, st) ∈ D̃∗(r) for t ∈]0, 1];

(2) Ψ((ρeiϕ, s), 0) = Pρs ;
(3) if ρ ∈]0, r[, then Ψ(Pρ, t) = Pρ for all t ∈ [0, 1].

The claim implies that if the sheaf L is constant, then Hp(D∗(r), π∗L) ∼→
Hp(]0, r[, π∗L) = 0, and therefore, Hp

Φη
(D̃∗(r), π∗L) = 0 for all p ≥ 0. Thus,

the equality (∗η) is true for constant L, and is easily extended to arbitrary
quasi-unipotent sheaves L.

(ii) Let X be a connected projective scheme over F that admits a strictly
semistable reduction over OC,0. Then the fundamental group of X an is iso-
morphic to a quotient of the fundamental group of the fiber X h

t , t ∈ D∗(r),
and in particular, if the latter is simply connected, then so is X an. Indeed,
let Y be a projective strictly semistable scheme over OC,0 with Yη = X . The
canonical morphism Y → Spec(OC,0) has a section Spec(OC,0) → Y (with
the image in the smooth locus of that morphism), and therefore, for some
0 < r < 1, the canonical morphism Yh → D(r) has a section D(r) → Yh. It
follows that the canonical surjection π1(X h) → π1(D∗) has a section whose
image lies in the kernel of the canonical homomorphism π1(X h) → π1(Yh),
and therefore, the image of π1

(X h
t

)
in π1(Yh) coincides with that of π1(X h).

But the canonical homomorphism π1(X h) → π1(Yh) is surjective, since the
preimage of X h in a universal covering of Yh is connected (it is the com-
plement of a Zariski closed subset of a connected smooth complex analytic
space). Thus, π1(Yh) is a quotient of π1

(X h
t

)
. Furthermore, by the result of

Clemens [Cle] used in the proof of Theorem 4.1, Yh
s is a strong deformation

retraction of Yh, i.e., π1

(Yh
s

)
is a quotient of π1

(X h
t

)
. If C is the simplicial

set associated with the scheme Ys, there is a surjective homomorphism from
π1

(Yh
s

)
to the fundamental group of the geometric realization |C| of C. It

remains to notice that by [Ber5, Theorem 5.2], X an is homotopy equivalent
to |C|. (I am grateful to O. Gabber for the above reasoning.)
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(iii) Assume that X is proper and strictly semistable over OC,0. It is very
likely that all of the maps in the diagram from the beginning of this section,
except those marked by ∗, are in fact homotopy equivalences.

(iv) It would be interesting to know whether Theorem 4.1 is true for not
necessarily proper schemes.

5 An interpretation of the weight zero subspaces

Let X be a proper scheme over F , and let 0 < r < 1 be small enough
that the isomorphisms Hq(X an×]0, r[,Z) = Hq(X an,Z) ∼→ Hq(XAn,Z) from
Theorem 4.1 take place. They give rise to homomorphisms Hq(X an,Z) →
Hq(X h,Z), q ≥ 0. Let D∗(r) → D∗(r) be a universal covering of D∗(r). The
fundamental group π1(D∗) = π1(D∗(r), t) (which does not depend on the
choice of r and a point t ∈ D∗(r)) acts on D∗(r), and therefore, it acts on
X h = X h ×D∗(r) D∗(r). Furthermore, let F a be the field of functions mero-
morphic in the preimage of an open neighborhood of zero in D∗(r) that are
algebraic over F . It is an algebraic closure of F , and in particular, π1(D∗) acts
on F a. Let Ka be the corresponding algebraic closure of K, K̂a the completion
of Ka, and X an = (X an⊗F K̂a)an. As was mentioned in the introduction, the
constructed homomorphisms of cohomology groups induce π1(D∗)-equivariant
homomorphisms Hq(X an,Z) → Hq(X h,Z), q ≥ 0.

Theorem 5.1. The above homomorphisms give rise to π1(D∗)-equivariant
isomorphisms

Hq(X an,Q) ∼→W0H
q(X h,Q), q ≥ 0.

Proof. Consider first the case X = Yη, where Y is a projective strictly
semistable scheme over OC,0. By Corollary 2.4, in the commutative diagram
of Theorem 4.1, for such Y the maps from the lower row give rise to an
isomorphism Hq(Yan,Q) ∼→ W0H

q
(Yh

s ,Q
)
, and by Steenbrink’s work [St],

the homomorphisms Hq
(Yh

s ,Z
) ∼→ Hq

(Yh,Z
) → Hq(X h,Z) → Hq(X h,Z)

give rise to an isomorphism W0H
q
(Yh

s ,Q
) ∼→ W0H

q(X h,Q), q ≥ 0. Since
the residue field of K is algebraically closed, the canonical map X an → X an

is a homotopy equivalence (see [Ber5, §5]) and, in particular, Hq(X an,Z) ∼→
Hq(X an,Z). Thus, the required isomorphism follows from Theorem 4.1. Con-
sider now the case when X is projective and smooth over F . One can find an
integer n ≥ 1 such that, if F ′ is the cyclic extension of F of degree n in F a,
then the scheme X ′ = X ⊗F F ′ is of the previous type over F ′. The extensions
F a ⊃ F ′ ⊃ F correspond to morphisms D∗(r) → D∗

(
r

1
n

)
z �→zn−→ D∗(r), and

so there is a canonical isomorphism of complex analytic spaces X ′h ∼→ X h.
The latter gives rise to isomorphisms Hq(X h,Z) ∼→ Hq(X ′h,Z) of cohomology
groups provided with the limit mixed Hodge structures (see [GNPP, p. 126]).
Similarly, one has canonical isomorphisms Hq(X an,Z) ∼→ Hq(X ′an,Z), and
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the required isomorphism follows from the previous case. Finally, if X is an
arbitrary proper scheme over F , one gets the required isomorphism using the
same reasoning as in the proof of Corollary 2.4, i.e., using a proper hyper-
covering X• → X with projective and smooth Xn’s and the fact that the
functor H �→ W0H on the category of rational mixed Hodge structures H
with WiH = 0 for i < 0 is exact. ��
Corollary 5.2. In the above situation, the following is true:

(i) Hq(X an,Q) ∼→ (W0H
q(X h,Q))T=1;

(ii) if X is projective and smooth, then

Hq(X an,Q) ∼→ ((Tm − 1)iHq
(X h

t ,Q
)
)T=1.

Here T is the canonical generator of π1(D∗), and m is a positive integer for
which the action of (Tm− 1)i+1 on Hq

(X h
t ,Q
)

is zero (see the introduction).

Proof. It suffices to show that the canonical map

Hq(X an,Q)→ Hq(X an,Q)T=1

is an isomorphism. For this we recall that by [Ber5, Theorem 10.1], one has
Hq
(
(X ⊗F K ′)an ,Q

) ∼→ Hq(X an,Q) for some finite Galois extension K ′ of
K in Ka. Since the topological space X an is the quotient of (X ⊗F K ′)an by
the action of the Galois group of K ′ over K, the required fact follows from
[Gro, Corollary 5.2.3]. ��
Remark 5.3. As was mentioned at the end of the introduction, Theorem 5.1
is an analogue of a similar description of the weight zero subspaces in the
l-adic cohomology groups of algebraic varieties over a local field, which holds
for arbitrary separated schemes of finite type (see [Ber6]). And so it is very
likely that the isomorphism of Theorem 5.1 also takes place for arbitrary
separated schemes of finite type over F . The latter would follow from the
validity of Theorem 4.1 for that class of schemes (see Remark 4.4(iv)), and is
easily extended to separated smooth schemes. (Recall that the theory of limit
mixed Hodge structures on the cohomology groups Hq(X h,Q) for separated
schemes X of finite type over F is developed in [EZ].)
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Summary. We establish algebraicity criteria for formal germs of curves in algebraic
varieties over number fields and apply them to derive a rationality criterion for
formal germs of functions on algebraic curves that extends the classical rationality
theorems of Borel–ŰDwork and Polya–ŰBertrandias, valid over the projective line,
to arbitrary algebraic curves over a number field. The formulation and the proof
of these criteria involve some basic notions in Arakelov geometry, combined with
complex and rigid analytic geometry (notably, potential theory over complex and
p-adic curves). We also discuss geometric analogues, pertaining to the algebraic
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1 Introduction

The purpose of this article is to establish algebraicity criteria for formal germs
of curves in algebraic varieties over number fields and to apply them to de-
rive a rationality criterion for formal germs of functions, which extends the
classical rationality theorems of Borel–Dwork [6], [22] and Pólya–Bertrandias
[1, Chapter 5], [43], (see also [16]), valid over the projective line, to arbitrary
algebraic curves over a number field.

Our algebraicity criteria improve on those in [12] and [13], which them-
selves were inspired by the papers [19] and [20] of D. V. and G. V. Chudnovsky
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and by the subsequent works by André [2] and Graftieaux [26,27]. As in [12]
and [13], our results will be proved by means of a geometric version of “tran-
scendence techniques,” which avoids the traditional constructions of “auxiliary
polynomials” and the explicit use of Siegel’s lemma, replacing them by a few
basic concepts of Arakelov geometry. In the proofs, our main objects of in-
terest will be some evaluation maps, defined on the spaces of global sections
of powers of an ample line bundle on a projective variety by restricting these
sections to formal subschemes or to subschemes of finite lengths. Arakelov ge-
ometry enters through the estimates satisfied by the heights of the evaluation
maps, and the slopes and Arakelov degrees of the hermitian vector bundles
defined by spaces of sections (see [17] and [14] for more details and references
on this approach).

Our main motivation in investigating the algebraicity and rationality cri-
teria presented in this article has been the desire to obtain theorems respect-
ing the classical principle of number theory that “all places of number fields
should appear on an equal footing”—which actually is not the case in “classi-
cal” Arakelov geometry and in its applications in [12]. A closely related aim
has been to establish arithmetic theorems whose geometric counterparts (ob-
tained through the analogy between number fields and function fields) have
simple formulations and proofs. These concerns led us to two technical devel-
opments in this paper: the use of (rigid) analytic geometry over p-adic fields
to define and estimate local invariants of formal curves over number fields,3
and the derivation of a rationality criterion from an algebraicity criterion by
means of the Hodge index theorem on (algebraic or arithmetic) surfaces.

Let us describe the contents of this article in more detail.
In Section 2, we discuss geometric analogues of our arithmetic theorems.

Actually, these are classical results in algebraic geometry, going back to
Hartshorne [32] and Hironaka–Matsumura [35]. For instance, our algebraicity
result admits as analogue the following fact. Let X be a quasiprojective variety
over a field k, and let Y be a smooth projective integral curve in X; let Ŝ be a
smooth formal germ of surface through Y (that is, a smooth formal subscheme
of dimension 2, containing Y , of the completion X̂Y ). If the degree degY NY Ŝ

of the normal bundle to Y in Ŝ is positive, then Ŝ is algebraic.
Our point is that, transposed to a geometric setting, the arguments leading

to our algebraicity and rationality criteria in the arithmetic setting—which
rely on the consideration of suitable evaluation maps and on the Hodge index
theorem—provide simple proofs of these nontrivial algebro-geometric results,
in which the geometric punch line of the arguments appears more clearly.

In Section 3, we introduce the notion of A-analytic curve in an algebraic
variety X over a number field K. By definition, this will be a smooth for-

3Since the first version of this paper was written, the relevance of rigid analytic
geometry à la Berkovich to develop a non-archimedean potential theory on p-adic
curves, and consequently a “modern” version of Arakelov geometry of arithmetic sur-
faces satisfying the above principle of “equality of places,” has been largely demon-
strated by A. Thuillier in his thesis [51].



Analytic Curves in Algebraic Varieties over Number Fields 71

mal curve Ĉ through a rational point P in X(K)—that is, a smooth formal
subscheme of dimension 1 in the completion X̂P—which, firstly, is analytic at
every place of K, finite or infinite. Namely, if v denotes any such place and
Kv the corresponding completion of K, the formal curve ĈKv in XKv deduced
from Ĉ by the extension of scalars K ↪→ Kv is the formal curve defined by a
Kv-analytic curve in X(Kv). Moreover the v-adic radius rv (in ]0, 1]) of the
open ball in X(Kv) in which ĈKv “analytically extends” is required to “stay
close to 1 when v varies,” in the sense that the series

∑
v log r−1

v has to be
convergent. The precise formulation of this condition relies on the notion of
size of a smooth analytic germ in an algebraic variety over a p-adic field. This
notion was introduced in [12, 3.1]; we review it in Section 3.A, adding some
complements.

With the above notation, if X is a model of X over the ring of integers OK

of K, and if P extends to an integral point P in X (OK), then a formal curve
Ĉ through P is A-analytic if it is analytic at each archimedean place of K and
extends to a smooth formal surface Ĉ in X̂P . For a general formal curve Ĉ
that is analytic at archimedean places, being an A-analytic germ may be
seen as a weakened form of the existence of such a smooth extension Ĉ of Ĉ
along P. In this way, an A-analytic curve through the point P appears as an
arithmetic counterpart of the smooth formal surface Ŝ along the curve Y in
the geometric algebraicity criterion above.

The tools needed to formulate the arithmetic counterpart of the positivity
condition degY NY Ŝ > 0 are developed in Sections 4 and 5. We first show in
Section 4 how, for any germ of analytic curve Ĉ through a rational point P
in some algebraic variety X over a local field K, one is led to introduce the
so-called canonical seminorm ‖·‖can

X,Ĉ
on the K-line TP Ĉ through the consider-

ation of the metric properties of the evaluation maps involved in our geometric
version of the method of auxiliary polynomials. This extends a definition intro-
duced in [13] when K = C. In Section 5, we discuss the construction of Green
functions and capacities on rigid analytic curves over p-adic fields. We then
extend the comparison of “canonical seminorms” and “capacitary metrics” in
[13], 3.4, to the non-archimedean setting.

In Section 6, we apply these notions to formulate and establish our al-
gebraicity results. If Ĉ is an A-analytic curve through a rational point P
in an algebraic variety X over some number field K, then the K-line TP Ĉ
may be equipped with a “Kv-adic semi-norm” for every place v by the above
construction—namely, the seminorm ‖ · ‖can

XKv ,ĈKv

on

TP ĈKv  TP Ĉ ⊗K Kv.

The so-defined metrized K-line TP Ĉ has a well-defined Arakelov degree
in ]−∞,+∞], and our main algebraicity criterion asserts that Ĉ is algebraic
if the Arakelov degree d̂eg TP Ĉ is positive. Actually, the converse implica-
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tion also holds: when Ĉ is algebraic, the canonical seminorms ‖.‖can
XKv ,ĈKv

all

vanish, and d̂egTP Ĉ = +∞.
Finally, in Section 7, we derive an extension of the classical theorems of

Borel, Dwork, Pólya, and Bertrandias, which gives a criterion for the ratio-
nality of a formal germ of function ϕ on some algebraic curve Y over a num-
ber field. By considering the graph of ϕ—a formal curve Ĉ in the surface
X := Y × A1—we easily obtain the algebraicity of ϕ as a corollary of our
previous algebraicity criterion. In this way, we are reduced to establishing
a rationality criterion for an algebraic formal germ. Actually, rationality re-
sults for algebraic functions on the projective line have been investigated by
Harbater [30], and used by Ihara [36] to study the fundamental group of some
arithmetic surfaces. Ihara’s results have been extended in [11] using Arakelov
geometry on arithmetic surfaces. Our rationality argument in Section 7, based
on the Hodge index theorem on arithmetic surfaces of Faltings–Hriljac, is a
variation on the proof of the Lefschetz theorem on arithmetic surfaces in [11].

It is a pleasure to thank A. Ducros for his helpful advice on rigid analytic
geometry during the preparation of this article.

Some of the results below were presented, in a preliminary form, during the
“Arithmetic Geometry and Number Theory” conference in honor of N. Katz,
in Princeton, December 2003, and were announced in [14].

During the preparation of this article, the authors benefitted from the
support of the Institut Universitaire de France.

It would be difficult to acknowledge fairly the multifaceted influences of
Yuri Ivanovich Manin on our work. We hope that this article will appear
as a tribute, not only to his multiple contributions to algebraic geometry
and number theory, but also to his global vision of mathematics, emphasiz-
ing geometric insights and analogies. The presentation of this vision in his
25th-Arbeitstagung report New Dimensions in Geometry [38] has been, since
it was written, a source of wonder and inspiration to one of the authors,
and we allowed ourselves to borrow the terminology “A-analytic” from the
“A-geometry” programmatically discussed in [38]. It is an honor for us to
dedicate this article to Yuri Ivanovich Manin.

2 Preliminary: the geometric case

The theorems we want to prove in this paper are analogues in arithmetic geom-
etry of classical algebro-geometric results going back—at least in an implicit
form—to Hartshorne, Hironaka, and Matsumura ([31],[34],[35]). Conversely, in
this section we give short proofs of algebraic analogues of our main arithmetic
theorems.

Proposition 2.1. Let X be a quasi-projective scheme over a field k and let P
be a projective connected subscheme of dimension 1 in X . Let Ĉ be a formal
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subscheme of dimension 2 in X̂P admitting P as a scheme of definition.
Assume that Ĉ is (formally) smooth over k, and that P has no embedded
component (of dimension 0), or equivalently, that P defines a Cartier divisor
in Ĉ , and let N be the normal bundle of the immersion ι : P ↪→ Ĉ , that is,
the invertible sheaf ι∗OĈ (P) on P.

If the divisor [P] on the formal surface Ĉ is nef and has positive self-
intersection, then the formal surface Ĉ is algebraic; namely, the Zariski-
closure of Ĉ in X is an algebraic subvariety of dimension 2.

Let (Pi)i∈I be the family of irreducible components of P, and (ni)i∈I
their multiplicities in P. Recall that [P] is said to be nef on Ĉ when

[Pi] · [P] := degPi
N � 0 for any i ∈ I,

and to have positive self-intersection if

[P] · [P] :=
∑
i∈I

ni. degPi
N > 0,

or equivalently, when [P] is nef, if one the nonnegative integers degPi
N is

positive. Observe that these conditions are satisfied if N is ample on P.
More general versions of the algebraicity criterion in Proposition 2.1 and

of its proof below, without restriction on the dimensions of Ĉ and P, can be
found in [12, §3.3], [5], [13, Theorem 2.5], (see also [17, 18]). Besides, it will
be clear from the proof that, suitably reformulated, Proposition 2.1 still holds
with the smoothness assumption on Ĉ omitted; we leave this to the interested
reader.

Such algebraicity criteria may also be deduced from the works of Hironaka,
Matsumura, and Hartshorne on the condition G2 [34], [35], [31]. We refer the
reader to the monographs [33] and [3] for extensive discussions and references
about related results concerning formal functions and projective algebraic
varieties.

Note that Proposition 2.1 has consequences for the study of algebraic va-
rieties over function fields. Indeed, let S be a smooth, projective, and geomet-
rically connected curve over a field k and let K = k(S). Let f : X → S be
a surjective map of k-schemes and assume that P is the image of a section
of f . Let X = XK , P = PK , and Ĉ = ĈK be the generic fibers of X , P,
and C . Then P is a K-rational point of X and Ĉ is a germ of curve in X
at P . Observe that Ĉ is algebraic if and only if Ĉ is algebraic. Consequently,
in this situation, Proposition 2.1 appears as an algebraicity criterion for a for-
mal germ of curves Ĉ in X . In particular, it shows that such a smooth formal
curve Ĉ in X is algebraic if it extends to a smooth formal scheme Ĉ through
P in X such that the normal bundle of P in Ĉ has positive degree.

Proof (of Proposition 2.1). We may assume that X is projective and that Ĉ
is Zariski-dense in X . We let d = dimX . One has obviously d � 2 and our
goal is to prove the equality.
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Let O(1) be any very ample line bundle on X . The method of “auxiliary
polynomials,” borrowed from transcendence theory, suggests the introduction
of the “evaluation maps”

ϕD : Γ (X ,O(D)) → Γ (Ĉ ,O(D)), s �→ s|Ĉ ,

for positive integers D.
Let us write ED = Γ (X ,O(D)), and for any integer i � 0, let Ei

D be
the set of all s ∈ ED such that ϕD(s) = s|Ĉ vanishes to order at least i

along P, i.e., such that the restriction of ϕD(s) to iP vanishes. Since Ĉ is
Zariski-dense in X , no nonzero section of O(D) has a restriction to Ĉ that
vanishes at infinite order along P, and we have

∞⋂
i=0

Ei
D = 0.

Consequently,

rankED =
∞∑
i=0

rank
(
Ei

D/Ei+1
D

)
.

Moreover, there is a canonical injective map of k-vector spaces

Ei
D/Ei+1

D ↪→ Γ (P,O(D)⊗N ∨⊗i),

which amounts to taking the ith jet along P—that is, the restriction to
(i + 1)P—of a section that vanishes to order at least i. Indeed, the quotient
sheaf (

O(D)⊗ OĈ (−iP)
)
/
(
O(D)⊗ OĈ (−(i + 1)P)

)

over Ĉ may be identified with O(D)⊗ ι∗N ∨⊗i. Observe also that the dimen-
sion of the range of this injection satisfies an upper bound of the form

dimΓ (P,O(D)⊗N ∨⊗i) � c(D + i),

valid for any nonnegative integers D and i.
Assume that Ei

D �= 0 and let s ∈ Ei
D be any nonzero element. By assump-

tion, ϕD(s) vanishes to order i along P; hence divϕD(s)− i[P] is an effective
divisor on Ĉ and its intersection number with [P] is nonnegative, for [P] is
nef. Consequently

divϕD(s) · [P] � i[P] · [P].

Since
divϕD(s) · [P] = degP(O(D)) = D degP(O(1))

and [P] · [P] > 0 by the assumption of positive self-intersection, this implies
i � aD, where a := degP O(1)/[P] · [P]. Consequently Ei

D is reduced to 0 if
i > aD.
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Finally, we obtain

rankED =
∞∑
i=0

rank
(
Ei

D/Ei+1
D

)
=
�aD�∑
i=0

rank
(
Ei

D/Ei+1
D

)
�
�aD�∑
i=0

c(D + i).

This proves that as D goes to +∞,

rankED ! D2.

On the other hand,

rankED = rankΓ (X ,O(D)) " Dd,

by Hilbert–Samuel’s theorem. This establishes that the integer d, which is at
least 2, actually equals 2. �

Proposition 2.2. Let f : S′ → S be a dominant morphism between two nor-
mal projective surfaces over a field k. Let D ⊂ S and D′ ⊂ S′ be effective
divisors such that f(D′) = D.

Assume that f |D′ : D′ → D is an isomorphism and that f induces an
isomorphism f̂ : Ŝ′D′ → ŜD between formal completions. If, moreover, D is
nef and D ·D > 0, then f is birational.

Recall that D is said to be nef if, for any effective divisor E on S, the
(rational) intersection number D · E is nonnegative.

Proof. By hypothesis, f is étale in a neighborhood of D′. If deg(f) > 1, one
can therefore write f∗D = D′ + D′′, where D′′ is a nonzero effective Cartier
divisor on S′ that is disjoint from D′. Now, f∗D is a nef divisor on S′ such that
f∗D · f∗D = deg(f)D ·D > 0. As a classical consequence of the Hodge index
theorem (see [24], [45] and also [11, Proposition 2.2]), the effective divisor f∗D
is numerically connected, hence connected. This contradicts the decomposition
f∗D = D′ �D′′. �

Proposition 2.3. Let S be a smooth projective connected surface over a per-
fect field k. Let P be a smooth projective connected curve in S . If the divisor
[P] on S is big and nef, then any formal rational function along P is defined
by a (unique) rational function on S . In other words, one has an isomorphism
of fields

k(S ) ∼−→ Γ (P,FracO
ŜP

).

Proof. Let ϕ be any formal rational function along P. We may introduce a
sequence of blowups of closed points ν : S ′ → S such that ϕ′ = ν∗ϕ has
no point of indeterminacy and may be seen as a map (of formal k-schemes)
Ŝ ′

P′ → P1
k, where P ′ = ν∗P.

Let us consider the graph Grϕ′ of ϕ′ in S ′ × P1
k. This is a formally

smooth 2-dimensional formal scheme, admitting the graph of ϕ′|P′ : P ′ → P1
k



76 Jean-Benoît Bost and Antoine Chambert-Loir

as a scheme of definition, and the morphism ϕ′ defines an isomorphism of
formal schemes

ψ′ := (Id, ϕ) : Ŝ ′
P′ → Grϕ′.

Like the divisor P in S , its inverse image P ′ in S ′ is nef and has positive self-
intersection. Proposition 2.1 therefore implies that Grϕ′ is algebraic in S ′ ×
P1

k. In other words, ϕ′ is an algebraic function.
To establish its rationality, let us introduce the Zariski closure Γ of the

graph of Grϕ′ in S ′ × P1
k, the projections pr1 : Γ → S ′ and pr2 : Γ → P1

k,
and the normalization n : Γ̃ → Γ of Γ . Consider also the Cartier divisor P ′

Γ

(respectively P ′
Γ̃
) defined as the inverse image pr∗1 P ′ (respectively n∗P ′

Γ )
of P ′ in Γ (respectively Γ̃ ). The morphisms n and pr1 induce morphisms of
formal completions: ̂̃ΓP′

Γ̃

n̂−→ Γ̂P′
Γ

p̂r1−→ Ŝ ′
P′ .

The morphism ψ′ may be viewed as a section of p̂r1; by normality of Ŝ ′
P′ , it

admits a factorization through n̂ of the form ψ′ = n̂◦ ψ̃, for some uniquely de-
termined morphism of k-formal schemes ψ̃ : Ŝ ′

P′ → ̂̃ΓP′
Γ̃
. This morphism ψ̃

is a section of p̂r1 ◦ n̂. Therefore the (scheme-theoretic) image ψ̃(P ′) defines
a (Cartier) divisor in Γ̃ such that

(f : S′ → S,D′, D) = (pr1 ◦ n : Γ̃ → S ′, P̃,P ′)

satisfy the hypotheses of Proposition 2.2. Consequently the morphism pr1◦n is
birational. Therefore, pr1 is birational too and ϕ′ is the restriction of a rational
function on S ′, namely pr2 ◦ pr−1

1 . This implies that ϕ is the restriction of a
rational function on S . The uniqueness of this rational function follows from
the Zariski density of the formal neighborhood of P in S . �

Remark 2.4. In the terminology of Hironaka and Matsumura [35], the last
proposition asserts that P is G3 in S , and has been established by Hironaka
in [34]. Hartshorne observes in [32, Proposition 4.3, and Remark p. 123] that
Proposition 2.2 holds more generally under the assumption that D and D′

are G3 in S and S ′. Our approach to Propositions 2.2 and 2.3 follows an
order opposite to that in [34] and [32], and actually provides a simple proof
of [32, Proposition 4.3].

3 A-analyticity of formal curves

3.A Size of smooth formal curves over p-adic fields

In this section, we briefly recall some definitions and results from [12].
Let K be field equipped with some complete ultrametric absolute value |·|

and assume that its valuation ring R is a discrete valuation ring. Let also K
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be an algebraic closure of K. We shall still denote by |.| the non-archimedean
absolute value on K that extends the absolute value |.| on K.

For any positive real number r, we define the norm ‖g‖r of a formal power
series g =

∑
I∈NN aIX

I ∈ K[[X1, . . . , Xn]] by the formula

‖g‖r = sup
I
|aI |r|I| ;

it belongs to R+ ∪ {∞}. The power series g such that ‖g‖r <∞ are precisely
those that are convergent and bounded on the open N -ball of radius r in K

N
.

The group Gfor,K := Aut
(

̂AN
K,0

)
of automorphisms of the formal comple-

tion of AN
K at 0 may be identified with the set of all N -tuples f = (f1, . . . , fn)

of power series in K[[X1, . . . , XN ]] such that f(0) = 0 and Df(0) :=
(

∂fj

∂Xi
(0)
)

belongs to GLN (K). We consider its following subgroups:

• the subgroups Gfor consisting of all elements f ∈ Gfor,K such that Df(0) ∈
GLN (R);

• the subgroup Gan,K consisting of those f = (f1, . . . , fN ) in Gfor,K such that
for each j, fj has a positive radius of convergence;

• Gan := Gan,K ∩Gfor;
• for any positive real number r, the subgroup Gan,r of Gan consisting of

all N -tuples f = (f1, . . . , fN ) such that ‖fj‖r � r for each j. This subgroup
may be identified with the group of all analytic automorphisms, preserving
the origin, of the open N -dimensional ball of radius r.

One has the inclusion Gan,r′ ⊂ Gan,r for any r′ > r > 0, and the equalities
⋃
r>0

Gan,r = Gan and Gan,1 = Aut
(

̂AN
R,0

)
.

It is straightforward that a formal subscheme V̂ of ̂AN
K,0 is (formally)

smooth of dimension d iff there exists ϕ ∈ Gfor,K such that ϕ∗V̂ is the formal

subscheme ̂Ad
K,0 × {0} of ̂AN

K,0; when this holds, one can even find such a ϕ

in Gfor. Moreover such a smooth formal subscheme V̂ is K-analytic iff one
can find ϕ as above in Gan,K , or equivalently in Gan.

Let X be a flat quasiprojective R-scheme, and X = X ⊗R K its generic
fiber. Let P ∈ X (R) be an R-point, and let P ∈ X(K) be its restriction
to SpecK. In [12, §3.1.1], we associated to any smooth formal scheme V̂ of
dimension d in X̂P , its size SX (V̂ ) with respect to the model X of X . It is a
number in [0, 1] whose definition and basic properties may be summarized in
the following statement:

Theorem 3.1. There is a unique way to attach a number SX (V̂ ) in [0, 1] to
any such data (X ,P, V̂ ) so that the following properties hold:
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(a) if X → X ′ is an immersion, then SX ′(V̂ ) = SX (V̂ ) (invariance under
immersions);

(b) for any two triples (X ,P, V̂ ) and (X ′,P ′, V̂ ′) as above, if there exists
an R-morphism ϕ : X → X ′ mapping P to P ′, étale along P, and
inducing an isomorphism V̂  V̂ ′, then SX ′(V̂ ′) = SX (V̂ ) (invariance by
étale localization);

(c) if X = AN
R is the affine space over R and P = (0, . . . , 0), then SX (V̂ ) is

the supremum in [0, 1] of the real numbers r ∈ (0, 1] for which there exists
f ∈ Gan,r such that f∗V̂ = Âd

0 × {0} (normalization).

As a straightforward consequence of these properties of the size, we obtain
the following:

Proposition 3.2. A smooth formal subscheme V̂ in X̂P is K-analytic if and
only if its size SX (V̂ ) is a positive real number.

Proposition 3.3. Let X , P, and V̂ be as above and assume that there exists
a smooth formal R-subscheme V ⊂ X̂P such that V̂ = VK . Then SX (V̂ ) = 1.

The remainder of this section is devoted to further properties of the size.

Proposition 3.4. The size is invariant under isometric extensions of valued
fields (complete with respect to a discrete valuation).

Proof. It suffices to check this assertion in the case of a smooth formal sub-
scheme V̂ through the origin of the affine space AN . By its very definition,
the size cannot decrease under extensions of the base field.

To show that it cannot increase either, let us fix an isomorphism of K-
formal schemes

ξ = (ξ1, . . . , ξN ) : Âd
0
∼−→ V̂ ↪→ ÂN

0

given by N power series ξi ∈ K[[T1, . . . , Td]] such that ξ1(0) = · · · =
ξN (0) = 0. We then observe that for any N -tuple g = (g1, . . . , gN) of series
in K[[X1, . . . , XN ]], the following two conditions are equivalent:

(i) g belongs to Gfor,K and (g−1)∗V̂ = Âd
0 × {0};

(ii) g1(0) = · · · = gN(0) = 0, gd+1(ξ1, . . . , ξN ) = · · · = gN(ξ1, . . . , ξN ) = 0,
and
(

∂gi

∂Xj
(0)
)

belongs to GLN (K).

Let K ′ be a valued field, satisfying the same condition as K, that
contains K and whose absolute value restricts to the given one on K.
Let R′ be its valuation ring. Let G′for, G

′
an, G

′
an,r, . . . denote the analogues

of Gfor, Gan, Gan,r, . . . defined by replacing the valued field K by K ′. Recall
that there exists an “orthogonal projection” from K ′ to K, namely a K-linear
map λ : K ′ → K such that |λ(a)| � |a| for any a ∈ K ′ and λ(a) = a for
any a ∈ K; see for instance [28, p. 58, Corollary (2.3)].
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Let V̂ ′ = V̂K′ be the formal subscheme of ÂN
K′ deduced from V̂ by the

extension of scalars K ↪→ K ′, and let r be an element in ]0, SAN
R′ (V̂

′)[. By
the very definition of the size, there exists some g′ = (g′1, . . . , g′N) in G′an,r

such that (g′−1)∗V̂ = Âd
0 ×{0}. Since the tangent space at the origin of V ′ is

defined over K, by composing g′ with a suitable element in GLN (R′), we may
even find g′ such that Dg′(0) belongs to GLN (R). Then the series gi := λ◦ g′i,
deduced from the series g′i by applying the linear map λ to their coefficients,
satisfy gi(0) = 0, (∂gi/∂Xj)(0) = (∂g′i/∂Xj) (0), and ‖gi‖r � ‖g′i‖r. Therefore
g := (g1, . . . , gN) is an element of Gan,r. Moreover, from the equivalence of
conditions (i) and (ii) above and its analogue with K ′ instead of K, we derive
that g satisfies (g−1)∗V̂ = Âd

0 × {0}. This shows that SAN
R

(V̂ ) � r and
establishes the required inequality SAN

R
(V̂ ) � SAN

R′ (V̂ ). �

The next proposition relates sizes, radii of convergence, and Newton
polygons.

Proposition 3.5. Let ϕ ∈ K[[X ]] be a power series such that ϕ(0) = 0 and
ϕ′(0) ∈ R, and let Ĉ be its graph, namely the formal subscheme of Â2

0 defined
by the equation x2 = ϕ(x1).

(1) The radius of convergence ρ of ϕ satisfies

ρ � SA2
R
(Ĉ).

(2) Suppose that ρ is positive and that ϕ′(0) is a unit in R. Then

SA2
R
(Ĉ) = min(1, expλ1),

where λ1 denotes the first slope of the Newton polygon of the power se-
ries ϕ(x)/x.

Recall that if ϕ =
∑

i�1 ciT
i, under the hypothesis in (2), we have

λ1 := inf
i�1
− log|ci+1|

i
� lim inf

i→+∞
− log|ci+1|

i
= log ρ.

Moreover, expλ1 is the supremum of the numbers r ∈]0, ρ[ such that for any t
in K satisfying |t| < r, we have |ϕ(t)| = |t|.
Proof. Let r be a positive real number such that r < SA2

0
(Ĉ). By assumption,

there are power series f1 and f2 ∈ K[[X1, X2]] such that f = (f1, f2) belongs
to Gan,r and such that f∗Ĉ = Â1×{0}. This last condition implies (actually
is equivalent to) the identity

f2(T, 0) = ϕ(f1(T, 0))

in K[[T ]]. Let us write f1(T, 0) =
∑

i�1 aiT
i, f2(T, 0) =

∑
i�1 biT

i, and
ϕ(X) =

∑
i�1 ciX

i.
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One has b1 = c1a1, and c1 = ϕ′(0) belongs to R by hypothesis. Moreover,
the first column of the matrix Df(0) is

( a1
b1

)
= a1

(
1
c1

)
. Since Df(0) belongs

to GL2(R) and c1 to R, this implies that a1 is a unit in R. Then, looking
at the expansion of f1(T, 0) (which satisfies ‖f1(T, 0)‖r � r), we see that
|f1(t, 0)| = |t| for any t ∈ K such that |t| < r. Consequently, if g ∈ K[[T ]]
denotes the reciprocal power series of f1(T, 0), then g converges in the open
disc of radius r and satisfies |g(t)| = |t| for any t ∈ K such that |t| < r.

The identity
ϕ(T ) = ϕ(f1(g(T ), 0)) = f2(g(T ), 0)

in K[[T ]] then shows that the radius of convergence of ϕ is at least r. This
establishes (1).

Let us now assume that ρ is positive and that ϕ′(0)(= c1) is a unit of R.
Then b1 = a1c1 is also a unit, and similarly, we have |f2(t, 0)| = |t| for any
t ∈ K such that |t| < r. This implies that |ϕ(t)| = |t| for any such t. This
shows that expλ1 � SA2

R
(Ĉ).

To complete the proof of (2), observe that the element f of Gan defined
as f(T1, T2) = (T1 +T2, ϕ(T1)) satisfies f∗Ĉ = Â1×{0} and belongs to Gan,r

for any r in ]0,min(1, expλ1)[. �
Observe that for any nonzero a ∈ R, the series ϕ(T ) = T/(a − T ) has

radius of convergence ρ = |a|, while the size of its graph Ĉ is 1 (observe that
f(T1, T2) := (aT1 +T2, T1/(1−T1)) satisfies f∗Ĉ = Â1×{0}). Taking |a| < 1,
this shows that the size of the graph of a power series ϕ can be larger than
its radius of convergence when the assumption ϕ′(0) ∈ R is omitted.

As an application of the second assertion in Proposition 3.5, we obtain that
when K is a p-adic field, the size of the graph of log(1+x) is equal to |p|1/(p−1).
Considering this graph as the graph of the exponential power series with axes
exchanged, this also follows from the first assertions of Propositions 3.5 and 3.6
below.

Finally, let us indicate that by analyzing the construction à la Cauchy
of local solutions of analytic ordinary differential equations, one may estab-
lish the following lower bounds on the size of a formal curve obtained by
integrating an algebraic one-dimensional foliation over a p-adic field (cf. [13,
Proposition 4.1]):
Proposition 3.6. Assume that K is a field of characteristic 0, and that its
residue field k has positive characteristic p. Assume also that X is smooth
over R in a neighborhood of P. Let F ⊂ TX /R be a rank 1 subbundle and
let Ĉ be the formal integral curve through P of the one-dimensional foliation
F = FK . Then

SX (Ĉ) � |p|1/(p−1).

If, moreover, K is absolutely unramified (that is, if the maximal ideal of R
is pR) and if the one-dimensional subbundle Fk ⊂ TXk

is closed under p-th
powers, then

SX (Ĉ) � |p|1/p(p−1).
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3.B A-analyticity of formal curves in algebraic varieties
over number fields

Let K be a number field and let R denote its ring of integers. For any maxi-
mal ideal p of R, let |·|p denote the p-adic absolute value, normalized by the
condition |π|p = (#(R/p))−1 for any uniformizing element π at p. Let Kp

and Rp be the p-adic completions of K and R, and Fp := R/p the residue
field of p.

In this section, we consider a quasiprojective algebraic variety X over K,
a rational point P in X(K), and a smooth formal curve Ĉ in X̂P .

It is straightforward that if N denotes a sufficiently divisible positive inte-
ger, there exists a model X of X , quasiprojective over R[1/N ], such that P
extends to a point P in X (R[1/N ]). Then, for any maximal ideal p not
dividing N , the size SXRp

(ĈKp) is a well-defined real number in [0, 1].

Definition 3.7. We will say that the formal curve Ĉ in X is A-analytic if
the following conditions are satisfied:

(i) for any place v of K, the formal curve ĈKv is Kv-analytic;
(ii) the infinite product

∏
p�N SXRp

(ĈKp) converges to a positive real number.

Condition (ii) asserts precisely that the series with nonnegative terms
∑
p�N

logSXRp
(ĈKp)−1

is convergent.
Observe that the above definition does not depend on the choices required

to formulate it. Indeed, condition (i) does not involve any choice. Moreover, if
condition (i) holds and if N ′ is any positive multiple of N , condition (ii) holds
for (N,X ,P) if and only if it holds for

(
N ′,XR[1/N ′],PR[1/N ′]

)
. Moreover,

for any two such triples (N1,X1,P1) and (N2,X2,P2), there is a positive
integer M , a multiple of both N1 and N2, such that the models (X1,P1)
and (X2,P2) of (X,P ) become isomorphic over R[1/M ]. This shows that
when (i) is satisfied, conditions (ii) for any two triples (N,X ,P) are indeed
equivalent.

It follows from the properties of the size recalled in Proposition 3.1
that A-analyticity is invariant under immersions and compatible to étale
localization.

As a consequence of Propositions 3.2 and 3.3, we also have the following:

Proposition 3.8. Let Ĉ be a smooth formal curve which is Kv-analytic for
any place v of K. Assume that Ĉ extends to a smooth formal curve Ĉ ↪→ X
over R[1/N ], for some N � 1. Then Ĉ is A-analytic.

Indeed, these conditions imply that the size of Ĉ at almost every finite
place of K is equal to 1, while being positive at every place.
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As observed in essence by Eisenstein [23], any algebraic smooth formal
curve satisfies the hypothesis of Proposition 3.8. Therefore, we have the fol-
lowing corollary:

Corollary 3.9. If the smooth formal curve Ĉ is algebraic, then it is A-
analytic.

The invariance of size under extensions of valued fields established in
Proposition 3.4 easily implies that for any number field K ′ containing K,
the smooth formal curve Ĉ′ := ĈK′ in XK′ deduced from Ĉ by the extension
of scalars K ↪→ K ′ is A-analytic iff Ĉ is A-analytic.

Let ϕ ∈ K[[X ]] be any formal power series, and let P := (0, ϕ(0)). From
the inequality in Proposition 3.5(1), between the convergence radius of a power
series and the size of its graph, it follows that the A-analyticity of the graph Ĉ

of ϕ in Â2
P implies that the convergence radii Rv of ϕ at the places v of K

satisfy the so-called Bombieri condition
∏
v

min(1, Rv) > 0,

or equivalently ∑
v

log+ R−1
v < +∞.

However, the converse does not hold, as can be seen by considering the power
series ϕ(X) = log(1 + X), which satisfies Bombieri’s condition (since all the
Rv equal 1) but is not A-analytic (its p-adic size is |p|1/(p−1) and the infinite
series

∑
1

p−1 log p diverges).
Let us conclude this section with a brief discussion of the relevance of

A-analyticity in the arithmetic theory of differential equations (we refer to
[12, 13, 17] for more details).

Assume that X is smooth over K, that F is a sub-vector bundle of rank
one in the tangent bundle TX (defined over K), and that Ĉ is the formal
leaf at P of the one-dimensional algebraic foliation on X defined by F . By
a model of (X,F ) over R[1/N ], we mean the data of a scheme X quasi-
projective and smooth over SpecR, of a coherent subsheaf F of TX /R, and
of an isomorphism X  X ⊗K inducing an isomorphism F  F ⊗K. Such
models clearly exist if N is sufficiently divisible. Let us choose one of them
(X ,F ). We say that the foliation F satisfies the Grothendieck–Katz condition
if for almost every maximal ideal p ⊂ R, the subsheaf FFp of TXFp/Fp

is closed
under p-th powers, where p denotes the characteristic of Fp. As above, this
condition does not depend on the choice of the model (X ,F ).

Proposition 3.10. With the above notation, if F satisfies the Grothendieck–
Katz condition, then its formal integral curve Ĉ through any rational point P
in X(K) is A-analytic.
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Proof. It follows from Cauchy’s theory of analytic ordinary differential
equations over local fields that the formal curve Ĉ is Kv-analytic for any
place v of K.

After possibly increasing N , we may assume that P extends to a section P
in X (R[1/N ]). For any maximal ideal p ⊂ R that is unramified over a prime
number p and such that FFp is closed under p-th power, Proposition 3.6
shows that the p-adic size of Ĉ is at least |p|1/p(p−1). When F satisfies the
Grothendieck–Katz condition, this inequality holds for almost all maximal
ideals of R. Since the series over primes

∑
p

1
p(p−1) log p converges, this implies

the convergence of the series
∑

p�N logSXRp
(ĈKp)−1 and consequently the

A-analyticity of Ĉ. �

4 Analytic curves in algebraic varieties over local fields
and canonical seminorms

4.A Consistent sequences of norms

Let K be a local field, X a projective scheme over K, and L a line bundle
over X .

We may consider the following natural constructions of sequences of norms
on the spaces of sections Γ (X,L⊗n):

(1) When K = C and X is reduced, we may choose an arbitrary continuous
norm ‖·‖L on the C-analytic line bundle Lan defined by L on the compact
and reduced complex analytic space X(C). Then, for any integer n, the
space of algebraic regular sections Γ (X,L⊗n) may be identified with a
subspace of the space of continuous sections of L⊗n

an over X(C). It may
therefore be equipped with the restriction of the L∞-norm, defined by

‖s‖L∞,n := sup
x∈X(C)

‖s(x)‖L⊗n for any s ∈ Γ (X,L⊗n), (4.1)

where ‖·‖L⊗n denotes the continuous norm on L⊗n
an deduced from ‖·‖L by

taking the n-th tensor power.
This construction admits a variant in which instead of the sup-norms

(4.1), one considers the Lp-norms defined by using some “Lebesgue mea-
sure” (cf. [12, 4.1.3], and [46, Théorème 3.10]).

(2) When K = R and X is reduced, we may choose a continuous norm on LC

that is invariant under complex conjugation. The previous constructions
define complex norms on the complex vector spaces

Γ (X,L⊗n)⊗R C  Γ
(
XC, L⊗n

C

)
,

which are invariant under complex conjugation, and by restriction, real
norms on the real vector spaces Γ (X,L⊗n).
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(3) When K is a p-adic field, with ring of integers O, we may choose a pair
(X ,L ), where X is a projective flat model of X over O, and L a
line bundle over X extending L. Then, for any integer n, the O-module
Γ (X ,L⊗n) is free of finite rank and may be identified with an O-lattice
in the K-vector space Γ (X,L⊗n), and consequently defines a norm on the
latter, namely, the norm ‖·‖n such that a section s ∈ Γ (X,L⊗n) satisfies
‖s‖n � 1 iff s extends to a section of L⊗n over X .

(4) A variant of construction (1) can be used when K is a p-adic field and
X is reduced. Let ‖·‖ be a metric on L (see Appendix A for basic defi-
nitions concerning metrics in the p-adic setting). For any integer n, the
space Γ (X,L⊗n) admits an L∞-norm, defined for any s ∈ Γ (X,L⊗n) by
‖s‖L∞,n := supx∈X(C) ‖s(x)‖, where C denotes the completion of an alge-
braic closure of K. When the metric of L is defined by a model L of L on
a normal projective model X of X on R, then this norm coincides with
that defined by construction (3) (see, e.g., [48, Proposition 1.2]).

For any given K, X , and L as above, we shall say that two sequences
(‖.‖n)n∈N and

(‖.‖′n)n∈N
of norms on the finite-dimensional K-vector spaces

(Γ (X,L⊗n))n∈N are equivalent when for some positive constant C and any
positive integer n,

C−n ‖·‖′n � ‖.‖n � Cn ‖·‖′n .

One easily checks that for any given K, X , and L, the above con-
structions provide sequences of norms (‖.‖n)n∈N on the sequence of spaces
(Γ (X,L⊗n))n∈N that are all equivalent. In particular, their equivalence class
does not depend on the auxiliary data (models, norms on L, . . . ) involved.
(For the comparison of the L2 and L∞ norms in the archimedean case, see
notably [46, Théorème 3.10].)

A sequence of norms on the spaces Γ (X,L⊗n) that is equivalent to one
(or, equivalently, to any) of the sequences thus constructed will be called
consistent. This notion immediately extends to sequences (‖·‖n)n�n0 of norms
on the spaces Γ (X,L⊗n), defined only for n large enough.

When the line bundle L is ample, consistent sequences of norms are also
provided by additional constructions. Indeed we have the following result.

Proposition 4.2. Let K be a local field, X a projective scheme over K, and
L an ample line bundle over X. Let, moreover, Y be a closed subscheme of X,
and assume X and Y reduced when K is archimedean.

For any consistent sequence of norms (‖·‖n)n∈N on (Γ (X,L⊗n))n∈N, the
quotient norms (‖·‖′n)n�n0 on the spaces

(
Γ
(
Y, L⊗n

|Y

))
n�n0

, deduced from

the norms ‖·‖n by means of the restriction maps Γ (X,L⊗n) −→ Γ
(
Y, L⊗n

|Y

)
— which are surjective for n � n0 large enough since L is ample—constitute
a consistent sequence.
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When K is archimedean, this is proved in [13, Appendix], by introducing
a positive metric on L, as a consequence of Grauert’s finiteness theorem for
pseudoconvex domains applied to the unit disk bundle of L∨ (see also [46]).

When K is a p-adic field with ring of integers O, Proposition 4.2 follows
from the basic properties of ample line bundles over projective O-schemes.
Indeed, let X be a projective flat model of X over O, L an ample line
bundle on X , Y the closure of Y in X , and IY the ideal sheaf of Y . If the
positive integer n is large enough, then the cohomology group H1(Y ,IY ·
L ⊗n) vanishes, and the restriction morphism Γ (X ,L ⊗n) → Γ

(
Y ,L⊗n

|Y

)

is therefore surjective. Consequently, the norm on Γ
(
Y, L⊗n

|Y

)
attached to

the lattice Γ
(
Y ,L ⊗n

|Y

)
is the quotient of the one on Γ (X,L⊗n) attached to

Γ (X ,L⊗n).
Let E be a finite-dimensional vector space over the local field K, equipped

with some norm, assumed to be euclidean or hermitian in the archimedean
case. This norm induces similar norms on the tensor powers E⊗n, n ∈ N,
hence—by taking the quotient norms—on the symmetric powers Symn E. If X
is the projective space P(E) := Proj Sym·(E) and L the line bundle O(1) over
P(E), then the canonical isomorphisms Symn E  Γ (X,L⊗n) allow one to
see these norms as a sequence of norms on (Γ (X,L⊗n))n∈N. One easily checks
that this sequence is consistent. (This is straightforward in the p-adic case.
When K is archimedean, this follows, for instance, from [15, Lemma 4.3.6].)

For any closed subvariety Y in P(E) and any n ∈ N, we may consider the
following commutative diagram of K-linear maps:

Symn E
∼ �� Symn Γ (P(E),O(1))

��

∼ �� Γ (P(E),O(n))

αn

��
Symn Γ (Y,O(1))

βn �� Γ (Y,O(n))

where the vertical maps are the obvious restriction morphisms. The maps αn,
and consequently βn, are surjective if n is large enough.

Together with Proposition 4.2, these observations yield the following
corollary:

Corollary 4.3. Let K, E, and Y , a closed subscheme of P(E), be as above.
Assume that Y is reduced if K is archimedean. Let us choose a norm
on E (respectively on Γ (Y,O(1))) and let us equip Symn E (respectively
Symn Γ (Y,O(1))) with the induced norm, for any n ∈ N.

Then the sequence of quotient norms on Γ (Y,O(n)) defined for n large
enough by means of the surjective morphisms αn : Symn E → Γ (Y,O(n))
(respectively by means of βn : Symn Γ (Y,O(1))→ Γ (Y,O(n))) is consistent.
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4.B Canonical seminorms

Let K be a local field. Let X be a projective variety over K, P a rational point
in X(K), and Ĉ a smooth K-analytic formal curve in X̂P . To these data, we
are going to attach a canonical seminorm ‖·‖can

X,Ĉ
on the tangent line TP Ĉ of Ĉ

at P . It will be defined by considering an analogue of the evaluation map

Ei
D/Ei+1

D ↪→ Γ (P,O(D)⊗N ∨⊗i),

which played a prominent role in our proof of Proposition 2.1.
The construction of ‖ · ‖can

X,Ĉ
will require auxiliary data, on which it will

eventually not depend.
Let us choose a line bundle L on X and a consistent sequence of norms on

the K-vector spaces ED = Γ (X,L⊗D), for D ∈ N. Let us also fix norms ‖·‖0
on the K-lines TP Ĉ and L|P .

Let us denote by Ci the ith neighborhood of P in Ĉ. Thus we have C−1 = ∅,
C0 = {P}, and Ci is a K-scheme isomorphic to SpecK[t]/(ti+1); moreover,
Ĉ = lim−→Ci. Let us denote by Ei

D the K-vector subspace of the s ∈ ED such
that s|Ci−1 = 0. The restriction map ED → Γ (Ci, L

⊗D) induces a linear map
of finite-dimensional K-vector spaces

ϕi
D : Ei

D → Γ
(
Ci,ICi−1 ⊗ L⊗D

)  
(
T∨P Ĉ

)⊗i

⊗ L⊗D
|P .

We may consider the norm
∥∥ϕi

D

∥∥ of this map, computed by using the
chosen norms on ED, TP Ĉ, and L|P , and the ones they induce by restriction,

duality, and tensor product on Ei
D and on

(
T∨P Ĉ

)⊗i

⊗ L⊗D
|P .

Let us now define ρ(L) by the following formula:

ρ(L) = lim sup
i/D→+∞

1
i

log
∥∥ϕi

D

∥∥ .

The analyticity of Ĉ implies that ρ(L) belongs to [−∞,+∞[. Indeed,
when K is C or R, as observed in [13, §3.1], from Cauchy’s inequality we
easily derive the existence of positive real numbers r and C such that

∥∥ϕi
D

∥∥ � CD+1r−i. (4.4)

When K is ultrametric, we may actually bound ρ(L) in terms of the size of Ĉ:

Lemma 4.5. Assume that K is ultrametric and let R be its ring of integers.
Let X be a projective flat R-model of X and let P : SpecR → X be the
section extending P . Assume, moreover, that the metric of L is given by a line
bundle L on X extending L and the consistent sequence of norms on (ED)
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by the construction (3) in Section 4.A, and fix the norm ‖·‖0 on TP Ĉ so that
its unit ball is equal to NPX ∩ TP Ĉ.

Then, one has
ρ(L) � − logSX ,P(Ĉ).

Proof. Let r be an element of ]0, SX (Ĉ)[. We claim that with the notation
above, we have ∥∥ϕD

i

∥∥ � r−i.

This will establish that ρ(L) = lim supi/D→+∞
1
i log

∥∥ϕD
i

∥∥ � − log r, hence
the required inequality by letting r go to SX (Ĉ).

To establish the above estimate on
∥∥ϕD

i

∥∥, let us choose an affine open
neighborhood U of P in X such that LU admits a nonvanishing section l,
and a closed embedding i : U ↪→ AN

R such that i(P) = (0, . . . , 0). Let Ĉ ′

denote the image of Ĉ by the embedding of formal schemes îKP : X̂P ↪→
̂AN

K,0. By the very definition of the size, we may find Φ in Gan,r such that

Φ∗Ĉ′ = Â1
0 × {0}N−1. Let s be an element of Γ (X ,L ⊗D). We may write

s|U = i∗Q · l⊗D for some Q in R[X1, . . . , XN ]. Then, Φ∗Q is given by a formal
series g =

∑
bIX

I that satisfies ‖g‖r � 1, or equivalently, |bI |r|I| � 1 for any
multi-index I. If s belongs to Ei

D, with the chosen normalizations of norms,
we have

∥∥ϕD
i (s)
∥∥ = |bi,0,...,0| � r−i. �

The exponential of ρ(L) is a well-defined element in [0,+∞[, and we may
introduce the following definition:

Definition 4.6. The canonical seminorm on TP Ĉ attached to (X, Ĉ, L) is

‖·‖canX,Ĉ,L := eρ(L) ‖·‖0 .

Observe that if Ĉ is algebraic, then there exists a real number λ such that
the filtration

(
Ei

D

)
i∈N

becomes stationary—or equivalently ϕi
D vanishes—for

i/D > λ (for instance, we may take the degree of the Zariski closure of Ĉ
for λ). Consequently, in this case, ρ(L) = −∞ and the canonical seminorm
‖·‖canX,Ĉ,L vanishes.

The notation ‖·‖canX,Ĉ,L for the canonical seminorm—which makes reference
to X , Ĉ, and L only—is justified by the first part of the next proposition:

Proposition 4.7. (a) The seminorm ‖·‖canX,Ĉ,L is independent of the choices
of norms on TP Ĉ and L|P , and of the consistent sequence of norms on
the spaces ED := Γ (X,L⊗D).

(b) For any positive integer k, the seminorm ‖·‖canX,Ĉ,L is unchanged if L is
replaced by L⊗k.
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(c) Let L1 and L2 be two line bundles and assume that L2⊗L−1
1 has a regular

section σ over X that does not vanish at P . Then

‖·‖canX,Ĉ,L1
� ‖·‖canX,Ĉ,L2

.

Proof. (a) Let us denote by primes another family of norms on the spaces

TP Ĉ, L|P , and ED, and by ρ′(L) and
(
‖·‖canX,L,Ĉ

)′
the attached “rho-invariant”

and canonical seminorm. There are positive real numbers a, b, c such that
‖t‖′0 = a ‖t‖0 for any t ∈ TP Ĉ, ‖s(P )‖′ = b‖s(P )‖ for any local section s of L
at P , and

c−D‖s‖ � ‖s‖′ � cD‖s‖
for any positive integer D and any global section s ∈ ED. Consequently, for
(i,D) ∈ N2 and s ∈ Ei

D,

‖ϕi
D(s)‖′ = a−ibD‖ϕi

D(s)‖ � a−ibD‖ϕi
D‖‖s‖ � a−ibD‖ϕi

D‖cD‖s‖′,
hence

‖ϕi
D‖′ � a−icDbD‖ϕi

D‖
and

1
i

log‖ϕi
D‖′ � − log a +

D

i
log(bc) +

1
i

log‖ϕi
D‖.

When i/D goes to infinity, this implies

ρ′(L) � − log a + ρ(L),

from which follows that
(
‖·‖can

X,L,Ĉ

)′
� ‖·‖can

X,L,Ĉ
,

by definition of the canonical seminorm. The opposite inequality also holds
by symmetry, hence the desired equality.

(b) To define ρ(L) and ρ(L⊗k), let us use the same norm ‖·‖0 on TP Ĉ,
and assume that the consistent sequence of norms chosen on (Γ (X,L⊗D)) is
defined by one of the constructions (1–4) in the Section 4.A above, and finally
that the one on (Γ (X, (L⊗k)⊗D)) = (Γ (X,L⊗kD)) is extracted from the one
on (Γ (X,L⊗D)).

Specifying the line bundle with a supplementary index, one has

ϕi
D,L⊗k = ϕi

kD,L.

The definition of an upper limit therefore implies that ρ(Lk) � ρ(L).
To establish the opposite inequality, observe that for any section s in Ei

D,L

and any positive integer k, the k - tensor power s⊗k belongs to Eki
D,L⊗k and

ϕki
D,L⊗k(s⊗k) =

(
ϕi

D,L(s)
)⊗k

.
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Let ρ be any real number such that ρ < ρ(L), and choose i, D, and s ∈ Ei
D,L

such that ‖ϕi
D,L(s)‖ � eρi‖s‖. Then, for any positive integer k, we have

‖ϕki
D,L⊗k(s⊗k)‖ = ‖ϕi

D,L(s)‖k � eρki‖s‖k = eρki‖s⊗k‖,

so that ‖ϕki
D,L⊗k‖1/ki � eρ. Consequently, ρ(Lk) � ρ.

(c) Here again, we may use the same norm ‖·‖0 on TP Ĉ to define ρ(L1)
and ρ(L2), and assume that the consistent sequences of norms chosen on(
Γ
(
X,L⊗D

1

))
and
(
Γ
(
X,L⊗D

2

))
are defined by one of the constructions (1–4)

above.
If s is a global section of L⊗D

1 , then s ⊗ σ⊗D is a global section of L⊗D
2 ;

if s vanishes to order i along Ĉ, so does s⊗ σ⊗D, and

ϕi
D,L2

(s⊗ σ⊗D) = ϕi
D,L1

(s)⊗ σ(P )⊗D.

Consequently,

‖ϕi
D,L1

(s)‖ � ‖ϕi
D,L2

‖.‖s⊗ σ⊗D‖.‖σ(P )‖−D�(‖σ(P )‖−1‖σ‖)D.‖ϕi
D,L2

‖.‖s‖,
and ρ(L1) � ρ(L2), as was to be shown. �

Corollary 4.8. The set of seminorms on TP Ĉ described by ‖·‖can
X,Ĉ,L

when L

varies in the class of line bundles on X possesses a maximal element, namely
the canonical seminorm ‖·‖can

X,Ĉ,L
attached to any ample line bundle L on X.

We shall denote by ‖·‖can
X,Ĉ

this maximal element. The formation of ‖·‖can
X,Ĉ

satisfies the following compatibility properties with respect to rational mor-
phisms.

Proposition 4.9. Let X ′ be another projective algebraic variety over K, and
let f : X ��� X ′ be a rational map that is defined near P . Let P ′ := f(P ),
and assume that f defines an (analytic, or equivalently, formal) isomorphism
from Ĉ onto a smooth K-analytic formal curve Ĉ ′ in X̂ ′

P ′ .
Then for any v ∈ TP Ĉ,

‖Df(P )v‖X′,f(Ĉ) � ‖v‖X,Ĉ .

If, moreover, f is an immersion in a neighborhood of P , then the equality
holds.

When K is archimedean, this summarizes the results established in [13,
Sections 3.2 and 3.3]. The arguments in that work may be immediately trans-
posed to the ultrametric case using consistent norms as defined above instead
of L∞ norms on the spaces of sections ED. We leave the details to the reader.

Observe finally that this proposition allows us to define the canonical semi-
norm ‖·‖can

X,Ĉ
when the algebraic variety X over K is assumed to be only
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quasiprojective. Indeed, if X denotes some projective variety containing X as
an open subvariety, the seminorm ‖·‖can

X,Ĉ
is independent of the choice of X ,

and we let
‖·‖can

X,Ĉ
:= ‖·‖can

X,Ĉ
.

5 Capacitary metrics on p-adic curves

5.A Review of the complex case

Let M be a compact Riemann surface and let Ω be an open subset of M .
We assume that the compact subset complementary to Ω in any connected
component of M is not polar. Let D be an effective divisor on M whose
support is contained in Ω. Potential theory on Riemann surfaces (see [11,
3.1.3-4]) shows the existence of a unique subharmonic function gD,Ω on M
satisfying the following assumptions:

(1) gD,Ω is harmonic on Ω \ |D|;
(2) the set of points z ∈M \Ω such that gD,Ω(z) �= 0 is a polar subset of ∂Ω;
(3) for any open subset V of Ω and any holomorphic function f on V such

that div(f) = D, the function gD,Ω− log|f |−2 on V \ |D| is the restriction
of a harmonic function on V .

Moreover, gD,Ω takes nonnegative values, is locally integrable on M , and
defines an L2

1-Green current for D in the sense of [11]. It is the so-called
equilibrium potential attached to the divisor D in Ω.

If E is another effective divisor on M supported in Ω, one has gD+E,Ω =
gD,Ω + gE,Ω. We can therefore extend by linearity the definition of the equi-
librium potential gD,Ω to arbitrary divisors D on M that are supported on Ω.
Recall also that if Ω0 denotes the union of the connected components of Ω
that meet |D|, then gD,Ω0 = gD,Ω [11, p. 258].

The function gD,Ω allows one to define a generalized metric on the line
bundle OM (D) by the formula

‖1D‖2(z) = exp(−gD,Ω(z)),

where 1D denotes the canonical global section of OM (D). We will call this
metric the capacitary metric4 on OM (D) attached to Ω and denote by ‖f‖capΩ

the norm of a local section f of OM (D).

4Our terminology differs slightly from that in [11]. In the present article, the
term capacitary metric will be used for two distinct notions: for the metrics on line
bundles defined using equilibrium potentials just defined, and for some metrics on
the tangent line to M at a point; see Section 5.C. In [11], it was used for the latter
notion only.
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5.B Equilibrium potential and capacity on p-adic curves

Let R be a complete discrete valuation ring, and let K be its field of fractions
and k its residue field. Let X be a smooth projective curve over K and let U
be an affinoid subspace of the associated rigid K-analytic curve Xan. We
shall always require that U meets every connected component of Xan; this
hypothesis is analogous to the nonpolarity assumption in the complex case.
We also let Ω = Xan \ U , which we view as a (non-quasicompact) rigid K-
analytic curve; its affinoid subspaces are just affinoid subspaces of Xan disjoint
from U . See Appendix B for a detailed proof that this endowes Ω with the
structure of a rigid K-analytic space in the sense of Tate.

The aim of this subsection is to endow the line bundle O(D), where D is a
divisor that does not meet U , with a metric (in the sense of Appendix A)
canonically attached to Ω, in a way that parallels the construction over
Riemann surfaces recalled in the previous subsection.

Related constructions of equilibrium potentials over p-adic curves have
been developed by various authors, notably Rumely [49] and Thuillier [51]
(see also [37]). Our approach will be self-contained, and formulated in the
framework of classical rigid analytic geometry. Our main tool will be intersec-
tion theory on a model X of X over R. This point of view will allow us to
combine potential theory on p-adic curves and Arakelov intersection theory
on arithmetic surfaces in a straightforward way.

We want to indicate that by using an adequate potential theory on analytic
curves in the sense of Berkovich [4] such as the one developed by Thuillier [51],
one could give a treatment of equilibrium potential on p-adic curves and their
relations to canonical seminorms that would more closely parallel the one in
the complex case. For instance, in the Berkovich setting, the affinoid sub-
space U is a compact subset of the analytic curve attached to X , and Ω is
an open subset. We leave the transposition and the extension of our results
in the framework of Berkovich and Thuillier to the interested reader.

By Raynaud’s general results on formal/rigid geometry, see for instance
[8,9], there exists a normal projective flat model X of X over R such that U
is the set of rigid points of Xan reducing to some open subset U of the special
fiber X. We shall write U = ]U[X and say that U is the tube of U in X ;
similarly, we write Ω = ]X \ U[X . (We remove the index X from the notation
when it is clear from the context.) The reduction map identifies the connected
components of U with those of U, and the connected components of Ω with
those of X \ U. Since we assumed that U meets every connected component
of X , this shows that U meets every connected component of X.

Recall that to any two Weil divisors Z1 and Z2 on X such that Z1,K

and Z2,K have disjoint supports is attached their the intersection number
(Z1, Z2). It is a rational number, which depends linearly on Z1 and Z2. It
may be defined à la Mumford (see [42, II.(b)]), and it coincides with the
degree over the residue field k of the intersection class Z1.Z2 in CH0(X) when
Z1 or Z2 is Cartier. Actually, when the residue field k is an algebraic extension
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of a finite field—for instance when K is a p-adic field, the case in which we
are interested in the sequel—any Weil divisor on X has a multiple that is
Cartier (see [40, Théorème 2.8]), and this last property, together with their
bilinearity, completely determines the intersection numbers.

The definition of intersection numbers immediately extends by bilinearity
to pairs of Weil divisors with coefficients in Q (Q-divisors, for short) in X
whose supports do not meet in X .

Proposition 5.1. For any divisor D on X, there is a unique Q-divisor D
on X extending D and satisfying the following two conditions:

(1) For any irreducible component v of codimension 1 of X \ U, D · v = 0.
(2) The vertical components of D do not meet U.

Moreover, the map D �→ D so defined is linear and sends effective divisors to
effective divisors.

Proof. Let S denote the set of irreducible components of X and let T ⊂ S
be the subset consisting of components that do not meet U. Let D0 be the
schematic closure of D in X . Since U meets every connected component
of X, T does not contain all of the irreducible components of some connected
component of X, so that the restriction of the intersection pairing of DivQ(X )
to the subspace generated by the components of X that belong to T is negative
definite (see, for instance, [21, Corollaire 1.8], when X is regular; one reduces
to this case by considering a resolution of X , as in [42, II.(b)]). Therefore,
there is a unique vertical divisor V , a linear combination of components in T ,
such that (D0 + V, s) = 0 for any s ∈ T . (In the analogy with the theory of
electric networks, the linear system one has to solve corresponds to that of a
Dirichlet problem on a graph, with at least one electric source per connected
component.) Set D = D0+V ; it satisfies assumptions (1) and (2). The linearity
of the map D �→ D follows immediately from the uniqueness of V .

Let us assume that D is effective and show that so is V . (In graph-theoretic
language, this is a consequence of the maximum principle for the discrete
Laplacian.) Denote by ms the multiplicity of the component s in the special
fiber of X , so that

∑
s∈S mss belongs to the kernel of the intersection pairing.

Write V =
∑

s∈S css, where cs = 0 if s �∈ T .
Let S′ be the set of elements s ∈ S where cs/ms achieves its minimal

value. Then, for any element τ of S′ ∩ T ,

0 = (cτ/mτ )
(∑
s∈S

mss, τ
)

= cτ (τ, τ) +
∑
s�=τ

(cτ/mτ )ms(s, τ)

� cτ (τ, τ) +
∑
s�=τ

cs(s, τ) =
∑
s∈S

(css, τ)

� (D , τ) − (D0, τ) = −(D0, τ).

Since D0 is effective and horizontal, (D0, τ) � 0; hence all previous inequalities
are in fact equalities. In particular, (D0, τ) = 0 and cs/ms = cτ/mτ for
any s ∈ S such that (s, τ) �= 0.
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Assume by contradiction that V is not effective, i.e., that there is some s
with cs negative. Then S′ is contained in T (for cs = 0 we have s �∈ T ) and the
preceding argument implies that S′ is a union of connected components of X.
(In the graph-theoretic analogue, all neighbours of a vertex in S′ belong to S′.)
This contradicts the assumption that U meets every connected component
of Xan and concludes the proof that V is effective. �

In order to describe the functoriality properties of the assignment D �→ D
constructed in Proposition 5.1, we consider two smooth projective curves X
and X ′ over K, some normal projective flat models X and X ′ over R of
these curves, and π : X ′ → X an R-morphism such that the K-morphism
πK : X ′ → X is finite.

Recall that the direct image of 1-dimensional cycles defines a Q-linear map
between spaces of Q-divisors:

π∗ : DivQ(X ′) −→ DivQ(X ),

and that the inverse image of Cartier divisors defines a Q-linear map between
spaces of Q-Cartier divisors,

π∗ : DivCartier
Q (X ) −→ DivCartier

Q (X ′).

These two maps satisfy the following adjunction formula, valid for any Z in
DivCartier

Q (X ) and any Z ′ in DivQ(X ′):

(π∗Z,Z ′) = (Z, π∗Z
′) . (5.2)

When k is an algebraic extension of a finite field, as recalled above,
Q-divisors and Q-Cartier divisors on X or X ′ coincide, and π∗ may be
seen as a linear map from DivQ(X ) to DivQ(X ′) adjoint to π∗.

In general, the map π∗ above admits a unique extension to a Q-linear map

π∗ : DivQ(X ) −→ DivQ(X ′),

compatible with the pullback of divisors on the generic fiber

π∗K : DivQ(X) −→ DivQ(X ′),

such that the adjunction formula (2.3) holds for any (Z,Z ′) in DivQ(X ) ×
DivQ(X ′). The uniqueness of such a map map follows from the nondegen-
eracy properties of the intersection pairing, which show that if a divisor Z ′1
supported by the closed fiber X of X satisfies Z ′1 · Z ′2 = 0 for every Z ′2 in
DivQ(X ′), then Z ′1 = 0. The existence of π∗ is known when X ′ is regular
(then DivQ(X ) and DivCartier

Q (X ) coincide), and when π is birational—i.e.,
when πK is an isomorphism—and X is regular, according to Mumford’s con-
struction in [42, II.(b)]. To deal with the general case, observe that there exist
two projective flat regular curves X̃ and X̃ ′ equipped with birational R-
morphisms ν : X̃ →X and ν′ : X̃ ′ →X ′, and an R-morphism π̃ : X̃ ′ → X̃
such that π ◦ ν̃ = π̃ ◦ ν. Then it is straightforward that π∗ := ν̃∗π̃

∗ν∗ satisfies
the required properties.
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Observe also that the assignment π �→ π∗ so defined is functorial, as follows
easily from its definition.

Proposition 5.3. Let U be a Zariski open subset of the special fiber X and let
U′ = π−1(U). Assume that ]U[X meets every connected component of Xan;
then ]U′[X ′ meets every connected component of (X ′)an.

Let D and D′ be divisors on X and X ′ respectively, and let D and D ′ be the
extensions to X and X ′, relative to the open subsets U and U′ respectively,
given by Proposition 5.1.

(a) Assume that D′ = π∗D. If |D| does not meet ]U[, then |D′| is disjoint
from ]U′[ and D ′ = π∗D .

(b) Assume that D = π∗D
′. If |D′| does not meet ]U′[, then |D| ∩ ]U[ = ∅ and

D = π∗D ′.

Proof. Let us denote by S the set of irreducible components of the closed
fiber X of X , and by T its subset of the components that do not meet U.
Define similarly S′ and T ′ to be the set of irreducible components of X′ and
its subset corresponding to the components that do not meet U′. Also let N
denote the set of all irreducible components of X′ that are contracted to a
point by π.

By construction of π∗, the divisor π∗(D) satisfies (π∗(D), n) = 0 for
any n ∈ N and has no multiplicity along the components of N that are
not contained in π−1(|D |).

Since U′ = π−1(U), T ′ is the union of all components of X′ that are mapped
by π, either to a point outside U or to a component in T .

(a) Let t′ ∈ T ′. One has (π∗D , t′) = (D , π∗t
′) = 0, since t′ maps to

a component in T , or to a point. Moreover, by the construction of π∗, the
vertical components of π∗D are elements s′ ∈ S′ such π(s′) meets the support
of D . By assumption, the Zariski closure of D in X is disjoint from U; in
other words, the vertical components of π∗D all belong to T ′. This shows
that the divisor π∗D on X ′ satisfies the conditions of Proposition 5.1; since
it extends D′ = π∗D, one has π∗D = D ′.

(b) Let s be a vertical component appearing in π∗(D ′); necessarily, there
is a vertical component s′ of D ′ such that s = π(s′). This implies that s′ ∈
T ′, hence s ∈ T . For any t ∈ T , π∗(t) is a linear combination of vertical
components of X′ contained in π−1(t). Consequently, they all belong to T ′

and one has (π∗(D ′), t) = (D ′, π∗(t)) = 0. By uniqueness, π∗(D) = E . �

Corollary 5.4. Let X be a projective smooth algebraic curve over K, let U
be an affinoid subspace of Xan that meets any connected component of Xan.
Let D be a divisor on X whose support is disjoint from U .

Then the metrics on the line bundle OX(D) induced by the line bun-
dle OX (D) defined by Proposition 5.1 does not depend on the choice of the
projective flat model X of X such that U is the tube of a Zariski open subset
of the special fiber of X .
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Proof. For i = 1, 2, let (Xi,Ui) be a pair as above, consisting of a normal flat,
projective model Xi of X over R, and an open subset Ui of its special fiber Xi

such that ]Ui[Xi = U . Let Di denote the extension of D on Xi relative to Ui.
There exists a third model (X ′,U′) that admits maps πi : X ′ → Xi,

for i = 1, 2, extending the identity on the generic fiber. Let D ′ denote the
extension of D on X ′. For i = 1, 2, one has π−1

i (Ui) = U′. By Proposition 5.3,
one thus has the equalities π∗Di = D ′; hence the line bundles OX ′(D ′) on X ′

and OXi(Di) on X induce the same metric on OX(D). �

We shall call this metric the capacitary metric and denote by ‖f‖capΩ the
norm of a local section f of OX(D) for this metric.

Proposition 5.5. Let X be a projective smooth algebraic curve over K, and
let U be an affinoid subspace of Xan that meets any connected component
of Xan. Let D be a divisor on X whose support is disjoint from U and let
Ω = Xan \ U .

If Ω′ denotes the union of the connected components of Ω that meet |D|,
then the capacitary metrics of O(D) relative to Ω and to Ω′ coincide.

Proof. Let us fix a normal projective flat model X of X over R and a Zariski
open subset U of its special fiber X such that U = ]U[X . Let Z = X \ U
and let Z′ denote the union of those connected components of Z that meet
the specialization of |D|. Then Ω′ = ]Z′[ is the complementary subset to the
affinoid ]U′[, where U′ = X \ Z′; in particular, ]U′[ meets every connected
component of Xan.

Let D0 denote the horizontal divisor on X that extends D. The divi-
sor D ′ := DΩ′ is the unique Q-divisor of the form D0 + V on X where V
is a vertical divisor supported by Z′ such that (D ′, t) = 0 for any irreducible
component of Z′. By the definition of Z′, an irreducible component of Z that
is not contained in Z′ meets neither Z′ nor D0. It follows that for any such
component t, (D ′, t) = (D0, t)+ (V, t) = 0. By uniqueness, D ′ is the extension
of D on X relative to U, so that DΩ′ = DΩ. This implies the proposition. �

As an application of the capacitary metric, in the next proposition we
establish a variant of a classical theorem by Fresnel and Matignon [25,
Théorème 1] asserting that affinoids of a curve can be defined by one equa-
tion. (While these authors make no hypothesis on the residue field of k, or on
the complementary subset of the affinoid U , we are able to impose the polar
divisor of f .) Using the terminology of Rumely [49, §4.2, p. 220], this propo-
sition means that affinoid subsets of a curve are RL-domains (“rational lem-
niscates”), and that RL-domains with connected complement are PL-domains
(“polynomial lemniscates”). It is thus essentially equivalent to Rumely’s theo-
rem [49, Theorem 4.2.12, p. 244] asserting that island domains coincide with
PL-domains. Rumely’s proof relies on his non-archimedean potential theory,
which we replace here by Proposition 5.1.

This proposition will also be used to derive further properties of the ca-
pacitary metric.
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Proposition 5.6. Assume that the residue field k of K is algebraic over a
finite field. Let (X,U,Ω) be as above, and let D be an effective divisor that
does not meet U but meets every connected component of Ω. There is a rational
function f ∈ K(X) with polar divisor a multiple of D such that U = {x ∈
X ; |f(x)| � 1}.
Proof. Keep notation as in the proof of Proposition 5.1; in particular, S de-
notes the set of irreducible components of X. The closed subset X \ U has
only finitely many connected components, say V1, . . . ,Vr. Moreover, we may
assume that for each i, Vi is the union of a family Ti ⊂ S of components of X.
For any i, the tube ]Vi[ in Xan consisting of the rigid points of X that reduce
to points of Vi is a connected analytic subset of Xan, albeit not quasicompact,
and Xan is the disjoint union of U = ]U[ and of the ]Vi[. (See [47] for more
details.) We let ms denote the multiplicity of the component s in the special
fiber, and F =

∑
s∈S mss.

Let D = D0 + V be the extension of D to a Q-divisor of X given by
Proposition 5.1, where D0 is horizontal and V =

∑
s∈S css is a vertical divisor

supported by the special fiber X. One has cs = 0 for s �∈ T and cs � 0 if s ∈ T .
For any s �∈ T , we define as = (V, s). This is a nonnegative rational number
and we have∑

s∈S\T
asms = (V, F )−

∑
t∈T

mt(V, t) =
∑
t∈T

mt(D0, t) =
∑
s∈S

ms(D0, s),

since D does not meet U ; hence
∑

s∈S\T
asms = (D0, F ) = deg(D). (5.7)

For any s ∈ S \ T , let us fix a point xs of X that is contained on the
component s as well as on the smooth locus of X . Using either a theorem
of Rumely [49, Th. 1.3.1, p. 48], or van der Put’s description of the Picard
group of any one-dimensional K-affinoid, cf. [44, Prop. 3.1],5 there is a rational
function fs ∈ K(X) with polar divisor a multiple of D and of which all zeros
specialize to xs. We may write its divisor as a sum

div(fs) = −nsD + Es + Ws,

where ns is a positive integer, Es is a horizontal effective divisor having no
common component with D and Ws is a vertical divisor. Since Es is the
closure of the divisor of zeroes of fs, it meets only the component labeled s.
One thus has (Es, s

′) = 0 for s′ ∈ S \ {s}, while

(Es, s) =
1

ms
(Es,mss) =

1
ms

(Es, F ) =
ns

ms
deg D.

5The proofs in both references are similar and rely on the Abel–Jacobi map,
together with the fact that K is the union of its locally compact subfields.
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Let t ∈ T . One has (div(fs), t) = 0, hence

(Ws, t) = ns(D , t)− (Es, t) = 0.

Similarly, if s′ ∈ S \ T , then (div(fs), s′) = 0 and

(Ws, s
′) = ns(D , s′)− (Es, s

′)
= ns (D0, s

′) + ns(V, s′)− (Es, s
′)

= 0 + nsas′ − (Es, s
′).

If s′ �= s, it follows that
(Ws, s

′) = nsas′ ,

while
(Ws, s) = nsas − ns

ms
deg(D).

We now define a vertical divisor

W =
∑
s�∈T

asms

ns
Ws.

For any t ∈ T , (W, t) = 0. Moreover, for any s′ ∈ S \ T ,

(W, s′) =
∑
s�∈T

asms

ns
(Ws, s

′)

=
∑
s�∈T

asmsas′ − as′

ns′
ns′ deg(D)

= as′

⎛
⎝∑

s�∈T
asms

⎞
⎠− as′ deg(D),

hence (W, s′) = 0 by (5.7). Therefore, the vertical Q-divisor W is a multiple
of the special fiber and there is λ ∈ Q such that W = λF . Finally,

∑
s�∈T

asms

ns
div(fs)− λF = − deg(D)D +

∑
s�∈T

asms

ns
Es

is a principal Q-divisor. It follows that there are positive integers μ and λs,
for s �∈ T , such that

P =
∑
s�∈T

λsEs − μD

is the divisor of a rational function f ∈ K(X).
By construction, the polar divisor of f on X is a multiple of D. Moreover,

the reduction of any x �∈ U belongs to a component labeled by T at which the
multiplicity of P is positive. Consequently, |f(x)| > 1. In contrast, if x ∈ U , it
reduces to a component outside T , and |f(x)| � 1. More precisely, |f(x)| < 1
if and only if x reduces to one of the points xs, s �∈ T . �
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The definition of an algebraic metric now implies the following explicit
description of the capacitary metric.

Corollary 5.8. Let (X,U,Ω) be as above, let D be any divisor that does not
meet U , and let f be a rational function defining U , as in the preceding propo-
sition, and whose polar divisor is equal to mD for some positive integer m.
Then the capacitary metric on OX(D) can be computed as

− log‖1D‖capΩ (x) =
1
m

log+|f(x)| = max(0, log|f(x)|1/m).

Proposition 5.9. Let (X,U,Ω) and (X ′, U ′, Ω′) be as above and let
ϕ : Ω′ → Ω be any rigid analytic isomorphism. Let D′ be any divisor in X ′

whose support does not meet U ′ and let D = ϕ(D′).
Then for any x ∈ Ω′,

‖1D′‖capΩ′ (x) = ‖1D‖capΩ (ϕ(x)).

Proof. By linearity, we may assume that D is effective. Let f ∈ K(X) and
f ′ ∈ K(X ′) be rational functions as in Proposition 5.6. Let m and m′ be
positive integers such that the polar divisors of f and f ′ are mD and m′D′

respectively. The function f ◦ϕ is a meromorphic function on Ω′ whose divisor
is mD′. Consequently, the meromorphic function

g = (f ◦ ϕ)m
′
/(f ′)m

on Ω′ is in fact invertible. We have to prove that |g|(x) = 1 for any x ∈ Ω′.
Let (εn) be any decreasing sequence of elements of

√|K∗| converging to 1.
The sets V ′n = {x ∈ X ′ ; |f ′(x)| � εn} are affinoid subspaces of Ω′ and exhaust
it. By the maximum principle (see Proposition B.1 below), one has

sup
x∈V ′

n

|g(x)| = sup
|f ′(x)|=εn

|g(x)| � 1/(εn)m � 1.

Consequently, supx∈Ω′ |g(x)| � 1. The opposite inequality is shown similarly
by considering the isomorphism ϕ−1 : Ω → Ω′. This proves the proposition.

�

5.C Capacitary norms on tangent spaces

Definition 5.10. Let (X,U,Ω) be as above and let P ∈ X(K) be a rational
point lying in Ω. Let us endow the line bundle OX(P ) with its capacitary
metric relative to Ω. The capacitary norm ‖·‖capP,Ω on the K-line TPX is then
defined as the restriction of (OX(P ), ‖·‖capΩ ) to the point P , composed with the
adjunction isomorphism OX(P )|P  TPX.
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Example 5.11. Let us fix a normal projective flat model X , let P be the
divisor extending P , meeting the special fiber X in a smooth point P. Let
U = X \ {P} and define U = ]U[, Ω = ]P[. In other words, Ω is the set of
rig-points of Xan that have the same reduction P as P . Then Ω = ]P[ is
isomorphic to an open unit ball, the divisor P is simply the image of the
section that extends the point P , and the capacitary metric on TPS is simply
the metric induced by the integral model.

Example 5.12 (Comparison with other definitions). Let us show how
this norm fits with Rumely’s definition in [49] of the capacity of U with respect
to the point P . Let f be a rational function on X , without pole except P ,
such that U = {x ∈ X ; |f(x)| � 1}. Let m be the order of f at P and let us
define cP ∈ K∗ so that f(x) = cP t(x)−m + · · · around P , where t is a fixed
local parameter at P . By definition of the adjunction map, the local section
1
t 1P of OX(P ) maps to the tangent vector ∂

∂t . Consequently,
∥∥∥∥ ∂

∂t

∥∥∥∥
cap

P,Ω

=
∥∥∥∥1
t
1P

∥∥∥∥ (P ) = lim
x→P

|t(x)|−1 min(1, |f(x)|−1/m) = |cP |−1/m.

(5.13)
As an example, and to make explicit the relation of our rationality criterion

below with the classical theorem of Borel–Dwork later on, let us consider the
classical case in which X = P1 (containing the affine line with t coordinate),
and U is the affinoid subspace of P1 defined by the inequality |t| � r (to which
we add the point at infinity), where r ∈ √|K∗|. Let us note that Ω = 	U
and choose for the point P ∈ Ω the point with coordinate t = 0. Let m be a
positive integer and a ∈ K∗ such that rm = |a|; let f = a/tm; this is a rational
function on P1 with a single pole at P , and U is defined by the inequality
|f | � 1. It follows that

∥∥∥∥ ∂

∂t

∥∥∥∥
cap

P,Ω

= |a|−1/m = 1/r.

Similarly, assume that U is an affinoid subset of P1 that does not contain the
point P = ∞. Then U is bounded and ‖t2 ∂

∂t‖P,Ω is nothing but its transfinite
diameter in the sense of Fekete. (See [1]; the equivalence of both notions follows
from [49, Theorem 4.1.19, p. 204]; see also [49, Theorem 3.1.18, p. 151] for its
archimedean counterpart.)

Remark 5.14. (a) Let (X,U) be as above, let P ∈ X(K) be a rational point
such that P �∈ U . Let Ω = Xan \ U and define Ω0 to be the connected
component of Ω that contains P . It follows from Proposition 5.5 that the
norms ‖·‖capP,Ω0

and ‖·‖capP,Ω on TPX coincide.
(b) Let U ′ be another affinoid subspace of Xan such that U ′ ⊂ U ; the

complementary subset Ω′ to U ′ satisfies Ω ⊂ Ω′. If, moreover, Ω and Ω′

are connected, then for any P ∈ Ω and any vector v ∈ TPX , one has

‖v‖capP,Ω′ � ‖v‖capP,Ω.
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Indeed, since Ω and Ω′ are connected and contain P , Proposition 5.6
implies that there exist rational functions f and f ′ on X , without pole
except P , such that the affinoids U and U ′ are defined by the inequalities
|f | � 1 and |f ′| � 1 respectively. Replacing f and f ′ by some positive
powers, we may also assume that ordP (f) = ordP (f ′); let us denote it
by −d. Let t be a local parameter at P ; it is enough to prove the desired
inequality for v = ∂

∂t .
We may expand f and f ′ around P as Laurent series in t− t(P ), writing

f =
c

(t− t(P ))d
+ · · · , f ′ =

c′

(t− t(P ))d
+ · · · .

The rational function g = f/f ′ on X defines a holomorphic function on
the affinoid subspace defined by the inequality {|f ′| � 1}, since the poles
at P in the numerator and denominator cancel each other; moreover,
g(P ) = c/c′. Using the maximum principle twice (Proposition B.1) we
have

|g(P )| � sup
|f ′(x)|�1

|g(x)| = sup
|f ′(x)|=1

|g(x)| = sup
|f ′(x)|=1

|f(x)|

= sup
|f ′(x)|�1

|f(x)| � 1,

since Ω ⊂ Ω′. This implies that |g(P )| � 1, so that |c| � |c′|. Therefore,
∥∥∥∥ ∂

∂t

∥∥∥∥
cap

P,Ω′
= |c′|−1/d � |c|−1/d =

∥∥∥∥ ∂

∂t

∥∥∥∥
cap

P,Ω

,

as was to be shown.

5.D Canonical seminorms and capacities

Let K be a local field.
In the case that K is archimedean, we assume moreover that K = C;

let M be a connected Riemann surface, and let Ω be an open subset in M ,
relatively compact. In the case that K is ultrametric, let M be a smooth
projective curve over K, let U be an affinoid in Man, let us set Ω = Man \U .

In both cases, let O be a point in Ω.
We endow the K-line TOM with its capacitary seminorm, as defined by

the first author in [13] when K = C, or in the previous section in the p-adic
case.

Let X be a projective variety over K, let P ∈ X(K) be a rational point,
and let Ĉ be a smooth formal curve in X̂P . Assume that Ĉ is K-analytic and
let ϕ : Ω → Xan be an analytic map such that ϕ(O) = P that maps the germ
of Ω at O to Ĉ. (Consequently, if Dϕ(O) �= 0, then ϕ defines an analytic
isomorphism from the formal germ of Ω at O to Ĉ.) We endow TPX with its
canonical seminorm ‖·‖can

X,Ĉ
.
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Proposition 5.15. For any v ∈ TOΩ, one has

‖Dϕ(O)(v)‖can
X,Ĉ

� ‖v‖capP,Ω.

Proof. The case K = C is treated in [13, Proposition 3.6]. It therefore remains
to treat the ultrametric case.

In view of Remark 5.14 (a), we may assume that Ω is connected. By
Proposition 5.6, there exists a rational function f ∈ K(M) without pole ex-
cept O such that U = {x ∈ M ; |f(x)| � 1}. Let m > 0 denote the order of
the pole of f at the point O. For any real number r > 1 belonging to

√|K|∗,
let us denote by Ur and ∂Ur the affinoids {|f(x)| � r} and {|f(x)| = r}
in M . One has

⋃
r>1 Ur = Ω. We shall denote by ϕr the restriction of ϕ to

the affinoid Ur. Let us also fix a local parameter t at O and let us define
cP = limx→O t(x)mf(x). One has ‖ ∂

∂t‖capO,Ω = |cP |−1/m.
Let L be an ample line bundle on X For the proof of the proposition, we

may assume that Dϕ(O) is nonzero; then ϕ is a formal isomorphism and we
may consider the formal parameter τ = t◦ϕ−1 on Ĉ at P . We have dt = ϕ∗dτ ,
hence Dϕ(O)( ∂

∂t ) = ∂
∂τ . Let us also fix a norm ‖·‖0 on the K-line TP Ĉ, and

let us still denote by ‖·‖0 the associated norm on its dual T∨P Ĉ.
Let us choose a real number r > 1 such that r ∈ √|K∗|, fixed for the

moment. Since the residue field of K is finite, the line bundle ϕ∗rL on Ur

is torsion (see [44, Proposition 3.1]); we may therefore consider a positive
integer n and a nonvanishing section ε of ϕ∗rL

⊗n. For any integer D and any
section s ∈ Γ (X,L⊗nD), let us write ϕ∗rs = σε⊗nD, where σ is an analytic
function on Ur. Since we assumed that Dϕ(O) �= 0, the condition that s

vanishes to order i along Ĉ means exactly that σ vanishes to order i at O.
Consequently, the i-th jet of ϕ∗rs at O is given by

jiO (ϕ∗rs) = (σt−i)(O)εnD(O)⊗ dτ⊗i.

Writing (σt−i)m = (σmf i)(ftm)−i, it follows that

‖jiO (ϕ∗rs)‖m = |σmf i|(O)|cP |−i‖ε(O)‖nmD‖dτ‖im0 .

Notice that σmf i is an analytic function on Ur. By the maximum principle
(Proposition B.1),

|σmf i|(O) � sup
Ur

|σmf i| = sup
x∈∂Ur

|σmf i(x)| = ‖σ‖m∂Ur
ri.

Consequently,

‖jiO(s)‖ � ‖σ‖∂Ur |cP |−i/mri‖ε(O)‖nD‖dτ‖i0

� ‖s‖∂Ur |cP |−i/mri
( ‖ε(O)‖

infx∈∂Ur‖ε(x)‖
)nD

‖dτ‖i0.
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With the notation of Section 4.B, it follows that the norm of the evaluation
morphism

ϕi
nD : Ei

nD → L⊗nD
|P ⊗

(
T∨P Ĉ

)⊗i

satisfies the inequality

‖ϕi
nD‖1/i � r1/m|cP |−1/m

(
‖ε(O)‖/ inf

∂Ur

‖ε‖
)nD/i

‖dτ‖0,

hence
lim sup
i/D→∞

1
i

log‖ϕi
nD‖ � 1

m
log

r

|cP | = log‖dτ‖0.

Using the notation introduced for defining the canonical semi-norm, we thus
have ρ(L) = ρ(L⊗n) � log‖dτ‖0 and

∥∥∥∥Dϕ(O)
(

∂

∂t

)∥∥∥∥
can

X,Ĉ,P

=
∥∥∥∥ ∂

∂τ

∥∥∥∥
can

X,Ĉ,P

= eρ(L)

∥∥∥∥ ∂

∂τ

∥∥∥∥
0

�
(

r

|cP |
)1/m

= r1/m

∥∥∥∥ ∂

∂t

∥∥∥∥
cap

Ω,P

.

Letting r go to 1, we obtain the desired inequality. �

5.E Global capacities

Let K be a number field, and let R denote the ring of integers in K. Let X
be a projective smooth algebraic curve over K. For any ultrametric place v
of R, let us denote by Fv the residue field of R at v, by Kv the completion
of K at v, and by Xv the rigid Kv-analytic variety attached to XKv . For any
archimedean place v of X , corresponding to an embedding σ : K ↪→ C, we
let Xv be the compact Riemann surface Xσ(C). When v is real, by an open
subset of Xv we shall mean an open subset of Xσ(C) invariant under complex
conjugation.

Our goal in this section is to show how capacitary metrics at all places fit
within the framework of the Arakelov intersection theory (with L2

1-regularity)
introduced in [11]. Let us briefly recall here the main notation and properties
of this arithmetic intersection theory, referring to this article for more details.

For any normal projective flat model X of X over R, the Arakelov Chow
group ĈH1

R(X ) consists of equivalence classes of pairs (D , g) ∈ Ẑ1
R(X ), where

D is an R-divisor on X and g is a Green current with L2
1-regularity on X (C)

for the real divisor DK , stable under complex conjugation. For any class α of
an Arakelov divisor (D , g), we shall denote, as usual, ω(α) = ddcg + δDC .

Arithmetic intersection theory endowes the space ĈH1
R(X ) with a sym-

metric R-valued bilinear form. Any morphism π : X ′ → X between normal
projective flat models of curves X ′ and X induces morphisms of abelian groups
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π∗ : ĈH1
R(X ′) → ĈH1

R(X ) and π∗ : ĈH1
R(X ) → ĈH1

R(X ′). For any classes
α and β ∈ ĈH1

R(X ), γ ∈ ĈH1
R(X ′), one has π∗α · π∗β = α · β and a pro-

jection formula π∗(π∗α · γ) = deg(π)α · π∗(γ), when π has constant generic
degree deg(π).

Any class α ∈ ĈH1
R(X ) defines a height function hα that is a linear

function on the subspace of Z1
R(X ) consisting of real 1-cycles Z on X such

that ω(α) is locally L∞ on a neighbourhood of |Z|(C). If D is a real divisor
on X such that ω(α) is locally L∞ in a neighbourhood of |D|(C), we shall
still denote by hα(D) the height of the unique horizontal 1-cycle on X that
extends D. Moreover, for any effective divisor D on X such that ω(α) is
locally L∞ in a neighborhood of |π∗(D)|(C), then ω(π∗α) is locally L∞ in a
neighborhood of |D|(C), and one has the equality hπ∗α(D) = hα(π∗(D)).

Definition 5.16. Let D be a divisor on X. For each place v of K, let Ωv be an
open subset of Xv (stable under complex conjugation if v is archimedean). One
says that the collection (Ωv) is an adelic tube adapted to D if the following
conditions are satisfied:

(1) for any ultrametric place v, the complement of Ωv in any connected com-
ponent of Xv is a nonempty affinoid subset;

(2) for any archimedean place v, the complement of Ωv in any connected com-
ponent of Xv is nonpolar;

(3) there exist an effective reduced divisor E containing |D|, a finite set of
places F of K, and a normal projective flat model X of X over R such
that for any ultrametric place v of K such that v �∈ F , Ωv = ]E[v is the
tube in Xv around the specialization of E in the special fiber XFv .

Let Ω = (Ωv) be a family where, for each place v of K, Ωv is an open
subset of the analytic curve Xv satisfying conditions (1) and (2). Let D be
a divisor on X whose support is contained in Ωv for any place v of K. By
the considerations of this section, the line bundle OX(D) is then endowed, for
each place v of K, with a v-adic metric ‖·‖capΩv

. If Ω is an adelic tube adapted
to D, then for almost all places of K, this metric is in fact induced by the
horizontal extension of the divisor D in an adequate model X of X . Actually,
one has the following proposition:

Proposition 5.17. Assume that Ω is an adelic tube adapted to |D|. There
is a normal, flat, projective model X of X over R and a (unique) Arakelov
Q-divisor extending D, inducing at any place v of K the v-adic capacitary
metric on OX(D).

Such an arithmetic surface X will be said to be adapted to Ω. Then the
Arakelov Q-divisor on X whose existence is asserted by the proposition will
be denoted by D̂Ω. Observe, moreover, that the current ω(D̂Ω) is locally L∞

on Ω, since it vanishes there. Consequently, the height hD̂Ω
(E) is defined when

E is any 0-cycle on X that is supported by Ω.
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Proof. It has already been recalled that archimedean Green functions defined
by potential theory have the required L2

1-regularity. It thus remains to show
that the metrics at finite places can be defined using a single model (X ,D)
of (X,D) over R.

Lemma 5.18. There exists a normal, flat projective model X of X over R,
and, for any ultrametric place v of K, a Zariski closed subset Zv of the special
fiber XFv at v such that Ωv = ]Zv[. We may, moreover, assume that for almost
all ultrametric places v of K, Zv = E ∩ XFv , where E is an effective reduced
horizontal divisor on X .

Proof. Let X1 be a projective flat model of X over R, E an effective reduced
divisor on X , and F a finite set of places satisfying condition (3) of the
definition of an adelic tube. Up to enlarging F , we may assume that the fiber
product X1 ⊗R R1 is normal, where R1 denotes the subring of K obtained
from R by localizing outside places in F .

By Raynaud’s formal/rigid geometry comparison theorem, there are, for
each finite place v ∈ F , a normal projective and flat model Xv of X over the
completion R̂v, and a Zariski closed subset Zv of the special fiber of Xv, such
that Ωv = ]Zv[.

By a general descent theorem of Moret-Bailly ([41, Th. 1.1]; see also [10,
6.2, Lemma D]), there exists a projective and flat R-scheme X that coincides
with X1 over SpecR1 and such that its completion at any finite place v ∈ F is
isomorphic to Xv. By faithfully flat descent, such a scheme is normal (see [39,
21.E, Corollary]).

For any ultrametric place v over SpecR1, we just let Zv be the specializa-
tion of E in XFv = (X0)Fv ; one has Ωv = ]Zv[ by assumption, since v does not
belong to the finite set F of excluded places. For any ultrametric place v ∈ F ,
Zv is identified with a Zariski closed subset of the special fiber XFv and its
tube is equal to Ωv by construction. This concludes the proof of the lemma.

�

Fix such a model X and let D0 be the Zariski closure of D in X . For
any ultrametric place v of F , let Vv be the unique divisor on the special
fiber XFv such that D0 +Vv satisfies the assumptions of Proposition 5.1. One
has Vv = 0 for any ultrametric place v such that Zv has no component of
dimension 1, hence for all but finitely places v. We thus may consider the
Q-divisor D = D0 +

∑
v Vv on X and observe that it induces the capacitary

metric at all ultrametric places. �

Proposition 5.19. Let D be a divisor on X and let Ω be an adelic tube
adapted to |D|. One has the equality

D̂Ω · D̂Ω = hD̂Ω
(D).

Proof. Let us consider a model X of X and an Arakelov Q-divisor D on X
defining the capacitary metric ‖·‖capΩv

at all ultrametric places v of K.
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Let D0 denote the Zariski closure of D in X . For any ultrametric place v
of K, let Vv be the vertical part of D lying above v, so that D = D0 +

∑
v Vv.

By [11, Cor. 5.4], one has

D̂Ω · D̂Ω = hD̂Ω
(D).

By the definition of the capacitary metric at ultrametric places, the geometric
intersection number of D with any vertical component of D is zero. Conse-
quently,

D̂Ω · D̂Ω = hD̂Ω
(D0) +

∑
v

hD̂Ω
(Vv) = hD̂Ω

(D0),

as was to be shown. �

Corollary 5.20. Let P ∈ X(K) be a rational point of X and let Ω be an
adelic tube adapted to P . One has

P̂Ω · P̂Ω = d̂eg (TPX, ‖·‖capΩ ) .

6 An algebraicity criterion for A-analytic curves

Let K be a number field, R its ring of integers, X a quasiprojective algebraic
variety over K, and let P be a point in X(K). Let Ĉ ↪→ X̂P be a smooth
formal curve that is A-analytic.

For any place v of K, the formal curve Ĉ is Kv-analytic, and we may equip
the K-line TP Ĉ with the canonical v-adic seminorm ‖·‖canv = ‖·‖can

X,Ĉ,P,v
con-

structed in Section 4.B. We claim that equipped with these semi-norms, TP Ĉ
defines a seminormed K-line (TP Ĉ, ‖·‖can) with a well-defined Arakelov de-
gree in ]−∞,+∞], in the sense of [13, 4.2]. Recall that this means that, for any
(or equivalently, for some) nonzero element in TP Ĉ, the series

∑
v log+‖t‖canv

is convergent. To see this, consider a quasiprojective flat R-scheme X with
generic fiber X , together with a section P : SpecR→X that extends P . Ac-
cording to Lemma 4.5 (applied to projective compactifications of X and X ,
and an ample line bundle L ), the inequality

log‖t‖canv � − logSX ,v(Ĉ)

holds for almost all finite places v, where SX ,v denotes the size of Ĉ with
respect to the Rv model X ⊗Rv. Since by definition of A-analyticity the series
with nonnegative terms

∑
v logSX ,v(Ĉ)−1 has a finite sum, this establishes

the required convergence.
The Arakelov degree of

(
TP Ĉ, ‖·‖can

)
is defined as the sum

d̂eg
(
TP Ĉ, ‖·‖can

)
:=
∑
v

(− log‖t‖canv ) .
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It is a well-defined element in ]−∞,+∞], independent of the choice of t by
the product formula (we follow the usual convention − log 0 = +∞.)

The following criterion extends Theorem 4.2 of [13], where instead of
canonical seminorms, larger norms constructed by means of the sizes were
used at finite places.

Theorem 6.1. Let Ĉ be, as above, an A-analytic curve through a rational
point P in some algebraic variety X over K.

If d̂eg
(
TP Ĉ, ‖·‖can

)
> 0, then Ĉ is algebraic.

Proof. We keep the above notation, and we assume, as we may, X (respec-
tively X ) to be projective over K (respectively over R). We choose an ample
line bundle L over X and we let L := LK .

We let ED := Γ (X ,L⊗D), and for any embedding σ : K ↪→ C, we
choose a consistent sequence of hermitian norms (‖·‖D,σ) on the C-vector
spaces ED,σ  Γ

(
Xσ, L

⊗D
σ

)
, in a way compatible with complex conjugation.

Using these norms, we define hermitian vector bundles E D := (ED, (‖·‖D,σ)σ)
over SpecR.

We also choose a hermitian structure on P∗L , and we denote by P∗L
the so-defined hermitian line bundle over SpecR. Finally, we equip TP Ĉ with
the R-structure defined by NPX ∩ TP Ĉ and with an arbitrary hermitian
structure, and in this way we define a hermitian line bundle T 0 over SpecR
such that (T0)K = TP Ĉ.

We define the K-vector spaces ED := ED,K  Γ (X,L⊗D), their sub-
spaces Ei

D, and the evaluation maps

ϕi
D : Ei

D →
(
T∨P Ĉ

)⊗i

⊗ L⊗D
|P

as in the “local” situation considered in Section 4.B. According to the basic
algebraicity criteria in [13, 2.2], to prove that Ĉ is algebraic, it suffices to
prove that the ratio ∑

i�0

(i/D) rank
(
Ei

D/Ei+1
D

)
∑
i�0

rank
(
Ei

D/Ei+1
D

) (6.2)

stays bounded as D goes to +∞.
For any place v of K, the morphism ϕi

D has a v-adic norm, defined by
means of the integral and hermitian structures introduced above. If ϕi

D �= 0,
the height of ϕi

D is the real number defined as the (finite) sum

h
(
ϕi

D

)
=
∑
v

log‖ϕi
D‖v.

When ϕi
D vanishes, we define h

(
ϕi

D

)
= −∞; observe that in this case Ei+1

D =
Ei

D.
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As established in the proof of Lemma 4.5 above (see also [12, Lemma 3.3]),
the following inequality holds for any finite place v and any two nonnegative
integers i and D:

log‖ϕi
D‖v � −i logSX ,v(Ĉ). (6.3)

Since Ĉ is A-analytic, the upper bounds (4.4) and (6.3) show the existence of
some positive real number c such that

h
(
ϕi

D

)
� c(i + D). (6.4)

For any place v of K, we let

ρv(L) = lim sup
i/D→∞

1
i

log‖ϕi
D‖v.

This is an element in [−∞,+∞[, which, according to (6.3), satisfies

ρv(L) � − logSX ,v(Ĉ)

for any finite place v. Moreover, by its very definition, the Arakelov degree of(
TP Ĉ, ‖·‖can

)
is given by

d̂eg
(
TP Ĉ, ‖·‖can

)
=
∑
v

(−ρv(L)) + d̂eg T 0

=
∑

v finite

(
−ρv(L)− logSX ,v(Ĉ)

)

+
∑

v finite

logSX ,v(Ĉ) +
∑
v|∞

(−ρv(L)) + d̂egT 0.

In the last expression, the terms of the first sum belong to [0,+∞] — and
the sum itself is therefore well-defined in [0,+∞] — and the second sum is
convergent by A-analyticity of Ĉ.

Observe also that since the sums

∑
v finite

(
−1

i
log‖ϕi

D‖v + logSX ,v(Ĉ)
)

have nonnegative terms, we get, as a special instance of Fatou’s lemma:

∑
v finite

lim inf
i/D→∞

(
−1

i
log‖ϕi

D‖v + logSX ,v(Ĉ)
)

� lim inf
i/D→∞

∑
v finite

(
−1

i
log‖ϕi

D‖v + logSX ,v(Ĉ)
)

.



108 Jean-Benoît Bost and Antoine Chambert-Loir

Consequently

lim sup
i/D→∞

1
i
h
(
ϕi

D

)
�
∑
v

ρv(L)

and
d̂eg
(
TP Ĉ, ‖·‖can

)
� − lim sup

i/D→∞

1
i
h
(
ϕi

D

)
+ d̂eg T 0. (6.5)

When d̂eg
(
TP Ĉ, ‖·‖can

)
is positive, the inequality (6.5) implies the existence

of positive real numbers ε and λ such that, for any two positive integers i
and D,

d̂egT 0 − 1
i
h
(
ϕi

D

)
� ε if i � λD. (6.6)

Let E i
D := ED ∩ Ei

D and let E i
D/E i+1

D be the hermitian vector bundle on
SpecR defined by the quotient E i

D/E i+1
D equipped with the hermitian struc-

ture induced by that of E D. The evaluation map ϕi
D induces an injection

Ei
D/Ei+1

D ↪→
(
T∨P Ĉ

)⊗i

⊗L⊗D
|P . Actually, either ϕi

D = 0 and then Ei
D = Ei+1

D ,
or ϕi

D �= 0, and this inclusion is an isomorphism of K-lines. In either case, we
have

d̂eg E i
D/E i+1

D = rank
(
Ei

D/Ei+1
D

) (
d̂eg
(
P∗L

⊗D ⊗ T
∨⊗i

0

)
+ h
(
ϕi

D

))
.

Indeed, if ϕi
D = 0, both sides vanish (we follow the usual convention

0 · (−∞) = 0). If ϕi
D �= 0, the equality is a straightforward consequence of

the definitions of the Arakelov degree of a hermitian line bundle over SpecR
and of the heights h

(
ϕi

D

)
.

The above equality may also be written

d̂eg E i
D/E i+1

D = rank
(
Ei

D/Ei+1
D

) (
D d̂eg P∗L − i d̂egT 0 + h

(
ϕi

D

))
. (6.7)

Moreover, by [12, Proposition 4.4], there is a constant c′ such that for any
D � 0 and any saturated submodule F of ED,

d̂eg ED/F � −c′D rank(ED/F ).

(This is an easy consequence of the fact that the K-algebra
⊕

D�0 ED,K is
finitely generated.) Applied to F :=

⋂
i�0 E i

D, this estimate becomes

∑
i�0

d̂eg E i
D/E i+1

D � −c′D
∑
i�0

rank
(
Ei

D/Ei+1
D

)
. (6.8)



Analytic Curves in Algebraic Varieties over Number Fields 109

Using (6.7) and (6.8), we derive the inequality

− (c′ + d̂eg P∗L )D
∑
i�0

rank
(
Ei

D/Ei+1
D

)

�
∑
i�0

rank
(
Ei

D/Ei+1
D

) (−i d̂egT 0 + h
(
ϕi

D

))
. (6.9)

Finally, using (6.9), (6.4), and (6.6), we obtain

∑
i<λD

rank
(
Ei

D/Ei+1
D

)( i

D
d̂eg T 0 − c

i + D

D

)
+
∑
i�λD

rank
(
Ei

D/Ei+1
D

)
ε

i

D

� (c′ + d̂eg P∗L )
∑
i�0

rank
(
Ei

D/Ei+1
D

)
.

This implies that the ratio (6.2) is bounded by

λ +
1
ε

(
c′ + d̂eg P∗L + c + λmax(0, c− d̂eg T 0)

)
,

and completes the proof. �

7 Rationality criteria

7.A Numerical equivalence and numerical effectivity
on arithmetic surfaces

The following results are variations on a classical theme in Arakelov geome-
try of arithmetic surfaces. The first theorem characterizes numerically trivial
Arakelov divisors with real coefficients. It is used in the next proposition to
describe effective Arakelov divisors whose sum is numerically effective. We
allow ourselves to use freely the notation of [11].

Theorem 7.1. (Compare [11, Thm. 5.5]) Let X be a normal flat pro-
jective scheme over the ring of integers of a number field K whose generic
fiber is a smooth and geomerically connected curve. Let (D, g) be any ele-
ment in Ẑ1

R(X ) that is numerically trivial. Then there exist an integer n,
real numbers λi and rational functions fi ∈ K(X )∗, for 1 � i � n, and
a family (cσ)σ : K↪→C of real numbers such that cσ = cσ,

∑
cσ = 0, and

(D, g) = (0, (cσ)) +
∑n

i=1 λid̂iv(fi).

Proof. There are real numbers λi and Arakelov divisors (Di, gi) ∈ Ẑ1(X )
such that (D, g) =

∑
λi(Di, gi). We may assume that the λi are linearly inde-

pendent over Q. By assumption, the degree of D on any vertical component
of X is zero; the linear independence of the λi implies that the same holds
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for any Di. Let us then denote by g′i any Green current for Di such that
ω(Di, g

′
i) = 0. One has

0 = ω(D, g) =
∑

λiω(Di, gi) =
∑

λiω(Di, g
′
i),

so that the difference g −∑λig
′
i is harmonic, and therefore constant on any

connected component of X (C). By adding a locally constant function to
some g′i, we may assume that g =

∑
λig

′
i. Then (D, g) =

∑
λi(Di, g

′
i). This

shows that we may assume that one has ω(Di, gi) = 0 for any i. By Faltings–
Hriljac’s formula, the Néron–Tate quadratic form on Pic0(XK)⊗R takes the
value 0 on the class of the real divisor

∑
λi(Di)K . Since this quadratic form

is positive definite (see [50, 3.8, p. 42]), this class is zero. Using that the λi are
linearly independent over Q, we deduce that the class of each divisor (Di)K
in Pic0(XK) is torsion. Since Di has degree zero on any vertical component
of X and the Picard group of the ring of integers of K is finite, the class
in Pic(X ) of the divisor Di is torsion too. Let us then choose positive inte-
gers ni and rational functions fi on X such that div(fi) = niDi. The Arakelov
divisors d̂iv(fi)−ni(Di, gi) are of the form (0, ci), where ci = (ci,σ)σ : K↪→C is
a family of real numbers such that ci,σ = ci,σ and

∑
σ ci,σ = 0. Then, letting

cσ =
∑

i(λi/ni)ci,σ, one has

(D, g) = (0, (cσ)) +
∑ λi

ni
d̂iv(fi)

as requested. �

Let f1, . . . , fn be meromorphic functions on some Riemann surface M ,
let λ1, . . . , λn be real numbers, and let f ∈ C(M)∗ ⊗Z R be defined as
f =

∑n
i=1 fi ⊗ λi. We shall denote by |f | the real function on M given by∏|fi|λi , and by div f the R-divisor

∑
λi div(fi); they don’t depend on the

decomposition of f as a sum of tensors. One has ddc log|f |−2 + δdiv(f) = 0.
We shall say that a pair (D, g) formed of a divisor D on M and of a Green

current g with L2
1 regularity for D is effective6 if the divisor D is effective and

if the Green current g of degree 0 for D may be represented by a nonnegative
summable function (see [11, Def. 6.1]).

Similarly, we say that an Arakelov divisor (D, g) ∈ Ẑ1
R(X ) on the arith-

metic surface X is effective if D is effective on X and if (DC, g) is effective
on X (C).

We say that an Arakelov divisor, or the class α of an Arakelov divisor, is
numerically effective (for short, nef ) if [(D, g)]·α � 0 for any effective Arakelov
divisor (D, g) ∈ Ẑ1

R(X ) (according to [11, Lemma 6.6], it is sufficient to
consider Arakelov divisors (D, g) with C∞-regularity). If (D, g) is an effective
and numerically effective Arakelov divisor, then the current ω(g) := ddc g+δD
is a positive measure (see [11, proof of Proposition 6.9]).

6In the terminology of [11], nonnegative.
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Proposition 7.2. Let X be a normal, flat projective scheme over the ring
of integers of a number field K whose generic fiber is a smooth geometrically
connected algebraic curve.

Let (D, g) and (E, h) be nonzero elements of Ẑ1
R(X ); let α and β denote

their classes in ĈH1
R(X ). Let us assume that the following conditions are

satisfied:

(1) the Arakelov divisors (D, g) and (E, h) are effective;
(2) the supports of D and E do not meet and

∫
X (C) g ∗ h = 0.

If the class α + β is numerically effective, then there exist a positive real
number λ, an element f ∈ K(X )∗ ⊗Z R, and a family (cσ)σ : K↪→C of real
numbers that is invariant under conjugation and satisfies

∑
σ cσ = 0 such that

for any embedding σ : K ↪→ C,

gσ = (cσ + log|f |−2)+ and hσ = λ(cσ + log|f |−2)−,

where for any real-valued function ϕ, we define ϕ+ = max(0, ϕ) and ϕ− =
max(0,−ϕ), so that ϕ+ − ϕ− = ϕ.

Moreover, α2 = αβ = β2 = 0.

Proof. Since (D, g) and (E, h) are effective and nonzero, the classes α and β
are not equal to zero ([11, Proposition 6.10]). Moreover, the assumptions of
the proposition imply that

α · β = deg π∗(D,E) +
1
2

∫
X (C)

g ∗ h = 0.

Since α+β is numerically effective, it follows from Lemma 6.11 of [11] (which
in turn is an application of the Hodge index theorem in Arakelov geometry)
that there exists λ ∈ R∗+ such that β = λα in ĈH1

R(X ). In particular, α
and β are nef, and α2 = β2 = α · β = 0.

Replacing (E, h) by (λE, λh), we may assume λ = 1. Then, (D−E, g−h)
belongs to the kernel of the canonical map ρ : Ẑ1

R(X ) → ĈH1
R(X ), so is

numerically trivial. By Theorem 7.1, there exist real numbers λi, rational func-
tions fi ∈ K(X )∗, and a family c = (cσ)σ : K↪→C of real numbers, invariant un-
der conjugation, such that

∑
σ cσ = 0 and (D−E, g−h) = (0, c)+

∑
λid̂iv(fi)

in Ẑ1
R(X ). Let us denote by f the element

∑
fi ⊗ λi of K(X )∗ ⊗Z R.

The proposition now follows by applying Lemma 7.3 below to the connected
Riemann surface Xσ(C), the pairs (D, gσ), (E, hσ), and the “meromorphic
function” e−2cσfXσ(C), for each embedding σ : K ↪→ C. �

Lemma 7.3. Let M be a compact connected Riemann surface, let D and D′

be two nonzero R-divisors on M , and let g and g′ be two Green functions with
L2

1 regularity for D and D′. We make the following assumptions: |D|∩|D′| = ∅,
the pairs (D, g) and (D′, g′) are effective, the currents ω(g) = ddc g + δD and
ω(g′) = ddc g′ + δD′ are positive measures,

∫
M

g ∗ g′ = 0. If there exists an
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element f ∈ C(M)∗⊗R such that g−g′ = log|f |−2, then g = max(0, log|f |−2)
and g′ = max(0, log|f |2).
Proof. First observe that

ω(g)−ω(g′) = ddc(g−g′)+δD−δD′ = ddc log|f |−2+δD−δD′ = δD−D′−div(f),

by the Poincaré–Lelong formula. By assumption, the current ω(g) − ω(g′)
belongs to the Sobolev space L2

−1; it is therefore nonatomic (see [11, Appendix,
A.3.1]), so that D −D′ = div(f) and ω(g) = ω(g′).

Observe also that g|M\|D| (respectively g′|M\|D|′) is a subharmonic cur-
rent. In the sequel, we denote by g (respectively g′) the unique subharmonic
function on M ⊂ |D| (respectively on M ′ ⊂ |D|′) that represents this current.

Let F be the set of points x ∈ M where |f(x)| = 1 and let Ω =
M \ F be its complementary subset. The functions h = max(0, log|f |−2) and
h′ = max(0, log|f |2) are continuous Green functions with L2

1 regularity for D
and D′ respectively. The currents ddc h + δD, ddc h′ + δD′ are equal to a
common positive measure, which we denote by ν. Since h (respectively h′) is
harmonic on M \ (|D| ∪ F ) (respectively on M \ (|D|′ ∪ F )), this measure is
supported by F.

Let S be the support of the positive measure ω(g). It follows from
[11, Remark 6.5] that g and g′ vanish ω(g)-almost everywhere on M . Con-
sequently, the equality log|f |−2 = g − g′ = 0 holds ω(g)-almost everywhere;
in particular, S ⊂ F .

Let us pose u = h − g = h′ − g′; this is a current with L2
1 regularity

on M and ddc u = ddc h − ddc g = ν − ω(g). In particular, ddc(u|Ω) = 0: u
is harmonic on Ω. Since g is nonnegative, one has u � 0 on F = 	Ω. By the
maximum principle, this implies that u � 0 on Ω (cf. [11, Theorem A.6.1];
observe that u is finely continuous on M).

Finally, one has

0 =
∫
M

g ∗ g′ =
∫
M

h ∗ h′ −
∫
M

uν −
∫
M

uω(g) �
∫
M

h ∗ h′.

By [11, Corollary 6.4], this last term is nonnegative, so that all terms of the
formula vanish. In particular,

∫
uν = 0; hence u = 0 (ν-a.e.). Using again

that u is harmonic on Ω, it follows that its Dirichlet norm vanishes, and
finally that u ≡ 0. �

Remark 7.4. The Green currents g and h appearing in the conclusion of
Proposition 7.2 are very special. Assume, for example, that the Arakelov di-
visors D̂ and Ê are defined using capacity theory at the place σ, with respect
to an open subset Ωσ of Xσ. Then, gσ and hσ vanish nearly everywhere
on 	Ωσ. In other words, 	Ωσ is contained in the set of x ∈ Xσ such that
|f(x)|2 = exp(−cσ), which is a real semialgebraic curve in Xσ, viewed as a
real algebraic surface. In particular, it contradicts any of the following hy-
potheses on Ωσ, respectively denoted by (4.2)X ,Ωσ and (4.3)X ,Ωσ in [11]:
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(1) the interior of Xσ(C) \Ωσ is not empty;
(2) there exists an open subset U of Xσ(C) \ |D|(C) not contained in Ω

such that any harmonic function on U that vanishes nearly everywhere
on U \Ω vanishes on U .

7.B Rationality criteria for algebraic and analytic functions
on curves over number fields

Let K be a number field and X a smooth projective geometrically connected
curve over K. For any place v of K, we denote by Xv the associated rigid ana-
lytic curve over Kv if v is ultrametric, respectively the corresponding Riemann
surface Xσ(C) if v is induced by an embedding of K in C.

Let D be an effective divisor in X and Ω = (Ωv)v an adelic tube adapted
to |D|. We choose a normal projective flat model of X over the ring of in-
tegers OK of K, say X , and an Arakelov Q-divisor D̂Ω on X inducing the
capacitary metrics ‖·‖capΩv

at all places v of K. In particular, we assume that for
any ultrametric place v, Ωv is the tube ]Zv[ around a closed Zariski subset Zv

of its special fiber XFv , and Zv = D ∩XFv for almost all places v.
Our first statement in this section is the following arithmetic analogue of

Proposition 2.2.

Proposition 7.5. Let X ′ be another geometrically connected smooth projec-
tive curve over K and let f : X ′ → X be a nonconstant morphism. Let D′ be
an effective divisor in X ′. We make the following assumptions:

(1) by restriction, f defines an isomorphism from the subscheme D′ of X ′ to
the subscheme D of X and is étale in a neighbourhood of |D′|;

(2) for any place v of K, the morphism f admits an analytic section ϕv : Ωv →
X ′

v defined over Ωv whose formal germ is equal to f̂D
−1

Kv
;

(3) the class of the Arakelov Q-divisor D̂Ω is numerically effective.

Assume moreover

(4′) either that D̂Ω · D̂Ω > 0;
(4′′) or that there is an archimedean place v such that the complementary

subset to Ωv in Xv is not contained in a real semialgebraic curve of Xv.

Then f is an isomorphism.

Proof. Let us denote by E the divisor f∗D on X ′; we will prove that E = D′.
Observe that according to assumption (1), this divisor may be written

E := f∗D = D′ + R,

where R denotes an effective or zero divisor on X whose support is disjoint
from that of D′.

Let X ′ denote the normalization of X in the function field of X ′ and let
us still denote by f the natural map from X ′ to X that extends f . Then X ′
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is a normal projective flat model of X ′ over OK . For any place v of K, let Ω′v
denote the preimage f−1(Ωv) of Ωv by f . The complementary subset of Ωv is a
nonempty affinoid subspace of X ′

v if v is ultrametric, and a nonpolar compact
subset of X ′

v if v is archimedean. Moreover, for almost all ultrametric places v,
Ω′v is the tube around the specialization in X ′

Fv
of f−1(D). In particular, the

collection Ω′ = (Ω′v) is an adelic tube adapted to |E|.
We thus may assume that the capacitary metrics on OX′(D′) and OX′(E)

relative to the open subsets Ω′v are induced by Arakelov Q-divisors on X ′.
Let us denote them by D̂′Ω′ and ÊΩ′ respectively.

Since X and X ′ are normal, and the associated rigid analytic spaces as
well, the image ϕv(Ωv) of Ωv by the analytic section ϕv is a closed and open
subset Ω1

v of Ω′v containing |D′|, and the collection Ω1 =
(
Ω1

v

)
is an adelic

tube adapted to |D′|. Consequently, by Proposition 5.5, one has D̂′Ω′ = D̂′Ω1 .
Similarly, writing Ω2

v = Ω′v \ Ω1
v , the collection Ω2 = (Ω2

v) is an adelic tube
adapted to |R| and R̂Ω′ = R̂Ω2 . One has ÊΩ′ = f∗D̂Ω = D̂′Ω1 + R̂Ω2 . Since
Ω1

v ∩Ω2
v = ∅ for any place v, Lemma 7.6 below implies that [R̂Ω2 ] · [D̂′Ω1 ] = 0.

Since D̂ is nonzero and its class is numerically effective, the class in
ĈH1

Q(X ′) of the Arakelov divisor f∗D̂ = D̂ + R̂ is numerically effective too.
Proposition 7.2 and Remark 7.4 show that, when either of the hypotheses (4′)
(4′′) is satisfied, necessarily R̂Ω2 = 0. In particular, R = 0 and E = D′. It
follows that f has degree one, hence is an isomorphism. �
Lemma 7.6. Let X be a geometrically connected smooth projective curve over
a number field K, let D1 and D2 be divisors on X, and let Ω1 and Ω2 be adelic
tubes adapted to |D1| and |D2|. Let us consider a normal projective and flat
model X of X over the ring of integers of K as well as Arakelov divisors D̂1Ω1

and D̂2Ω2 inducing the capacitary metrics on OX(D1) and OX(D2) relative
to the adelic tubes Ω1 and Ω2.

If Ω1,v ∩Ω2,v = ∅ for any place v of K, then

D̂1Ω1 · D̂2Ω2 = 0.

Proof. Observe that D1 and D2 have no common component, since any
point P common to D1 and D2 would belong to Ω1,v ∩Ω2,v.

Let X be a normal projective flat model of X adapted to Ω1 and Ω2,
so that the classes D̂iΩi

live in ĈH1
R(X ). Namely D̂iΩi

= (Di, gi), where
Di is the Q-divisor on X extending Di defined by Proposition 5.1 and gi =
(gDi,Ωi,v) is the family of capacitary Green currents at archimedean places.
The vertical components of D1 and D2 lying over any finite place v are distinct
one from one another, since Ω1,v∩Ω2,v = ∅. Consequently, the geometric part
of the Arakelov intersection product is zero. In view of [11, Lemma 5.1] the
contribution of any archimedean place v is zero too, since Ω1,v and Ω2,v are
disjoint. This concludes the proof. �

The following proposition makes more explicit the numerical effectivity
hypothesis in Proposition 7.5.
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Proposition 7.7. Let X, Ω, D, X , D̂Ω be as in the beginning of this
subsection.

(a) If D is effective, then the Arakelov divisor D̂Ω on X , attached to the
effective divisor D and to the adelic tube Ω, is effective.

(b) Write D =
∑

i niPi, for some closed points Pi of X and positive inte-
gers ni. Then D̂Ω is numerically effective if and only if hD̂Ω

(Pi) � 0 for
each i.

(c) If D is a rational point P , then D̂Ω is numerically effective (respectively
D̂Ω · D̂Ω > 0) if and only if the Arakelov degree d̂eg(TPX, ‖·‖capΩ ) is non-
negative (respectively positive).

Proof. (a) Let us assume that D is an effective divisor. For each archimedean
place v of K, the capacitary Green function gD,Ωv is therefore nonnegative
[11, 3.1.4]. Moreover, we have proved in Proposition 5.1 that the Q-divisor D

in Z1
Q(X ) is effective. These two facts together imply that D̂Ω is an effective

Arakelov divisor.
(b) For any archimedean place v, the definition of the archimedean capac-

itary Green currents involved in D̂Ω implies that ω(D̂Ωv) is a positive mea-
sure on Xv, zero near |D| [11, Theorem 3.1, (iii)]. By [11, Proposition 6.9],
in order for D̂Ω to be numerically effective, it is necessary and sufficient that
hD̂Ω

(E) � 0 for any irreducible component E of D . This holds by construction
if E is a vertical component of X : according to the conditions of Proposi-
tion 5.1, one has D ·V = 0 for any vertical component V of the support of D ;
for any other vertical component V , one has D ·V � 0 because the divisor D̂Ω

is effective. Consequently, D̂Ω is nef if and only if hD̂Ω
(Pi) � 0 for all i.

(c) This follows from (b) and from the equality (Corollary 5.20)

hD̂Ω
(P ) = D̂Ω.D̂Ω = d̂eg (TPX, ‖·‖capΩ ) .

�

Theorem 7.8. Let X be a geometrically connected smooth projective curve
over K. Let P be a rational point in X(K), and Ω := (Ωv) an adelic tube
adapted to P .

Let ϕ ∈ ÔX,P be any formal function around P satisfying the following
assumptions:

(1) for any v ∈ F , ϕ extends to an analytic meromorphic function on Ωv;
(2) ϕ is algebraic over OX,P ;
(3) d̂eg (TPX, ‖·‖capΩ ) � 0.

If equality holds in the last inequality, assume moreover that there is an
archimedean place v of F such that Xv \ Ωv is not contained in a real semi-
algebraic curve of Xv.

Then ϕ is the formal germ at P of a rational function in K(X).
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Proof. Let X ′ be the normalization of X in the field extension of K(X) gen-
erated by ϕ. This is a geometrically connected smooth projective curve over
K, which may be identified with the normalization of the Zariski closure Z in
X ×P1

K of the graph of ϕ. It is endowed with a finite morphism f : X ′ → X ,
namely the composite morphism X ′ → Z

pr1→ X . Moreover, the formal func-
tion ϕ may be identified with the composition of the formal section σ of f

at P that lifts the formal section (IdX , ϕ) of Z pr1→ X and the rational function
ϕ̃ in the local ring OX′,σ(P ) defined as the composition X ′ → Z

pr2→ P1
K .

To show that ϕ is the germ at P of a rational function, we want to show
that f is an isomorphism.

For any place v, Ωv is a smooth analytic curve in Xv, and σ extends to
an analytic section σv : Ωv → X ′

v of f . Indeed, according to (1), the formal
morphism (IdX , ϕ) extends to an analytic section of Z

pr1→ X over Ωv, which
in turn lifts to an analytic section of f by normality.

By Corollary 5.20, the Arakelov Q-divisor P̂Ω attached to the point P and
the adelic tube Ω is nef. When d̂eg (TPX, ‖·‖capΩ ) is positive, Proposition 7.5
implies that f is an isomorphism; hence ϕ is the formal germ to a rational
function on X . This still holds when d̂eg (TPX, ‖·‖capΩ ) = 0, thanks to the
supplementary assumption at archimedean places in that case. �

As an example, this theorem applies when X is the projective line, P is
the origin, and when, for each place v in F , Ωv is the disk of center 0 and
radius Rv ∈

√|K∗
v | in the affine line. Then (Ωv) is an adelic tube adapted

to P iff almost every Rv equals 1, and d̂eg (TPX, ‖·‖capΩ ) is nonnegative iff∏
v Rv � 1. In this special case, Theorem 7.8 becomes Harbater’s rationality

criterion [30, Proposition 2.1].
Actually Harbater’s result is stated without the assumption Rv ∈

√|K∗
v |

on the non-archimedean radii. The reader will easily check that his rationality
criterion may be derived in full generality from Theorem 7.8, by shrinking
the disks Ωv for v non-archimedean, and replacing them by larger simply
connected domains for v archimedean.

When d̂eg (TPX, ‖·‖capΩ ) = 0, some hypothesis on the sets Xv \Ωv is really
necessary for a rationality criterion to hold. As an example, let us consider
the Taylor series of the algebraic function ϕ(x) = 1/

√
1− 4x− 1, viewed as a

formal function around the origin of the projective line P1
Q. As shown by the

explicit expansion

1√
1− 4x

− 1 =
∞∑

n=1

(−4)n
(−1/2

n

)
xn =

∞∑
n=1

(
2n
n

)
xn,

the coefficients of this series are rational integers. Moreover, the complemen-
tary subset Ω of the real interval [1/4,∞] in P1(C) is a simply connected
open Riemann surface on which the algebraic function has no ramification.
Consequently, there is a meromorphic function ϕ∞ on Ω such that ϕ∞(x) =
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(1−4x)−1/2−1 around 0. One has cap0(Ω) = 1, hence d̂eg(T0P1, ‖·‖capΩ )) = 0.
However, ϕ is obviously not a rational function.

By combining the algebraicity criterion of Theorem 6.1 and the previous
corollary, we deduce the following result, a generalization to curves of any
genus of Borel–Dwork’s criterion.

Theorem 7.9. Let X be a geometrically connected smooth projective curve
over K, P a rational point in X(K), and Ω := (Ωv) an adelic tube adapted
to P.

Let ϕ ∈ ÔX,P be any formal function around P satisfying the following
assumptions:

(1) for any v ∈ F , ϕ extends to an analytic meromorphic function on Ωv;
(2) the formal graph of ϕ in X̂ ×A1

(P,ϕ(P )) is A-analytic.

If, moreover, d̂eg (TPX, ‖·‖capΩ ) > 0, then ϕ is the formal germ at P of a
rational function on X (in other words, ϕ belongs to OX,P ).

Proof. In view of Corollary 7.8, it suffices to prove that ϕ is algebraic. Let
V = X×P1 and let Ĉ ⊂ V̂(P,ϕ(P )) be the formal graph of ϕ. We need to prove
that Ĉ is algebraic. Indeed, since at each place v of K, the canonical v-adic
seminorm on TP Ĉ is smaller than the capacitary one, d̂eg

(
TPX, ‖·‖can

X,Ĉ

)
�

d̂eg (TPX, ‖·‖capΩ ) > 0. By Theorem 6.1, Ĉ is then algebraic, and ϕ is algebraic
over K(X). �

Observe that when condition (1) is satisfied in Theorem 7.9, the A-
analyticity condition (2) is implied by the following one:

(2′) there exist a positive integer N and a smooth model X of X
over Spec OK [1/N ] such that P extends to an integral point P in
X (OK [1/N ]), and ϕ extends to a regular formal function on the formal
completion X̂P .

This follows from Proposition 3.8, since then the formal graph of ϕ extends
to a smooth formal curve in X ×A1 over Spec OK [1/N ].

Example 7.10. Theorem 7.9 may be applied when X is P1
K , P is the origin 0

in A1(K) ↪→ P1(K), and when, for each place v, Ωv ⊂ Fv is a disk of center 0
and positive radius Rv in the affine line, provided these radii are almost all
equal to 1 and satisfy

∏
Rv > 1. In this case, the rationality of any ϕ in

ÔX,P  K[[X ]] under the assumptions (1) and (2′) is precisely Borel–Dwork’s
rationality criterion [6, 22].

More generally, the expression of capacitary norms in terms of transfinite
diameters and a straightforward approximation argument7 allows one to re-
cover the criterion of Pólya–Bertrandias ([1, 43]) from our Theorem 7.9 with
X = P1

K .
7Using the fact that bounded subsets of Cp are contained in affinoids (actually,

lemniscates) with arbitrarily close transfinite diameters.
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Appendix

A Metrics on line bundles

Let K be a field that is complete with respect to the topology defined by a
discrete absolute value |·| on K. Let R be its valuation ring and let π be a
uniformizing element of R. We denote by v = log|·|/ log|π| the corresponding
normalized valuation on K.

Let X be an algebraic variety over K and let L be a line bundle on X .
In this appendix, we set out some basic facts concerning the definition of a
metric on the fibers of L.

Let K be an algebraic closure of K; endow it with the unique absolute
value that extends the given one on K. It might not be complete, however, its
completion, denoted by C, is a complete field containing K as a dense subset
on which the absolute value extends uniquely, endowing it with the structure
of a complete valued field.

A metric on the fibers of L is the datum, for any x ∈ X(C), of a norm ‖·‖
on the one-dimensional C-vector space L(x). Namely, ‖·‖ is a map L(x) → R+

satisfying the following properties:

• ‖s1 + s2‖ � max(‖s1‖, ‖s2‖) for all s1, s2 ∈ L(x);
• ‖as‖ = |a|‖s‖ for all a ∈ C and s ∈ L(x);
• ‖s‖ = 0 implies s = 0.

We also assume that these norms are stable under the natural action of the
Galois group Gal(C/K), namely that for any x ∈ X(C), s ∈ L(x) and σ ∈
Gal(C/K), ‖σ(s)‖ = ‖s‖.

We say that a metric is continuous if for any open subset U ⊂ X (for
the Zariski topology) and any section s ∈ Γ (U,L), the function x �→ ‖s(x)‖
on U(C) is continuous. This definition corresponds to the classical notion of
a Weil function attached to a Cartier divisor on X and will be sufficient for
our purposes; a better one would be to impose that this function extend to
a continuous function on the analytic space attached to U by Berkovich [4];
see, e.g., [29] for this point of view.

Assume that X is projective and let X be any projective and flat R-scheme
with generic fiber X , together with a line bundle L on X extending L. Let
x ∈ X(C); if C0 denotes the valuation ring of C, there is a unique morphism
εx : SpecC0 → X by which the generic point of SpecC0 maps to x. Then,
ε∗xL is a sub-C0-module of L(x). For any section s ∈ L(x), there exists a ∈ C0

such that as ∈ ε∗xL . Define, for any s ∈ L(x),

‖s‖ = inf
{|a|−1, as ∈ ε∗xL , a ∈ C \ {0}} .

This is a continuous metric on the fibers of L, which we call an algebraic
metric.
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Algebraic metrics are in fact the only metrics that we use in this article,
where the language of metrics is just a convenient way of comparing various
extensions of X and L over R. In that respect, we make the following two
remarks:

(1) Let Y be another projective algebraic variety over K and let f : Y → X
be a morphism. Let (L, ‖·‖L) be a metrized line bundle on X . Then the
line bundle f∗L on Y admits a metric ‖·‖f∗L, defined by the formula
‖f∗s(y)‖f∗L = ‖s(f(y))‖L, where y ∈ Y (C) and s is a section of L in a
neighborhood of f(y). Assume that the metric of L is algebraic, defined by a
model (X ,L ). Let Y be any projective flat model of Y over R such that f
extends to a morphism ϕ : Y → X . Then the metric ‖·‖f∗L is algebraic,
defined by the pair (Y , ϕ∗L ).

(2) Let X be a projective and flat model of X on R and let L and L ′

be two line bundles on X that induce the same (algebraic) metric on L. If
X is normal, then the identity map LK = L ′

K on the generic fiber extends
uniquely to an isomorphism L  L ′.

B Background on rigid analytic geometry

The results of this appendix are basic facts of rigid analytic geometry: the first
one is a version of the maximum principle, while the second proposition states
that the complementary subsets to an affinoid subspace in a rigid analytic
space has a canonical structure of a rigid space. They are well known to
specialists, but having been unable to find a convenient reference, we decided
to write them down here.

Let K be a field, endowed with an ultrametric absolute value for which it
is complete.

Proposition B.1. Let C be a smooth projective connected curve over K, let
f ∈ K(C) be a nonconstant rational function, and let X denote the Weier-
strass domain C(f) = {x ∈ X ; |f(x)| � 1} in X. Then any affinoid function g
on X is bounded; moreover, there exists x ∈ U such that

|g(x)| = sup
X
|g| and |f(x)| = 1.

The fact that g is bounded and attains its maximum is the classical max-
imum principle; we just want to ensure that the maximum is attained on the
“boundary” of U .

Proof. The analytic map f : Can → (P1)an induced by f is finite, hence re-
stricts to a finite map fX : X → B of rigid analytic spaces, where B = SpK〈t〉
is the unit ball. It corresponds to fX a morphism of affinoid algebras K〈t〉 ↪→
O(X) that makes O(X) a K〈t〉-module of finite type. Let g ∈ O(X) be an
analytic function. Then g is integral over K〈t〉, hence there is a smallest pos-
itive integer n, as well as analytic functions ai ∈ K〈t〉, for 1 � i � n, such
that
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g(x)n + a1(f(x))g(x)n−1 + · · ·+ an(f(x)) = 0

for any x ∈ X . Then, (see [7, p. 239, Proposition 6.2.2/4])

sup
x∈X

|g(x)| = max
1�i�n

|ai(t)|1/i.

The usual proof of the maximum principle on B shows that there is for each
integer i ∈ {1, . . . , n} a point ti ∈ B satisfying |ti| = 1 and |ai(ti)| = ‖ai‖.
(After having reduced to the case ‖ai‖ = 1, it suffices to lift any nonzero ele-
ment of the residue field at which the reduced polynomial ti does not vanish.)
Consequently, there is therefore a point t ∈ B such that |t| = 1 and

max
i
|ai(t)|1/i = max

i
‖ai‖1/i.

Applying Proposition 3.2.1/2, p. 129, of [7] to the polynomial

Y n + a1(t)Y n−1 + · · ·+ an(t)

there is a point y ∈ P1 and |y| = maxi‖ai‖1/i. Since the morphism K〈t〉[g] ⊂
O(X) is integral, there is a point x ∈ X such that f(x) = t and g(x) = y. For
such a point, one has |f(x)| = 1 and |g|(x) = ‖g‖. �

Proposition B.2. Let X be a rigid analytic variety over K and let A ⊂ X
be the union of finitely many affinoid subsets.

Then X \ A, endowed with the induced G-topology, is a rigid analytic
variety.

Proof. By [7, p. 357, Proposition 9.3.1/5], and the remark that follows that
proposition, it suffices to prove that X \A is an admissible open subset.

Let (Xi) be an admissible affinoid covering of X ; then, for each i, Ai =
A∩Xi is a finite union of affinoid subsets of Xi. Assume that the Proposition
holds when X is affinoid; then, each Xi\Ai is an admissible open subset of Xi,
hence of X . Then X \A =

⋃
i(Xi \Ai) is an admissible open subset of X , by

the property (G1) satisfied by the G-topology of rigid analytic varieties.
We thus may assume that X is an affinoid variety. By Gerritzen–

Grauert’s theorem [7, p. 309, Cor. 7.3.5/3], A is a finite union of rational
subdomains (Ai)1�i�m in X . For each i, let us consider affinoid functions
(fi,1, . . . , fi,ni , gi) on X generating the unit ideal such that

Ai = X

(
fi,1
gi

, . . . ,
fi,ni

gi

)

=
{
x ∈ X ; |fi,1(x)| � |gi(x)|, . . . , |fi,ni(x)| � |gi(x)|

}
.

We have

X \A =
m⋂
i=1

(X \Ai) =
m⋂
i=1

ni⋃
j=1

{
x ∈ X ; |fi,j(x)| > |gi(x)|

}
.
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Since any finite intersection of admissible open subsets is itself admissible
open, it suffices to treat the case m = 1, i.e., when A is a rational subdomain
X(f1, . . . , fn; g) of X , which we now assume.

By assumption, f1, . . . , fn, g have no common zero. By the maximum prin-
ciple [7, p. 307, Lemma 7.3.4/7], there is δ ∈√|K∗| such that for any x ∈ X ,

max(|f1(x)|, . . . , |fn(x)|, |g(x)|) � δ.

For any α ∈√|K∗| with α > 1, and any j ∈ {1, . . . , n}, define

Xj,α = X

(
δ

1
fj

, α−1 g

fj

)
=
{
x ∈ X ; δ � |fj(x)|, α|g(x)| � |fj(x)|

}
.

This is a rational domain in X . For any x ∈ Xj,α, one has fj(x) �= 0, and
|g(x)| < |fj(x)|, hence x ∈ X \ A. Conversely, if x ∈ X \ A, there exists
j ∈ {1, . . . , n} such that max(|f1(x)|, . . . , |fn(x)|, |g(x)|) = |fj(x)| > |g(x)|; it
follows that there is α ∈√|K∗|, α > 1, such that x ∈ Xj,α. This shows that
the affinoid domains Xj,α of X , for 1 � j � n and α ∈ √|K∗|, α > 1, form
a covering of X \ A. Let us show that this covering is admissible. Let Y be
an affinoid space and let ϕ : Y → X be an affinoid map such that ϕ(Y ) ⊂
X \A. By [7, p. 342, Proposition 9.1.4/2], we need to show that the covering
(ϕ−1(Xj,α))j,α of Y has a (finite) affinoid covering that refines it. For that, it
is sufficient to prove that there are real numbers α1, . . . , αn in

√|K∗|, greater
than 1, such that ϕ(Y ) ⊂ ⋃n

j=1 Xj,αj .
For j ∈ {1, . . . , n}, define an affinoid subspace Yj of Y by

Yj =
{
y ∈ Y ; |fi(ϕ(y))| � |fj(ϕ(y))| for 1 � i � n

}
.

One has Y =
⋃n

j=1 Yj . Fix some j ∈ {1, . . . , n}. Since ϕ(Yj) ⊂ X \A, |g(x)| <
|fj(x)| on Yj . It follows that fj ◦ ϕ does not vanish on Yj ; hence g ◦ ϕ/fj ◦ ϕ
is an affinoid function on Yj such that

∣∣∣∣ g ◦ ϕ

fj ◦ ϕ
(y)
∣∣∣∣ < 1

for any y ∈ Yj . By the maximum principle, there is αj ∈
√|K∗| such that

αj > 1 and
∣∣∣ g◦ϕfj◦ϕ

∣∣∣ < 1
αj

on Yj . One then has ϕ(Y ) ⊂ ⋃n
j=1 Xj,αj , which

concludes the proof of the proposition. �
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1 Introduction

1.1

Let Σ be an oriented real analytic manifold of dimension d and let X be
a complex envelope of Σ, i.e., a complex manifold of the same dimension
containing Σ as a totally real submanifold. Then, (real) geometric objects on
Σ can be viewed as (complex) geometric objects on X involving cohomology
classes of degree d. For example, a C∞-function f on Σ can be considered as
a section of BΣ, the sheaf of hyperfunctions on Σ, which, according to Sato,
can be defined as

BΣ = Hd
Σ(OX ⊗ orΣ/X) , (1)

where or Σ/X is the relative orientation sheaf. So f can be viewed as a class
in dth local cohomology.

More generally, the equality (1) suggests that various results of holomor-
phic geometry on X should have consequences for the purely real geometry
on Σ, consequences that involve raising the cohomological degree by d. The
goal of this paper is to investigate the consequences of one such result, the
Grothendieck–Riemann–Roch theorem (GRR).
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1.2

Let p : X → B be a smooth proper morphism of complex algebraic manifolds.
We denote the fibers of p by Xb = p−1(b) and assume them to be of dimension
d. If E is an algebraic vector bundle on X , the GRR theorem says that

chm(Rp∗(E)) =
∫
X/B

[
ch(E) · Td(TX/B)

]
2m+2d

∈ H2m(B,C). (2)

Here
∫
X/B

: H2m+2d(X,C) → H2m(B,C) is the cohomological direct image
(integration over the fibers of p).

In the case m = 1, the class on the left comes from the class, in the Picard
group of B, of the determinantal line bundle det(Rp∗E) whose fiber, at a
generic point b ∈ B, is

det H•(Xb, E) =
⊗
i

(
Λmax Hi(Xb, E)

)⊗ (−1)i

. (3)

Deligne [9] posed the problem of describing det(Rp∗E) in a functorial way as
a refinement of GRR for m = 1. This problem makes sense already for the
case B = pt when we have to describe the 1-dimensional vector space (3) as
a functor of E . Deligne solved this problem for a family of curves, and further
results have been obtained in [11].

1.3

To understand the real counterpart of (2), assume first that B = pt, so X =
Xpt and let Σ ⊂ X be as in Section 1.1. Denote by E the restriction of E to
Σ and by C∞Σ (E) the sheaf of its C∞ sections. Then, similarly to (1), we have
the embedding

C∞Σ (E) ⊂ Hd
Σ(E ⊗Ωd

X).

Assume further that d = 1, so X is an algebraic curve, and that Σ is a
small circle in X cutting it into two pieces: X+ (a small disk) and X−. Let
E± = E|X± . We are then in the situation of the Krichever correspondence
[26]. Namely, the space Γ (E) of L2-sections has a canonical polarization in
the sense of Pressley and Segal [26] and therefore possesses a determinantal
gerbe DetΓ (E). The latter is a category with every Hom-set made into a C

∗-
torsor (a 1-dimensional vector space with zero deleted). The extensions E± of
E to X± define two objects [E±] of this gerbe, and

det H•(X, E) = HomDetΓ (E)([E+], [E−]).

The real counterpart of the problem of describing the C
∗-torsor det H•(X, E)

is the problem of describing the gerbe DetΓ (E). If we now have a family
p : X → B as before (with d = 1), equipped with a subfamily of circles
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q : Σ → B, Σ ⊂ X , then we have an O∗B-gerbe Det q∗(E), which, according
to the the classification of gerbes [5], has a class in H2(B,O∗B). The latter
group maps naturally to H3(B,Z) and in fact can be identified with the
Deligne cohomology group H3(B,ZD(1)), see [6]. The Real Riemann–Roch
for a circle fibration describes the above class (modulo 2-torsion) as

[Det q∗(E)] =
∫
Σ/B

ch2(E) ∈ H3(B,ZD(2))⊗ Z

[
1
2

]
. (4)

Here
∫
Σ/B : H4(Σ,ZD(2)) → H3(B,ZD(1)) is the direct image in Deligne

cohomology. Note the absence of the characteristic classes of TΣ/B (they are
2-torsion for a real rank one bundle). If one is interested in the image of
the determinantal class in H3(B,Z), then one can understand the RHS of
the above formula in the purely topological sense.

Both sides of (4) do not involve anything other than q : Σ → B and a
vector bundle E on Σ (equipped with CR-structures coming from the em-
beddings into X, E). One has a similar result for any C∞ circle fibration (no
CR structure) and any C∞ complex bundle E on Σ. In this case we get a
gerbe with lien C∞∗B , the sheaf of invertible complex-valued C∞-functions on
B, and its class lies in H2(B,C∞∗B ) = H3(B,Z). It is this purely C∞ setting
that we adopt and generalize in the present paper.

1.4

Let Σ be a compact oriented C∞-manifold of arbitrary dimension d and
E a C∞ complex vector bundle on Σ. One expects that the space Γ (E)
should have some kind of d-fold polarization, giving rise to a “determinan-
tal d-gerbe”, DetΓ (E). This structure is rather clear when Σ is a 2-torus,
but in general, the theory of higher gerbes is not fully developed. In any
case, one expects a C∞ family of such gerbes over a base B to give a class
in Hd+1(B,C∞∗B ) = Hd+2(B,Z). In this paper we consider a C∞ family
q : Σ → B of relative dimension d and a C∞ bundle E on Σ. We then define
by means of the Chern–Weil approach what should be the characteristic class
of the would-be d-gerbe Det(q∗(E)):

C1(q∗(E)) ∈ Hd+2(B,C).

We denote it by C1, since it is a kind of d-fold delooping of the usual first
Chern (determinantal) class. We then show the compatibility of this class
with the gerbe approach whenever the latter can be carried out rigorously.
Our main result is the Real Riemann–Roch theorem (RRR):

C1(q∗E) =
∫
Σ/B

[
ch(E) · Td(TΣ/B)

]
2d+2

∈ Hd+2(B,C).

Here, TΣ/B is the complexified relative tangent bundle, and
∫
Σ/B

, the inte-
gration along the fibers of q, lowers the degree by d.
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Note that the above theorem is a statement of purely real geometry and is
quite different from the “Riemann–Roch theorem for differentiable manifolds”
proved by Atiyah and Hirzebruch [1]. The latter expresses properties of a Dirac
operator on a real manifold Σ, while our RRR deals with the ∂-operator on
a complex envelope X of Σ. The d = 1 case above can be deduced from
a result of Lott [22] on “higher” index forms for Dirac operators (because
the polarization in the circle case can be described in terms of the signs of
eigenvalues of the Dirac operator). In general, however, our results proceed in
a different direction.

1.5

Our definition of C1(q∗E) uses the description of the cyclic homology of dif-
ferential operators [7] [29], which provides a construction of a natural Lie
algebra cohomology class γ of the Atiyah algebra, i.e., of the Lie algebra of
infinitesimal automorphisms of a pair (Σ,E), where Σ is a compact oriented
d-dimensional C∞-manifold and E is a vector bundle on Σ. The intuition with
higher gerbes suggests that this class comes in fact from a group cohomology
class of the infinite-dimensional group of all the automorphisms of (Σ,E), see
Proposition 40, and moreover, that there are similar classes coming from the
higher Chern classes in formula (39). This provides a new point of view on the
rather classical subject of “cocycles on gauge groups and Lie algebras”, i.e., on
groups of diffeomorphisms of manifolds and automorphisms of vector bundles
as well as their Lie algebra analogues.

There have been two sources of interest in this subject. The first one was
the study of the cohomology of the Lie algebras of vector fields following the
work of Gelfand–Fuks; see [13] for a systematic account. In particular, Bott [3]
produced a series of cohomology classes of the Lie algebra of vector fields on
a compact manifold and integrated them to group cohomology classes of the
group of diffeomorphisms. Later, group cocycles were studied with connections
with various anomalies in physics, see [27].

From our point of view, the approach of [27] can be seen as producing
“integrals of products of Chern classes” in families over a base B, (cf. [9]
[11]), in other words, as producing the ingredients for the right-hand side
of a group-theoretical RRR. This is the same approach that leads to the
construction of the Morita–Miller characteristic classes for surface fibrations
[24]. The anomalies themselves, however, should be seen as the hypothetical
classes from Conjectures 39, 41 and whose description through integrals of
products of Chern classes constitutes the RRR.

1.6

As far as the proof of the RRR goes, we use two techniques. The first is
that of differential graded Lie algebroids (which can be seen as infinitesimal
analogues of higher groupoids appearing in the heuristic discussion above).
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The second technique is that of “formal geometry” of Gelfand and Kazhdan,
i.e., reduction of global problems in geometry of manifolds and vector bundles
to problems related to cohomology of Lie algebras of formal vector fields and
currents. The first work relating Riemann–Roch to Lie algebra cohomology
was [12], and this approach was further developed in [4]. To prove the RRR
we use results of [25] and [4] on the Lie algebra cohomology of formal Atiyah
algebras.

1.7

The second author would like to acknowledge support from NSF, Université
Paris-7, and Max-Planck Institut für Mathematik. The fourth author is par-
tially supported by the NSF.

2 Background on Lie algebroids, groupoids and gerbes

2.1 Conventions

All manifolds will be understood to be C∞ unless otherwise specified. For a
manifold Σ we denote by C∞Σ the sheaf of C-valued C∞-functions. By a vector
bundle over Σ we mean a locally trivial, C∞ complex vector bundle, possibly
infinite-dimensional. For such a bundle E we denote by C∞(E) = C∞Σ (E) the
sheaf of smooth sections, which is a locally free sheaf of C∞Σ -modules. By TΣ
we denote the complexified tangent bundle of Σ, so its sections are derivations
of C∞Σ . We denote by DΣ the sheaf of differential operators acting on C∞Σ ,
and by DΣ,E the sheaf of differential operators acting from sections of E to
sections of E. The notations D(Σ) and D(Σ,E) will be used for the spaces of
global sections of DΣ and DΣ,E.

2.2 Lie algebroids

Recall [23] that a Lie algebroid on Σ consists of a vector bundle G, a morphism
of vector bundles α : G → TΣ (the anchor map), and a Lie algebra structure
in C∞(G) satisfying the following properties:

1. α takes the Lie bracket on sections of G to the standard Lie bracket on
vector fields.

2. For any smooth function f on Σ and sections x, y of G we have

[fx, y]− f · [x, y] = Lieα(y)(f) · x.

A Lie algebroid is called transitive if α is surjective.
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Example 1. When Σ = pt, a Lie algebroid is the same as a Lie algebra.

Example 2. TX with the standard Lie bracket and α = id is a Lie algebroid.

Example 3. If α = 0, then the bracket in G is C∞Σ -linear. In this case we say
that G is a bundle of Lie algebras: every fiber of G is a Lie algebra.

Morphisms of Lie algebroids are defined in an obvious way. Note that
for any transitive Lie algebroid G the kernel Ker(α) ⊂ G is a bundle of Lie
algebras, i.e., a Lie algebroid with trivial anchor map, and the maps in the
short exact sequence

0→ Ker(α) → G α→ TX → 0

are morphisms of Lie algebroids.

2.3 The de Rham complex of a Lie algebroid

Let G be a Lie algebroid on Σ. Let

DRi(G) := Hom(ΛiG, C∞Σ ).

The differential d : DRi(G) → DRi+1(G) is defined by the standard formula
of Cartan: for an antisymmetric i-linear function l : Gi → C∞Σ we set

dl(x1, . . . , xi+1) =
i+1∑
j=1

(−1)jLieα(xj)l(x1, . . . , x̂j , . . . , xi+1)

+
∑
j<k

(−1)j+kl([xj , xk], x1, . . . , x̂j , . . . , x̂k, . . . , xi+1). (5)

We get a complex DR•(G) called the de Rham complex of G. A morphism of
Lie algebroids φ : G → H gives rise to the morphism of de Rham complexes
φ∗ : DR•(H)→ DR•(G).

Example 4. If Σ = pt, so G is a Lie algebra, then DR•(G) = C•(G) is the
cochain complex of G with trivial coefficients.

Example 5. If G = TΣ , then DR•(G) = Ω•Σ is the C∞ de Rham complex
of Σ.

2.4 The enveloping algebra of a Lie algebroid

Let G be a Lie algebroid on Σ, as before. The enveloping algebra U(G) is the
sheaf of associative algebras on Σ defined by generators x ∈ G (local sections)
and f ∈ C∞Σ (local functions) subject to the relations

xy − yx = [x, y] ,

f · x− x · f = Lieα(x)(f).
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Example 6. If Σ = pt, so G is a Lie algebra, then U(G) is the usual enveloping
algebra of G.

Example 7. If G = TΣ , then U(G) = DΣ is the sheaf of differential operators
C∞Σ → C∞Σ .

Example 8. If G is any Lie algebroid, then the anchor map α induces a
morphism

U(α) : U(G) → U(TΣ) = DΣ

of sheaves of associative algebras. In particular, C∞Σ is a left U(G)-module.

The sheaf U(G) has an increasing ring filtration {Um(G)} with Um(G)
generated by products involving at most m sections of G. The following is
then standard.

Proposition 9. The associated graded sheaf of algebras grU(G) is identified
with the symmetric algebra S•(G).

2.5 The Koszul resolution

Let G be a Lie algebroid on Σ. We have then the complex

· · · → U(G)⊗ Λ2G → U(G)⊗ G → U(G) → C∞Σ → 0. (6)

with the differential defined by:

d(u⊗ (γ1 ∧ · · · ∧ γn)) =
n∑

j=1

(−1)j(uγj)⊗
(
γ1 ∧ · · · ∧ γ̂j ∧ · · · ∧ γn

)

+
∑
j<k

(−1)j+ku⊗ ([γi, γj ] ∧ · · · ∧ γ̂i ∧ · · · ∧ γ̂j ∧ · · · ∧ γn

)
.

Proposition 10. The complex (6) is exact. Thus, it provides a locally free
resolution of C∞Σ as a U(G)-module.

Corollary 11. We have

DR•(G)  RHomU(G)(C
∞
Σ , C∞Σ ).

2.6 The Atiyah algebra

Let G be a Lie group, g its Lie algebra, and ρ : P → Σ a principal G-bundle
on Σ. The Atiyah algebra AP is the sheaf of Lie algebras on Σ whose sections
are G-invariant vector fields on P :

AP = (ρ∗TP )G.
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The map α = dρ makes AP into a transitive Lie algebroid of the form

0 −−−−→ Ad(P ) −−−−→ AP
α−−−−→ TΣ −−−−→ 0. (7)

Here, Ad(P ) is the bundle of Lie algebras on Σ associated to P via the adjoint
representation.

If Σ =
⋃

Ui is a covering in which P is trivialized, P |Ui = Ui × G, and
gij : Ui ∩ Uj → Aut(g) are the transition functions, then AP is glued out of
AP |Ui = TUi × g via the transition functions

(v, x) �→ (v, iv(dgij · g−1
ij ) + Adgij (x)). (8)

Example 12. Let G = GLr(C), so g = glr(C). A principal G-bundle P cor-
responds then to a rank r vector bundle E on Σ. In this case, AP will also be
denoted by AE , and it has a well-known alternative description. It consists of
differential operators L : E → E such that:

1. L has order ≤ 1.
2. The first order symbol of L (which is a priori a section of TΣ ⊗ End(E))

lies in the subsheaf TΣ = TΣ ⊗ 1.

2.7 Modules over Lie algebroids

We follow [17, §3] but use a more geometric language. Let G be a Lie algebroid
on Σ. A G-module is a vector bundle M on Σ equipped with a Lie algebra
action (x,m) �→ xm of G on the sections that satisfies

1. the Leibniz rule

x(f ·m)− f · (xm) = (Lieα(x)f) ·m, f ∈ C∞Σ , x ∈ G,m ∈ M ;

in particular, the assignment x �→ (m �→ x · m) defines a map G → AM
that commutes with respective anchor maps

2. the map G → AM is C∞Σ -linear.

Example 13. For any G the trivial bundle (whose sheaf of sections is) C∞Σ is a
G-module with the G action given via the anchor map and the Lie derivations
of functions.

Example 14. An ideal in G is a sub-Lie algebroid G′ such that [G,G′] ⊂ G′.
Suppose that G′ is an ideal in G such that the restriction of the anchor map
to G′ is trivial. Then, G′ is a G-module via the adjoint action.

Any G-module has a structure of a sheaf of modules over the sheaf of
rings U(G).
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2.8 Cohomology of Lie algebroids

Let M be a G-module. The de Rham complex DR•(G,M) with coefficients
in M is defined by

DRi(G,M) = Hom(ΛiG,M)

with the differential of l : Gi → M defined by the following modification of
(5):

dl(x1, . . . , xi+1) =
i+1∑
j=1

(−1)jxj(l(x1, . . . , x̂j , . . . , xi+1))

+
∑
j<k

(−1)j+kl([xj , xk], x1, . . . , x̂j , . . . , x̂k, . . . , xi+1).

Its cohomology sheaves will be denoted by Hi
Lie(G,M) and the corresponding

cohomology groups of the complex of global smooth sections of DR•(G,M)
by H i

Lie(G,M). See [23, §7.1]. As before, it is easy to see that

DR•(G,M)  RHomU(G)(C
∞
Σ ,M).

Therefore,

Hi
Lie(G,M) = ExtiU(G)(C

∞
Σ ,M), Hi

Lie(G,M) = ExtiU(G)(C
∞
Σ ,M).

Example 15. The trivial bundle C∞Σ is always a G-module, and for G = TΣ
we have Hi

Lie(TΣ , C∞Σ ) = H i(Σ,C).

2.9 The Hochschild–Serre spectral sequence and the transgression

Let
0→ G′ → G → G′′ → 0 (9)

be an extension of Lie algebroids on Σ, so G′ is an ideal with zero anchor
in G. Note that G′ is then a bundle of Lie algebras. Let M be a G-module.
Then for every point x ∈ Σ the fiber Mx is a module over the Lie algebra G′x.
Assume that for any i ≥ 0 the Lie algebra cohomology spaces H i

Lie(G′x, μx)
have finite dimension which is independent of i. Then the sheaves Hi

Lie(G′,M)
are vector bundles on Σ with fiber Hi

Lie(G′x,Mx) at x ∈ Σ. These vector
bundles have natural structures of G′′-modules. In this case we have (a Lie
algebroid generalization of) the Hochshild–Serre spectral sequence with

Epq
2 = Hp

Lie(G′′, Hq
Lie(G′,M))⇒ Hp+q

Lie (G,M). (10)

The construction is parallel to the classical (Lie algebra) case as in [13]. One
uses the short exact sequence (9) to produce, in a standard way, a filtration
on DR•(G,M). See [23, Section 7.4] for the treatment of the case G′′ = TΣ ,
which is the only case we will use in this paper.



134 Paul Bressler, Mikhail Kapranov, Boris Tsygan, and Eric Vasserot

Example 16. Similarly to the classical case, one can use (10) (or elementary
considerations) to identify H2

Lie(G,M) with the set of isomorphism classes of
central extensions of Lie algebroids

0 →M→ G̃ → G → 0.

Central extensions of this type with G = TΣ , M = C∞Σ , and the G-action
on M being the standard one (by Lie derivations), were called in [17] Picard
Lie algebroids. The set of their isomorphism classes is thus identified with
H2

Lie(TΣ , C∞Σ ), which is the same as the topological (de Rham) cohomology
H2(Σ,C).

Fix n > 0 and assume that

Hj(G′,M) = 0, 0 < j < n. (11)

In this case E0,n
2 = E0,n

n+1 as well as E0,n+1
2 = E0,n+1

n+1 . We obtain therefore the
transgression map

dn+1 : E0,n
n+1 = E0,n

2 = Hn
Lie(G′,M)G

′′ −→
Hn+1

Lie (G′′,MG′
) = En+1,0

2 = En+1,0
n+1 . (12)

We will use this map later in the paper. Without the assumption (11) we
have that E0,n

n+1 is a subspace of E0,n
2 = Hn

Lie(G′,M)G
′′
, namely the intersec-

tion of the kernels of d2, . . . , dn. For convenience we will call elements of this
space transgressive elements of E0,n

2 . Similarly, En+1,0
n+1 is a quotient space of

En+1,0
2 = Hn+1

Lie (G′′,MG′
) by the union of images of d2, . . . , dn.

Example 17. Suppose that n = 2 and Σ = pt, so (9) is a central extension
of Lie algebras and M is a G-module in the usual sense. Let γ ∈ E0,2

2 =
H2

Lie(G′,M)G
′′

be a G′′-invariant class in H2 and let

0→M→ G̃′ → G′ → 0

be a central extension representing γ. The class γ is transgressive (i.e., an-
nihilated by d2) if and only if G̃′ can be made into a G-equivariant central
extension (as opposed to the fact that the class of the extension remains un-
changed under the G-action or, what is the same, under G′′-action). Given
such an equivariant extension, one obtains a crossed module of Lie algebras
(i.e., a dg-Lie algebra situated in degrees (−1) and 0)

G̃′′ ∂−→ G,
with Ker(∂) = M and Coker(∂) = G′′. As is well known (see, e.g., [21,
Example E.10.3]), such a crossed module represents an element in H3(G′′,M),
and this element is the lifting of d3(β). Different choices of equivariant struc-
ture on G̃′ correspond to the ambiguity of the values of d3 modulo the image
of d2. One can generalize this picture easily to the case of an arbitrary Σ.
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2.10 Reminder on gerbes

We follow the same conventions as in [19] and use [5] as the background
reference.

If B is a topological space and F is a sheaf of abelian groups on B, then
we can speak of F -gerbes (= gerbes with band F). Recall that such a gerbe
G is the following:

1. A category G(U) given for all open U ⊂ B, the restriction functors rUV :
G(U) → G(V ) given for any morphism V ⊂ U and natural isomorphisms
of functors sUV W : rV W ◦ rUV ⇒ rUW given for each W ⊂ V ⊂ U and
satisfying the transitivity conditions.

2. The structure of F|U -torsor (possibly empty) on each sheaf HomG(U)(x, y)
compatible with the rUV and such that the composition of morphisms is
bi-additive.

These data have to satisfy the local uniqueness and gluing properties, for
which we refer to [5].

By a sheaf of F -groupoids we will mean a sheaf of categories C on B (so
both ObC and MorC are sheaves of sets) in which each sheaf HomC(U)(x, y)
is either empty or is made into a sheaf of F|U -torsors so that the composition
is bi-additive. A sheaf C of F -groupoids is called locally connected if locally
on B all the Ob C(U) and HomC(U)(x, y) are nonempty.

Each sheaf of F -groupoids can be seen as a fibered category over B; in
fact, it is a prestack, see, e.g., [20]. Recall (see, e.g., [20] Lemma 2.2) that for
any prestack C there is an associated stack C

∼
. If C is a locally connected

sheaf of F -groupoids, then C
∼

is an F -gerbe.
As is well known (see, e.g., [5]), the set formed by F -gerbes up to equiva-

lence is identified with H2(B,F). The identification of the set of isomorphism
classes of Picard Lie algebroids in Example 16 can be seen as an infinitesimal
analogue of this fact. Given an F -gerbe G, we denote by [G] ∈ H2(B,F)
its class. Given a sheaf C of F -groupoids, we denote by [C] the class of the
corresponding gerbe.

Let B be a C∞-manifold. We will be particularly interested in C∞∗B -gerbes
on B. Recall that we have the following exponential sequence of sheaves on B:

0 → ZB → C∞B
e2πix

−−−→ C∞∗B → 0. (13)

The corresponding coboundary map

δn : Hn(B,C∞∗B )→ Hn+1(B,Z) (14)

is an isomoprhism for n ≥ 1, since C∞B is a soft sheaf. Thus [G] gives rise to
a class in H3(B,Z).

Let G be a C∞∗B -gerbe. Recall [6] that a connective structure Δ on G is a
set of data that associates to each open U ⊂ B and each object x ∈ ObG(U)
an Ω1

U -torsor Δ(x) (whose sections can be thought of as “formal connections”
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on x) and for any local (iso)morphism g : x → y over U an identification
of torsors g∗ : Δ(x) → Δ(y), satisfying the compatibility property plus the
following gauge condition: if x = y so g ∈ C∞∗(U) is an invertible function,
then g∗(∇) = ∇− g−1d(g).

A curving of a connective structure Δ is a rule K associating to any x
as above and any global object ∇ ∈ Δ(x) a 2-form K(∇) ∈ Ω2(U) satisfy-
ing the compatibility with pullbacks, invariance under isomorphisms, as well
as the gauge condition K(∇ + α) = K(∇) + dα, α ∈ Ω1(U). In this situa-
tion J.-L. Brylinski defined the 3-curvature of the connective structure and
curving, which is a closed 3-form S = SΔ,K ∈ Ω3(B).

Example 18. Let G be a Lie group and

1→ C
∗ → G̃→ G→ 1

a central extension of Lie groups. Let ρ : P → B be a principal G-bundle.
We then have the C∞∗B -gerbe LiftG̃G(P ), whose objects over U ⊂ B are liftings
of P |U to a principal G̃-bundle over U ; compare [2]. Let ∇P be a connection
on P . Then LiftG̃G(P ) has a connective structure Δ that to every lifting P̃ of
P to a G̃-bundle associates the space of all connections on P̃ extending ∇P .
Further, let R∇ ∈ Ω2(B)⊗Ad(P ) be the curvature of ∇. A choice of a lifting
of R∇ to a form R̃∇ ∈ Ω2(B)⊗Ad(P̃ ) gives a curving K on Δ. This curving
associates to any section ∇̃ of Δ(P̃ ), i.e., to a connection on P̃ extending ∇,
the 2-form R∇̃ − R̃∇, where R∇̃ is the curvature of ∇̃.

We will need the following result [6, Thm. 5.3.12].

Theorem 19. If G is a C∞∗B -gerbe with a connective structure Δ and a curv-
ing K, then the class of SΔ,K in H3(B,C) is integral and is equal to the image
of δ2[G] under the natural map from H3(B,Z) to H3(B,C).

3 Background on homology of differential operators

3.1 Conventions

Let A be an associative algebra over C. We denote by Hoch•(A) the Hochschild
complex of A with coefficients in A:

· · · → A⊗A⊗A→ A⊗A→ A

with the differential given by the formula

b(a0⊗· · ·⊗ap) =
p−1∑
i=0

(−1)ia0⊗· · ·⊗aiai+1⊗· · ·⊗ap+(−1)papa0⊗a1⊗· · ·⊗ap−1.
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By HH•(A) we denote the homology of Hoch•(A). As is well known,

HH•(A) = TorA⊗Aop

• (A,A). (15)

Put
τ(a0 ⊗ · · · ⊗ ap) = (−1)pa1 ⊗ · · · ⊗ ap ⊗ a0.

Let N = 1+τ +τ2 + · · ·+τn on Hochn(A). The cyclic complex of A is defined
as the total complex

CC•(A)

= Tot•

{
· · · → Hoch•(A) 1−τ→ Hoch•(A) N→ Hoch•(A) 1−τ→ Hoch•(A)

}
. (16)

The cyclic homology HC•(A) is the homology of the complex CC•(A). We
recall the theorem relating the cyclic homology with the Lie algebra homology
of the algebra of matrices; see [21].

Theorem 20. HLie
• (gl(A)) = S•(HC•−1(A))

Corollary 21. If HCj(A) = 0 for j = 0, . . . , p− 1, then HLie
j (gl(A)) = 0 for

j = 1, . . . , p, and HLie
p+1(gl(A)) = HCp(A).

3.2 Homology of differential operators: algebro-geometric version

Let X be a smooth affine algebraic variety over C of dimension d, and let E
be an algebraic vector bundle on X . Then the Hochschild–Kostant–Rosenberg
theorem (together with Morita invariance of HH•) gives an identification

HHm(End(E)) = Ωm(X),

where on the right we have the space of global regular m-forms on X . Fur-
thermore,

HCm(End(E)) = Ωm(X)/dΩm−1(X)⊕Hm−2(X,C)⊕Hm−4(X,C)⊕ · · · ,
where on the right we have the usual topological (de Rham) cohomology; see
[21, Th. 3.4.12]. Let D(E) be the ring of global differential operators from E
to E . Then the results of [7], [29] imply

HHm(D(E)) = H2d−m(X,C).

Furthermore,
HCm(D(E)) =

⊕
i≥0

H2d−m+2i(X,C).

We recall that the approach of [7], [29] is to use the filtration by the order
of differential operators and realize the E1-term of the corresponding spectral
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sequence for HH as the complex of forms on the cotangent bundle with the
differential adjoint to the de Rham differential by means of the symplectic
form. The spectral sequence is then seen to degenerate at E2.

Let us note the particular case in which X = A
d and E = OAd is the

trivial bundle of rank 1. Then D(E) = Wd is the Weyl algebra with generators
xi, ∂i, i = 1, . . . , d, and relations

[xi, xj ] = [∂i, ∂j ] = 0, [∂i, xj ] = δij · 1.
The above results imply that

HHi(Wd) = 0 if i �= 2d, HH2d(Wd) = C, (17)

and

HCi(Wd) = C, i− 2d ∈ 2Z≥0, HCi(Wd) = 0, i− 2d /∈ 2Z≥0.

3.3 The C∞ version

Let Σ be an oriented C∞-manifold of dimension d and let E be a smooth
complex vector bundle on Σ. We have then the algebras End(E), D(E) of
smooth endomorphisms and differential operators on E. Following [29] we
present the analogues of the results cited in Section 3.2 for these algebras.
These rings have natural Fréchet topologies. As pointed out in [29], to get
reasonable results, all tensor products occurring in the Hochschild and cyclic
complexes of the above algebras should be taken in the category of topological
vector spaces, i.e., be completed. In plain terms, this means that End(E)⊗p

should be understood as the ring of endomorphisms of the vector bundle E�p

on the p-fold Cartesian product Σp and similarly for differential operators.
Under these conventions, we have

HHm(D(E)) = H2d−m(Σ,C), (18)

HCm(D(E)) =
⊕
i≥0

H2d−m+2i(Σ,C), (19)

where on the right we have the topological cohomology.

Remark 22. The Lie algebra cochain complexes of D(E) and of glND(E) =
D(E⊗C

r) involve exterior products of these algebras over C. If we understand
these products in the completed sense as above (compare also with Fuks [13]),
then the analogue of Theorem 20 holds, and we have the following.

Corollary 23. Let Σ be a compact, oriented C∞ manifold of dimension d.
Then, for N % 0 we have

HLie
i glND(E) = 0, 0 < i < d + 1,

HLie
d+1glND(E) = C.
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3.4 The formal series version

Let
Ŵd = Wd ⊗C[x1,...,xd] C[[x1, . . . , xd]]

be the algebra of differential operators whose coefficients are formal power
series. Similarly to the above, we consider the Hochschild and cyclic complexes
of Ŵd using the adic topology on C[[x1, . . . , xd]] and taking completions. Thus
Ŵ⊗p

d is understood as the ring of differential operators whose coefficients are
power series in p groups of d variables. With this understanding, we have the
following analogue of (17):

HH2d(Ŵd) = C, HHi(Ŵd) = 0, i �= 2d.

For the proof, see [12]. One can also apply the spectral sequence argument of
[7] and [29] and then use the Poincaré lemma on the (contangent bundle to
the) formal disk.

Our next step is to consider such formal completions simultaneously at all
points of a given C∞-manifold Σ. So, let Σ,E be as above. Let Ĥochp(D(E))
be the completion of D(E�(p+1)) (differential operators in the bundle E�(p+1)

on Σp+1) along the diagonal Σ ⊂ Σp+1. This is a sheaf on Σ.
Then the Hochschild differential extends to Ĥoch•(D(E)), making it into

a complex, and we denote by ĤH•(D(E)) its homology. Similarly, we define
the completed cyclic complex ĈC•(D(E)) by the procedure identical to (16)
and denote its homology by ĤC•(D(E)). Thus, ĤH•(D(E)) and ĈC•(D(E))
are sheaves on Σ.

Proposition 24. We have ĤHp(D(E)) = CΣ (constant sheaf) for p = 2d
and ĤHp(D(E)) = 0 for p �= 2d.

Proof. Consider the case in which Σ is an open contractible domain in R
d

and E is trivial. Let us prove that in this case the complex of global sections
of ĤH•(D(E)) is exact everywhere except degree 2d, where the cohomol-
ogy is isomorphic to C. (This is the standard Hochschild–Kostant–Rosenberg
theorem in the context of completed Hochschild complexes).

We start with the case of Ĥoch•(C∞Σ ) defined, as before, using the comple-
tion of the functions on Σ•+1 along the diagonal. Recall the interpretation of
HH as Tor, see (15). Assume for a moment that Σ is the affine space viewed
as an affine algebraic variety. Choose the standard Koszul resolution of C[Σ]
over C[Σ ×Σ]. We see that

HH•(C[Σ]) = Ω•(Σ),

and the same will hold if we replace C[Σ] by a matrix algebra (i.e., take E of
higher rank).
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Now let us get back to the C∞ case. There is a small difference, namely
that we are using completed tensor products, and therefore the standard ar-
gument of comparing two projective resolutions is not quite applicable. But
if we follow this standard argument in the algebraic case, we see that it gives
the embedding of complexes i : Ω•(Σ) → Hoch•(C[Σ]), a projection j :
Hoch•(C[Σ]) → Ω•(Σ), and a homotopy s : Hoch•(C[Σ]) → Hoch•+1(C[Σ])
such that ji = 1, ij − 1 = sd + ds. It is easy to see that the maps i, j, and
s extend from C[Σ] to C∞(Σ) and from the algebraic Hochschild complex to
the completed one. We conclude that

ĤH•(C∞(Σ)) = Ω•(Σ),

and the same will hold if we replace C[Σ] by a matrix algebra.
Next, we replace C∞Σ by the sheaf of commutative algebras

A = S•(TΣ)

(polynomial functions on the cotangent bundle) and define Ĥoch•(A) using
the completions of sheaves of sections of A�(p+1) on Σp+1 along the diagonals.
The same argument will apply, so we conclude that

ĤH•(A) = p∗(Ω•T∗Σ), (20)

where p : T ∗Σ → Σ is the projection. Again, a similar statement will hold for
matrices.

Finally, we use the approach of [7], [29] and consider the spectral sequence
for ĤH•(D(E)) associated to the filtration by degree of operators. We get
the E1-term to be (20) with the differential being the adjoint of the de Rham
differential on T ∗Σ. Since we assumed Σ to be a contractible domain in the
flat space, we conclude that the E2-term reduces to one space C. Moreover,
we see that the class of the cycle

1⊗AltS2d
(∂x1 ⊗ · · · ⊗ ∂xd

⊗ x1 ⊗ · · · ⊗ xd)

is a generator of ĤH2d(D(E)). We will call it the canonical generator. Note
also that the above argument works not only for the ring of algebraic or
smooth (or holomorphic) differential operators but also for formal differential
operators, i.e., differential operators whose coefficients are formal power series.

Now consider a diffeomorphism from one contractible domain in the flat
space to another. It induces an isomorphism of the rings of differential opera-
tors. It is enough to show that this isomorphism sends the canonical generator
to the canonical generator. Take a point of Σ. We have seen that the homomor-
phism that associates to a function its jet at this point induces an isomorphism
on the Hochschild homology. Furthermore, any shift in the affine space sends
the canonical generator to itself. We are reduced to proving that any formal
coordinate change induces an automorphism of the ring of formal differen-
tial operators that sends the canonical generator to itself. Since a reflection
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preserves the canonical generator, we may assume that our formal coordinate
change is oriented. Therefore it may be included into a one-parameter group
of formal coordinate changes. We are reduced to proving that if X is a formal
vector field then the corresponding derivation of the ring of formal differential
operators is trivial on the Hochschild homology. But such a derivation is in-
ner, and any inner derivation acts on the Hochschild homology trivially (the
operator ιX from (41) is a contracting homotopy).

More generally, any change of the trivialization of the vector bundle E in-
duces an automorphism of ĤH

•
(D(E)) that sends the fundamental generator

to itself.
We have proven that the only sheaf of cohomology of ĤH•(D(E)) in the

case that Σ is a contractible domain in a flat space (and thus in the general
case) is CΣ . ��

Furthermore, we need a relative version of the above statements. Let

q : Σ → B

be a submersion (smooth fibration) of C∞-manifolds, whose fibers are of di-
mension d and are oriented. Let E be a C∞-bundle on Σ, as above. We then
have the subring

DΣ/B(E) ⊂ D(E),

consisting of differential operators that are q−1C∞B -linear, i.e., act along the
fibers only.

Let Σp+1
B ⊂ Σp+1 be the (p+1)-fold fiber product of Σ over B. We denote

by E
�(p+1)
B the restriction of E�(p+1) to Σp+1

B .
Let Ĥochp(DΣ/B(E)) denote the completion of DΣp+1

B /B(E�(p+1)
B ) along

the diagonal. Then the Hochschild differential extends to Ĥochp(DΣ/B(E)).
We also define the completed cyclic complex ĈC•(DΣ/B(E)) by implement-
ing (16).

Theorem 25.

1. The complex Ĥochp(DΣ/B(E)) is acyclic in degrees other than 2d, and its
2d-th cohomology sheaf is isomorphic to q−1C∞B . In other words, we have
an isomorphism in the derived category of sheaves of q−1C∞B -modules on Σ:

μD : Ĥochp(DΣ/B(E)) → q−1C∞B [2d].

2. We have Hi(ĈC•(DΣ/B(E)) = 0 unless i = −2d + k, k ∈ Z+, and

H−2d+k(ĈC•(DΣ/B(E)) = q−1C∞B .

Proof. Similar to that of Proposition 24. ��
Corollary 26. We have a morphism (no longer an isomorphism) in the de-
rived category

νD : ĈC•(DΣ/B(E)) → q−1C∞B [2d].
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4 Characteristic classes from Lie algebra cohomology

4.1 The finite-dimensional case

Let G be a Lie group with Lie algebra g. We denote by C•(g) the cochain
complex of g with trivial coefficients C and by Hn(g) its nth cohomology
space.

Let γ ∈ Hn(g) be a cohomology class. We want to associate (under certain
conditions) to γ a characteristic class of principal G-bundles. In other words,
we want to produce, for each C∞-manifold B and each smooth principal G-
bundle P on B, a topological (de Rham) cohomology class

cγ(P ) ∈ Hn+1(B) = Hn+1(B,C)

(note the shift of degree by 1).
Indeed, let a principal G-bundle ρ : P → B be given and let AP be its

Atiyah algebra. We then have the extension of Lie algebroids (7) on B and
the corresponding Hochschild–Serre spectral sequence (10), which in our case
has the form

Epq
2 = Hp

Lie(TB, Hq
Lie(Ad(P ), C∞B )) ⇒ Hp+q

Lie (AP , C∞B ). (21)

This sequence was considered in [23, Thm. 7.4.19]. Note that Hq
Lie(Ad(P ), C∞B )

is the cohomology of the cochain complex of Ad(P ) as a Lie algebra over C∞B ,
i.e., of the complex of bundles formed by the duals of the fiberwise exterior
products of fibers of Ad(P ). We will also use the notation C•(Ad(P )/B) for
this complex.

Lemma 27. For any q ≥ 0 the bundle Hq
Lie(Ad(P ), C∞B ) = Hq(Ad(P )/B)

on B formed by the Lie algebra cohomology spaces of the fibers of Ad(P ) is
canonically identified with the trivial bundle with fiber Hq(g).

Proof. This follows from the fact adjoint action of G on g induces the trivial
action on Hq(g). ��
Corollary 28. The E2-term of the spectral sequence (21) is given by Epq

2 =
Hp(B) ⊗ Hq(g). In particular, the assignment γ �→ 1 ⊗ γ defines a map
Hn(g)→ E0n

2 .

Assume now that there exists n > 0 such that the Lie algebra g satisfies
the acyclicity condition

Hi(g) = 0, 0 < i < n. (22)

Then we are in the situation of (11), so we have the transgression map (12),
which in our case has the form

dn+1 : Hn(g) → Hn+1(B), (23)
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and we define
cγ(P ) = dn+1(1⊗ γ). (24)

Without the assumption (22) we have that cγ(P ) is defined only if 1 ⊗ γ is
transgressive (i.e., annihilated by d2, . . . , dn and takes values not in Hn+1(B)
but in the quotient of Hn+1(B) by the images of d2, . . . , dn).

If the latter is true for a cohomology class γ, we say that γ is transgressive.

Example 29. Let n = 1. Then the condition (22) is trivially satisfied. A
class γ is just a trace functional γ : g → C. The class cγ(P ) ∈ H2(B) can be
obtained by choosing a connection ∇ in P with curvature R ∈ Ω2

B ⊗ g and
taking the class of the closed 2-form γ(R) ∈ Ω2

B. Alternatively, one can use
γ to produce a trace functional γP : Ad(P ) → C∞B and then use γP to push
forward the extension (7) to a central extension of Lie algebroids

0 → C∞B → G → TB → 0.

As is well known (see Section 2.7) the set of isomorphism classes of such
central extensions is identified with H2

Lie(TB , C∞B ) = H2(B,C).

Example 30. Let n = 2, so γ is represented by a central extension

0→ C → g̃ → g → 0. (25)

A sufficient condition for γ to be basic for any P is that g̃ can be made into
a G-equivariant central extension; compare Example 17. Suppose that such
an equivariant structure has been chosen. Then the class cγ(P ) ∈ H3(B,C)
can be constructed as follows. We have the representation Ãd of G on g̃, and
therefore an extension of associated vector bundles on B:

0→ C∞B → Ãd(P )→ Ad(P )→ 0.

Choose a connection ∇ in P . Then we have associated linear connections
∇Ad in Ad(P ) and ∇

Ãd
in Ãd(P ). We also have the curvature R∇ ∈ Ω2(B)⊗

Ad(P ). Choose a lifting R̃∇ of R∇ to Ω2(B)⊗ Ãd(P ), and take

S = ∇
Ãd

(R̃∇) ∈ Ω3(B)⊗ Ãd(P ).

By the Bianchi identity, ∇(R∇) = 0, and so S lies in the tensor product of
Ω3(B) and the subbundle C∞B ⊂ Ãd(P )), i.e., it is a scalar differential form
S ∈ Ω3(B). Furthermore, it is clear that S is a closed 3-form. The class cγ(P )
is then the class of the form S. A different choice of an equivariant structure
on g̃ leads to a change of the class of S by an element from the image of d2.

Example 31. Let G = GLN (C), so g = glN (C). Then H•(g) is the exterior
algebra on generators γ1, . . . , γN with γi ∈ H2i−1(g). A principal G-bundle P
on B is the same as a rank-N vector bundle E. In this case, each 1 ⊗ γi is
transgressive, and cγi(P ) is the image of ci(E) ∈ H2i(B) under the natural
projection H2i(B) → E0,n+1

n+1 . Here ci(E) is the usual ith Chern class of E.
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4.2 Other interpretations

Here we collect, for future use, some more or less straightforward reformula-
tions of the construction of cγ(P ).

4.2.1 The Chern–Weil picture

If we choose a connection ∇ in P , then the sequence (7) splits (such splitting
is in fact the definition of a connection following Atiyah). So we can identify

Ω•(P )G = DR•(AP ) = Ω•B ⊗ C•(Ad(P )/B). (26)

Let R be the curvature of ∇. Then the differential in the RHS of (26) has the
form ∂ +∇+ iR, where ∂ is the differential in C•(g) and

iR : Ω•B ⊗ C•(g)→ Ω•+2
B ⊗ C•−1(g)

is the contraction with R. This leads to a definition of cγ(P ) in terms of
differential forms. Namely, we have an injective map of complexes followed by
a surjective one:

Ω•B = Ω•B ⊗ C0(g)
φ
↪→ Ω•B ⊗ C•(g)

ψ−→ Ω0
B ⊗ C•(g).

Here, ψ is identified with the projection to gr0F , where F is the filtration from
(21). If our class γ is basic, then it lifts uniquely to a class in Hn(Coker(φ)),
so cγ(P ) is the image of that lifted class under the coboundary map corre-
sponding to the short exact sequence

0→ Ω•B
φ
↪→ Ω•B ⊗ C•(g) → Coker(φ) → 0.

4.2.2 The differential graded picture

Let A denote the cone of the map i : Ad(P ) → AP viewed as a differential
graded Lie algebroid. Thus AP is put in degree 0, and Ad(P ) in degree (−1).
The anchor map α induces the quasi-isomorphism of Lie algebroids A → TB ,
hence the map of respective universal enveloping (differential graded) algebras
U(A) → U(TB) = DB (the latter concentrated in degree zero), which is a
quasi-isomorphism. Define the map

DR•(AP )/DR•(TB) δ−→ DR•+1(A)

as follows. For X ∈ Ad(P ), denote by X the element (X, 0) in the cone A of
i; for Y ∈ AP , denote the element (0, Y ) simply by Y . Given a p-cochain ω
from DR•(AP ), define the cochain δω by

δω(X1, . . . , Xq, Y1, . . . , Yr) = ω(X1, Y1, . . . , Yr)

for q = 1 and zero for q �= 1.
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It is easy to see that the sequence

DR•(AP )/DR•(TB) δ−→ DR•+1(A)← DR•+1(TB) = Ω•+1
B

represents the boundary map

H•(DR•(AP )/DR•(TB)) → H•+1(DR•(TB)) = H•+1(B). (27)

A basic class γ as above defines an n-dimensional cohomology class γ̃ of
DR•(AP )/DR•(TB), and cγ(P ) is the image of γ̃ under (27).

4.2.3 The D-module picture

Consider the short exact sequence

0→ C≥1(Ad(P )/B)→ C•(Ad(P )/B) → C∞B → 0 (28)

coming from the fact that C∞B = C0(Ad(P )/B) is the 0-th term of the relative
cochain complex. If A is as in (b), then all three complexes in (28) are graded
U(A)-modules in the following way. The elements Y = (0, Y ), Y ∈ A, act via
the adjoint action. The element X = (X, 0), X ∈ Ad(P ), acts by contraction,
i.e., by substitution of X into a cochain. The action of U(A) on C∞B is via the
quasi-isomorphism with DB.

Note that (28) splits as a short exact sequence of complexes of vector
bundles but not of U(A)-modules. We will use the corresponding connecting
morphism

δ : C∞B → C≥1(Ad(P )/B)[1]

in D(U(A)), the derived category of differential graded U(A)-modules.
Since A is quasi-isomorphic to TB, the DG algebra U(A) is quasi-

isomorphic to DB, and the category D(U(A)) is equivalent to D(DB). Now
recall (Corollary 11) that

Hm(B; C) = HomD(DB)(C∞B , C∞B [m]).

On the other hand, suppose that g is such that H i(g) = 0 for 0 < i < n. Then
Hi(Ad(P )/B) = Hi(g) ⊗ C∞B = 0 for 0 < i < n as well. In other words, the
complex C≥1(Ad(P )/B) is acyclic in degrees < n, and therefore each class ξ in
its n-th cohomology (which is isomorphic to Hn(g)⊗C∞B ) defines a morphism
in the derived category of complexes of vector bundles

ξ̃ : C≥1(Ad(P )/B) → C∞B [n].

Furthermore, a “constant” class ξ, i.e., a class of the form γ ⊗ 1, γ ∈ Hn(g),
defines in fact a morphism in the category D(U(A)) ∼ D(DB). Composing
γ̃ ⊗ 1 with δ, we get a morphism

C∞B → C∞B [n + 1] , (29)

i.e., a class in Hn+1(B; C).
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Proposition 32. The class in Hn+1(B; C) corresponding to (29) is equal to
cγ(P ).

Proof. This follows directly from the definitions (in fact, we could take (29)
as the definition of cγ(P )). Indeed, the morphism in the derived category
from the cohomology of a quotient complex such as C∞B to the homology of
a subcomplex such as C≥1(Ad(P )/B) acyclic up to degree n is precisely the
differential dn+1 in the corresponding spectral sequence. ��

4.3 Infinite-dimensional groups

Slightly reformulating the approach of K.-T. Chen [8], we introduce the fol-
lowing definition.

Definition 33. A differentiable space is an ind-object in the category of C∞-
manifolds.

For background on ind-objects, see [10]. Thus a differentiable space M is a
formal limit “ lim

−→
”α∈AMα of (finite-dimensional) C∞-manifolds. In particular,

M defines a functor

S �→M(S) = C∞(S,M) = lim
−→

C∞(S,Mα) (30)

on such manifolds and can in fact be identified with this functor. In practice,
however, we will identify M with the set M(pt) = lim

−→
Mα with (30) providing

an additional structure on this set (description of what it means for an element
of this set to vary in a smooth family).

For a differential space M we define (compare [8]) the space of p-forms (in
particular, of C∞-functions) on M by

Ωp(M) = lim
←−

Ωp(Mα).

For a point m ∈M(pt) the tangent space TmM is defined by

TmM = lim
−→

TsS ,

where the limit is taken over C∞-maps (S, s)→ (M,m).
A differentiable group G is a group object in the category of differentiable

spaces. For such a group the space g = TeG is a Lie algebra in the standard
way.

Example 34 (Groups of diffeomorphisms). Let Σ0 be a compact ori-
ented C∞-manifold of dimension d. Then we have a differentiable group
G = Diffeo(Σ0) of orientation-preserving diffeomorphisms. The corresponding
functor (30) is as follows. A smooth map S → Diffeo(Σ0) is a diffeomorphism
of S × Σ0 preserving the projection to S. The Lie algebra of this group is
Vect(Σ0), the algebra of C∞ vector fields.
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Example 35 (Gauge groups). Let Σ0 be as before and let E0 be a C∞ com-
plex vector bundle on Σ0. Then we have the differentiable group Aut(E0) of
C∞-automorphisms of E0 (the differentiable structure defined as in Example
34). Its Lie algebra is End(E0).

Example 36 (Atiyah groups). Let Σ0, E0 be as before. The Atiyah group
AT (Σ0, E0) consists of pairs (φ, f), where φ is an orientation-preserving dif-
feomorphism of Σ0, and f : φ∗E0 → E0 is an isomorphism of vector bundles.
Thus we have an extension of differentiable groups:

1 → Aut(E0)→ AT (Σ0, E0)→ Diffeo(Σ0)→ 1.

The Lie algebra of AT (Σ0, E0) is AE0(Σ0), the algebra of global C∞-sections
of the Atiyah Lie algebroid.

More generally, one can replace the vector bundle in Examples 35, 36 by
a principal bundle with a Lie group of arbitrary structure. In this paper we
will be interested in the vector bundle case and will concentrate on Example
36 as the most general.

Let us now describe a class of principal bundles with structure groups as
in Example 36. Suppose that q : Σ → B is a smooth fibration with compact
oriented fibers of dimension d. Suppose that B is connected. Then all the fibers
Σb = q−1(b), b ∈ B, are diffeomorphic to each other. Let Σ0 be one such fiber.
Futher, let E be a smooth C-vector bundle on Σ and Eb = E|Σb

. Then,
for different b the pairs (Σb, Eb) are isomorphic, in particular, isomorphic to
(Σ0, E0). Let G = AT (Σ0, E0). We have the principal G-bundle

ρ : P = P (Σ/B,E)→ B (31)

whose fiber Pb = ρ−1(b), b ∈ B, consists of isomorphisms of pairs (Σ0, E0) →
(Σb, Eb).

For any differentiable G-bundle P over a finite-dimensional base B the
Atiyah algebra AP can be defined by (8). In the example where G =
AT (Σ0, E0) and P = P (Σ/B,E), this gives

AP (Σ/B,E) = q∗AE

(the sheaf-theoretic direct image of the Atiyah algebra of E).

4.4 The first Chern class

Let q : Σ → B and E be as before, so that we have a principal bundle
P = P (Σ/B,E) → B with structure group G = AT (Σ0, E0). Since the cor-
responding Lie algebra g = AE0(Σ0) consists of global sections of the Atiyah
Lie algebroid of Σ0, we have the embeddings

g ↪→ D(E0) ↪→ gl(D(E0)).

By Corollary 23, gl(D(E0)) has a unique continuous (in the Fréchet topology)
cohomology class c in degree d + 1. We denote by γ the restriction of c to g.
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Proposition 37.

1. There exists a Lie algebroid

0 → q∗(gl(DΣ/B(E))) → AΣ/B,E
α−→ TB → 0

and a morphism (embedding) of Lie algebroids AP → AΣ/B,E that re-
stricts to the embedding g ↪→ gl(D(E0)).

2. The class 1⊗ γ is transgressive, so dd+2(1⊗ γ) is defined.

Proof. The construction of AΣ/B,E is given in Section 4.5 below.
The fibers of Ker(α) are Lie algebras isomorphic to gl(DΣ0,E0) via an iso-

morphism defined uniquely up to an inner automorphism and thus satisfy the
acyclicity condition (22) with n = d+1. Therefore the class c is transgressive.

The Hochschild–Serre spectral sequence for AΣ/B,E maps into the analo-
gous spectral sequence for AP . Since γ is the restriction of c, the naturality
of the Hochschild–Serre spectral sequence implies that γ is transgressive. ��
Definition 38. The first Chern class C1(q∗E) is defined by

C1(q∗E) := dd+2(1⊗ γ) ∈ Hd+2(B,C).

The class C1(q∗E) will be the main object of study in the rest of the paper.

4.5 Construction of AΣ/B,E

We start with the Atiyah Lie algebroid on Σ:

0 → End(E) i→ AE
α−→ TΣ → 0.

Let U(AE)/B denote the centralizer of q−1C∞B in U(AE). Let F1U(AE) =
{a|[a, q−1C∞B ] ⊆ q−1C∞B }. Then, F1U(AE) is a Lie algebra under the com-
mutator, U(AE)/B is a Lie ideal in F1U(AE), and there is an exact sequence

0→ U(AE)/B → F1U(AE) → q−1TB → 0 (32)

exhibiting F1U(AE) as a transitive q−1C∞B -algebroid.
The inclusion AE → DΣ(E) induces the surjective map U(AE)/B →

DΣ/B,E with kernel being the ideal generated by the relation that identi-
fies 1 ∈ C∞Σ ⊂ U(AE)/B with 1 ∈ EndC∞

Σ
(E) ⊂ U(AE)/B . The pushout of

the exact sequence (32) by the map U(AE) → DΣ(E) gives the transitive Lie
algebroid (the middle term in the exact sequence)

0 → DΣ/B,E → F1DΣ,E → q−1TB → 0. (33)

Replacing E by its tensor product by the trivial bundle of rank r in the
above example, (33) can be rewritten as

0 → glr(DΣ/B,E) → F1glr(DΣ,E)→ q−1TB → 0.



Riemann–Roch for Real Varieties 149

Taking the limit over inclusions glr → glr+1, we obtain a q−1C∞B -algebroid

0→ gl(DΣ/B,E) → Aq,E → q−1TB → 0. (34)

Let Aq,E denote the cone of the inclusion gl(DΣ/B,E) → Aq,E . There are
quasi-isomorphisms

Aq,E → q−1TB, Uq−1C∞
B

(Aq,E) → q−1DB.

Taking the direct image of (34) under q and pulling back by the
canonical map TB → q∗q

−1TB, we get the following transitivity (since
R1π∗glr(DΣ/B,E) = 0) Lie algebroid on B:

0 → G → AΣ/B,E → TB → 0 ,

where G = q∗gl(DΣ/B,E), as we wanted. Let AΣ/B,E denote the differential
graded Lie algebroid on B equal to the cone of the inclusion G → AΣ/B,E.

For any Lie algebra h, we denote by C+(h) the positive part of the
Chevalley–Eilenberg complex, i.e. ⊕p>0Λ

ph with the Chevalley–Eilenberg dif-
ferential. There is an exact sequence of complexes

0 → C+(h)→ C•(h) → C0(h) → 0.

The exact sequence

0 → C+(G)→ C•(G) → C0(G) → 0

is, in fact, an exact sequence of differential graded U(AΣ/B)-modules (this is
a construction dual to (28)). Note that C0(G) = C∞B . Let

δΣ/B : C∞B → C+(G)[1] (35)

denote the correponding morphism in the derived category of differential
graded modules over the universal enveloping (differential graded) algebra
U(AΣ/B).

4.6 Smooth cohomology and characteristic classes

A more traditional way of getting characteristic classes of principal G-bundles
is by using group cohomology classes of G. Let us present a framework that
we will then compare with the Lie algebra framework above.

Let S be a topological space and F a sheaf of abelian groups on S. We de-
note by Φ•(F) the standard Godement resolution of F by flabby sheaves. Thus
Φ0(F) = DS(F) is the sheaf of (possibly discontinuous) sections of the (étale
space associated to) F , and Φn+1(F) = DS(Φn(F)). In this and the next
sections we write RΓ (S,F) for the complex of global sections Γ (S, Φ•(F)).

Let G be a differentiable group and B•G its classifying space. Thus B•G =
(BnG)n≥0 is a simplicial object in the category of differentiable spaces with
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BnG = Gn, and the face and degeneracy maps are given by the standard
formulas. We define the smooth cohomology of G with coefficients in C

∗ to be

Hn
sm(G,C∗) = H

n(B•G,C∞∗).

Here the hypercohomology on the right is defined as the cohomology of the
double complex whose rows are the complexes RΓ (BnG,C∞∗BnG) and the differ-
ential between the neighboring slices coming from the simplicial structure on
B•G. This is a version of the Segal cohomology theory for topological groups
[13, p. 305]. In particular, we have a spectral sequence

H i(BnG,C∗) ⇒ Hi+n
sm (G,C∗).

We will use some other natural (complexes of) sheaves on B•G to get natural
cohomology theories for G, for example, the Deligne cohomology

Hn
sm(G,ZD(p)) = H

n(B•G,ZD(p)) ,

where for any differentiable space M we set

ZD(p) =
{

ZM → Ω0
M → Ω1

m → · · · → Ωp−1
M

}
,

with ZM placed in degree zero; compare [6].
Let B be a C∞-manifold and U = {Ui}i∈I an open covering of B. We

denote by N•U the simplicial nerve of U , i.e., the simplicial manifold with

NnU =
∐

i0,...,in

Ui0 ∩ · · · ∩ Uin .

For any sheaf F on B there is a natural isomorphism

H
i(N•U ,F•) = H i(B,F) ,

where F• is the natural sheaf on N•U whose n-th component is the sheaf on
NnU formed by the restrictions of F .

Let ρ : P → B be a principal G-bundle and suppose that P is trivial on
each Ui. Then a collection of trivializations (i.e., sections) τ = (τi : Ui → P )
gives a morphism of simplicial differentiable spaces

uτ : N•U → B•G.

Given a class β ∈ Hn
sm(G,C∗), we define the characteristic class

cβ(P ) = u∗φ(β) ∈ Hn(B,C∞∗B ). (36)

Similarly, one can define characteristic classes corresponding to group coho-
mology classes with values in the Deligne cohomology.
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4.7 Integrality and integrability

Let G be as in Section 4.6, and let g be the Lie algebra of G. We construct
the “derivative” map

∂ : Hn
sm(G,C∗)→ Hn

Lie(g,C). (37)

To do this, we first observe that for any topological space S, any sheaf of
abelian groups F on S, and any point s0 ∈ S we have a natural morphism of
complexes

εs0 : RΓ (S,F)→ Fs0 ,

where Fs0 is the stalk of F at s0. To construct εs0 , we first project RΓ (S,F) =
Γ (S, Φ•(F)) to its 0-th term Γ (S, Φ0(F)), which, by definition, is the space
of all sections φ = (s �→ φs) of the étale space of F . Thus any such φ is a rule
that to any point s ∈ S associates an element of Fs. We define εs0 by further
mapping any φ as above to φs0 ∈ Fs0 .

We now specialize to S = BmG = Gm, to s0 = em := (1, . . . , 1), and to
F = C∞∗S . We get a morphism from the double complex

{RΓ (BmG,C∞∗BmG)}m≥0 (38)

to the complex of stalks

C
∗ → C∞∗G,e1 → C∞∗G×G,e2 → · · · .

Thus, an n-cocycle in (38) gives a germ of a smooth function

ξ = ξ(g1, . . . , gn) : Gn → C
∗

satisfying the group cocycle equation (on a neighborhood of en+1 in Gn+1).
Similarly to [13, p. 293], one associates to ξ a Lie algebra cocycle ∂(ξ) ∈
Cn(g) by

∂(ξ)(x1, . . . , xn) =
d

dt
Alt log ξ(exp(tx1), . . . , exp(txn))

∣∣∣∣
t=0

.

A Lie algebra cohomology class γ ∈ Hn(g,C) will be called integrable if
it lies in the image of the map ∂ from (37). Consider the exponential exact
sequence (13) of sheaves on B and its coboundary map δn from (14). The
intuition with determinantal d-gerbes (1.4) suggests the following.

Conjecture 39.

1. The class γ ∈ Hd+1(AE0(Σ0)) constructed in Section 4.4 is integrable
and comes from a natural class β ∈ Hd+1

sm (AT(Σ0, E0),C∗) (the “higher
determinantal class”).
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2. Furthermore, for any q : Σ → B and E as above, the class C1(q∗E) =
cγ(P ) ∈ Hd+2(B,C) is integral and is the image of the following class in
the integral cohomology:

δd+1(cβ(P )) ∈ Hd+2(B,Z).

This conjecture holds for d = 1 (i.e., for the case of a circle fibration).
We will verify this in Section 6. In general, the second statement seems to
follow from the first by virtue of some compatibility result between group
cohomology classes with coefficients in C

∗ and Lie algebra cohomology classes
with coefficients in C. Here we present a d = 1 version of such a result.

Let G be a differentiable group with Lie algebra g. Let β ∈ H2
sm(G,C∗)

and let γ = ∂(β) ∈ H2
Lie(g,C) be the derivative of β. Suppose β is represented

by an extension of differentiable groups

1 → C
∗ → G̃→ G→ 1,

whose Lie algebra is the extension (25) representing γ. Let ρ : P → B be a
principal G-bundle over a C∞-manifold B. Then we have the characteristic
class cγ(P ) ∈ H3(B,C) (the lifting to H3 is well-defined because g̃ is a G-
module via the adjoint representation of G̃, see Example 30). On the other
hand, β gives rise to a class cβ(P ) ∈ H2(B,C∞∗B ); see (36).

Proposition 40. In the above situation, cγ(P ) ∈ H3(B,C) is the image of
δ2(cβ(P )) ∈ H3(B,Z) under the natural homomorphism from integral to com-
plex cohomology.

Proof. This follows from Theorem 19 using Example 30 and an obvious gen-
eralization of Example 18 to differentiable groups. ��
Conjecture 41. We further conjecture the existence of the natural “deloopings”
of the higher Chern classes as well, i.e., the existence of classes

βm ∈ Hd+2m
sm (AT(Σ0, E0),ZD(m)), m ≥ 1, (39)

which then give characteristic classes in families:

Cm(q∗E) ∈ Hd+2m(B,ZD(m)). (40)

5 The real Riemann–Roch

Here is the main result of the present paper.

Theorem 42. Let q : Σ → B be a C∞ fibration with compact oriented fibers
of dimension d. Let E be a complex C∞ vector bundle on Σ. Then

C1(q∗E) =
∫
Σ/B

[
ch(E) ·Td(TΣ/B)

]
2d+2

∈ Hd+2(B,C).

The proof consists of several steps.
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5.1 A D-module interpretation of C1 using AΣ/B,E

We use the notation of Section 4.4 and introduce the following abbreviations:

G = q∗(gl(DΣ/B(E))),

which is a bundle of infinite-dimensional Lie algebras on B,

A = Aq,E ,

which is a DG Lie algebroid on Σ quasi-isomorphic to q−1TB,

UA = Uq−1C∞
B

(Aq,E) ,

which is a sheaf of DG-algebras on Σ quasi-isomorphic to q−1DB.
Now, UA acts on C+(gl(DΣ/B,E))B . Furthermore, a similar algebra acts

on the Hochschild and cyclic complexes of DΣ/B,E . Let A0 be the Lie algebroid
defined exactly in the same way as A but without tensoring by gl. In the same
spirit as in Section 4.2.3, elements Y = (0, Y ), Y ∈ Aq,E , act via the adjoint
action. Elements of the form X = (X, 0) act via the shuffle multiplication

ιX(a0 ⊗ · · · ⊗ ap) =
p∑

i=0

(−1)ia0 ⊗ · · · ⊗ ai ⊗X ⊗ ai+1 ⊗ · · · ⊗ ap. (41)

Denoting by b, B the standard operators on Hochschild chains, see [21], we
have

[b, ιX ] = ad(X), [B, ιX ] = 0.

Therefore UA0 acts on both the Hochschild and the cyclic complexes. This
action extends to the completions described in Section 3.4. Furthermore, the
morphisms μD, νD from Theorem 25 and Corollary 26 are in fact morphisms
in D(UA). Indeed, there is a spectral sequence

Epq
2 = Extpq−1DB

(
Hq(Ĥoch•(DΣ/B(E))), C∞B

)⇒
Extp+q

UA0
(
(
Ĥoch•(DΣ/B(E)), C∞B ), (42)

and similarly for the cyclic complex.
The action of q−1DB on Hq(Ĥoch•(DΣ/B(E))) is induced on the coho-

mology by the action of UA on Ĥoch•(DΣ/B(E)). The map μD defines an
element of E0d

2 , and Epq
2 = 0 for q < d, so μD gives rise to a well-defined class

in Extd on the RHS of (42). Similarly for νD.
We would like to compare the Lie algebra chain complex to the cyclic com-

plex as modules over the algebras above. Roughly speaking, this comparison
involves the embedding of A0 into A induced by the embedding of differential
operators into matrix-valued differential operators as diagonal matrices all of
whose diagonal entries are the same. Unfortunately, these operators are not
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finite and therefore do not lie in gl. This causes a minor technical difficulty
that we are going to address next.

Let
C+(gl(DΣ/B(E)))B

β−→ CC•(DΣ/B(E))B [1]

be the standard map from the Lie algebra chain complex to the cyclic complex;
see [21, (10.2.3)]. Observe that this map factors into the composition

C+(gl((DΣ/B(E)))B
proj−−→ (C+(gl(DΣ/B(E)))B)gl(C) → CC•(DΣ/B(E))B [1]

(the complex in the middle is the complex of coinvariants). For each p the
coinvariants stabilize: the projection

(Cp(glN (DΣ/B(E)))B)glN (C)
projN−−−→ (Cp(gl(DΣ/B(E)))B)gl(C)

is an isomorphism for N > p. The DG Lie algebroid A0 acts on the complex of
glN -coinvariants via the diagonal embedding of DΣ/B(E) into glN (DΣ/B(E))
for N big enough; this action is independent of N .

Let
α : (C+(gl(DΣ/B(E)))B)gl(C) → q−1C∞B [2d]

denote the composition

(C+(gl(DΣ/B(E)))B)gl(C)
β−→ CC•(DΣ/B(E))B [1]→
ĈC•(DΣ/B(E))B [1]

νD[1]−−−→ q−1C∞B [2d + 1]. (43)

It is checked directly that β commutes with the operators ιX , so it is
UA0-invariant. Therefore, all maps in (43) and the map α are morphisms in
D(UA0).

Let us now take the direct image and define the morphism∫
Σ/B

α : (C+(G)B)gl(C) → C∞B [d]

as the composition

(C+(G)B)gl(C) → q∗(C+gl(DΣ/B(E))B)gl(C)
∼−→

Rq∗(C+gl(DΣ/B(E))B)gl(C)
α−→ Rq∗q

−1C∞B [2d + 1]
∫

Σ/B−−−→ C∞B [d + 1].

Here the last map is the integration over the relative (topological) fundamental
class of Σ/B. Consider the composition

C∞B
δΣ/B−→ (C+(G)B)gl(C)[1]

∫
Σ/B

α−→ C∞B [d + 2] , (44)

where δΣ/B is as in (35). Since both maps in (44) are morphisms in D(DB),
the composition (denote it by C) is an element

C ∈ Extd+2
DB

(C∞B , C∞B ) = Hd+2(B,C).
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Proposition 43. We have C = C1(q∗E).

Proof. This follows from the interpretation of C1(q∗E) = cγ(P (Σ/B,E))
given in Sections 4.2.2 and 4.2.3, and from the compatibility of the Atiyah
algebroid of P (Σ/B) with AΣ/B,E . ��

5.2 A local RRR in the total space

Proposition 43 reduces the RRR to the following “local” statement taking
place in the total space Σ.

Theorem 44. Let ξ be the morphism in D(q−1DB) defined as the composition

q−1C∞B → C+(gl(DΣ/B,E))gl(C)[1]→ q−1C∞B [2d + 2].

Then the class in

Ext2d+2
q−1DB

(q−1C∞B , q−1C∞B ) = H2d+2(Σ,C)

corresponding to ξ is equal to
[
ch(E) ·Td(TΣ/B)

]
2d+2

.

We now concentrate on the proof of Theorem 44. First, we recall the
definition of periodic cyclic homology [21]. Let A be an associative algebra.
The “negative” cyclic complex of A is defined, similarly to (16), as

CC−• (A) = Tot
{

Hoch•(A) N−→ Hoch•(A) 1−τ−→ Hoch•(A) → · · ·
}

Here, the grading of the copies of Hoch•(A) in the horizontal direction goes in
increasing integers 0, 1, 2 etc. So CC−• (A) is a module over the formal Taylor
series ring C[[u]], where u has degree (−2). The original cyclic complex is
a module over the polynomial ring C[u−1]. Finally, the periodic cyclic com-
plex CCper

• (A) is obtained by merging together CC•(A) and CC−• (A) into
one double complex that is repeated 2-periodically both in the positive and
negative horizontal directions. In other words,

CCper
• (A) = CC−• (A)⊗C[[u]] C((u)).

We extend this construction to other situations (see Section 3) in which the
tensor products are understood in the sense of various completions. In partic-
ular, the morphism νD of Corollary 26 extends to morphisms

ν−D : CC−• (DΣ/B,E) → q−1C∞B [2d][[u]],

νper
D : CCper

• (DΣ/B,E) → q−1C∞B [2d]((u)).
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These morphisms can be included in the commutative diagram

CC−• (DΣ/B,E) −−−−→ CCper
• (DΣ/B,E) −−−−→ CC(DΣ/S,E)[2]

ν−
D

⏐⏐� νper
D

⏐⏐�
⏐⏐�νD

C∞B [2d][[u]] −−−−→ C∞B [2d]((u)) Resu=0−−−−−→ C∞B [2d + 2]

We now want to reduce Theorem 44 to the following statement.

Theorem 45. The composition

C∞B
1−→ CCper

• (DΣ/B,E)
νper
D−−→ C∞B [2d]((u))

defines an element of Ext•q−1DB
(q−1C∞B , q−1C∞B [2d])((u)) that is equal to

∞∑
i=0

ui · [ch(E)Td(TΣ/B)
]
2(d−i)

.

Proof (Theorem 44). Assuming Theorem 45, it is sufficient to prove that the
composition

q−1C∞B → C+(gl(DΣ/B,E))gl(C)[1]→ CC•(DΣ/B,E)[2]

is equal to the composition

q−1C∞B
1−→ CCper

• (DΣ/B,E)→ CC•(DΣ/B,E)[2] ,

since the latter one is related to Chern and Todd via Theorem 45. In order to
perform the comparison, let K be the cone of the inclusion C+(gl(DΣ/B,E) →
C•(gl(DΣ/B,E)), so that we have a quasi-isomorphism K → q−1C∞B as well
as an isomorphism of distinguished triangles

C•(gl(DΣ/B,E))gl(C) −−−−→ K −−−−→ C+(gl(DΣ/B,E))gl(C)[1]⏐⏐�
⏐⏐�

⏐⏐�
C(gl(DΣ/B,E))gl(C) −−−−→ q−1C∞B −−−−→ C+(gl(DΣ/B,E))[1]gl(C)

(with the top row a short exact sequence of complexes). Note that there is a
morphism of distinguished triangles

C•(gl(DΣ/B,E))gl(C) −−−−→ K −−−−→ C+(gl(DΣ/B,E))gl(C)[1]⏐⏐�
⏐⏐�

⏐⏐�
CC−• (DΣ/B,E) −−−−→ CCper

• (DΣ/B,E) −−−−→ CC•(DΣ/B,E)[2]

It remains to notice further that the diagram

q−1C∞B ←−−−− K −−−−→ CCper
• (DΣ/B,E)

represents the morphism C∞B
1−→ CCper

• (DΣ/B,E) in the derived category. ��
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5.3 Proof of Theorem 45

This statement can be deduced from the results of [25] on the cohomology
of the Lie algebras of formal vector fields and formal matrix functions. We
recall the setting of [25], which extends that of the Chern–Weil definition of
characteristic classes. Recall that the latter provides a map

S•[[h0]]H0 → H2•(Σ,C) , (45)

where H0 = GLd(C)×GLr(C) with r = rk(E), while h0 is the Lie algebra of
H0, i.e., gld(C) ⊕ glr(C). To be precise, the elementary symmetric functions
of the two copies of gl are mapped to the Chern classes of TΣ/B and E.

In [25], this construction was generalized in the following way. Let k =
dim(B), and let ĝ be the Lie algebra of formal differential operators of the
form

k∑
i=1

Pi(y1, . . . , yk)
∂

∂yi

+
d∑

j=1

Qj(x1, . . . , xd, y1, . . . , yk)
∂

∂xi
+ R(x1, . . . , xd, y1, . . . , yk),

where Pi, Qj are formal power series, and R(x) is an r×r matrix whose entries
are power series. Thus ĝ is the formal version of the relative Atiyah algebra.
Consider the Lie subalgebra h of fields such that all Pi and Qj are of degree-one
and all entries of R are of degree zero. We can identify this subalgebra with

h = gld(C)⊕ glk(C)⊕ glr(C).

Let
H = GLd(C)×GLk(C)×GLr(C)

be the corresponding Lie group. Thus (ĝ, H) form a Harish–Chandra pair.
Following the ideas of “formal geometry” (or “localization”) of Gelfand and
Kazhdan, one sees that every (ĝ, H)-module L induces a sheaf L on Σ. Sim-
ilarly, a complex L• of modules gives rise to a complex of sheaves L•. A
complex L• of modules is called homotopy constant if the action of ĝ extends
to an action of the differential graded Lie algebra (ĝ[ε], ∂

∂ε ). Here ε is a formal
variable of degree −1 and square zero. In this case, there is a generalization
of the Chern–Weil map constructed in [25]:

CW : H
•(h0[ε], h0;L•)→ H

•(Σ,L•),
which gives (45) when L = C with the trivial action. Consider the following
(ĝ, H)-modules:

D =
{∑

Pα(x1, . . . , xd, y1, . . . , yk)∂α
x

}
,
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where Pα are r × r matrices whose entries are power series, and

Ω• =
{∑

I

PI(x1, . . . , xd, y1, . . . , yk)dIx

}
,

which is the space of differential forms whose coefficients are formal power se-
ries. The latter is a complex with the (fiberwise) de Rham differential. More-
over, Ω• is homotopy constant (εĝ acts on it by exterior multiplication). The
Hochschild, cyclic, etc. complexes of D inherit the (ĝ, H)-module structure;
moreover, they also become homotopy constant (an element εX ∈ εĝ acts by
the operator ιX from equation (41). One constructs [4, pt. II, Lemma 3.2.4]
a class

ν ∈ H
0(h0[ε], h0; Hom(CCper

−• (D), Ω2d+•))

such that CW(ν) coincides with

νD ∈ H
0(Σ; Hom(CCper

−• (DΣ/B), Ω2d+•
Σ/B )).

To be precise, the cited lemma concerns the Weyl algebra of power series in
both coordinates and derivations with the Moyal product (clearly, differential
operators of finite order form a subalgebra). Second, the construction there is
for the relative cohomology of the pair (g, h), but it extends to the case of the
pair (g[ε], h), of which (h0[ε], h0) is a subpair.

The cochain ν is actually independent of y. There is the canonical class 1
in HC0

per(D); it is h0-invariant, and it is shown in [25] how to extend it to a
class in H

0(h0[ε], h0; CCper
−• (D)). On the other hand,

H
0(h0[ε], h0;Ω•)

can be naturally identified with

H
0(h0[ε], h0; C).

It remains to show that

ν(1) =
∑

[ch ·Td]2(d+i) · ui,

where ch is the corresponding invariant power series in H•(glr[ε], glr; C) and
Td is the corresponding invariant power series in H•(gld[ε], gld; C). This was
carried out in [4, Lemma 5.3.2] ��

6 Comparison with the gerbe picture

6.1 L2-sections of a vector bundle on a circle

Let Σ be an oriented C∞-manifold diffeomorphic to the circle S1 with the
standard orientation, and let E be a complex C∞-vector bundle on Σ. Choose
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a smooth Riemannian metric g on Σ and a smooth Hermitian metric h on
E. Let Γ (Σ,E) be the space of C∞-sections of E. The choice of g, h defines
a positive definite scalar product on this space, and we denote by L2

g,h(Σ,E)
the Hilbert space obtained by completion with respect to this scalar product.

Lemma 46. For a different choice g′, h′ of metrics on Σ,E we have a canon-
ical identification of topological vector spaces

L2
g,h(Σ,E)→ L2

g′,h′(Σ,E).

Proof. The Hilbert norms on Γ (Σ,E) associated to (g, h) and (g′, h′) are
equivalent, since Σ is compact. ��

We will denote the completion simply by L2(Σ,E).
Consider now the case in which Σ = S1 is the standard circle and E = C

r

is the trivial bundle of rank r. In this case, L2(Σ,E) = L2(S1)⊕r. Let us
denote this Hilbert space by H . It comes with a polarization in the sense
of Pressley and Segal [26]. In other words, H is decomposed as H+ ⊕ H−,
where H+, H− are infinite-dimensional orthogonal closed subspaces defined
as follows.

The space H+ consists of vector functions extending holomorphically into
the unit disk D+ = {|z| < 1}. The space H− consists of vector functions
extending holomorphically into the opposite annulus D− = {|z| > 1} and
vanishing at ∞.

The decomposition H = H+ ⊕H− yields the groups GLres(H) ⊂ GL(H),
see [26, (6.2.1)], as well as the Sato Grassmannian Gr(H) on which GLres(H)
acts transitively. We recall that Gr(H) consists of closed subspaces W ⊂ H
whose projection to H+ is a Fredholm operator and whose projection to H−
is a Hilbert–Schmidt operator; see [26, (7.1.1)].

Given arbitrary Σ,E as before, we can choose an orientation-preserving
diffeomorphism φ : S1 → Σ and a trivialization ψ : φ∗E → C

r. This gives an
identification

uφ,ψ : L2(Σ,E)→ H = L2(S1)⊕r.

In particular, we get a distinguished set of subspaces in L2(Σ,E), namely

Grφ,ψ(Σ,E) = u−1
φ,ψ(Gr(H)),

and a distinguished subgroup of its automorphisms, namely

GLφ,ψ
res (L2(Σ,E)) = u−1

φ,ψGLres(H)uφ,ψ.

Lemma 47. The subgroup GLφ,ψ
res (L2(Σ,E)) and the set Grφ,ψ(L2(Σ,E)) are

independent of the choice of φ and ψ.

Proof. Any two choices of φ, ψ differ by an element of the Atiyah group
AT(S1,Cr); see Example 36. This group being a semidirect product of
Diffeo(S1) and GLrC

∞(S1), our statement follows from the known fact that
both of these groups are subgroups of GLres(H); see [26]. ��
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From now on, we drop φ, ψ from the notation, writing Gr(L2(Σ,E)) and
GLres(L2(Σ,E)). Recall further that Gr(H)×Gr(H) is equipped with a line
bundle Δ (the relative determinantal bundle) which has the following addi-
tional structures:

1. Equivariance with respect to GLres(H).
2. A multiplicative structure, i.e., an identification

p∗12Δ⊗ p∗23Δ→ p∗13Δ (46)

of vector bundles on Gr(H)×Gr(H)×Gr(H), which is equivariant under
GLres(H) and satisfies the associativity, unit and inversion properties.

It follows from the above that we have a canonically defined line bun-
dle (still denoted by Δ) on Gr(L2(Σ,E)) × Gr(L2(Σ,E)) equivariant under
GLres(L2(Σ,E)) and equipped with a multiplicative structure. For W,W ′ ∈
Gr(L2(Σ,E)) we denote by ΔW,W ′ the fiber of Δ at (W,W ′).

As is well known, the multiplicative bundle Δ gives rise to a category
(C∗-gerbe) Det L2(Σ,E) whose set of objects is Gr(L2(Σ,E)), while

HomDet L2(Σ,E)(W,W ′) = ΔW,W ′ − {0}.
The composition of morphisms comes from the identification

ΔW,W ′ ⊗ΔW ′,W ′′ → ΔW,W ′′

given by (46).

6.2 L2-direct image in a circle fibration

Now let q : Σ → B be a fibration in oriented circles and E a vector bundle
on Σ. We then have a bundle of Hilbert spaces qL

2

∗ (E) whose fiber at b ∈
B is L2(Σb, Eb). Furthermore, by Lemma 47 this bundle has a GLres(H)-
structure, where H = L2(S1)⊕r. Therefore we have the associated bundle of
Sato Grassmannians Gr(qL

2

∗ (E)) on B and the (fiberwise) multiplicative line
bundle Δ on

Gr(qL
2

∗ (E))×B Gr(qL
2

∗ (E)).

We define a sheaf of C∞∗B -groupoids on B whose local objects are local sections
of Gr(qL

2

∗ (E)), and for any two such sections defined on U ⊂ B,

Hom(s1, s2) = (s1, s2)∗Δ− 0U ,

where 0U stands for the zero section of the induced line bundle. This sheaf
of groupoids is locally connected and so gives rise to a C∞∗B -gerbe, which we
denote by Det(q∗E). So we have the class

[Det(q∗e)
] ∈ H2(B,C∞∗B ).
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Alternatively, consider the Atiyah group G = AT(S1,Cr); see Example 36.
By the above, G ⊂ GLres(H). The determinantal C

∗-gerbe Det(H) (over a
point) with G-action gives a central extension G̃ of G by C

∗. A circle fibration
q : Σ → B gives a principal G-bundlle P (Σ/B), as in (31), and the following
is clear.

Proposition 48. The gerbe Det(q∗E) is equivalent to LiftG̃G(P (Σ/B,E)); see
Example 18.

Consider the exponential sequence (13) of sheaves on B and the corre-
sponding coboundary map δ2, see (14). Then we have the class

δ2

[Det(q∗E)
] ∈ H3(B,Z).

Theorem 49. The image of δ
[Det(q∗E)

]
in H3(B,C) coincides with the neg-

ative of the class C1(q∗E) (see Definition 38).

Proof. We apply Proposition 40 to G = AT(S1,Cr) and β being the class of
the central extension G̃. Then g = ACr (S1) is the Atiyah algebra of the trivial
bundle on S1 and γ is the class of the “trace” central extension induced from
the Lie algebra glres(H) of GLres(H). We have the embeddings

g ⊂ glr(D(S1)) ⊂ glres(H),

and the trace central extension is represented by an explicit cocycle Ψ of
glres(H) (going back to [28]). Let z be the standard complex coordinate on
S1 such that |z| = 1. Then the formula for the restriction of Ψ to glr(D(S1))
was given in [15], see also [16, formula (1.5.2)]:

Ψ(f(z)∂m
z , g(z)∂n

z ) =
m!n!

(m + n + 1)!
Resz=0dz · Tr(f (n+1(z)g(m)(z)),

where f (n) denotes the n-th derivative with respect to z. Our statement now
reduces to the following lemma. ��
Lemma 50. The second Lie cohomology class of glrD(S1) given by the cocycle
Ψ is equal to the negative of the class corresponding to the fundamental class
of S1 via the identification of Corollary 23.

Proof. Since the space of (continuous) Lie algebra homology in question is
1-dimensional, it is enough to evaluate the cocycle Ψ on the Lie algebra 2-
homology class σ from Corollary 23 and to show that this value is precisely
equal to 1. For this it is enough to consider r = 1. LetD = D(S1) for simplicity.

We need to recall the explicit form of the identification (18) for the case
n = 1 (first Hochschild homology maps to the second Lie algebra homology).
In other words, we need to recall the definition of the map

ε : HH1(D) → HLie
2 (gl(D)) → C.
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As explained in [7] and [29], this map is defined via the order filtration F on
the ring D and uses the corresponding spectral sequence. This means that we
need to start with a Hochschild 1-cycle σ =

∑
Pi ⊗Qi ∈ D ⊗D and form its

highest symbol cycle

Smbl(σ) =
∑

Smbl(Pi)⊗ Smbl(Qi) ∈ gr(D)⊗ gr(D),

which gives an element in Hoch1(gr(D)). Since gr(D) is the ring of polyno-
mial functions on T ∗S1, Hochschild–Kostant–Rosenberg gives HH1(gr(D)) =
Ω1(T ∗S1), the space of 1-forms on T ∗S1 polynomial along the fibers. So the
class of Smbl(σ) is a 1-form ω = ω(σ) on T ∗S1. This is an element of the
E1-term of the spectral sequence for the Hochschild homology of the filtered
ring D.

Furthermore, one denotes by ∗ the symplectic Hodge operator on forms on
T ∗S1. The results of [7], [29] imply that the differential in the E1-term is ∗d∗,
where d is the de Rham differential on T ∗S1 while higher differentials vanish.
This means that under our assumptions, ∗ω(σ) is a closed 1-form and

ε(σ) =
∫
S1
∗ω(σ).

To finish the proof we need to exhibit just one σ as above such that

0 �= ε(σ) = Ψ(σ) :=
∑

Ψ(Pi, Qi).

We take
σ = z2 ⊗ z−1∂z − 2z ⊗ ∂z .

Then one sees that σ is a Hochschild 1-cycle and Ψ(σ) = 1. On the other
hand, let θ be the real coordinate on S1 such that z = exp(2πiθ). Then the
real coordinates on T ∗S1 are θ, ξ with ξ = Smbl(∂/∂θ), so the Poisson bracket
{θ, ξ} is equal to 1. In terms of the coordinate z it means that ξ = Smbl(z∂/∂z)
and {z, ξ} = z. Therefore

Smbl(σ) = z2 ⊗ z−2ξ − 2z ⊗ z−1ξ,

and hence
ω(σ) = z2d(z−2ξ) = 2zd(z−1ξ) = −dz − z−1ξ ,

see [21, p.11]. The symplectic (volume) form on T ∗S1 is (dz/z) ∧ dξ, so the
symplectic Hodge operator is given by

∗dξ = dz/z, ∗dz/z = dξ, ∗2 = 1.

Therefore,

∗ω(σ) = −dz/z − ξdξ,

∫
S1
∗ω(σ) = −1,

and we are done. ��
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Summary. We define a universal version of the Knizhnik–Zamolodchikov–Bernard
(KZB) connection in genus 1. This is a flat connection over a principal bundle
on the moduli space of elliptic curves with marked points. It restricts to a flat
connection on configuration spaces of points on elliptic curves, which can be used
for proving the formality of the pure braid groups on genus 1 surfaces. We study the
monodromy of this connection and show that it gives rise to a relation between the
KZ associator and a generating series for iterated integrals of Eisenstein forms. We
show that the universal KZB connection is realized as the usual KZB connection
for simple Lie algebras, and that in the sln case this realization factors through the
Cherednik algebras. This leads us to define a functor from the category of equivariant
D-modules on sln to that of modules over the Cherednik algebra, and to compute
the character of irreducible equivariant D-modules over sln that are supported on
the nilpotent cone.

Key words: Knizhnik–Zamolodchikov–Bernard equations, elliptic curve,
monodromy.
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Introduction

The KZ system was introduced in [KZ84] as a system of equations satisfied by
correlation functions in conformal field theory. It was then realized that this
system has a universal version [Dri91]. The monodromy of this system leads
to representations of the braid groups, which can be used for proving that
the pure braid groups, which are the fundamental groups of the configuration
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spaces of C, are formal (i.e., their Lie algebras are isomorphic to their asso-
ciated graded Lie algebras, which is a holonomy Lie algebra and thus has an
explicit presentation). This fact was first proved in the framework of mini-
mal model theory [Sul77,Koh83]. These results gave rise to Drinfeld’s theory
of associators and quasi-Hopf algebras [Dri90b,Dri91]; one of the purposes of
this work was to give an algebraic construction of the formality isomorphisms,
and indeed, one of its by-products is the fact that these isomorphisms can be
defined over Q.

In the case of configuration spaces over surfaces of genus ≥1, similar Lie
algebra isomorphisms were constructed by Bezrukavnikov [Bez94], using re-
sults of Kriz [Kri94]. In this series of papers, we will show that this result
can be re-proved using a suitable flat connection over configuration spaces.
This connection is a universal version of the KZB connection [Ber98a,Ber98b],
which is the higher-genus analogue of the KZ connection.

In this paper, we focus on the case of genus 1. We define the universal
KZB connection (Section 1), and rederive from there the formality result (Sec-
tion 2). As in the integrable case of the KZB connection, the universal KZB
connection extends from the configuration spaces C̄(Eτ , n)/Sn to the moduli
space M1,[n] of elliptic curves with n unordered marked points (Section 3).
This means that (a) the connection can be extended to the directions of vari-
ation of moduli, and (b) it is modular invariant.

This connection then gives rise to a monodromy morphism γn : Γ1,[n] →
Gn�Sn, which we analyze in Section 4. The images of most generators can be
expressed using the KZ associator, but the image Θ̃ of the S-transformation
can be expressed using iterated integrals of Eisenstein series. The relations
between generators give rise to relations between Θ̃ and the KZ associator,
identities (28). This identity may be viewed as an elliptic analogue of the
pentagon identity, since it is a “de Rham” analogue of the relation 6AS in
[HLS00] (in [Man05], the question was asked of the existence of this kind of
identity).

In Section 5, we investigate how to algebraically construct a morphism
Γ1,[n] → Gn � Sn. We show that a morphism B1,n → exp(̂̄t1,n) � Sn can be
constructed using an associator only (here B1,n is the reduced braid group of
n points on the torus). [Dri91] then implies that the formality isomorphism
can be defined over Q. In the last part of Section 5, we develop the analogue
of the theory of quasitriangular quasibialgebras (QTQBAs), namely elliptic
structures over QTQBAs. These structures give rise to representations of B1,n,
and they can be modified by twist. We hope that in the case of a simple
Lie algebra, and using suitable twists, the elliptic structure given in Section
5.4 will give rise to elliptic structures over the quantum group Uq(g) (where
q ∈ C

×) or over the Lusztig quantum group (when q is a root of unity),
recovering the representations of B1,n from conformal field theory.

In Section 6, we show that the universal KZB connection indeed specializes
to the ordinary KZB connection.
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Sections 7–9 are dedicated to applications of the ideas of the preceding
sections (in particular, Section 6) to the representation theory of Cherednik
algebras.

More precisely, in Section 7, we construct a homomorphism from the Lie
algebra t̄1,n �d to the rational Cherednik algebra Hn(k) of type An−1 (here d
is a Lie algebra introduced in Section 3, which acts on t̄n by derivations). This
allows us to consider the elliptic KZB connection with values in representa-
tions of the rational Cherednik algebra. The monodromy of this connection
then gives representations of the true Cherednik algebra (i.e., the double affine
Hecke algebra). In particular, this gives a simple way of constructing an iso-
morphism between the rational Cherednik algebra and the double affine Hecke
algebra, with formal deformation parameters.

In Section 8, we consider the special representation VN of the rational
Cherednik algebra Hn(k), k = N/n, for which the elliptic KZB connection
is the KZB connection for (holomorphic) n-point correlation functions of the
WZW model for SLN (C) on the elliptic curve, when the marked points are
labeled by the vector representation C

N . This representation is realized in the
space of equivariant polynomial functions on slN with values in (CN )⊗n, and
we show that it is irreducible, and calculate its character.

In Section 9, we generalize the construction of Section 8 by replacing,
in the construction of VN , the space of polynomial functions on slN with
an arbitrary D-module on slN . This gives rise to an exact functor from the
category of (equivariant) D-modules on slN to the category of representations
of Hn(N/n). We study this functor in detail. In particular, we show that this
functor maps D-modules concentrated on the nilpotent cone to modules from
the category O− of highest weight modules over the Cherednik algebra, and
is closely related to the Gan–Ginzburg functor [GG04]. Using these facts, we
show that it maps irreducible D-modules on the nilpotent cone to irreducible
representations of the Cherednik algebra, and determine their highest weights.
As an application, we compute the decomposition of cuspidal D-modules into
irreducible representations of SLN (C). Finally, we describe the generalization
of the above result to the trigonometric case (which involves D-modules on the
group and trigonometric Cherednik algebras) and point out several directions
for generalization.

1 Bundles with flat connections on (reduced)
configuration spaces

1.1 The Lie algebras t1,n and t̄1,n

Let n ≥ 1 be an integer and k a field of characteristic zero. We define tk1,n as
the Lie algebra with generators xi, yi (i = 1, . . . , n) and tij (i �= j ∈ {1, . . . , n})
and relations

tij = tji, [tij , tik + tjk] = 0, [tij , tkl] = 0, (1)
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[xi, yj ] = tij , [xi, xj ] = [yi, yj ] = 0, [xi, yi] = −
∑
j|j �=i

tij ,

[xi, tjk] = [yi, tjk] = 0, [xi + xj , tij ] = [yi + yj , tij ] = 0

(i, j, k, l are distinct). In this Lie algebra,
∑

i xi and
∑

i yi are central; we then
define t̄k1,n := tk1,n/ (

∑
i xi,
∑

i yi). Both tk1,n and t̄k1,n are positively graded,
where deg(xi) = deg(yi) = 1.

The symmetric group Sn acts by automorphisms of tk1,n by σ(xi) := xσ(i),
σ(yi) := yσ(i), σ(tij) := tσ(i)σ(j); this induces an action of Sn by automor-
phisms of t̄k1,n.

We will set t1,n := tC1,n, t̄1,n := t̄C1,n in Sections 1 to 4.

1.2 Bundles with flat connections over C(E, n) and C̄(E, n)

Let E be an elliptic curve, C(E, n) the configuration space En − {diagonals}
(n≥ 1) and C̄(E, n) := C(E, n)/E the reduced configuration space. We will
define an4 exp(̂̄t1,n)-principal bundle with a flat (holomorphic) connection
(P̄E,n, ∇̄E,n) → C̄(E, n). For this, we define an exp(̂t1,n)-principal bundle
with a flat connection (PE,n,∇E,n) → C(E, n). Its image under the nat-
ural morphism exp(̂tn) → exp(̂̄tn) is an exp(̂̄t1,n)-bundle with connection
(P̃E,n, ∇̃E,n) → C(E, n), and we then prove that (P̃E,n, ∇̃E,n) is the pullback
of a pair (P̄E,n, ∇̄E,n) under the canonical projection C(E, n) → C̄(E, n).

For this, we fix a uniformization E  Eτ , where for τ ∈ H, H :=
{τ ∈ C|'(τ) > 0}, Eτ := C/Λτ , and Λτ := Z + Zτ . We then have
C(Eτ , n) = (Cn −Diagn,τ )/Λn

τ , where

Diagn,τ := {z = (z1, . . . , zn) ∈ C
n | zij := zi − zj ∈ Λτ for some i �= j}.

We define Pτ,n as the restriction to C(Eτ , n) of the bundle over C
n/Λn

τ for
which a section on U ⊂ C

n/Λn
τ is a regular map f : π−1(U) → exp(̂t1,n), such

that5 f(z + δi) = f(z), f(z+ τδi) = e−2πixif(z) (here π : C
n → C

n/Λn
τ is the

canonical projection and δi is the ith vector of the canonical basis of C
n).

The bundle P̃τ,n → C(Eτ , n) derived from Pτ,n is the pullback of a bundle
P̄τ,n → C̄(Eτ , n) since the e−2πix̄i ∈ exp(̂̄t1,n) commute pairwise and their
product is 1. Here x �→ x̄ is the map t̂1,n → ˆ̄t1,n.

A flat connection ∇τ,n on Pτ,n is then the same as an equivariant flat
connection over the trivial bundle over C

n−Diagn,τ , i.e., a connection of the
form

∇τ,n := d−
n∑

i=1

Ki(z|τ)dzi,

4We will denote by ĝ or g∧ the degree completion of a positively graded Lie
algebra g.

5We set i :=
√
−1, leaving i for indices.
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where Ki(−|τ) : C
n → t̂1,n is holomorphic on C

n −Diagn,τ such that:
(a) Ki(z + δj |τ) = Ki(z|τ), Ki(z + τδj |τ) = e−2πiad(xj)(Ki(z|τ)),
(b) [∂/∂zi −Ki(z|τ), ∂/∂zj −Kj(z|τ)] = 0 for any i, j.
Then ∇τ,n induces a flat connection ∇̃τ,n on P̃τ,n. Then ∇̃τ,n is the pull-

back of a (necessarily flat) connection on P̄τ,n iff
(c) K̄i(z|τ) = K̄i(z+u(

∑
i δi)|τ) and

∑
i K̄i(z|τ) = 0 for z ∈ C

n−Diagn,τ ,
u ∈ C.

In order to define the Ki(z|τ), we first recall some facts on theta functions.
There is a unique holomorphic function C×H → C, (z, τ) �→ θ(z|τ), such that

• {z|θ(z|τ) = 0} = Λτ ,
• θ(z + 1|τ) = −θ(z|τ) = θ(−z|τ),
• θ(z + τ |τ) = −e−πiτe−2πizθ(z|τ), and
• θz(0|τ) = 1.

We have θ(z|τ + 1) = θ(z|τ), while θ(−z/τ | − 1/τ) = −(1/τ)e(πi/τ)z2
θ(z|τ).

If η(τ) = q1/24
∏

n≥1(1 − qn), where q = e2πiτ , and if we set ϑ(z|τ) :=
η(τ)3θ(z|τ), then ∂τϑ = (1/4πi)∂2

zϑ.
Let us set

k(z, x|τ) :=
θ(z + x|τ)

θ(z|τ)θ(x|τ)
− 1

x
.

When τ is fixed, k(z, x|τ) belongs to Hol(C−Λτ )[[x]]. Substituting x = adxi,
we get a linear map t1,n → (t1,n⊗Hol(C−Λτ ))∧, and taking the image of tij ,
we define

Kij(z|τ) := k(z, adxi|τ)(tij) =
(

θ(z + ad(xi)|τ)
θ(z|τ)

ad(xi)
θ(ad(xi)|τ)

− 1
)

(yj);

it is a holomorphic function on C− Λτ with values in t̂1,n.
Now set z := (z1, . . . , zn), zij := zi − zj and define

Ki(z|τ) := −yi +
∑
j|j �=i

Kij(zij |τ).

Let us check that the Ki(z|τ) satisfy condition (c). We have clearly
Ki(z+u(

∑
i δi)) = Ki(z). We have k(z, x|τ)+k(−z,−x|τ) = 0, so Kij(z|τ)+

Kji(−z|τ) = 0, so that
∑

i Ki(z|τ) = −∑i yi, which implies
∑

i K̄i(z|τ) = 0.

Lemma 1. Ki(z + δj |τ) = Ki(z|τ) and Ki(z + τδj |τ) = e−2πiad xj (Ki(z|τ)),
i.e., the Ki(z|τ) satisfy condition (a).

Proof. We have k(z± 1, x|τ) = k(z, x|τ) so for any j, Ki(z + δj |τ) = Ki(z|τ).
We have k(z ± τ, x|τ) = e∓2πixk(z, x|τ) + (e∓2πix − 1)/x, so if j �= i,

Ki(z+ τδj |τ) =
∑

j′ �=i,j

Kij′ (zij′ |τ)+ e2πiad xiKij(zij |τ)+
e2πiadxi − 1

adxi
(tij)− yi.



170 Damien Calaque, Benjamin Enriquez, and Pavel Etingof

Then

e2πiadxi − 1
adxi

(tij) =
1− e−2πiadxj

adxj
(tij) = (1− e−2πiad xj )(yi),

e2πiad xi(Kij(zij |τ)) = e−2πiad xj(Kij(zij |τ)) and for j′ �= i, j, Kij′ (zij′ |τ) =
e−2πiadxj (Kij′ (zij′ |τ)), so Ki(z + τδj |τ) = e−2πiad xj (Ki(z|τ)). Now

Ki(z + τδi|τ) = −
∑
i

yi −
∑
j|j �=i

Kj(z + τδi|τ)

= −
∑
i

yi − e−2πiadxi

⎛
⎝∑

j|j �=i

Kj(z|τ)

⎞
⎠

= e−2πiadxi

⎛
⎝−∑

i

yi −
∑
j|j �=i

Kj(z|τ)

⎞
⎠

= e−2πiadxiKi(z|τ)

(the first and last equalities follow from the proof of (c), the second equality
has just been proved, and the third equality follows from the centrality of∑

i yi). ��
Proposition 2. [∂/∂zi−Ki(z|τ), ∂/∂zj −Kj(z|τ)] = 0, i.e., the Ki(z|τ) sat-
isfy condition (b).

Proof. For i �= j, let us set Kij := Kij(zij |τ). Recall that Kij + Kji = 0, and
therefore if ∂i := ∂/∂zi, then

∂iKij − ∂jKji = 0, [yi −Kij , yj −Kji] = −[Kij, yi + yj ].

Moreover, if i, j, k, l are distinct, then [Kik,Kjl] = 0. It follows that if
i �= j, then [∂i −Ki(z|τ), ∂j −Kj(z|τ)] equals

[yi+yj,Kij ]+
∑

k|k �=i,j

(
[Kik,Kjk]+[Kij,Kjk]+[Kij,Kik]+[yj,Kik]−[yi,Kjk]

)
.

Let us assume for a while that if k /∈ {i, j}, then

− [yi,Kjk]− [yj ,Kki]− [yk,Kij]+ [Kji,Kki]+ [Kkj,Kij ]+ [Kik,Kjk] = 0 (2)

(this is the universal version of the classical dynamical Yang–Baxter equation).
Then (2) implies that

[∂i−Ki(z|τ), ∂j−Kj(z|τ)] = [yi+yj ,Kij ]+
∑

k|k �=i,j

[yk,Kij ] = [
∑
k

yk,Kij ] = 0

(since
∑

k yk is central), which proves the proposition.
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Let us now prove (2). If f(x) ∈ C[[x]], then

[yk, f(adxi)(tij)] =
f(adxi)− f(−adxj)

adxi + adxj
[−tki, tij ],

[yi, f(adxj)(tjk)] =
f(adxj)− f(−adxk)

adxj + adxk
[−tij , tjk]

=
f(adxj)− f(adxi + adxj)

−adxi
[−tij , tjk],

[yj , f(adxk)(tki)] =
f(adxk)− f(−adxi)

adxk + adxi
[−tjk, tki]

=
f(−adxi − adxj)− f(−adxi)

−adxj
[−tjk, tki].

The first identity is proved as follows:

[yk, (adxi)n(tij)] = −
n−1∑
s=0

(adxi)s(ad tki)(adxi)n−1−s(tij)

= −
n−1∑
s=0

(adxi)s(ad tki)(−adxj)n−1−s(tij)

= −
n−1∑
s=0

(adxi)s(−adxj)n−1−s(ad tki)(tij)

= f(adxi,−adxj)([−tki, tij ]),

where f(u, v) = (un − vn)/(u − v). The two next identities follow from this
one and from the fact that xi + xj + xk commutes with tij , tik, tjk.

Then, if we write k(z, x) instead of k(z, x|τ), the l.h.s. of (2) is equal to
(
k(zij ,−adxj)k(zik, adxi + adxj)− k(zij , adxi)k(zjk, adxi + adxj)

+ k(zik, adxi)k(zjk, adxj) +
k(zjk, adxj)− k(zjk, adxi + adxj)

adxi

+
k(zik, adxi)− k(zij , adxi + adxj)

adxj
− k(zij , adxi)− k(zij ,−adxj)

adxi + adxj

)

[tij , tik].

So (2) follows from the identity

k(z,−v)k(z′, u + v)− k(z, u)k(z′ − z, u + v) + k(z′, u)k(z′ − z, v)

+
k(z′ − z, v)− k(z′ − z, u + v)

u
+

k(z′, u)− k(z′, u + v)
v

− k(z, u)− k(z,−v)
u + v

= 0,
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where u, v are formal variables, which is a consequence of the theta-functions
identity

(
k(z,−v)− 1

v

)(
k(z′, u + v) +

1
u + v

)

−
(
k(z, u) +

1
u

)(
k(z′ − z, u + v) +

1
u + v

)

+
(
k(z′, u) +

1
u

)(
k(z′ − z, v) +

1
v

)
= 0. (3)

��
We have therefore proved:

Theorem 3. (Pτ,n,∇τ,n) is a flat connection on C(Eτ , n), and the induced
flat connection (P̃τ,n, ∇̃τ,n) is the pullback of a unique flat connection
(P̄τ,n, ∇̄τ,n) on C̄(Eτ , n).

1.3 Bundles with flat connections on C(E, n)/Sn and C̄(E, n)/Sn

The group Sn acts freely by automorphisms of C(E, n) by σ(z1, . . . , zn) :=
(zσ−1(1), . . . , zσ−1(n)). This descends to a free action of Sn on C̄(E, n). We set
C(E, [n]) := C(E, n)/Sn, C̄(E, [n]) := C̄(E, n)/Sn.

We will show that (Pτ,n,∇τ,n) induces a bundle with flat connection
(Pτ,[n],∇τ,[n]) on C(Eτ , [n]) with group exp(̂t1,n) � Sn, and similarly
(P̄τ,n, ∇̄τ,n) induces (P̄τ,[n], ∇̄τ,[n]) on C̄(Eτ , [n]) with group exp(̂̄t1,n) � Sn.

We define Pτ,[n] → C(Eτ , [n]) by the condition that a section of U ⊂
C(Eτ , [n]) is a regular map π−1(U) → exp(̂t1,n) � Sn, satisfying again

f(z+ δi) = f(z), f(z + τδi) = e−2πixif(z) and the additional requirement
f(σz) = σf(z) (where π̃ : C

n − Diagτ,n → C(Eτ , [n]) is the canonical projec-
tion). It is clear that ∇τ,n is Sn-invariant, which implies that it defines a flat
connection ∇τ,[n] on C(Eτ , [n]).

The bundle P̄ (Eτ , [n]) → C̄(Eτ , [n]) is defined by the additional require-
ment f(z + u(

∑
i δi)) = f(z) and ∇̄τ,n then induces a flat connection ∇̄τ,[n]

on C̄(Eτ , [n]).

2 Formality of pure braid groups on the torus

2.1 Reminders on Malcev Lie algebras

Let k be a field of characteristic 0 and let g be a pronilpotent k-Lie algebra.
Set g1 = g, gk+1 = [g, gk]; then g = g1 ⊃ g2 · · · is a decreasing filtration
of g. The associated graded Lie algebra is gr(g) := ⊕k≥1g

k/gk+1; we also
consider its completion ĝr(g) := ⊕̂k≥1g

k/gk+1 (here ⊕̂ is the direct product).
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We say that g is formal if there exists an isomorphism of filtered Lie algebras
g  ĝr(g), whose associated graded morphism is the identity. We will use the
following fact: if g is a pronilpotent Lie algebra, t is a positively graded Lie
algebra, and there exists an isomorphism g  t̂ of filtered Lie algebras, then
g is formal and the associated graded morphism gr(g)→ t is an isomorphism
of graded Lie algebras.

If Γ is a finitely generated group, there exists a unique pair (Γ (k), iΓ ) of
a prounipotent algebraic group Γ (k) and a group morphism iΓ : Γ → Γ (k),
which is initial in the category of all pairs (U, j), where U is a prounipotent
k-algebraic group and j : Γ → U is a group morphism.

We denote by Lie(Γ )k the Lie algebra of Γ (k). Then we have Γ (k) =
exp(Lie(Γ )k); Lie(Γ )k is a pronilpotent Lie algebra. We have Lie(Γ )k =
Lie(Γ )Q ⊗ k. We say that Γ is formal iff Lie(Γ )C is formal (one can show
that this implies that Lie(Γ )Q is formal).

When Γ is presented by generators g1, . . . , gn and relations Ri(g1, . . . , gn)
(i = 1, . . . , p), Lie(Γ )Q is the quotient of the topologically free Lie al-
gebra f̂n generated by γ1, . . . , γn by the topological ideal generated by
log(Ri(eγ1 , . . . , eγn)) (i = 1, . . . , p).

The decreasing filtration of f̂n is f̂n = (̂fn)1 ⊃ (̂fn)2 ⊃ · · · , where (̂fn)k

is the part of f̂n of degree ≥ k in the generators γ1, . . . , γn. The image of
this filtration by the projection map is the decreasing filtration Lie(Γ )Q =
Lie(Γ )1

Q
⊃ Lie(Γ )2

Q
⊃ · · · of Lie(Γ )Q.

2.2 Presentation of PB1,n

For τ ∈ H, let Uτ ⊂ C
n − Diagn,τ be the open subset of all z = (z1, . . . , zn)

of the form zi = ai + τbi, where 0 < a1 < · · · < an < 1 and 0 < b1 < · · · <
bn < 1. If z0 =

(
z0
1 , . . . , z

0
n

) ∈ Uτ , its image z0 in En
τ actually belongs to the

configuration space C(Eτ , n).
The pure braid group of n points on the torus PB1,n may be viewed as

PB1,n = π1(C(Eτ , n), z0). Denote by Xi, Yi ∈ PB1,n the classes of the projec-
tion of the paths [0, 1] ( t �→ z0 − tδi and [0, 1] ( t �→ z0 − tτδi.

Set Ai := Xi · · ·Xn, Bi := Yi · · ·Yn for i = 1, . . . , n. According to [Bir69a],
Ai, Bi (i = 1, . . . , n) generate PB1,n and a presentation of PB1,n is, in terms
of these generators:

(Ai, Aj) = (Bi, Bj) = 1 (any i, j), (A1, Bj) = (B1, Aj) = 1 (any j),
(Bk, AkA

−1
j ) = (BkB

−1
j , Ak) = Cjk (j ≤ k);

(Ai, Cjk) = (Bi, Cjk) = 1 (i ≤ j ≤ k),

where (g, h) = ghg−1h−1.
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2.3 Alternative presentations of t1,n

We now give two variants of the defining presentation of t1,n. Presentation
(A) below is the original presentation in [Bez94], and presentation (B) will be
suited to the comparison with the above presentation of PB1,n.

Lemma 4. t1,n admits the following presentations:
(A) generators are xi, yi (i = 1, . . . , n), relations are [xi, yj] = [xj , yi]

(i �= j), [xi, xj ] = [yi, yj ] = 0 (any i, j), [
∑

j xj , yi] = [
∑

j yj, xi] = 0 (any i),
[xi, [xj , yk]] = [yi, [yj , xk]] = 0 (i, j, k are distinct);

(B) generators are ai, bi (i = 1, . . . , n), relations are [ai, aj ] = [bi, bj ] = 0
(any i, j), [a1, bj ] = [b1, aj] = 0 (any j), [aj , bk] = [ak, bj] (any i, j), [ai, cjk] =
[bi, cjk] = 0 (i ≤ j ≤ k), where cjk = [bk, ak − aj ].

The isomorphism of presentations (A) and (B) is ai =
∑n

j=i xj, bi =∑n
j=i yj.

Proof. Let us prove that the initial relations for xi, yi, tij imply the relations
(A) for xi, yi. Let us assume the initial relations. If i �= j, since [xi, yj ] = tij
and tij = tji, we get [xi, yj] = [xj , yi]. The relations [xi, xj ] = [yi, yj ] = 0 (any
i, j) are contained in the initial relations. For any i, since [xi, yi] = −∑j|j �=i tij
and [xj , yi] = tji = tij (j �= i), we get [

∑
j xj , yi] = 0. Similarly, [

∑
j yj, xi] = 0

(for any i). If i, j, k are distinct, since [xj , yk] = tjk and [xi, tjk] = 0, we get
[xi, [xj , yk]] = 0, and similarly we prove [xi, [yj , xk]] = 0.

Let us now prove that the relations (A) for xi, yi imply the initial relations
for xi, yi and tij := [xi, yj] (i �= j). Assume the relations (A). If i �= j, since
[xi, yj ] = [xj , yi], we have tij = tji. The relation tij = [xi, yj ] (i �= j) is
clear and [xi, xj ] = [yi, yj ] = 0 (any i, j) are already in relations (A). Since
for any i, [

∑
j xj , yi] = 0, we get [xi, yi] = −∑j|j �=i[xj , yi] = −∑j|j �=i tji =

−∑j|j �=i tij . If i, j, k are distinct, the relations [xi, [xj , yk]] = [yi, [yj , xk]] = 0
imply [xi, tjk] = [yi, tjk] = 0. If i �= j, since [

∑
k xk, xi] = [

∑
k xk, yj ] = 0,

we get [
∑

k xk, tij ] = 0, and [xk, tij ] = 0 for k /∈ {i, j} then implies [xi +
xj , tij ] = 0. One proves similarly [yi + yj , tij ] = 0. We have already shown
that [xi, tkl] = [yj, tkl] = 0 for i, j, k, l distinct, which implies [[xi, yj], tkl] = 0,
i.e., [tij , tkl] = 0. If i, j, k are distinct, we have shown that [tij , yk] = 0 and
[tij , xi + xj ] = 0, which implies [tij , [xi + xj , yk]] = 0, i.e., [tij , tik + tjk] = 0.

Let us prove that the relations (A) for xi, yi imply relations (B) for ai :=∑n
j=i xj , bi :=

∑n
j=i yj . Summing up the relations [xi′ , xj′ ] = [yi′ , yj′ ] = 0

and [xi′ , yj′ ] = [xj′ , yi′ ] for i′ = i, . . . , n and j′ = j, . . . , n, we get [ai, aj ] =
[bi, bj ] = 0 and [ai, bj ] = [aj , bi] (for any i, j). Summing up [

∑
j xj , yi′ ] =

[
∑

j yj, xi′ ] = 0 for i′ = i, . . . , n, we get [a1, bi] = [ai, b1] = 0 (for any i).
Finally, cjk =

∑k−1
α=j

∑n
β=k tαβ (in terms of the initial presentation), so the

relations [xi′ , tαβ] = 0 for i′ �= α, β and [xα + xβ , tαβ ] = 0 imply [ai, cjk] = 0
for i ≤ j ≤ k. Similarly, one shows that [bi, cjk] = 0 for i ≤ j ≤ k.

Let us prove that the relations (B) for ai, bi imply relations (A) for xi :=
ai − ai+1, yi := bi − bi+1 (with the convention an+1 = bn+1 = 0). As before,
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[ai, aj] = [bi, bj] = 0, [ai, bj ] = [aj , bi] imply [xi, xj ] = [yi, yj ] = 0, [xi, yj] =
[xj , yi] (for any i, j). We set tij := [xi, yj ] for i �= j, then we have tij = tji.
We have for j < k, tjk = cjk − cj,k+1 − cj+1,k + cj+1,k+1 (we set ci,n+1 := 0),
so [ai, cjk] = 0 implies [

∑n
i′=i xi′ , tjk] = 0 for i ≤ j < k. When i < j < k, the

difference between this relation and its analogue for (i+1, j, k) gives [xi, tjk] =
0 for i < j < k. This can be rewritten [xi, [xj , yk]] = 0, and since [xi, xj ] = 0,
we get [xj , [xi, yk]] = 0, so [xj , tik] = 0, and by changing indices, [xi, tjk] = 0
for j < i < k. Rewriting again [xi, tjk] = 0 for i < j < k as [xi, [yj, xk]] = 0 and
using [xi, xk] = 0, we get [xk, [xi, yj]] = 0, i.e., [xk, tij ] = 0, which we rewrite
[xi, tjk] = 0 for j < k < i. Finally, [xi, tjk] = 0 for j < k and i /∈ {j, k}, which
implies [xi, tjk] = 0 for i, j, k distinct. One proves similarly [yi, tjk] = 0 for
i, j, k distinct. ��

2.4 The formality of PB1,n

The flat connection d−∑n
i=1 Ki(z|τ)dzi gives rise to a monodromy represen-

tation
μz0,τ : PB1,n = π1(C, z0) → exp(̂t1,n),

which factors through a morphism μz0,τ (C) : PB1,n(C) → exp(̂t1,n). Let
Lie(μz0,τ ) : Lie(PB1,n)C → t̂1,n be the corresponding morphism between
pronilpotent Lie algebras.

Proposition 5. Lie(μz0,τ ) is an isomorphism of filtered Lie algebras, so that
PB1,n is formal.

Proof. As we have seen, Lie(PB1,n)C (denoted by Lie(PB1,n) in this proof)
is the quotient of the topologically free Lie algebra generated by αi, βi

(i = 1, . . . , n) by the topological ideal generated by [αi, αj ], [βi, βj ], [α1, βj],
[β1, αj ], log(eβk , eαk−αj ) − log(eβk−βj , eαk), [αi, γjk], [βi, γjk] where γjk =
log(eβk , eαk−αj ).

This presentation and the above presentation (B) of t1,n imply that there
is a morphism of graded Lie algebras pn : t1,n → grLie(PB1,n) defined by
ai �→ [αi], bi �→ [βi], where α �→ [α] is the projection map Lie(PB1,n) →
gr1Lie(PB1,n).

The morphism pn is surjective because grLieΓ is generated in degree 1 (as
the associated graded of any quotient of a topologically free Lie algebra).

There is a unique derivation Δ̃0 ∈ Der(t1,n), such that Δ̃0(xi) = yi and
Δ̃0(yi) = 0. This derivation gives rise to a one-parameter group of automor-
phisms of Der(t1,n), defined by exp(sΔ̃0)(xi) := xi + syi, exp(sΔ̃0)(yi) = yi.

Lie(μz0,τ ) induces a morphism grLie(μz0,τ ) : grLie(PB1,n)→ t1,n. We will
now prove that

grLie(μz0,τ ) ◦ pn = exp
(
− τ

2πi
Δ̃0

)
◦ w, (4)

where w is the automorphism of t1,n defined by w(ai) = −bi, w(bi) = 2πiai.
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Then μz0,τ is defined as follows. Let Fz0(z) be the solution of

(∂/∂zi)Fz0 (z) = Ki(z|τ)Fz0 (z), Fz0(z0) = 1

on Uτ ; let

Hτ := {z = (z1, . . . , zn) | zi = ai + τbi, 0 < a1 < · · · < an < 1}
and

Vτ := {z = (z1, . . . , zn) | zi = ai + τbi, 0 < b1 < · · · < bn < 1};
let FH

z0
and FV

z0
be the analytic prolongations of Fz0 to Hτ and Vτ ; then

FH
z0

(z + δi) = FH
z0

(z)μz0,τ (Xi), e2πixiFV
z0

(z + τδi) = FV
z0

(z)μz0,τ (Yi).

We have logFz0(z) = −∑i

(
zi − z0

i

)
yi + terms of degree ≥ 2, where t1,n is

graded by deg(xi) = deg(yi) = 1, which implies that logμz0,τ (Xi) = −yi +
terms of degree ≥ 2, logμz0,τ (Yi) = 2πixi − τyi + terms of degree ≥ 2.
Therefore Lie(μz0,τ )(αi) = logμz0,τ (Ai) = −bi + terms of degree ≥ 2,
Lie(μz0,τ )(βi) = logμz0,τ (Bi) = 2πiai − τbi + terms of degree ≥ 2. So
grLie(μz0,τ )([αi]) = −bi, grLie(μz0,τ )([βi]) = 2πiai − τbi.

It follows that grLie(μz0,τ )◦pn is the endomorphism ai �→ −bi, bi �→ 2πiai−
τbi of t1,n, which is the automorphism exp

(
− τ

2πiΔ̃0

)
◦ w; this proves (4).

Since we have already proved that pn is surjective, it follows that
grLie(μz0,τ ) and pn are both isomorphisms. Since Lie(PB1,n) and t̂1,n are
both complete and separated, Lie(μz0,τ ) is bijective, and since it is a mor-
phism, it is an isomorphism of filtered Lie algebras. ��

2.5 The formality of PB1,n

Let z0 ∈ Uτ and let [z0] ∈ C̄(Eτ , n) be its image. We set

PB1,n := π1(C̄(Eτ , n), [z0]).

Then PB1,n is the quotient of PB1,n by its central subgroup (isomorphic to
Z

2) generated by A1 and B1. We have μz0,τ (A1) = e−
∑

i yi and μz0,τ (B1) =
e2πi

∑
i xi−τ

∑
i yi , so Lie(μz0,τ )(α1) = −a1, Lie(μz0,τ )(β1) = 2πia1−τb1, which

implies that Lie(μz0,τ ) induces an isomorphism between Lie(PB1,n)C and t̄1,n.
In particular, PB1,n is formal.

Remark 6. Let Diagn := {(z, τ) ∈ C
n × H|z ∈ Diagn,τ} and let U ⊂

(Cn × H) − Diagn be the set of all (z, τ) such that z ∈ Uτ . Each element
of U gives rise to a Lie algebra isomorphism μz,τ : Lie(PB1,n)  t̂1,n. For an
infinitesimal (dz, dτ), the composition μz+dz,τ+dτ ◦ μ−1

z,τ is then an infinitesi-
mal automorphism of t̂1,n. This defines a flat connection over U with values
in the trivial Lie algebra bundle with Lie algebra Der(̂t1,n). When dτ = 0, the
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infinitesimal automorphism has the form exp(
∑

i Ki(z|τ)dzi), so the connec-
tion has the form d−∑i ad(Ki(z|τ))dzi− Δ̃(z|τ)dτ , where Δ̃ : U → Der(̂t1,n)
is a meromorphic map with poles at Diagn. In the next section, we determine
a map Δ : (Cn×H)−Diagn → Der(̂t1,n) with the same flatness properties as
Δ̃(z|τ).

2.6 The isomorphisms B1,n(C) � exp(̂t1,n) � Sn,
B1,n(C) � exp(̂̄t1,n) � Sn

Let z0 be as above; we define B1,n := π1(C(Eτ , [n]), [z0]) and B1,n :=
π1(C̄(Eτ , [n]), [z0]), where x �→ [x] is the canonical projection C(Eτ , n) →
C(Eτ , [n]) or C̄(Eτ , n)→ C̄(Eτ , [n]).

We have an exact sequence 1 → PB1,n → B1,n → Sn → 1, We then de-
fine groups B1,n(C) fitting in an exact sequence 1 → PB1,n(C) → B1,n(C) →
Sn → 1 as follows: the morphism B1,n → Aut(PB1,n) extends to B1,n →
Aut(PB1,n(C)); we then construct the semidirect product PB1,n(C) � B1,n;
then PB1,n embeds diagonally as a normal subgroup of this semidirect prod-
uct, and B1,n(C) is defined as the quotient (PB1,n(C) � B1,n)/PB1,n.

The monodromy of ∇τ,[n] then gives rise to a group morphism B1,n →
exp(̂t1,n) � Sn, which factors through B1,n(C) → exp(̂t1,n) � Sn. Since this
map commutes with the natural morphisms to Sn, using the isomorphism
PB1,n(C)  exp(̂t1,n), we obtain that B1,n(C) → exp(̂t1,n) � Sn is an isomor-
phism.

Similarly, from the exact sequence 1 → PB1,n → B1,n → Sn → 1 one
defines a group B1,n(C) fitting in an exact sequence 1 → PB1,n → B1,n(C) →
Sn → 1 together with an isomorphism B1,n(C)→ exp(̂̄t1,n) � Sn.

3 Bundles with flat connection on M1,n and M1,[n]

We first define Lie algebras of derivations of t̄1,n and a related group Gn.
We then define a principal Gn-bundle with flat connection of M1,n and a
principal Gn � Sn-bundle with flat connection on the moduli space M1,[n] of
elliptic curves with n unordered marked points.

3.1 Derivations of the Lie algebras t1,n and t̄1,n and associated
groups

Let d be the Lie algebra with generators Δ0, d,X , and δ2m (m ≥ 1), and
relations

[d,X ] = 2X, [d,Δ0] = −2Δ0, [X,Δ0] = d,

[δ2m, X ] = 0, [d, δ2m] = 2mδ2m, ad(Δ0)2m+1(δ2m) = 0.
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Proposition 7. We have a Lie algebra morphism d → Der(t1,n), denoted by
ξ �→ ξ̃, such that d̃(xi) = xi, d̃(yi) = −yi, d̃(tij) = 0, X̃(xi) = 0, X̃(yi) = xi,
X̃(tij) = 0, Δ̃0(xi) = yi, Δ̃0(yi) = 0, Δ̃0(tij) = 0, δ̃2m(xi) = 0,

δ̃2m(tij) = [tij , (adxi)2m(tij)], and

δ̃2m(yi) =
∑
j|j �=i

1
2

∑
p+q=2m−1

[(adxi)p(tij), (−adxi)q(tij)].

This induces a Lie algebra morphism d → Der(̄t1,n).

Proof. The fact that Δ̃0, d̃, X̃ are derivations and commute according to the
Lie bracket of sl2 is clear.

Let us prove that δ̃2m is a derivation. We have

δ̃2m(tij) =

⎡
⎣tij ,∑

i<j

(adxi)2m(tij)

⎤
⎦ ,

which implies that δ̃2m preserves the infinitesimal pure braid identities. It
clearly preserves the relations

[xi, xj ] = 0, [xi, yj] = tij , [xk, tij ] = 0, [xi + xj , tij ] = 0.

Let us prove that δ̃2m preserves the relation [yk, tij ] = 0. On the one hand,

[δ̃2m(yk), tij ] =
1
2

∑
p+q=2m−1

(−1)q[[(adxk)p(tki), (adxk)q(tki)]

+[(adxk)p(tkj), (adxk)q(tkj)], tij ]

=
1
2

∑
p+q=2m−1

(−1)q+1[[(adxk)p(tki), (adxk)q(tkj)]

+[(adxk)p(tkj), (adxk)q(tki)], tij ]

=
∑

p+q=2m−1

(−1)q+1[[(adxk)p(tki), (adxk)q(tkj)], tij ]

=

[
tij ,

∑
p+q=2m−1

(−1)p(adxi)p(adxj)q([tki, tkj ])

]
.

On the other hand

[yk, δ̃2m(tij)] = [yk, [tij , (adxi)2m(tij)]] = [tij , [yk, (adxi)2m(tij)]].
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Now

[yk, (adxi)2m(tij)] = −
∑

α+β=2m−1

(adxi)α
(
[tki, (adxi)β(tij)]

)

= −
∑

α+β=2m−1

(adxi)α[tki, (−adxj)β(tij)]

= −
∑

α+β=2m−1

(adxi)α(−adxj)β([tki, tij ])

=
∑

p+q=2m−1

(−1)p+1(adxi)p(adxj)q([tki, tkj ]).

Hence [δ̃2m(yk), tij ] + [yk, δ̃2m(tij)] = 0.
Let us prove that δ̃2m preserves the relation [yi, yj ] = 0, i.e., that

[δ̃2m(yi), yj ] + [yi, δ̃2m(yj)] = 0. We have

[yi, δ̃2m(yj)] =
1
2

[
yi,

∑
p+q=2m−1

(−1)q[(adxj)p(tji), (adxj)q(tji)]

]

+
1
2

∑
k �=i,j

[
yi,

∑
p+q=2m−1

(−1)q[(adxj)p(tjk), (adxj)q(tjk)]

]
.

Now

1
2

[
yi,

∑
p+q=2m−1

(−1)q[(adxj)p(tji), (adxj)q(tji)]

]
− (i↔ j) (5)

= −1
2

[
yi + yj,

∑
p+q=2m−1

(−1)q[(adxi)p(tij), (adxi)q(tij)]

]

=
∑

p+q=2m−1

(−1)q+1 [[yi + yj , (adxi)p(tij)], (adxi)q(tij)] .

A computation similar to the above computation of [yk, (adxi)2m(tij)] yields

[yi + yj , (adxi)p(tij)] = (−1)p
∑

α+β=p−1

[(adxk)α(tik), (adxj)β(tjk)],

so
(5) =

∑
α+β+γ=2m−2

[(adxi)α(tij), [(adxk)β(tik), (adxj)γ(tjk)]].
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If now k �= i, j, then

[
yi,

1
2

∑
p+q=2m−1

(−1)q[(adxj)p(tjk), (adxj)q(tjk)]

]

=
∑

p+q=2m−1

(−1)q[[yi, (adxj)p(tjk)], (adxj)q(tjk)].

As we have seen,

[yj , (adxi)p(tik)] = (−1)p
∑

α+β=p−1

(−adxi)α(adxk)β [tij , tik]

= (−1)p+1
∑

α+β=p−1

[(−adxi)α(tij), (adxk)β(tjk)].

So we get that
[
yi,

1
2

∑
p+q=2m−1(−1)q[(adxj)p(tjk), (adxj)q(tjk)]

]
equals

∑
α+β+γ=2m−2

[[(adxi)α(tij), (adxk)β(tik)], (adxj)γ(tjk)]

and thus
[
yi,

1
2

∑
p+q=2m−1(−1)q[(adxj)p(tjk), (adxj)q(tjk)]

]
−(i↔ j) equals

∑
α+β+γ=2m−2

[(adxi)α(tij), [(adxk)β(tik), (adxj)γ(tjk)]].

Therefore [yi, δ̃2m(yj)] + [δ̃2m(yi), yj ] = 0.
Since δ̃2m(

∑
i xi) = δ̃2m(

∑
i yi) = 0 and

∑
i xi and

∑
i yi are central, δ̃2m

preserves the relations [
∑

i xi, yj ] = 0 and [
∑

k xk, tij ] = [
∑

k yk, tij ] = 0. It
follows that δ̃2m preserves the relations [xi + xj , tij ] = [yi + yj , tij ] = 0 and
[xi, yi] = −∑j|j �=i tij . All this proves that δ̃2m is a derivation.

Let us show that ad(Δ̃0)2m+1(δ̃2m) = 0 for m ≥ 1. We have

ad(Δ̃0)2m+1(δ̃2m)(xi)
= −(2m + 1)Δ̃2m

0 ◦ δ̃2m ◦ Δ̃0(xi)
= −(2m + 1)Δ̃2m

0 ◦ δ̃2m(yi)

= −(2m + 1)Δ̃2m
0

⎛
⎜⎝1

2

∑
j|j 	= i,

p + q = 2m − 1

[(adxi)p(tij), (−adxi)q(tij)]

⎞
⎟⎠

= 0;

the last part of this computation implies that ad(Δ̃0)2m+1(δ̃2m)(yi) = 0; there-
fore ad(Δ̃0)2m+1(δ̃2m) = 0.
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We have clearly [X̃, δ̃2m] = 0 and [d̃, δ̃2m] = 2mδ̃2m. It follows that
we have a Lie algebra morphism d → Der(t1,n). Since d̃, Δ̃0, X̃, and δ̃2m

all map C(
∑

i xi) ⊕ C(
∑

i yi) to itself, this induces a Lie algebra morphism
d→ Der(̄t1,n). ��

Let e, f, h be the standard basis of sl2. Then we have a Lie algebra mor-
phism d → sl2, defined by δ2n �→ 0, d �→ h, X �→ e, Δ0 �→ f . We denote by
d+ ⊂ d its kernel.

Since the morphism d → sl2 has a section (given by e, f, h �→ X,Δ0, d),
we have a semidirect product decomposition d = d+ � sl2.

We then have
t̄1,n � d = (̄t1,n � d+) � sl2.

Lemma 8. t̄1,n � d+ is positively graded.

Proof. We define compatible Z
2-gradings of d and t̄1,n by deg(Δ0) = (−1, 1),

deg(d) = (0, 0), deg(X) = (1,−1), deg(δ2m) = (2m + 1, 1), deg(xi) = (1, 0),
deg(yi) = (0, 1), deg(tij) = (1, 1).

We define the support of d (respectively, t̄1,n) as the subset of Z
2 of indices

for which the corresponding component of d (respectively, t̄1,n) is nonzero.
Since the x̄i on the one hand and the ȳi on the other hand generate abelian

Lie subalgebras of t̄1,n, the support of t̄1,n is contained in N
2
>0∪{(1, 0), (0, 1)}.

On the other hand, d+ is generated by the ad(Δ0)p(δ2m), which all have
degrees in N

2
>0. It follows that the support of d+ is contained in N

2
>0.

Therefore the support of t̄1,n � d+ is contained in N
2
>0 ∪ {(1, 0), (0, 1)}, so

this Lie algebra is positively graded. ��
Lemma 9. t̄1,n � d+ is a sum of finite-dimensional sl2-modules; d+ is a sum
of irreducible odd-dimensional sl2-modules.

Proof. A generating space for t̄1,n is
∑

i(Cx̄i ⊕Cȳi), which is a sum of finite-
dimensional sl2-modules, so t̄1,n is a sum of finite-dimensional sl2-modules.

A generating space for d+ is the sum over m ≥ 1 of its sl2-submodules
generated by the δ2m, which are zero or irreducible odd-dimensional; therefore
d+ is a sum of odd-dimensional sl2-modules. (In fact, the sl2-submodule gen-
erated by δ2m is nonzero, since it follows from the construction of the above
morphism d+ → Der(̄t1,n) that δ2m �= 0.) ��

It follows that t̄1,n, d̄+, and t̄1,n � d+ integrate to SL2(C)-modules (while
d̄+ even integrates to a PSL2(C)-module).

We can form in particular the semidirect products

Gn := exp((̄t1,n � d+)∧) � SL2(C)

and exp(d̂+) � PSL2(C); we have morphisms Gn → exp(d̂+) � PSL2(C) (this
is a 2-covering if n = 1, since t̄1,1 = 0).

Observe that the action of Sn by automorphisms of t̄1,n extends to an
action on t̄1,n � d, where the action on d is trivial. This gives rise to an action
of Sn by automorphisms of Gn.
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3.2 Bundle with flat connection on M1,n

The semidirect product ((Zn)2 × C) � SL2(Z) acts on (Cn × H)−Diagn by

(n,m, u) ∗ (z, τ) :=

(
n + τm + u

(∑
i

δi

)
, τ

)
for (n,m, u) ∈ (Zn)2 × C

and (
α β
γ δ

)
∗ (z, τ) :=

(
z

γτ + δ
,
ατ + β

γτ + δ

)
for
(
α β
γ δ

)
∈ SL2(Z)

(here Diagn := {(z, τ) ∈ C
n × H| for some i �= j, zij ∈ Λτ}). The quotient is

then identified with the moduli space M1,n of elliptic curves with n marked
points.

Set Gn := exp((̄t1,n�d+)∧)�SL2(C). We will define a principal Gn-bundle
with flat connection (Pn,∇Pn) over M1,n.

For u ∈ C
×, ud :=

(
u 0
0 u−1

) ∈ SL2(C) ⊂Gn and for v ∈ C, evX := ( 1 v
0 1 ) ∈

SL2(C) ⊂ Gn. Since [X, x̄i] = 0, we consistently set

exp

(
aX +

∑
i

bix̄i

)
:= exp(aX)exp

(∑
i

bix̄i

)
.

Proposition 10. There exists a unique principal Gn-bundle Pn over M1,n

such that a section of U ⊂M1,n is a function f : π−1(U)→ Gn (where

π : (Cn × H)−Diagn →M1,n

is the canonical projection) such that

• f(z + δi|τ) = f(z + u(
∑

i δi)|τ) = f(z|τ),
• f(z + τδi|τ) = e−2πix̄if(z|τ),
• f(z|τ + 1) = f(z|τ), and
• f
(
z
τ | − 1

τ

)
= τdexp

(
2πi
τ (
∑

i zix̄i + X)
)
f(z|τ).

Proof. Let cg̃ : C
n × H → Gn be a family of holomorphic functions (where

g̃ ∈ ((Zn)2 × C) � SL2(Z)) satisfying the cocycle condition

cg̃g̃′(z|τ) = cg̃(g̃′ ∗ (z|τ))cg̃′ (z|τ).

Then there exists a unique principal Gn-bundle overM1,n such that a section
of U ⊂ M1,n is a function f : π−1(U) → Gn such that f(g̃ ∗ (z|τ)) =
cg̃(z|τ)f(z|τ).

We will now prove that there is a unique cocycle such that c(u,0,0) =
c(0,δi,0) = 1, c(0,0,δi) = e−2πix̄i, cS = 1 and cT (z|τ) = τdexp

(
2πi
τ (
∑

i zix̄i

+X)), where S = ( 1 1
0 1 ), T =

(
0 −1
1 0

)
.

Such a cocycle is the same as a family of functions cg : C
n×H→ Gn (where

g ∈ SL2(Z)), satisfying the cocycle conditions cgg′(z|τ) = cg(g′ ∗ (z|τ))cg′ (z|τ)
for g, g′ ∈ SL2(Z), and cg(z + δi|τ) = e2πiγx̄icg(z|τ), cg(z + τδi|τ) =

e−2πiδx̄icg(z|τ)e2πix̄i , and cg(z + u(
∑

i δi)|τ) = cg(z|τ) for g =
(

α β
γ δ

)
∈

SL2(Z).
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Lemma 11. There exists a unique family of functions cg : C
n×H→ Gn such

that cgg′(z|τ) = cg(g′ ∗ (z|τ))cg′ (z|τ) for g, g′ ∈ SL2(Z), with

cS(z|τ) = 1, cT (z|τ) = τde(2πi/τ)(
∑

j zj x̄j+X).

Proof. SL2(Z) is the group generated by S̃, T̃ , and relations T̃ 4 = 1, (S̃T̃ )3 =
T̃ 2, S̃T̃ 2 = T̃ 2S̃. Let 〈S̃, T̃ 〉 be the free group with generators S̃, T̃ ; then there
is a unique family of maps cg̃ : C

n×H→ Gn, g̃ ∈ 〈S̃, T̃ 〉 satisfying the cocycle
conditions (with respect to the action of 〈S̃, T̃ 〉 on C

n×H through its quotient
SL2(Z)) and cS̃ = cS , cT̃ = cT . It remains to show that cT̃ 4 = 1, c(S̃T̃ )3 = cT̃ 2 ,
and cS̃T̃ 2 = cT̃ 2S̃ .

For this, we show that cT̃ 2(z|τ) = (−1)d. We have

cT̃2(z|τ ) = cT (z/τ | − 1/τ )cT (z|τ )

= (−τ )−dexp

(
−2πiτ

(∑
j

(zj/τ )x̄j + X

))
τdexp

(
2πi

τ

(∑
j

zj x̄j + X

))

= (−1)d,

since τdXτ−d = τ2X , τdx̄iτ
−d = τx̄i.

Since ((−1)d)2 = 1d = 1, we get cT̃ 4 = 1. Since cS̃ and cT̃ 2 are both
constant and commute, we also get cS̃T̃ 2 = cT̃ 2S̃ .

We finally have cS̃T̃ (z|τ) = cT (z|τ), while S̃T̃ =
(

1 −1
1 0

)
, (S̃T̃ )2 =

(
0 −1
1 −1

)
,

so

c(S̃T̃ )3(z|τ)

= cT

(
z

τ − 1
| 1
1− τ

)
cT

(
z
τ
|τ − 1

τ

)
cT (z|τ)

=
(

1
1− τ

)d

exp
(
−2πi

∑
zj x̄j + 2πi(1− τ)X

)(τ − 1
τ

)d

exp

⎛
⎝ 2πi

τ − 1

∑
j

zj x̄j + 2πi
τ

τ − 1
X

⎞
⎠ τdexp

⎛
⎝2πi

τ

⎛
⎝∑

j

zjx̄j + X

⎞
⎠
⎞
⎠

= (−1)dexp

⎛
⎝ 2πi

1− τ

⎛
⎝∑

j

zj x̄j + X

⎞
⎠
⎞
⎠ exp

⎛
⎝ 2πi

τ(τ − 1)

⎛
⎝∑

j

zj x̄j + X

⎞
⎠
⎞
⎠

exp

⎛
⎝2πi

τ

⎛
⎝∑

j

zj x̄j + X

⎞
⎠
⎞
⎠

= (−1)d,

so c(S̃T̃ )3 = cT̃ 2 . ��
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End of proof of Proposition 10. We now check that the maps cg satisfy
the remaining conditions, i.e., c(z + u(

∑
i δi)|τ) = cg(z|τ), cg(z + δi|τ) =

e2πiγx̄icg(z|τ), cg(z + τδi|τ) = e−2πiδx̄icg(z|τ)e2πix̄i . The cocycle identity
cgg′ (z|τ) = cg(g′∗(z|τ))cg′ (z|τ) implies that it suffices to prove these identities
for g = S and g = T . They are trivially satisfied if g = S. When g = T , the
first identity follows from

∑
i x̄i = 0, the third identity follows from the fact

that (X, x̄1, . . . , x̄n) is a commutative family, and the second identity follows
from the same fact together with τdx̄iτ

−d = τx̄i. ��
Set

g(z, x|τ) :=
θ(z + x|τ)

θ(z|τ)θ(x|τ)

(
θ′

θ
(z + x|τ) − θ′

θ
(x|τ)

)
+

1
x2

= kx(z, x|τ)

(we set f ′(z|τ) := (∂/∂z)f(z|τ)).
We have g(z, x|τ) ∈ Hol((C × H) − Diag1)[[x]], therefore g(z, ad x̄i|τ) is

a linear map t̄1,n → (Hol((C × H) − Diag1) ⊗ t̄1,n)∧, so g(z, ad x̄i|τ)(t̄ij) ∈
(Hol((C× H)−Diag1)⊗ t̄1,n)∧. Therefore

g(z|τ) :=
∑
i<j

g(zij , ad x̄i|τ)(t̄ij)

is a meromorphic function C
n × H → ˆ̄t1,n with poles only at Diagn.

We set

Δ̄(z|τ) := − 1
2πi

Δ0 − 1
2πi

∑
n≥1

a2nE2n+2(τ)δ2n +
1

2πi
g(z|τ),

where a2n = −(2n + 1)B2n+2(2iπ)2n+2/(2n + 2)! and Bn are the Bernoulli
numbers given by x/(ex − 1) =

∑
r≥0(Br/r!)xr . This is a meromorphic func-

tion C
n × H → (̄t1,n � d+)∧ � n+ ⊂ Lie(Gn) (where n+ = CΔ0 ⊂ sl2) with

poles only at Diagn.
For ψ(x) =

∑
n≥1 b2nx

2n, we set δψ :=
∑

n≥1 b2nδ2n, Δψ := Δ0 +∑
n≥1 b2nδ2n. If we set

ϕ(x|τ) = −x−2−(θ′/θ)′(x|τ)+(x−2 +(θ′/θ)′(x|τ))|x=0 = g(0, 0|τ)−g(0, x|τ),

then ϕ(x|τ) =
∑

n≥1 a2nE2n+2(τ)x2n, so that

Δ̄(z|τ) = − 1
2πi

Δϕ(∗|τ) +
1

2πi
g(z|τ).

Theorem 12. There is a unique flat connection ∇Pn on Pn whose pullback
to (Cn × H)−Diagn is the connection

d− Δ̄(z|τ)dτ −
∑
i

K̄i(z|τ)dzi

on the trivial Gn-bundle.
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Proof. We should check that the connection d− Δ̄(z|τ)dτ −∑i K̄i(z|τ)dzi is
equivariant and flat, which is expressed as follows (taking into account that we
already checked the equivariance and flatness of d−∑i K̄i(z|τ)dzi for any τ):

(equivariance) for g =
(

α β
γ δ

)
∈ SL2(Z)

1

γτ + δ
K̄i

(
z

γτ + δ
|ατ + β

γτ + δ

)
= Ad(cg(z|τ ))(K̄i(z|τ )) (6)

+ [(∂/∂zi)cg(z|τ )]cg(z|τ )−1

Δ̄(z + δi|τ ) = Δ̄(z + u(
∑

i

δi)|τ ) = Δ̄(z|τ )

and Δ̄(z + τδi|τ ) = e−2πiad xi(Δ̄(z|τ )− K̄i(z|τ )), (7)
1

(γτ + δ)2
Δ̄

(
z

γτ + δ
|ατ + β

γτ + δ

)
= Ad(cg(z|τ ))(Δ̄(z|τ )) (8)

+
γ

γz + δ

n∑
i=1

ziAd(cg(z|τ ))(K̄i(z|τ ))

+

[(
∂

∂τ
+

γ

γτ + δ

n∑
i=1

zi
∂

∂zi

)
cg(z|τ )

]
cg(z|τ )−1;

(flatness) [∂/∂τ − Δ̄(z|τ), ∂/∂zi − K̄i(z|τ)] = 0.
Let us now check the equivariance identity (6) for K̄i(z|τ). The cocycle

identity cgg′(z|τ) = cg(g′∗(z|τ))cg′ (z|τ) implies that it suffices to check it when
g = S and g = T . When g = S, this is the identity K̄i(z|τ + 1) = K̄i(z|τ),
which follows from the identity θ(z|τ + 1) = θ(z|τ). When g = T , we have to
check the identity

1
τ
K̄i

(
z
τ
| − 1

τ

)
= Ad

(
τde

2πi
τ (
∑

i zix̄i+X)
)

(K̄i(z|τ)) + 2πix̄i. (9)

We have

2πix̄i −Ad(e2πi(
∑

i zix̄i+X))(ȳi/τ)
= −Ad(e2πi(

∑
i zix̄i))(ȳi/τ) (since Ad(e2πiτX)(ȳi/τ) = ȳi/τ + 2πix̄i)

= − ȳi
τ
− e2πiad(

∑
k zkx̄k) − 1

ad(
∑

k zkx̄k)

⎛
⎝
⎡
⎣∑

j

zj x̄j ,
ȳi
τ

⎤
⎦
⎞
⎠

= − ȳi
τ
− e2πiad(

∑
k zkx̄k) − 1

ad(
∑

k zkx̄k)

⎛
⎝∑

j|j �=i

zji
τ

t̄ij

⎞
⎠

= − ȳi
τ
−
∑
j|j �=i

e2πiad(
∑

k zkx̄k) − 1
ad(
∑

k zkx̄k)

(zji
τ

t̄ij

)
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= − ȳi
τ
−
∑
j|j �=i

e2πiad(zij x̄i) − 1
ad(zij x̄i)

(zji
τ

t̄ij

)

= − ȳi
τ

+
∑
j|j �=i

e2πiad(zij x̄i) − 1
ad(x̄i)

(
t̄ij
τ

)
;

therefore

1
τ

⎛
⎝∑

j

e2πizijad x̄i − 1
ad x̄i

(t̄ij)− ȳi

⎞
⎠ = −Ad

(
τde

2πi
τ (
∑

i zix̄i+X)
)

(ȳi) + 2πix̄i.

(10)
We have θ(z/τ | − 1/τ) = (1/τ)e(πi/τ)z2

θ(z|τ); therefore

1
τ
k

(
z

τ
, x| − 1

τ

)
= e2πizxk(z, τx|τ) +

e2πizx − 1
xτ

. (11)

Substituting (z, x) = (zij , ad x̄i) (j �= i), applying to t̄ij , summing over j and
adding up identity (10), we get

1
τ

⎛
⎝∑

j|j �=i

k

(
zij
τ

, ad x̄i| − 1
τ

)
(t̄ij)− ȳi

⎞
⎠

=
∑
j|j �=i

e2πizijad x̄ik(zij , τad x̄i|τ)(t̄ij)

−Ad
(
τde

2πi
τ (
∑

i zix̄i+X)
)

(ȳi) + 2πix̄i.

Since

e2πizijad x̄ik(zij , τad x̄i|τ)(t̄ij)

= Ad(τde(2πi/τ)(
∑

i zix̄i+X))
(
k(zij , ad x̄i)(t̄ij)

)
,

this implies (9). This ends the proof of (6).
Let us now check the shift identities (7) in Δ̄(z|τ). The first part is imme-

diate; let us check the last identity. We have k(z + τ, x|τ) = e−2πixg(z, x|τ) +
(e−2πix− 1)/x, therefore g(z + τ, x|τ) = e−2πixg(z, x|τ)− 2πie−2πixk(z, x|τ)+
1
x

(
1−e−2πix

x − 2πie−2πix
)
. Substituting (z, x) = (zij , ad x̄i) (j �= i), applying

to t̄ij , summing up and adding up
∑

k,l|k,l �=j g(zkl, ad x̄k|τ)(t̄kl), we get that
g(z + τδi|τ) equals

e−2πiad x̄i(g(z|τ ))− 2πie−2πiad x̄i(K̄i(z|τ ) + ȳi)

+
∑

j|j �=i

1

ad x̄i

(
1− e−2πiad x̄i

ad x̄i
− 2πie−2πiad x̄i

)
(t̄ij)
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= e−2πiad x̄i(g(z|τ ))− 2πie−2πiad x̄i(K̄i(z|τ ) + ȳi)

−
(

1− e−2πiad x̄i

ad x̄i
− 2πie−2πiad x̄i

)
(ȳi)

= e−2πiad x̄i(g(z|τ ))− 2πie−2πiad x̄i(K̄i(z|τ ))− 1− e−2πiad x̄i

ad x̄i
(ȳi);

on the other hand, we have e−2πiad x̄i(Δ0) = Δ0 + 1−e−2πiad x̄i

ad x̄i
(ȳi) (since

[Δ0, x̄i] = ȳi); therefore g(z+δi|τ)−Δ0 = e−2πiad x̄i(g(z|τ)−Δ0−2πiK̄i(z|τ)).
Since the δ2n commute with x̄i, we get Δ̄(z + τδi|τ) = e−2πiad x̄i(Δ̄(z|τ) −
K̄i(z|τ)), as desired.

Let us now check the equivariance identities (8) for Δ̄(z|τ). As above, the
cocycle identities imply that it suffices to check (8) for g = S, T . When g = S,
this identity follows from

∑
i K̄i(z|τ) = 0. When g = T , it is written

1
τ2

Δ̄

(
z
τ
| − 1

τ

)
= Ad(cT (z|τ))

(
Δ̄(z|τ)+

1
τ

∑
i

ziK̄i(z|τ)
)

+
d

τ
− 2πiX. (12)

The modularity identity (11) for k(z, x|τ) implies that

1
τ2

g

(
z

τ
, x| − 1

τ

)
= e2πizxg(z, τx|τ) +

2πiz
τ

e2πizxk(z, τx|τ)

+
1− e2πizx

τ2x2
+

2πiz
τ2

e2πizx

x
.

This implies that
1
τ2

∑
i<j

g

(
zij
τ

, ad x̄i| − 1
τ

)
(t̄ij) =

∑
i<j

e2πizijad x̄ig(zij , τad x̄i|τ)(t̄ij)

+
∑
i<j

2πi
τ

zije
2πizijad x̄ik(zij , τad x̄i|τ)(t̄ij)

+
∑
i<j

(
1− e2πizijad x̄i

τ2(ad x̄i)2
+

2πizij
τ2

e2πizijad x̄i

ad x̄i

)
(t̄ij).

We compute as above

∑
i<j

e2πizijad x̄ig(zij , τad x̄i|τ)(t̄ij)

= Ad
(
τde

2πi
τ (
∑

i zix̄i+X)
)

(g(z|τ)),
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∑
i<j

2πi
τ

zije
2πizijad x̄ik(zij , τad x̄i|τ)(t̄ij)

=
∑
i

2πi
τ

zi

⎛
⎝∑

j|j �=i

e2πizijad x̄ik(zij , τad x̄i|τ)(t̄ij)

⎞
⎠

(using k(z, x|τ) + k(−z,−x|τ) = 0), and
∑
i<j

e2πizijad x̄ik(zij , τad x̄i|τ)(t̄ij) = Ad
(
τde

2πi
τ (
∑

i zix̄i+X)
)

(K̄i(z|τ) + ȳi).

Therefore

1
τ2

g

(
z
τ
| − 1

τ

)
= Ad(cT (z|τ))

(
g(z|τ) +

2πi
τ

∑
i

ziK̄i(z|τ) +
2πi
τ

∑
i

ziȳi

)

+
∑
i<j

(
1− e2πizijad x̄i

τ2(ad x̄i)2
+

2πizij
τ2

e2πizijad x̄i

ad x̄i

)
(t̄ij),

which implies

1
τ2

Δ̄

(
z
τ
| − 1

τ

)
= Ad(cT (z|τ))

(
Δ̄(z|τ) +

1
τ

∑
i

K̄i(z|τ)

)

+ Ad(cT (z|τ))

(
1
τ

∑
i

ziȳi

)

+
1

2πi

∑
i<j

(
1− e2πizijad x̄i

τ2(ad x̄i)2
+

2πizij
τ2

e2πizijad x̄i

ad x̄i

)
(t̄ij)

+
1

2πi
(
Ad(cT (z|τ))(Δϕ(∗|τ))− 1

τ2
Δϕ(∗|−1/τ)

)
.

To prove (12), it then suffices to prove

Ad(cT (z|τ))

(
1
τ

∑
i

ziȳi

)
+

1
2πi

∑
i<j

(
1− e2πizijad x̄i

τ2(ad x̄i)2
+

2πizij
τ2

e2πizijad x̄i

ad x̄i

)
(t̄ij)

+
1

2πi
(
Ad(cT (z|τ))(Δϕ(∗|τ))− 1

τ2
Δϕ(∗|−1/τ)

)
=

d

τ
− 2πiX. (13)

We compute

Ad(cT (z|τ))

(
1
τ

∑
i

ziȳi

)
=

1
τ2

∑
i

ziȳi +
2πi
τ

∑
i

zix̄i

+
∑
i<j

(
− 1

τ2

)
zij

e2πizijad x̄i − 1
ad x̄i

(t̄ij).
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We also have Ad(cT (z|τ))(E2n+2(τ)δ2n) = 1
τ2 E2n+2

(− 1
τ

)
δ2n since [δ2n, x̄i] =

[δ2n, X ] = 0 and [d, δ2n] = 2nδ2n, and since E2n+2(−1/τ) = τ2n+2E2n+2(τ),
this implies

Ad(cT (z|τ))(δϕ(∗|τ)) = δϕ(∗|−1/τ).

We now compute Ad(cT (z|τ))(Δ0)− (1/τ2)Δ0. We have

Ad(cT (z|τ))(Δ0) = Ad(e2πi
∑

i zix̄i) ◦Ad(τde(2πi/τ)X)(Δ0)

and
Ad(τde(2πi/τ)X)(Δ0) = (1/τ2)Δ0 + (2πi/τ)d− (2πi)2X.

Now Ad(e2πi
∑

i zix̄i)(X) = X , Ad(e2πi
∑

i zix̄i)(d) = d − 2πi
∑

i zix̄i. We now
compute

Ad(e2πi
∑

i zix̄i)(Δ0)

= Δ0 +
e2πi

∑
i ziad x̄i − 1

2πiad(
∑

i zix̄i)

([
2πi
∑
i

zix̄i, Δ0

])

= Δ0 − e2πi
∑

i ziad x̄i − 1
ad(
∑

i zix̄i)

(∑
i

ziȳi

)

= Δ0 −
∑
i

e2πi
∑

j|j 	=i zjiad x̄j − 1
ad(
∑

j|j �=i zjix̄j)
(ziȳi)

= Δ0 −
∑
i

(
2πiziȳi +

1
ad(
∑

j|j �=i zjix̄j)

(
e2πi

∑
j|j 	=i zjiad x̄j − 1

ad(
∑

j|j �=i zjix̄j)
− 2πi

)

⎛
⎝
⎡
⎣∑

j|j �=i

zjix̄j , ziȳi

⎤
⎦
⎞
⎠
⎞
⎠

= Δ0 −
∑
i

2πiziȳi −
∑
i�=j

(
1

ad(x̄j)

(
e2πizjiad x̄j − 1

ad(zjix̄j)
− 2πi

)
(zit̄ij)

)
;

the last sum decomposes as
∑
i<j

1
ad(x̄j)

(
e2πizjiad x̄j − 1

ad(zjix̄j)
− 2πi

)
(zit̄ij)

+
∑
i>j

1
ad(x̄j)

(
e2πizjiad x̄j − 1

ad(zjix̄j)
− 2πi

)
(zit̄ij)

=
∑
i<j

1
ad(x̄j)

(
e2πizjiad x̄j − 1

ad(zjix̄j)
− 2πi

)
(zi t̄ij)

+
1

ad(x̄i)

(
e2πizijad x̄i − 1

ad(zij x̄i)
− 2πi

)
(zj t̄ij)

=
∑
i<j

1
ad(x̄i)

(
e2πizijad x̄i − 1

ad(zij x̄i)
− 2πi

)
(zji t̄ij),
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so

Ad(e2πi
∑

i zix̄i)(Δ0) = Δ0 − 2πi
∑
i

ziȳi

−
∑
i<j

1
ad(x̄i)

(
e2πizijad x̄i − 1

ad(zij x̄i)
− 2πi

)
(zji t̄ij);

and finally

Ad(cT (z|τ))(Δϕ(∗|τ))− 1
τ2

Δϕ(∗|−1/τ)

= −2πi
τ2

∑
i

ziȳi − 1
τ2

∑
i<j

1
ad(x̄i)

(
e2πizijad x̄i − 1

ad(zij x̄i)
− 2πi

)
(zji t̄ij)

+
2πi
τ

(
d− 2πi

∑
i

zix̄i

)
− (2πi)2X,

which implies (13). This proves (12) and therefore (8).
We prove the flatness identity [∂/∂τ − Δ̄(z|τ), ∂/∂zi − K̄i(z|τ)] = 0. For

this, we prove that (∂/∂τ)K̄i(z|τ) = (∂/∂τ)Δ̄(z|τ) and [Δ̄(z|τ), K̄i(z|τ)] = 0.
Let us first prove that

(∂/∂τ)K̄i(z|τ) = (∂/∂zi)Δ̄(z|τ). (14)

We have
(∂/∂τ)K̄i(z|τ) =

∑
j|j �=i

(∂τk)(zij , ad x̄i|τ)(t̄ij)

and (∂/∂zi)Δ̄(z|τ) = (2πi)−1
∑

j|j �=i (∂zg)(zij , ad x̄i)(t̄ij) (where ∂τ := ∂/∂τ ,
∂z = ∂/∂z), so it suffices to prove the identity

(∂τk)(z, x|τ) = (2πi)−1(∂zg)(z, x|τ),

i.e., (∂τk)(z, x|τ) = (2πi)−1(∂z∂xk)(z, x|τ). In this identity, k(z, x|τ) may be
replaced by k̃(z, x|τ) := k(z, x|τ) + 1/x = θ(z + x|τ)/(θ(z|τ)θ(x|τ)). Dividing
by k̃(z, x|τ), the desired identity is rewritten as

2πi
(

∂τθ

θ
(z + x|τ) − ∂τθ

θ
(z|τ)− ∂τθ

θ
(x|τ)

)

=
(

θ′

θ

)′
(z + x|τ) +

(
θ′

θ
(z + x|τ) − θ′

θ
(z|τ)

)(
θ′

θ
(z + x|τ) − θ′

θ
(x|τ)

)

(recall that f ′(z|τ) = ∂zf(z|τ)), or taking into account the heat equation
4πi(∂τθ/θ)(z|τ) = (θ′′/θ)(z|τ) − 12πi(∂τη/η)(τ), as follows:
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2
(

θ′
θ (z|τ) θ′

θ (x|τ) − θ′
θ (x|τ) θ′

θ (z + x|τ) − θ′
θ (z|τ) θ′

θ (z + x|τ)
)

(15)

+ θ′′
θ (z|τ) + θ′′

θ (x|τ) + θ′′
θ (z + x|τ) − 12πi∂τη

η (τ) = 0.

Let us prove (15). Denote its l.h.s. by F (z, x|τ). Since θ(z|τ) is odd w.r.t. z,
F (z, x|τ) is invariant under the permutation of z, x,−z − x. The identities

(θ′/θ)(z + τ |τ) = (θ′/θ)(z|τ) − 2πi

and
(θ′′/θ)(z + τ |τ) = (θ′′/θ)(z|τ)− 4πi(θ′/θ)(z|τ) + (2πi)2

imply that F (z, x|τ) is elliptic in z, x (w.r.t. the lattice Λτ ). The possible poles
of F (z, x|τ) as a function of z are simple at z = 0 and z = −x (mod Λτ ),
but one checks that F (z, x|τ) is regular at these points, so it is constant in z.
By the S3-symmetry, it is also constant in x; hence it is a function of τ only:
F (z, x|τ) = F (τ).

To compute this function, we compute

F (z, 0|τ) = [−2(θ′/θ)′−2(θ′/θ)2+2θ′′/θ](z|τ)+(θ′′/θ)(0|τ)−12πi(∂τη/θ)(τ);

hence
F (τ) = (θ′′/θ)(0|τ) − 12πi(∂τη/η)(τ);

The above heat equation then implies that F (τ) = 4πi(∂τθ/θ)(0|τ). Now
θ′(0|τ) = 1 implies that θ(z|τ) has the expansion θ(z|τ) = z +

∑
n≥2 an(τ)zn

as z → 0, which implies (∂τθ/θ)(0|τ) = 0. So F (τ) = 0, which implies (15)
and therefore (14).

We now prove
[Δ̄(z|τ), K̄i(z|τ)] = 0. (16)

Since τ is constant in what follows, we will write k(z, x), g(z, x), ϕ instead of
k(z, x|τ), g(z, x|τ), ϕ(∗|τ). For i �= j, let us set gij := g(zij , ad x̄i)(t̄ij). Since
g(z, x|τ) = g(−z,−x|τ), we have gij = gji. Recall that K̄ij = k(zij , ad x̄i)(tij).

We have

2πi[Δ̄(z|τ), K̄i(z|τ)] (17)

=

⎡
⎣−Δϕ +

∑
i,j|i<j

gij ,−ȳi +
∑
j|j �=i

K̄ij

⎤
⎦

= [Δϕ, ȳi] +
∑
j|j �=i

(
− [Δϕ, K̄ij ] + [ȳi, gij ] + [gij , K̄ij]

)

+
∑

j,k|j �=i,k �=i,j<k

(
[ȳi, gjk] + [gik + gjk, K̄ij ] + [gij + gjk, K̄ik]

)
.
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One computes

[Δϕ, ȳi] =
∑
α

[fα(ad x̄i)(t̄ij), gα(−ad x̄i)(t̄ij)], (18)

where
∑

α fα(u)gα(v) = 1
2
ϕ(u)−ϕ(v)

u−v . If f(x) ∈ C[[x]], then

[Δ0, f(ad x̄i)(t̄ij)]− [ȳi, f ′(ad x̄i)(t̄ij)] =
∑
α

[hα(ad x̄i)(t̄ij), kα(ad x̄i)(t̄ij)]

+
∑

k|k �=i,j

f(ad x̄i)− f(−ad x̄j)− f ′(−ad x̄j)(ad x̄i + ad x̄j)
(ad x̄i + ad x̄j)2

([t̄ij , t̄ik]),

where
∑
α

hα(u)kα(v)=
1
2

( 1
v2

(
f(u+v)−f(u)−vf ′(u)

)− 1
u2

(
f(u+v)−f(v)−uf ′(v)

))
.

Since g(z, x) = kx(z, x), we get

−[Δ0, K̄ij ] + [ȳi, gij ] = −
∑
α

[
f ij
α (ad x̄i)(t̄ij), gij

α (ad x̄i)(t̄ij)
]

(19)

+
∑

k|k �=i,j

k(zij , ad x̄i)−k(zij,−ad x̄j)−(ad x̄i + ad x̄j)kx(zij ,−ad x̄j)
(ad x̄i + ad x̄j)2

([t̄ij , t̄jk]),

where
∑

α f ij
α (u)gij

α (v) equals

1
2

(
1
v2

(
k(zij , u + v)− k(zij , u)− vkx(zij , u)

)

− 1
u2

(
k(zij , u + v)− k(zij , v)− ukx(zij , v)

))
.

For f(x) ∈ C[[x]], we have

[δϕ, f(ad x̄i)(t̄ij)] =
∑
α

[lα(ad x̄i)(t̄ij),mα(ad x̄i)(t̄ij)],

where
∑

α lα(u)mα(v) = f(u + v)ϕ(v); therefore

− [δϕ, K̄ij ] = −
∑
α

[
lijα (ad x̄i)(t̄ij),mij

α (ad x̄i)(t̄ij)
]
, (20)

where
∑

α lijα (u)mij
α (v) = k(zij , u + v)ϕ(v).

For j, k �= i and j < k, we have

[ȳi, gjk] + [gik + gjk, K̄ij ] + [gij + gjk, K̄ik]
= [ȳi, gjk]− [gki, K̄ji]− [gji, K̄ki] + [gjk, K̄ij ] + [gjk, K̄ik],
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and since for any f(x) ∈ C[[x]],

[ȳi, f(ad x̄i)(t̄jk)] = −f(ad x̄j)− f(−ad x̄k)
ad x̄j + ad x̄k

([t̄ij , t̄jk]),

we get

[ȳi, gjk] + [gik + gjk, K̄ij ] + [gij + gjk, K̄ik]

=
(
− g(zjk, ad x̄j)− g(zjk,−ad x̄k)

ad x̄j + ad x̄k

−g(zki, ad x̄k)k(zji, ad x̄j) + g(zji, ad x̄j)k(zki, ad x̄k) (21)

−g(zkj, ad x̄k)k(zij , ad x̄i) + g(zjk, ad x̄j)k(zik, ad x̄i)
)
([t̄ij , t̄jk]).

Summing up (18), (19), (20), and (21), (17) gives

2πi[Δ̄(z|τ), K̄i(z|τ)] =
∑
j|j �=i

∑
α

[
F ij
α (ad x̄i)(t̄ij), Gij

α (ad x̄i)(t̄ij)
]

+
∑

j,k|j �=i,k �=i

H(zij , zik,−ad x̄j ,−ad x̄k)([tij , tjk]),

where
∑

α F ij
α (u)Gij

α (v) = L(zij, u, v),

L(z, u, v) =
1

2

ϕ(u)− ϕ(v)

u + v
+

1

2
k(z, u + v)(ϕ(u)− ϕ(v))

+
1

2
(g(z, u)k(z, v)− k(z, u)g(z, v))

−1

2

( 1

v2

(
k(z, u + v)− k(z, u) − vkx(z, u)

)

− 1

u2

(
k(z, u + v)− k(z, v)− ukx(z, v)

))

and

H(z, z′, u, v) =
1

v2

(
k(z, u + v)− k(z, u)− vkx(z, u)

)

− 1

u2

(
k(z′, u + v)− k(z′, v)− ukx(z′, v)

)

+
1

u + v

(
g(z′ − z,−u)− g(z′ − z, v)

)

−g(−z′,−v)k(−z,−u) + g(−z,−u)k(−z′,−v)

−g(z − z′,−v)k(z, u + v) + g(z′ − z,−u)k(z′, u + v).

Explicit computation shows that H(z, z′, u, v) = 0, which implies that
L(z, u, v) = 0 since L(z, u, v) = − 1

2H(z, z, u, v). This proves (16). ��
Remark 13. Define Δ(z|τ) by the same formula as Δ̄(z|τ), replacing x̄i, ȳi
by xi, yi. Then d−Δ(z|τ)dτ −∑i Ki(z|τ)dzi is flat. This can be interpreted
as follows.
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Let N+ ⊂ SL2(C) be the connected subgroup with Lie algebra CΔ0. Set
Ñn := exp((t1,n � d+)∧) � N+, Nn := exp((̄t1,n � d+)∧) � N+ and G̃n :=
exp((t1,n � d+)∧) � SL2(C). Then we have a diagram of groups

⎛
⎝Ñn → Nn

↓ ↓
G̃n → Gn

⎞
⎠ .

The trivial Nn-bundle on (H×C
n)−Diagn with flat connection d−Δ̄(z|τ)dτ−∑

i K̄i(z|τ)dzi admits a reduction to Ñn, where the bundle is again trivial and
the connection is d−Δ(z|τ)dτ −∑i Ki(z|τ)dzi.

((Z2)2 × C) � SL2(Z) contains the subgroups (Zn)2, (Zn)2 × C, (Zn)2 �

SL2(Z). We denote the corresponding quotients of (Cn×H)−Diagn by C(n),
C̄(n), M̃1,n. These fit in the diagram

⎛
⎝C̃(n) → C(n)

↓ ↓
M̃1,n →M1,n

⎞
⎠ .

The pair (Pn,∇Pn) can be pulled back to Gn-bundles over these covers of
M1,n. These pullbacks admit G-structures, where G is the corresponding
group in the above diagram of groups.

We have natural projections C(n) → H, C̄(n) → H. The fibers of τ ∈ H
are respectively C(Eτ , n) and C̄(Eτ , n). The pair (Pn,∇n) can be pulled back
to C(Eτ , n) and C̄(Eτ , n); these pullbacks admit G-structures, where G =
exp(̂t1,n) and exp(̂̄t1,n), which coincide with (Pn,τ ,∇n,τ ) and (P̄n,τ , ∇̄n,τ ).

3.3 Bundle with flat connection over M1,[n]

The semidirect product ((Zn)2×C)� (SL2(Z)×Sn) acts on (Cn×H)−Diagn

as follows: the action of ((Zn)2×C)�SL2(C) is as above and the action of Sn

is σ ∗ (z1, . . . , zn, τ) := (zσ−1(1), . . . , zσ−1(n), τ). The quotient then is identified
with M1,[n].

We will define a principal Gn � Sn-bundle with a flat connection
(P[n],∇P[n]) over M1,[n].

Proposition 14. There exists a unique principal Gn � Sn-bundle P[n] over
M1,[n] such that a section of U ⊂M1,[n] is a function f : π̃−1(U)→ Gn�Sn,
satisfying the conditions of Proposition 10 as well as f(σz|τ) = σf(z|τ) for
σ ∈ Sn (here π̃ : (Cn × H)−Diagn →M1,[n] is the canonical projection).

Proof. One checks that σcg̃(z|τ)σ−1 = cσg̃σ−1 (σ−1z), where g̃ ∈ ((Zn)2×C)�

SL2(Z), σ ∈ Sn. It follows that there is a unique cocycle c(g̃,σ) : C
n × H →

Gn � Sn such that c(g̃,1) = cg̃ and c(1,σ)(z|τ) = σ. ��
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Theorem 15. There is a unique flat connection ∇P[n] on P[n] whose pullback
to (Cn × H) − Diagn is the connection d − Δ̄(z|τ)dτ −∑i K̄i(z|τ)dzi on the
trivial Gn � Sn-bundle.

Proof. Taking into account Theorem 12, it remains to show that this con-
nection is Sn-equivariant. We have already mentioned that

∑
i K̄i(z|τ)dzi is

equivariant; Δ̄(z|τ) is also checked to be equivariant. ��

4 The monodromy morphisms Γ1,[n] → Gn � Sn

Let Γ1,[n] be the mapping class group of genus 1 surfaces with n unordered
marked points. It can be viewed as the fundamental group π1(M1,[n], ∗), where
∗ is a base point at infinity that will be specified later. The flat connection
on M1,[n] introduced above gives rise to morphisms γn : Γ1,[n] → Gn � Sn,
which we now study. This study in divided in two parts: In the first, analytic,
part, we show that γn can be obtained from γ1 and γ2, and show that the
restriction of γn to B1,n can be expressed in terms of the KZ associator only.
In the second part, we show that morphisms B1,n → exp(̂̄t1,n) � Sn can be
constructed algebraically using an arbitrary associator. Finally, we introduce
the notion of an elliptic structure over a quasi-bialgebra.

4.1 The solution F (n)(z|τ)

The elliptic KZB system is now

(∂/∂zi)F (z|τ) = K̄i(z|τ)F (z|τ), (∂/∂τ)F (z|τ) = Δ̄(z|τ)F (z|τ),

where F (z|τ) is a function (Cn×H)−Diagn ⊃ U → Gn �Sn invariant under
translation by C(

∑
i δi). Let Dn := {(z, τ) ∈ C

n × H|zi = ai + biτ, ai, bi ∈
R, a1 < a2 < · · · < an < a1 + 1, b1 < b2 < · · · < bn < b1 + 1}. Then
Dn ⊂ (Cn × H) − Diagn is simply connected and invariant under C(

∑
i δi).

A solution of the elliptic KZB system on this domain is then unique, up to
right multiplication by a constant. We now determine a particular solution
F (n)(z|τ).

Let us study the elliptic KZB system in the region zij ! 1, τ → i∞. Then
K̄i(z|τ) =

∑
j|j �=i t̄ij/(zi − zj) + O(1).

We now compute the expansion of Δ̄(z|τ). The heat equation for ϑ implies
the expansion ϑ(x|τ) = η(τ)3

(
x + 2πi∂τ logη(τ)x3 + O(x5)

)
, so θ(x|τ) = x +

2πi∂τ log η(τ)x3 + O(x5), hence

g(0, x|τ) =
(

θ′

θ

)′
(x|τ)+

1
x2

= 4πi∂τ log η(τ)+O(x) = −(π2/3)E2(τ)+O(x),
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since E2(τ) = 24
2πi∂τ log η(τ). We have g(0, x|τ) = g(0, 0|τ)− ϕ(x|τ), so

g(0, x|τ) = −
∑
k≥0

a2kx
2kE2k+2(τ),

where a0 = π2/3. Then

Δ̄(z|τ) = − 1
2πi

(
Δ0 +

∑
k≥0

a2kE2k+2(τ)
(
δ2k +

∑
i,j|i<j

(ad x̄i)2k(t̄ij)
))

+ o(1)

for zij ! 1 and any τ ∈ H. Since we have an expansion E2k(τ) = 1 +∑
l>0 akle

2πilτ as τ → i∞, then using Proposition 85 with un = zn1, un−1 =
zn−1,1/zn1,. . . , u2 = z21/z31, and u1 = q = e2πiτ , there is a unique solution
F (n)(z|τ) with the expansion

F (n)(z|τ)  z t̄12
21 z t̄13+t̄23

31 . . . z
t̄1n+...+t̄n−1,n

n1

× exp
(
− τ

2πi

(
Δ0 +

∑
k≥0

a2k

(
δ2k +

∑
i<j

(ad x̄i)2k(t̄ij)
)))

in the region z21 ! z31 ! · · · ! zn1 ! 1, τ → i∞, (z, τ) ∈ Dn (here
zij = zi − zj); here the sign  means that any of the ratios of both sides has
the form 1 +

∑
k>0

∑
i,a1,...,an

ri,a1,...,an

k (u1, . . . , un), where the second sum is
finite with ai ≥ 0, i ∈ {1, . . . , n}, ri,a1,...,an

k (u1, . . . , un) has degree k, and is
O(ui(log u1)a1 · · · (log un)an).

4.2 Presentation of Γ1,[n]

According to [Bir69b], Γ1,[n] = {B1,n � S̃L2(Z)}/Z, where S̃L2(Z) is a

central extension 1 → Z → S̃L2(Z) → SL2(Z) → 1; the action α :

S̃L2(Z) → Aut(B1,n) is such that for Z the central element 1 ∈ Z ⊂ S̃L2(Z),
αZ(x) = Z ′x(Z ′)−1, where Z ′ is the image of a generator of the center of
PBn (the pure braid group of n points on the plane) under the natural mor-
phism PBn → B1,n; B1,n � S̃L2(Z) is then B1,n × S̃L2(Z) with the product
(p,A)(p′, A′) = (pαA(p′), AA′); this semidirect product is then factored by its
central subgroup (isomorphic to Z) generated by ((Z ′)−1, Z).

The group Γ1,[n] is presented explicitly as follows. Generators are σi (i =
1, . . . , n − 1), Ai, Bi (i = 1, . . . , n), Cjk (1 ≤ j < k ≤ n), Θ and Ψ , and
relations are

σiσi+1σi = σi+1σiσi+1 (i = 1, . . . , n− 2), σiσj = σjσi (1 ≤ i < j ≤ n),
σ−1
i Xiσ

−1
i = Xi+1, σiYiσi = Yi+1 (i = 1, . . . , n− 1),

(σi, Xj) = (σi, Yj) = 1 (i ∈ {1, . . . , n− 1}, j ∈ {1, . . . , n}, j �= i, i + 1),
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σ2
i = Ci,i+1Ci+1,i+2C

−1
i,i+2 (i = 1, . . . , n− 1),

(Ai, Aj) = (Bi, Bj) = 1(any i, j), A1 = B1 = 1,(
Bk, AkA

−1
j

)
=
(
BkB

−1
j , Ak

)
= Cjk (1 ≤ j < k ≤ n),

(Ai, Cjk) = (Bi, Cjk) = 1 (1 ≤ i ≤ j < k ≤ n),
ΘAiΘ

−1 = B−1
i , ΘBiΘ

−1 = BiAiB
−1
i ,

ΨAiΨ
−1 = Ai, ΨBiΨ

−1 = BiAi, (Θ, σi) = (Ψ, σi) = 1,
(Ψ,Θ2) = 1, (ΘΨ)3 = Θ4 = C12 · · ·Cn−1,n.

Here Xi = AiA
−1
i+1, Yi = BiB

−1
i+1 for i = 1, . . . , n (with the convention

An+1 = Bn+1 = Ci,n+1 = 1). The relations imply

Cjk = σj,j+1,··· ,k · · ·σj+n−k,j+n−k+1,...,nσj,j+1,...,n−k+j+1 · · ·σk−1,k,...,n,

where σi,i+1,...,j = σj−1 · · ·σi. Observe that C12, . . . , Cn−1,n commute with
each other.

The group S̃L2(Z) is presented by generators Θ,Ψ , and Z, and relations Z

is central, Θ4 = (ΘΨ)3 = Z and (Ψ,Θ2) = 1. The morphism S̃L2(Z) → SL2(Z)
is Θ �→ (( 0 1

−1 0

))
, Ψ �→ (( 1 1

0 1

))
, and the morphism Γ1,[n] → SL2(Z) is given

by the same formulas and Ai, Bi, σi �→ 1.
The elliptic braid group B1,n is the kernel of Γ1,[n] → SL2(Z); it has the

same presentation as Γ1,[n], except for the omission of the generators Θ,Ψ
and the relations involving them. The “pure” mapping class group Γ1,n is the
kernel of Γ1,[n] → Sn, Ai, Bi, Cjk �→ 1, σi �→ σi; it has the same presentation
as Γ1,[n], except for the omission of the σi. Finally, recall that PB1,n is the
kernel of Γ1,[n] → SL2(Z) × Sn.

Remark 16. The extended mapping class group Γ̃1,n of classes of not neces-
sarily orientation-preserving self-homeomorphisms of a surface of type (1, n)
fits in a split exact sequence 1 → Γ1,n → Γ̃1,n → Z/2Z → 1; it may be
viewed as

{
PB1,n � G̃L2(Z)

}
/Z; it has the same presentation as Γ1,n with

the additional generator Σ subject to

Σ2 = 1, ΣΘΣ−1 = Θ−1, ΣΨΣ−1 = Ψ−1,

ΣAiΣ
−1 = A−1

i , ΣBiΣ
−1 = AiBiA

−1
i .

4.3 The monodromy morphisms γn : Γ1,[n] → Gn � Sn

Let F (z|τ) be a solution of the elliptic KZB system defined on Dn.
Recall that Dn = {(z, τ) ∈ C

n × H|zi = ai + biτ, ai, bi ∈ R, a1 < a2 <
· · · < an < a1 + 1, b1 < b2 < · · · < bn < b1 + 1}. The domains Hn :=
{(z, τ) ∈ C

n × H|zi = ai + biτ, ai, bi ∈ R, a1 < a2 < · · · < an < a1 + 1} and
Dn := {(z, τ) ∈ C

n×H|zi = ai+biτ, ai, bi ∈ R, b1 < b2 < · · · < bn < b1+1} are
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also simply connected and invariant, and we denote by FH(z|τ) and FV (z|τ)
the prolongations of F (z|τ) to these domains.

Then (z, τ) �→ FH
(
z +
∑n

j=1 δi|τ
)

and (z, τ) �→ e2πi(x̄i+···+x̄n)FV (z+

τ
(∑n

j=1 δi

)
|τ
)

are solutions of the elliptic KZB system on Hn and Dn re-

spectively. We define AF
i , BF

i ∈ Gn by

FH
(
z +

n∑
j=1

δi|τ
)

= FH(z|τ)AF
i ,

e2πi(x̄i+···+x̄n)FV
(
z + τ

( n∑
j=1

δi

)
|τ
)

= FV (z|τ)BF
i .

The action of T−1 =
((

0 1
−1 0

))
is (z, τ) �→ (−z/τ,−1/τ); this trans-

formation takes Hn to Vn. Then (z, τ) �→ cT−1(z|τ)−1FV (−z/τ | − 1/τ) is
a solution of the elliptic KZB system on Hn (recall that cT−1(z|τ)−1 =
e2πi(−

∑
i zix̄i+τX)(−τ)d = (−τ)de(2πi/τ)(

∑
i zix̄i+X)). We define ΘF by

cT−1(z|τ)−1FV (−z/τ | − 1/τ) = FH(z|τ)ΘF .

The action of S =
((

1 1
0 1

))
is (z, τ) �→ (z, τ +1). This transformation takes

Hn to itself. Since cS(z|τ) = 1, the function (z, τ) �→ FH(z, τ +1) is a solution
of the elliptic KZB system on Hn. We define ΨF by

FH(z|τ + 1) = FH(z|τ)ΨF .

Finally, define σF
i by

σiF
(
σ−1
i z|τ) = F (z|τ)σF

i ,

where on the l.h.s. F is extended to the universal cover of (Cn × H)− Diagn

(σi exchanges zi and zi+1, zi+1 passing to the right of zi).

Lemma 17. There is a unique morphism Γ1,[n] → Gn �Sn, taking X to XF ,
where X = Ai, Bi, Θ, or Ψ .

Proof. This follows from the geometric description of generators of Γ1,[n]: if
(z0, τ0) ∈ Dn, then Ai is the class of the projection of the path [0, 1] (
t �→

(
z0 + t

∑n
j=i δj , τ0

)
, Bi is the class of the projection of [0, 1] ( t �→(

z0 + tτ
∑n

j=i δj , τ0

)
, Θ is the class of the projection of any path connecting

(z0, τ0) to (−z0/τ0,−1/τ0) contained in Hn, and Ψ is the class of the projection
of any path connecting (z0, τ0) to (z0, τ0 + 1) contained in Hn. ��

We will denote by γn : Γ1,[n] → Gn � Sn the morphism induced by the
solution F (n)(z|τ).
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4.4 Expression of γn : Γ1,[n] → Gn � Sn using γ1 and γ2

Lemma 18. There exists a unique Lie algebra morphism d→ t̄1,n�d, x �→ [x],
such that [δ2n] = δ2n +

∑
i<j(ad x̄i)2n(t̄ij), [X ] = X, [Δ0] = Δ0, [d] = d.

It induces a group morphism G1 → Gn, also denoted by g �→ [g].

Lemma 19. For each map φ : {1, . . . ,m} → {1, . . . , n}, there exists a Lie
algebra morphism t̄1,n → t̄1,m, x �→ xφ, defined by (x̄i)φ :=

∑
i′∈φ−1(i) x̄i′ ,

(ȳi)φ :=
∑

i′∈φ−1(i) ȳi′ , (t̄ij)φ :=
∑

i′∈φ−1(i),j′∈φ−1(j) t̄i′j′ .

It induces a group morphism exp(̂̄t1,n) → exp(̂̄t1,m), also denoted by
g �→ gφ.

The proofs are immediate. We now recall the definition and properties of
the KZ associator [Dri91].

If k is a field with char(k) = 0, we let tkn be the k-Lie algebra generated
by tij , where i �= j ∈ {1, . . . , n}, with relations

tji = tij , [tij + tik, tjk] = 0, [tij , tkl] = 0

for i, j, k, l distinct (in this section, we set tn := tCn). For each partially de-
fined map {1, . . . ,m} ⊃ Dφ

φ→ {1, . . . , n}, we have a Lie algebra morphism
tn → tm, x �→ xφ, defined by6 (tij)φ :=

∑
i′∈φ−1(i),j′∈φ−1(j) ti′j′ . We also have

morphisms tn → t1,n, tij �→ t̄ij , compatible with the maps x �→ xφ on both
sides.

The KZ associator Φ = Φ(t12, t23) ∈ exp(̂t3) is defined by G0(z) = G1(z)Φ,
where Gi :]0, 1[→ exp(̂t3) are the solutions of G′(z)G(z)−1 = t12/z+t23/(z−1)
with G0(z) ∼ zt12 as z → 0 and G1(z) ∼ (1−z)t23 as z → 1. The KZ associator
satisfies the duality, hexagon, and pentagon equations (37), (38) below (where
λ = 2πi).

Lemma 20. γ2(A2) and γ2(B2) belong to exp(̂̄t1,2) ⊂ G2.

Proof. If F (z|τ) : H2 → G2 is a solution of the KZB equation for n = 2,
then AF

2 = FH(z+ δ2|τ)FH(z|τ)−1 is expressed as the iterated integral, from
z0 ∈ Dn to z0 + δ2, of K̄2(z|τ) ∈ ˆ̄t1,2; hence AF

2 ∈ exp(̂̄t1,2). Since γ2(A2) is a
conjugate of AF

2 , it belongs to exp(̂̄t1,2), since exp(̂̄t1,2) ⊂G2 � S2 is normal.
One proves similarly that γ2(B2) ∈ exp(̂̄t1,2). ��

Set
Φi := Φ1,...,i−1,i,i+1,...,n · · ·Φ1,...,n−2,n−1,n ∈ exp(̂tn).

We denote by x �→ {x} the morphism exp(̂tn) → exp(̂̄t1,n) induced by
tij �→ t̄ij .

6We will also use the notation xI1,...,In for xφ, where Ii = φ−1(i).
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Proposition 21. If n ≥ 2, then

γn(Θ) = [γ1(Θ)]ei π
2
∑

i<j t̄ij , γn(Ψ) = [γ1(Ψ)]ei π
6
∑

i<j t̄ij ,

and if n ≥ 3, then

γn(Ai) = {Φi}−1γ2(A2)1,...,i−1,i,...,n{Φi}, (i = 1, . . . , n),
γn(Bi) = {Φi}−1γ2(B2)1,...,i−1,i,...,n{Φi}, (i = 1, . . . , n),
γn(σi) = {Φ1,...,i−1,i,i+1}−1eiπt̄i,i+1{Φ1,...,i−1,i,i+1}, (i = 1, . . . , n− 1).

Proof. In the region z21 ! z31 ! · · · ! zn1 ! 1, (z, τ) ∈ Dn, we have

F (n)(z|τ)  z t̄12
21 · · · z t̄1n+···+t̄n−1,n

n1 exp

⎛
⎝− a0

2πi

(∫ τ

i

E2 + C

)⎛
⎝∑

i<j

t̄ij

⎞
⎠
⎞
⎠[F (τ)],

where F (τ) = F (1)(z|τ) for any z. Here C is the constant such that
∫ τ

i E2 +
C = τ + o(1) as τ → i∞.

We have F (τ + 1) = F (τ)γ1(Ψ), F (−1/τ) = F (τ)γ1(Θ). Since
∑

i<j t̄ij
commutes with the image of x �→ [x], we get

F (n)(z|τ + 1) = F (n)(z|τ)exp

⎛
⎝− a0

2πi

⎛
⎝∑

i<j

t̄ij

⎞
⎠
⎞
⎠ [γ1(Ψ)],

so

γn(Ψ) = exp

⎛
⎝i

π

6

∑
i<j

t̄ij

⎞
⎠ [γ1(Ψ)].

In the same region,

cT−1(z|τ )−1F (n)V

(
−z

τ
| − 1

τ

)

� (−τ )de
2πi
τ

(
∑

i zix̄i+X)(−z21/τ )t̄12 · · · (−zn1/τ )t̄1n+···+t̄n−1,n

exp

(
− a0

2πi

(∫ −1/τ

i

E2 + C

)(∑
i<j

t̄ij

))
[F (−1/τ )].

Now E2(−1/τ) = τ2E2(τ) + (6i/π)τ , so

∫ −1/τ

i

E2 −
∫ τ

i

E2 = (6i/π)[log(−1/τ)− log i]

(where log(reiθ) = log r + iθ for θ ∈]− π, π[).
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It follows that

cT−1 (z|τ )−1F (n)V

(
−z

τ
| − 1

τ

)
� e2πi(

∑
i zix̄i)zt̄12

21 · · · z
t̄1n+···+t̄n−1,n

n1

exp

(
− a0

2πi

(∫ τ

i

E2 + C

)(∑
i<j

t̄ij

))

exp

(
− a0

2πi

−6i

π
(log i)

(∑
i<j

t̄ij

))
[(−τ )de(2πi/τ)XF (−1/τ )]

� zt̄12
21 · · · z

t̄1n+···+t̄n−1,n

n1 exp

(
− a0

2πi

(∫ τ

i

E2 + C

)(∑
i<j

t̄ij

))

[F (τ )γ1(Θ)]exp

(
iπ

2

∑
i<j

t̄ij

)

� F (n)H(z|τ )[γ1(Θ)]exp

(
iπ

2

∑
i<j

t̄ij

)

(the second  follows from
∑

i zix̄i =
∑

i>1 zi1x̄i and zi1 → 0), so

γn(Θ) = [γ1(Θ)]exp

⎛
⎝i

π

2

∑
i<j

t̄ij

⎞
⎠ .

Let Gi(z|τ) be the solution of the elliptic KZB system such that

Gi(z|τ)  z t̄12
21 · · · z t̄12+···+t̄1,i−1

i−1,1 z
t̄i,n+···+t̄n−1,n

n,i · · · z t̄n−1,n

n,n−1

× exp
(
− τ

2πi

(
Δ0 +

∑
n≥0

a2n

(
δ2n +

∑
i<j

(ad x̄i)2n(t̄ij)
)))

when z21 ! · · · ! zi−1,1 ! 1, zn,n−1 ! · · · ! zn,i ! 1, τ → i∞, and
(z, τ) ∈ Dn. Then Gi

(
z +
∑n

j=i δi|τ
)

= Gi(z|τ)γ2(A2)1,...,i−1,i,...,n, because

in the domain considered, K̄i(z|τ) is close to K̄2(z1, zn|τ)1,...,i−1,i,...,n (where
K̄2(· · · ) corresponds to the 2-point system); on the other hand, F (z|τ) =
Gi(z|τ){Φi}, which implies the formula for γn(Ai). The formula for γn(Bi) is
proved in the same way. The behavior of F (n)(z|τ) for z21 ! · · · ! zn1 ! 1
is similar to that of a solution of the KZ equations, which implies the formula
for γn(σi). ��
Remark 22. One checks that the composition SL2(Z)  Γ1,1 → G1 →
SL2(C) is a conjugation of the canonical inclusion. It follows that the com-
position S̃L2(Z) ⊂ Γ1,n → G1 → SL2(C) is a conjugation of the canonical
projection for any n ≥ 1.

Let us set Ã := γ2(A2), B̃ := γ2(B2). The image of A2A
−1
3 = σ−1

1 A−1
2 σ−1

1

by γ3 yields
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Ã12,3 = eiπt̄12{Φ}3,1,2Ã2,13{Φ}2,1,3eiπt̄12 · {Φ}3,2,1Ã1,23{Φ}1,2,3, (22)

and the image of B2B
−1
3 = σ1B

−1
2 σ1 yields

B̃12,3 = e−iπt̄12{Φ}3,1,2B̃2,13{Φ}2,1,3e−iπt̄12 · {Φ}3,2,1B̃1,23{Φ}1,2,3. (23)

Since (γ3(A2), γ3(A3)) = (γ3(B2), γ3(B3)) = 1, we get

({Φ}3,2,1Ã1,23{Φ}, Ã12,3) = ({Φ}3,2,1B̃1,23{Φ}, B̃12,3) = 1 (24)

(this equation can also be directly derived from (22) and (23) by noting that
the l.h.s. is invariant under x �→ x2,1,3 and commutes with e±iπt̄12). We have
for n = 2, C12 = (B2, A2), so (Ã, B̃) = γ2(C12)−1. Also γ1(Θ)4 = 1, so
γ2(C12) = γ2(Θ)4 = (eiπt̄12/2[γ1(Θ)])4 = e2πit̄12 [γ1(Θ)4] = e2πit̄12 , so

(Ã, B̃) = e−2πit̄12 . (25)

For n = 3, we have γ3(Θ)4 = e2πi(t̄12+t̄13+t̄23) = γ3(C12C23); since
γ3(C12) = (γ3(B2), γ3(A2)) = {Φ}−1(B̃, Ã)1,23{Φ} = {Φ}−1e2πi(t̄12+t̄13){Φ},
we get γ3(C23) = {Φ}−1e2πit̄23{Φ}. The image by γ3 of

(
B3, A3A

−1
2

)
=(

B3B
−1
2 , A3

)
= C23 then gives

(B̃12,3, Ã12,3{Φ}−1(Ã1,23)−1{Φ}) = (B̃12,3{Φ}−1(B̃1,23)−1{Φ}, Ã12,3)
= {Φ}−1e2πit̄23{Φ} (26)

(applying x �→ x∅,1,2, this identity implies (25)).
Let us set Θ̃ := γ1(Θ), Ψ̃ := γ1(Θ). Since γ1, γ2 are group morphisms, we

have
Θ̃4 = (Θ̃Ψ̃)3 = (Θ̃2, Ψ̃) = 1, (27)

[Θ̃]ei π
2 t̄12Ã

(
[Θ̃]ei π

2 t̄12
)−1

= B̃−1, [Θ̃]ei π
2 t̄12B̃

(
[Θ̃]ei π

2 t̄12
)−1

= B̃ÃB̃−1,

(28)

[Ψ̃ ]ei π
6 t̄12Ã

(
[Ψ̃ ]ei π

6 t̄12
)−1

= Ã, [Ψ̃ ]ei π
6 t̄12B̃

(
[Ψ̃ ]ei π

6 t̄12
)−1

= B̃Ã. (29)

We note that, (27) (respectively, (28), (29)) are identities in G1 (respectively,
G2); in (28), (29), x �→ [x] is induced by the map d → d � t̄1,2 defined above.

4.5 Expression of Ψ̃ and of Ã and B̃ in terms of Φ

In this section, we compute Ã and B̃ in terms of the KZ associator Φ. We also
compute Ψ̃ .

Recall the definition of Ψ̃ . The elliptic KZB system for n = 1 is

2πi∂τF (τ) +

⎛
⎝Δ0 +

∑
k≥1

a2kE2k+2(τ)δ2k

⎞
⎠F (τ) = 0.
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The solution F (τ) := F (1)(z|τ) (for any z) is determined by F (τ)  
exp
(
− τ

2πi (Δ0 +
∑

k≥1 a2kδ2k)
)
. Then Ψ̃ is determined by F (τ +1) = F (τ)Ψ̃ .

We have therefore the following:

Lemma 23. Ψ̃ = exp
(
− 1

2πi (Δ0 +
∑

k≥1 a2kδ2k)
)
.

Recall the definition of Ã and B̃. The elliptic KZB system for n = 2 is

∂zF (z|τ) = −
(

θ(z + adx|τ)ad x

θ(z|τ)θ(ad x|τ)

)
(y) · F (z|τ), (30)

2πi∂τF (z|τ) +

⎛
⎝Δ0 +

∑
k≥1

a2kE2k+2(τ)δ2k − g(z, adx|τ)(t)

⎞
⎠ F (z|τ) = 0,

(31)
where z = z21, x = x̄2 = −x̄1, y = ȳ2 = −ȳ1, t = t̄12 = −[x, y].

The solution F (z|τ) := F (2)(z1, z2|τ) is determined by its behavior
F (z|τ)  ztexp

(
− τ

2πi

(
Δ0 +

∑
k≥0 a2k(δ2k + (adx)2k)(t)

))
as z → 0+, τ →

i∞. We then have FH(z + 1|τ) = FH(z|τ)Ã, e2πixFV (z + τ |τ) = FV (z|τ)B̃.

Proposition 24. We have7

Ã = (2π/i)tΦ(ỹ, t)e2πiỹΦ(ỹ, t)−1(i/2π)t

= (2π)ti−3tΦ(−ỹ − t, t)e2πi(ỹ+t)Φ(−ỹ − t, t)−1(2πi)−t,

where ỹ = − ad x
e2πiad x−1

(y).

Proof. Ã = FH(z|τ)−1FH(z + 1|τ), which we will compute in the limit τ →
i∞. For this, we will compute F (z|τ) in the limit τ → i∞. In this limit,
θ(z|τ) = (1/π)sin(πz)[1 + O(e2πiτ )], so the system becomes

∂zF (z|τ) =
(
πcot g(πz)t− πcot g(πadx)ad x(y) + O(e2πiτ )

)
F (z|τ), (32)

2πi∂τF (z|τ) +
(
Δ0 +

∑
k≥1 a2kδ2k +

(
π2

sin2(πad x) − 1
(ad x)2

)

× (t) + O(e2πiτ )
)
F (z|τ) = 0,

where the last equation is

2πi∂τF (z|τ)

+

⎛
⎝Δ0 + a0t +

∑
k≥1

a2k

(
δ2k + (adx)2k(t)

)
+ O(e2πiτ )

⎞
⎠F (z|τ) = 0.

7By convention, if z ∈ C \ R− and x ∈ n, where n is a pronilpotent Lie algebra,
then zx is exp(x log z) ∈ exp(n), where log z is chosen with imaginary part in ]−π, π[.
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We set

Δ := Δ0 +
∑
k≥1

a2kδ2k, so Δ0 + a0t+
∑
k≥1

a2k(δ2k +(adx)2k(t)) = [Δ]+ a0t.

The compatibility of this system implies that [Δ] + a0t commutes with t and
(πadx) cot g(πadx)(y) = iπ(−t−2ỹ), hence with t and ỹ; actually t commutes
with each [δ2k] = δ2k + (adx)2k(t).

Equation (30) can be written ∂zF (z|τ) = (t/z + O(1))F (z|τ). We then
let F0(z|τ) be the solution of (30) in V := {(z, τ)|τ ∈ H, z = a + bτ, a ∈
]0, 1[, b ∈ R} such that F0(z|τ)  zt when z → 0+, for any τ . This means
that the left (equivalently, right) ratio of these quantities has the form
1 +
∑

k>0(degree k)O(z(log z)f(k)) where f(k) ≥ 0.
We now relate F (z|τ) and F0(z|τ). Let F (τ) = F (1)(z|τ) for any z be the

solution of the KZB system for n = 1, such that F (τ)  exp
(− τ

2πiΔ
)

as
τ → i∞ (meaning that the left, or equivalently right, ratio of these quantities
has the form 1 +

∑
k>0(degree k)O(τf(k)e2πiτ ), where f(k) ≥ 0).

Lemma 25. We have F (z|τ) = F0(z|τ)exp
(− a0

2πi

(∫ τ

i E2 + C
)
t
)
[F (τ)],

where C is such that
∫ τ

i E2 + C = τ + O(e2πiτ ).

Proof of Lemma. F (z|τ) = F0(z|τ)X(τ), where X : H → G2 is a map. We
have g(z, adx|τ)(t) = a0E2(τ)t +

∑
k>0 a2kE2k+2(τ)(ad x)2k(t) + O(z) when

z → 0+ and for any τ , so (31) is written as

2πi∂τF (z|τ) +

(
Δ0 + a0E2(τ)t +

∑
k>0

a2kE2k+2(τ)[δ2k] + O(z)

)
F (z|τ) = 0,

where O(z) has degree > 0. Since Δ0, t and the [δ2k] all commute with t, the
ratio F0(z|τ)−1F (z|τ) satisfies

2πi∂τ

(
F−1

0 F (z|τ)
)

+
(
Δ0 + a0E2(τ)t +

∑
k>0

a2kE2k+2(τ)[δ2k ]

+
∑
k>0

(degree k)O(z(logz)h(k))
) (

F−1
0 F (z|τ)

)
= 0

where h(k) ≥ 0. Since F0(z|τ)−1F (z|τ) = X(τ) is in fact independent of z,
we have

2πi∂τ (X(τ)) +

(
Δ0 + a0E2(τ)t +

∑
k>0

a2kE2k+2(τ)[δ2k]

)
(X(τ)) = 0,

which implies that X(τ) = exp
(− a0

2πi

(∫ τ

i E2 + C
)
t
)
[F (τ)]X0, where X0 is a

suitable element in G2. The asymptotic behavior of F (z|τ) as τ → i∞ and
z → 0+ then implies X0 = 1. ��



Universal KZB Equations: The Elliptic Case 205

End of proof of Proposition. We then have F (z|τ) = F0(z|τ)X(τ), where
X(τ)  exp

(− τ
2πi ([Δ] + a0t)

)
as τ → i∞, where this means that the

left ratio (equivalently, the right ratio) of these quantities has the form
1 +
∑

k>0(degree k)O(τx(k)e2πiτ ), where x(k) ≥ 0.
If we set u := e2πiz, then (30) is rewritten as

∂uF̄ (u|τ) = (ỹ/u + t/(u− 1) + O(e2πiτ ))F̄ (u|τ), (33)

where F̄ (u|τ) = F (z|τ).
Let D′ := {u||u| ≤ 1} − [0, 1] be the complement of the unit interval in

the unit disc. Then we have a bijection
{
(z, τ)|τ ∈ iR×+, z = a + τb, a ∈ [0, 1] ,

b ≥ 0} → D′ × iR×+, given by (z, τ) �→ (u, τ) := (e2πiz, τ).
Let F̄a, F̄f be the solutions of (33) in D′×iR+ such that F̄a(u|τ)  ((u−1)/

(2πi))t when u = 1 + i0+ and for any τ , and F̄f (u|τ)  eiπt((1 − u)/(2πi))t

when u = 1− i0+, for any τ .
Then one checks that F0(z|τ) = F̄a(e2πiz|τ), F0(z − 1|τ) = F̄f (e2πiz|τ)

when (z, τ) ∈ {(z, τ)|τ ∈ iR×+, z = a + τb|a ∈ [0, 1], b ≥ 0
}
.

We then define F̄b, . . . , F̄e as the solutions of (33) in D′ × iR×+, such that
F̄b(u|τ)  (1 − u)t as u = 1 − 0+, '(u) > 0 for any τ , F̄c(u|τ)  uỹ as
u → 0+, '(u) > 0 for any τ , F̄d(u|τ)  uỹ as u → 0+, '(u) < 0 for any τ ,
F̄e(u|τ)  (1− u)t as u = 1− 0+, '(u) < 0 for any τ .

Then F̄b = F̄a(−2πi)t, F̄c(−|τ) = F̄b(−|τ)[Φ(ỹ, t) + O(e2πiτ )], F̄d(−|τ) =
F̄c(−|τ)e−2πiỹ, F̄e(−|τ) = F̄d(−|τ)[Φ(ỹ, t)−1 + O(e2πiτ )], F̄f = F̄e(i/2π)t.

So F̄f (−|τ) = F̄a(−|τ)
(
(−2πi)tΦ(ỹ, t)e−2πiỹΦ(ỹ, t)−1(i/2π)t+O(e2πiτ )

)
. It

follows that F0(z + 1|τ) = F0(z|τ)A(τ), where

A(τ) = (−2πi)tΦ(ỹ, t)e2πiỹΦ(ỹ, t)−1(i/2π)t + O(e2πiτ ).

Now

Ã = F (z|τ)−1F (z + 1|τ) = X(τ)−1A(τ)X(τ)

=

(
1 +
∑
k>0

(degree k)O(τx(k)e2πiτ )

)−1

exp
( τ

2πi
([Δ] + a0t)

)

(
(−2πi)tΦ(ỹ, t)e2πiỹΦ(ỹ, t)−1(i/2π)t + O(e2πiτ )

)
exp
(
− τ

2πi
([Δ] + a0t)

)
(

1 +
∑
k>0

(degree k)O(τx(k)e2πiτ )

)
.

As we have seen, [Δ] + a0t commutes with ỹ and t; on the other hand,

exp
( τ

2πi
([Δ] + a0t)

)
O(e2πiτ )exp

(
− τ

2πi
([Δ] + a0t)

)

= exp
(
τad
(

[Δ] + a0t

2πi

))
(O(e2πiτ )) =

∑
k≥0

(degree k)O(τn1(k))e2πiτ ),
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where n1(k) ≥ 0, since [Δ] + a0t is a sum of terms of positive degree and of
Δ0, which is locally ad-nilpotent.

Then

Ã =

(
1 +
∑
k>0

(degree k)O(τx(k)e2πiτ )

)−1

⎛
⎝(−2πi)tΦ(ỹ, t)e2πiỹΦ(ỹ, t)−1(i/2π)t +

∑
k≥0

(degree k)O(τn1(k)e2πiτ )

⎞
⎠

(
1 +
∑
k>0

(degree k)O(τx(k)e2πiτ )

)
.

It follows that

Ã = (−2πi)tΦ(ỹ, t)e2πiỹΦ(ỹ, t)−1(i/2π)t +
∑
k≥0

(degree k)O(τn2(k)e2πiτ),

where n2(k) ≥ 0, which implies the first formula for Ã. The second formula
either follows from the first one by using the hexagon identity, or can be
obtained by repeating the above argument using a path 1 → +∞→ 1, winding
around 1 and ∞. ��
Theorem 26.

B̃ = (2πi)tΦ(−ỹ − t, t)e2πixΦ(ỹ, t)−1(2π/i)−t.

Proof. We first define F0(z|τ) as the solution in V := {a+ bτ |a ∈]0, 1[, b ∈ R}
of (30) such that F0(z|τ) ∼ zt as z → 0+. Then there exists B(τ) such that
e2πixF0(z + τ |τ) = F0(z|τ)B(τ). We compute the asymptotics of B(τ) as
τ → i∞.

We define four asymptotic zones (z is assumed to remain on the segment
[0, τ ], and τ on the line iR+): (1) z ! 1! τ , (2) 1 ! z ! τ , (3) 1 ! τ−z ! τ ,
(4) τ − z ! 1 ! τ .

In the transition (1)–(2), the system takes the form (32), or if we set
u := e2πiz, (33).

In the transition (3)–(4), G(z′|τ) := e2πixF (τ + z′|τ) satisfies (30), so
Ḡ(u′|τ) = e2πixF (τ + z′|τ) satisfies (33), where u′ = e2πiz′

.
We now compute the form of the system in the transition (2)–(3). We first

prove:

Lemma 27. Set u := e2πiz, v := e2πi(τ−z). When 0 < '(z) < '(τ), we have
|u| < 1, |v| < 1. When k ≥ 0, (θ(k)/θ)(z|τ) = (−iπ)k +

∑
s,t≥0,s+t>0 a

(k)
st usvt,

where the sum in the r.h.s. is convergent in the domain |u| < 1, |v| < 1.
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Proof. This is clear if k = 0. Set q = uv = e2πiτ . We have
θ(z|τ) = u1/2

∏
s>0(1− qsu)

∏
s≥0(1− qsu−1) · (2πi)−1

∏
s>0(1− qs)−2, so

(θ′/θ)(z|τ) = iπ − 2πi
∑
s>0

qsu/(1− qsu) + 2πi
∑
s≥0

qsu−1/(1− qsu−1)

= −iπ − 2πi
∑
s≥0

us+1vs

1− us+1vs
+ 2πi

∑
s≥0

usvs+1

1− usvs+1

= −iπ +
∑

s+t>0

astu
svt,

where ast = 2πi if (s, t) = k(r, r + 1), k > 0, r ≥ 0, and ast = −2πi if
(s, t) = k(r + 1, r), k > 0, r ≥ 0. One checks that this series is convergent in
the domain |u| < 1, |v| < 1. This proves the lemma for k = 1.

We then prove the remaining cases by induction, using

θ(k+1)

θ
(z|τ) =

θ(k)

θ
(z|τ)

θ′

θ
(z|τ) +

∂

∂z

θ(k)

θ
(z|τ). ��

Using the expansion

θ(z + x|τ)x
θ(z|τ)θ(x|τ)

=
x

θ(x|τ)

∑
k≥0

(θ(k)/θ)(z|τ)
xk

k!

=
πx

sin(πx)

(
1 +
∑
n>0

qnPn(x)

)⎛
⎝∑

k≥0

(
(−iπ)k +

∑
s+t>0

a
(k)
st usvt

)
xk

k!

⎞
⎠

=
πx

sin(πx)
e−iπx +

∑
s+t>0

ast(x)usvt =
2iπx

e2iπx − 1
+
∑

s+t>0

ast(x)usvt,

the form of the system in the transition (2)–(3) is

∂zF (z|τ) =

⎛
⎝− 2iπadx

e2iπad x − 1
(y) +

∑
s,t|s+t>0

astu
svt

⎞
⎠F (z|τ)

=

⎛
⎝2iπỹ +

∑
s,t|s+t>0

astu
svt

⎞
⎠F (z|τ), (34)

where each homogeneous part of
∑

s,t astu
svt converges for |u| < 1, |v| < 1.

Lemma 28. There exists a solution Fc(z|τ) of (34) defined for 0 < '(z) <
'(τ) such that

Fc(z|τ) = uỹ(1 +
∑
k>0

∑
s≤s(k)

log(u)sfks(u, v))
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(log u = iπz, uỹ = e2πizỹ), where fks(u, v) is an analytic function taking
its values in the homogeneous part of the algebra of degree k, convergent for
|u| < 1 and |v| < 1, and vanishing at (0, 0). This function is uniquely defined
up to right multiplication by an analytic function of the form 1 +

∑
k>0 ak(q)

(recall that q = uv), where ak(q) is an analytic function on {q||q| < 1},
vanishing at q = 0, with values in the degree k part of the algebra.

Proof of Lemma. We set G(z|τ) := u−ỹF (z|τ), so G(z|τ) should satisfy

∂zG(z|τ) = exp(−ad(ỹ)log u)

{ ∑
s+t>0

astu
svt

}
G(z|τ),

which has the general form

∂zG(z|τ) =
(∑

k>0

∑
s≤a(k)

log(u)saks(u, v)
)
G(z|τ),

where aks(u, v) is analytic in |u| < 1, |v| < 1 and vanishes at (0, 0). We show
that this system admits a solution of the form

1 +
∑
k>0

∑
s≤s(k)

log(u)sfks(u, v),

with fks(u, v) analytic in |u| < 1, |v| < 1, in the degree k part of the algebra,
vanishing at (0, 0) for s �= 0. For this, we solve inductively (in k) the system
of equations

∂z

(∑
s

(logu)sfks(u, v)

)
=

∑
s′,s′′,k′,k′′|k′+k′′=k

(logu)s
′+s′′ak′s′(u, v)fk′′s′′ (u, v).

(35)
Let O be the ring of analytic functions on {(u, v)||u| < 1, |v| < 1} (with
values in a finite-dimensional vector space) and let m ⊂ O be the subset of
functions vanishing at (0, 0). We have an injection O[X ]→ {analytic functions
in (u, v), |u| < 1, |v| < 1, u /∈ R−}, given by f(u, v)Xk �→ (logu)kf(u, v). The
endomorphism ∂

∂z = 2πi
(
u ∂

∂u − v ∂
∂v

)
then corresponds to the endomorphism

of O[X ] given by 2πi
(

∂
∂X + u ∂

∂u − v ∂
∂v

)
. It is surjective, and restricts to a

surjective endomorphism of m[X ]. The latter surjectivity implies that equation
(35) can be solved.

Let us show that the solution G(z|τ) is unique up to right multiplica-
tion by functions of q as in the lemma. The ratio of two solutions is of the
form 1 +

∑
k>0

∑
s≤s(k) log(u)sfks(u, v) and is killed by ∂z. Now the kernel of

the endomorphism of m[X ] given by 2πi
(

∂
∂X + u ∂

∂u − v ∂
∂v

)
is m∗(m1), where
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m∗(m1) ⊂ m is the set of all functions of the form a(uv), where a is an analytic
function on {q||q| < 1} vanishing at 0. This implies that the ratio of two so-
lutions is as above. ��

End of proof of Theorem. Similarly, there exists a solution Fd(z|τ) of (34)
defined in the same domain, such that

Fd(z|τ) = v−ỹ

⎛
⎝1 +

∑
k>0

∑
s≤t(k)

log(v)tgks(u, v)

⎞
⎠ ,

where bks(u, v) is as above (and log v = iπ(τ − z), v−ỹ = exp(2πi(z − τ)ỹ)).
The solution Fd(z|τ) is defined up to right multiplication by a function of q
as above.

We now study the ratio Fc(z|τ)−1Fd(z|τ). This is a function of τ only, and
it has the form

q−ỹ
(
1 +
∑
k>0

∑
s≤s(k),t≤t(k)

(log u)s(logv)takst(u, v)
)
,

where akst(u, v) ∈ m (as v−ỹ(1 +
∑

k>0

∑
s≤s(k)(logu)scks(u, v))vỹ has the

form 1 +
∑

k>0

∑
s,t≤t(k) (log u)s(log v)tdks(u, v), where dks(u, v) ∈ m if

cks(u, v) ∈ m). Set log q := log u+log v = 2πiτ , then this ratio can be rewritten
q−ỹ{1 +

∑
k>0

∑
s≤s(k),t≤t(k)(log u)s(log q)tbkst(u, v)}, where bkst(u, v) ∈ m,

and since the product of this ratio with qỹ is killed by ∂z (which identifies
with the endomorphism 2πi

(
∂

∂X + u ∂
∂u − v ∂

∂v

)
of O[X ]), the ratio is in fact

of the form

F−1
c Fd(z|τ) = qỹ

⎛
⎝1 +

∑
k>0

∑
s≤s(k)

(log q)saks(q)

⎞
⎠ ,

where aks is analytic in {q||q| < 1}, vanishing at q = 0.
It follows that

F−1
c Fd(z|τ) = e−2πiτ ỹ

(
1 +
∑
k>0

(degree k)O(τke−2πiτ )

)
. (36)

In addition to Fc and Fd, which have prescribed behaviors in zones (2) and
(3), we define solutions of (30) in V by prescribing behaviors in the remaining
asymptotic zones: Fa(z|τ)  zt as z → 0+ for any τ ; Fb(z|τ)  (2πz/i)t as
z → i0+ for any τ (in particular in zone (1)); e2πixFe(z|τ)  (2π(τ − z)/i)t as
z = τ − i0+ for any τ ; e2πixFf (z|τ)  (z − τ)t when z = τ + 0+ for any τ (in
particular in zone (4)).

Then F0(z|τ) = Fa(z|τ), and e−2πixF0(z − τ |τ) = Ff (z|τ). We have Fb =
Fa(2π/i)t, Ff = Fe(2πi)−t.
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Let us now compute the ratio between Fb and Fc. Recall that u = e2πiz,
v = e2πi(τ−z). Set F̄ (u, v) := F (z|τ). Using the expansion of θ(z|τ), one shows
that (30) has the form

∂uF̄ (u, v) =
(

A(u, v)
u

+
B(u, v)
u− 1

)
F̄ (u, v),

where A(u, v) is holomorphic in the region |v| < 1/2, |u| < 2, and A(u, 0) = ỹ,
B(u, 0) = t. We have F̄b(u, v) = (1− u)t(1 +

∑
k

∑
s≤s(k) log(1− u)kbks(u, v))

and F̄b(u, v) = ut̃(1+
∑

k

∑
s≤s(k) log(u)kaks(u, v)), with aks, bks analytic, and

aks(0, v) = bks(1, v) = 0. The ratio F̄−1
b F̄c is an analytic function of q only,

which coincides with Φ(ỹ, t) for q = 0, so it has the form Φ(ỹ, t)+
∑

k>0 ak(q),
where ak(q) has degree k, is analytic in a neighborhood of q = 0, and vanishes
at q = 0. Therefore

Fc(z|τ) = Fb(z|τ)
(
Φ(ỹ, t) + O(e2πiτ )

)
.

In the same way, one proves that

Fe(z|τ) = Fd

(
e−2πixΦ(−ỹ − t, t)−1 + O(e2πiτ )

)
.

Let us set Ḡd(u′, v′) := e2πixFd(τ +z′|τ), Ḡe(u′, v′) := e2πixFe(τ +z′|τ), where
u′ = e2πi(τ+z′), v′ = e−2πiz′

, then Ḡd(u′, v′)  (v′)−ỹ−te2πix as (u′, v′) →
(0+, 0+) and Ḡe(u′, v′)  (1− v′)t as v′ → 1− for any u′, and both Ḡd and Ḡe

are solutions of ∂v′Ḡ(u′, v′) = [−(ỹ+t)/v′+t/(v′−1)+O(u′)]Ḡ(v′). Therefore
Ḡd = Ḡe[Φ(−ỹ − t, t)e2πix + O(u′)].

Combining these results, we get the following:

Lemma 29.

B(τ)  (2πi)tΦ(−ỹ − t, t)e2πixe2iπτỹΦ(ỹ, t)−1(2π/i)−t,

in the sense that the left (equivalently, right) ratio of these quantities has the
form 1 +

∑
k>0(degree k)O(τn(k)e2πiτ ) for n(k) ≥ 0.

Recall that we have proved:

F (z|τ) = F0(z|τ) exp
(
− a0

2πi

(∫ τ

i

E2 + C

)
t

)
[F (τ)],

where C is such that
∫ τ

i
E2 + C = τ + O(e2πiτ ).

Set X(τ) := exp
(− a0

2πi

(∫ τ

i
E2 + C

)
t
)
[F (τ)]. As τ → i∞,

X(τ) = exp
(
− τ

2πi
([Δ] + a0t)

)(
1 +
∑
k>0

(degree k)O(τf(k)e2πiτ )

)
.



Universal KZB Equations: The Elliptic Case 211

Then

B̃ = F (z|τ)−1e2πixF (z + τ |τ) = X(τ)−1B(τ)X(τ)

= Ad

⎛
⎝
(

1 +
∑
k>0

(degree k)O(τf(k)e2πiτ)

)−1

exp
( τ

2πi
([Δ] + a0t)

)⎞⎠

×
((

(2πi)tΦ(−ỹ − t, t)e2πixe2πiτ ỹΦ(ỹ, t)−1(2π/i)−t
)

×(1 +
∑
k>0

(degree k)O(τn(k)e2πiτ )
))

,

where Ad(u)(x) = uxu−1.
Now, [Δ] + a0t commutes with ỹ and t; assume for a moment that

Ad
(
exp
( τ

2πi
([Δ] + a0t)

))
(e2πixe2πiτ ỹ) = e2πix

(Lemma 30 below), then

Ad
(
exp
( τ

2πi
([Δ] + a0t)

))(
(2πi)tΦ(−ỹ − t, t)e2πixe2πiτ ỹΦ(ỹ, t)−1(2π/i)−t

)

= (2πi)tΦ(−ỹ − t, t)e2πixΦ(ỹ, t)−1(2π/i)−t.

On the other hand, Ad
(
exp
(

τ
2πi([Δ] + a0t)

))
(1 +

∑
k>0(degree k)O(τn(k)

e2πiτ )) has the form 1 +
∑

k>0(degree k)O(τn′(k)e2πiτ ), where n′(k) ≥ 0. It
follows that

B̃ = Ad
(
1 +
∑
k>0

(degree k)O(τf(k)e2πiτ )
)

×
((

(2πi)tΦ(−ỹ − t, t)e2πixΦ(ỹ, t)−1(2π/i)−t
)

×
(

1 +
∑
k>0

(degree k)O(τn′(k)e2πiτ )

))
;

now

Ad
(
(2πi)tΦ(−ỹ − t, t)e2πixΦ(ỹ, t)−1(2π/i)−t

)−1

×
(

1 +
∑
k>0

(degree k)O(τf(k)e2πiτ )

)

= 1 +
∑
k>0

(degree k)O(τf(k)e2πiτ ),
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so

B̃ =
(
(2πi)tΦ(−ỹ − t, t)e2πixΦ(ỹ, t)−1(2π/i)−t

)

×
(

1 +
∑
k>0

(degree k)O(τf(k)e2πiτ )

)

×
(

1 +
∑
k>0

(degree k)O(τn′(k)e2πiτ )

)

=
(
(2πi)tΦ(−ỹ − t, t)e2πixΦ(ỹ, t)−1(2π/i)−t

)

×
(

1 +
∑
k>0

(degree k)O(τn′′(k)e2πiτ )

)

for n′′(k) ≥ 0. Since B̃ is constant w.r.t. τ , this implies

B̃ = (2πi)tΦ(−ỹ − t, t)e2πixΦ(ỹ, t)−1(2π/i)−t,

as claimed.
We now prove the conjugation used above.

Lemma 30. For any τ ∈ C, we have

e
τ

2πi ([Δ]+a0t)e2πixe−
τ

2πi ([Δ]+a0t)e2iπτỹ = e2πix.

Proof. We have [Δ] + a0t = Δ0 +
∑

k≥0 a2k(δ2k + (adx)2k(t)) (where δ0 = 0),
so [[Δ] + a0t, x] = y −∑k≥0 a2k(adx)2k+1(t). Recall that

∑
k≥0

a2ku
2k =

π2

sin2(πu)
− 1

u2
,

then [[Δ] + a0t, x] = y − (adx)
(

π2

sin2(πad x)
− 1

(ad x)2

)
(t). So

e−2πix

(
1

2πi
([Δ] + a0t)

)
e2πix

=
1

2πi
([Δ] + a0t) +

e−2πiad x − 1
adx

([
x,

1
2πi

([Δ] + a0t)
])

=
1

2πi
([Δ] + a0t)− 1

2πi
e−2πiadx − 1

adx(
y − (adx)

(
π2

sin2(πadx)
− 1

(adx)2

)
(t)
)

.
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We have

− 1
2πi

e−2πiad x − 1
adx

(
y − (adx)

(
π2

sin2(πadx)
− 1

(adx)2

)
(t)
)

= −2πiỹ;

therefore we get

e−2πix

(
1

2πi
([Δ] + a0t)

)
e2πix =

1
2πi

([Δ] + a0t)− 2πiỹ.

Multiplying by τ , taking the exponential, and using the fact that [Δ] + a0t
commutes with ỹ, we get

e−2πixe
τ

2πi ([Δ]+a0t)e2πix = e
τ

2πi ([Δ]+a0t)e−2πiτ ỹ,

which proves the lemma. ��
This ends the proof of Theorem 26.

5 Construction of morphisms Γ1,[n] → Gn � Sn

In this section, we fix a field k of characteristic zero. We denote the algebras
t̄k1,n, tkn simply by t̄1,n, tn. The above group Gn is the set of C-points of a
group scheme defined over Q, and we now again denote by Gn the set of its
k-points.

5.1 Construction of morphisms Γ1,[n] → Gn � Sn from a 5-tuple
(Φλ, Ã, B̃, Θ̃, Ψ̃)

Let Φλ be a λ-associator defined over k. This means that Φλ ∈ exp(̂t3) (the
Lie algebras are now over k),

Φ3,2,1
λ = Φ−1

λ , Φ2,3,4
λ Φ1,23,4

λ Φ1,2,3
λ = Φ1,2,34

λ Φ12,3,4
λ , (37)

eλt31/2Φ2,3,1
λ eλt23/2Φλe

λt12/2Φ3,1,2
λ = eλ(t12+t23+t13)/2. (38)

For example, the KZ associator is a 2πi-associator over C.

Proposition 31. If Θ̃, Ψ̃ ∈ G1 and Ã, B̃ ∈ exp(̂̄t1,2) satisfy the “Γ1,1 iden-
tities” (27), the “Γ1,2 identities” (28), (29), and the “Γ1,[3] identities” (23),
(22), (26) (with 2πi replaced by λ), as well as Ã∅,1 = Ã1,∅ = B̃∅,1 = B̃1,∅ = 1,
then one defines a morphism Γ1,[n] → Gn � Sn by

Θ �→ [Θ̃]ei π
2
∑

i<j t̄ij ,

Ψ �→ [Ψ̃ ]ei π
6
∑

i<j t̄ij ,
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σi �→
{
Φ1...i−1,i,i+1

λ

}−1

eλt̄i,i+1/2(i, i + 1)
{
Φ1...i−1,i,i+1

λ

}
,

Cjk �→
{
Φ−1

λ,jΦ
j,j+1,...,n
λ . . .

Φj...,k−1,...,n
λ (eλt12)j...k−1,k...n

×
(
Φj,j+1,...,n

λ . . . Φj...,k−1,...,n
λ

)−1

Φλ,j

}
,

Ai �→ {Φλ,i}−1Ã1...i−1,i...n{Φλ,i},
Bi �→ {Φλ,i}−1B̃1...i−1,i...n{Φλ,i},

where Φλ,i = Φ1...i−1,i,i+1...n
λ . . . Φ1...n−2,n−1,n

λ .

According to Section 4.4, the representations γn are obtained by the pro-
cedure described in this proposition from the KZ associator, Θ̃, Ψ̃ arising from
γ1, and Ã, B̃ arising from γ2.

Note also that the analogue of (22) is equivalent to the pair of equations

eλt̄12/2Ã2,1eλt̄12/2Ã = 1,
(eλt̄12/2Ã)3,12Φ3,1,2

λ (eλt̄12/2Ã)2,31Φ2,3,1
λ (eλt̄12/2Ã)1,23Φ1,2,3

λ = 1,

and similarly, (23) is equivalent to the same equations, with Ã, λ replaced by
B̃,−λ.

Remark 32. One can prove that if Φλ satisfies only the pentagon equation
and Θ̃, Ψ̃ , Ã, B̃ satisfy the the “Γ1,1 identities” (27), the “Γ1,2 identities” (28),
(29), and the “Γ1,3 identities” (24), (26), then the above formulas (remov-
ing σi) define a morphism Γ1,n → Gn. In the same way, if Φλ satisfies
all the associator conditions and Ã, B̃ satisfy the Γ1,[3] identities (22), (23),
(26), then the above formulas (removing Θ,Ψ) define a morphism B1,n →
exp(̂̄t1,n) � Sn.

Proof. Let us prove that the identity (Ai, Aj) = 1 (i < j) is preserved. Ap-
plying x �→ x1,...,i−1,i···j−1,j···n to the first identity of (24), we get

(
Ã1...i−1,i...n, Φ1...,i...j−1,...n

λ Ã1...j−1,j...n
(
Φ−1

λ

)1...,i...j−1,...n
)

= 1.

The pentagon identity implies

Φ1...,i,...n
λ · · ·Φ1...,j−1,...n

λ (39)

=
(
Φi,i+1,...n

λ · · ·Φi...,j−1,...,n
λ

)
Φ1...,i...j−1,...n

λ

(
Φ1...,i,...j−1

λ . . . Φ1...,j−2,j−1
λ

)
,

so the above identity is rewritten

(
Φi,i+1,...n

λ · · ·Φi...,j−1,...,n
λ Ã1...i−1,i...n

(
Φi,i+1,...n

λ · · ·Φi...,j−1,...,n
λ

)−1

,
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Φ1...,i,...n
λ · · ·Φ1...,j−1,...n

λ

(
Φ1...,i,...j−1

λ · · ·Φ1...,j−2,...j−1
λ

)−1

Ã1...j−1,j...n

Φ1...,i,...j−1
λ · · ·Φ1...,j−2,...j−1

λ

(
Φ1...,i,...n

λ · · ·Φ1...,j−1,...n
λ

)−1 )
= 1.

Now Φi,i+1,...n
λ , . . . , Φi...,j−1,...,n

λ commute with Ã1...i−1,i...n, and Φ1...,i,...j−1
λ ,

. . . , Φ1...,j−2,...j−1
λ commute with Φ1...,i,...j−1

λ . . . Φ1...,j−2,...j−1
λ , which implies

(
Ã1...i−1,i...n, Φ1...,i,...n

λ . . .

Φ1...,j−1,...n
λ Ã1...j−1,j...n

(
Φ1...,i,...n

λ . . . Φ1...,j−1,...n
λ

)−1
)

= 1,

so that (Ai, Aj) = 1 is preserved. In the same way, one shows that (Bi, Bj) = 1
is preserved.

Let us show that
(
Bk, AkA

−1
j

)
= Cjk is preserved (if j ≤ k).

(
Φ−1

λ,kB̃1...k−1,k...nΦλ,k, Φ−1
λ,kÃ1...k−1,k...nΦλ,kΦ−1

λ,j(Ã
1...j−1,j...n)−1Φλ,j

)

= Φ−1
λ,j

( (
Φ1...,j,...n

λ · · ·Φ1...,k−1,...n
λ

)
B̃1...k−1,k...n

(
Φ1...,j,...n

λ · · ·Φ1...,k−1,...n
λ

)−1

,

(
Φ1...,j,...n

λ · · ·Φ1...,k−1,...n
λ

)
Ã1...k−1,k...n

(
Φ1...,j,...n

λ · · ·Φ1...,k−1,...n
λ

)−1

(Ã1...j−1,j...n)−1
)
Φλ,j

= Φ−1
λ,j

(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ Φ1...,j...k−1,...n

λ B̃1...k−1,k...n

(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ Φ1...,j...k−1,...n

λ

)−1

, Φj,j+1,...n
λ · · ·Φj...,k−1,...n

λ

Φ1...,j...k−1,...n
λ Ã1...k−1,k...n

(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ Φ1...,j...k−1,...n

λ

)−1

(Ã1...j−1,j...n)−1)Φλ,j

= Φ−1
λ,jΦ

j,j+1,...n
λ · · ·Φj...,k−1,...n

λ

(
Φ1...,j...k−1,...n

λ B̃1...k−1,k...n
(
Φ1...,j...k−1,...n

λ

)−1

,

Φ1...,j...k−1,...n
λ Ã1...k−1,k...n

(
Φ1...,j...k−1,...n

λ

)−1

(Ã1...j−1,j...n)−1)
(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

)−1

Φλ,j

= Φ−1
λ,jΦ

j,j+1,...n
λ · · ·Φj...,k−1,...n

λ

{
Φ
(
B̃12,3, Ã12,3Φ−1

λ (Ã1,23)−1Φλ

)
Φ−1

λ

}1...,j...k−1,...n

(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

)−1

Φλ,j

= Φ−1
λ,jΦ

j,j+1,...n
λ · · ·Φj...,k−1,...n

λ (e2πit̄12)j...k−1,k...n
(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

)
−1Φλ,j ,

where the second identity uses (39) and the invariance of Φλ, the third iden-
tity uses the fact that Φj,j+1,...n

λ , . . . , Φj...,k−1,...n
λ commute with Ã1,...,j−1,j...n

(again by the invariance of Φλ), and the last identity uses (26). So(
Bk, AkA

−1
j

)
= Cjk is preserved. One shows similarly that



216 Damien Calaque, Benjamin Enriquez, and Pavel Etingof
(
Φ−1

λ,kB̃
1...k−1,k...nΦλ,kΦ

−1
λ,j(B̃

1...j−1,j...n)−1Φλ,j , Φ
−1
λ,kÃ

1...k−1,k...nΦλ,k

)
= Φ−1

j Φj,j+1,...n · · ·Φj...,k−1,...n(e2πit̄12)j...k−1,k...n

(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

)−1

Φλ,j ,

so that
(
BkB

−1
j , Ak

)
= Cjk is preserved.

Let us show that (Ai, Cjk) = 1 (i ≤ j ≤ k) is preserved. We have
(
Φ−1

λ,iÃ
1...i−1,i...nΦλ,i, Φ

−1
λ,jΦ

j,j+1,...n
λ · · ·Φj...,k−1,...n

λ (e2πit̄12)j...k−1,k...n

(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

)−1

Φλ,j

)

= Φ−1
λ,i

(
Ã1...i−1,i...n, Φ1...,i,...n

λ · · ·Φ1...,j−1,...n
λ Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

(e2πit̄12)j...k−1,k...n
(
Φ1...,i,...n

λ · · ·Φ1...,j−1,...n
λ Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

)−1 )
Φλ,i

= Φ−1
λ,i

(
Ã1...i−1,i...n, Φi,i+1,...n

λ · · ·Φi...,j−1,...n
λ Φ1...,i...j−1,...n

λ Φ1...,i,...j−1
λ · · ·

Φ1...,j−2,j−1
λ Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ (e2πit̄12)j...k−1,k...n

(
Φi,i+1,...n

λ · · ·Φi...,j−1,...n
λ Φ1...,i...j−1,...n

λ Φ1...,i,...j−1
λ · · ·

Φ1...,j−2,j−1
λ Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ

)−1 )
Φλ,i

= Φ−1
λ,i

(
Ã1...i−1,i...n, Φi,i+1,...n

λ · · ·Φi...,j−1,...n
λ Φ1...,i...j−1,...n

λ Φj,j+1,...n
λ · · ·

Φj...,k−1,...n
λ (e2πit̄12)j...k−1,k...n

(
Φi,i+1,...n

λ · · ·Φi...,j−1,...n
λ Φ1...,i...j−1,...n

λ Φj,j+1,...n
λ

· · ·Φj...,k−1,...n
λ

)−1 )
Φλ,i

= Φ−1
λ,iΦ

i,i+1,...n
λ · · ·Φi...,j−1,...n

λ

(
Ã1...i−1,i...n, Φ1...,i...j−1,...n

λ Φj,j+1,...n
λ · · ·Φj...,k−1,...n

λ

(e2πit̄12)j...k−1,k...n
(
Φ1...,i...j−1,...n

λ Φj,j+1,...n
λ · · ·Φj...,k−1,...n

λ

)−1 )
(
Φi,i+1,...n

λ · · ·Φi...,j−1,...n
λ

)−1

Φλ,i

= Φ−1
λ,iΦ

i,i+1,...n
λ · · ·Φi...,j−1,...n

λ

(
Ã1...i−1,i...n, Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ Φ1...,i...j−1,...n

λ

(e2πit̄12)j...k−1,k...n
(
Φj,j+1,...n

λ · · ·Φj...,k−1,...n
λ Φ1...,i...j−1,...n

λ

)−1
)

(
Φi,i+1,...n

λ · · ·Φi...,j−1,...n
λ

)−1

Φλ,i

= 1,

where the second equality follows from the generalized pentagon identity (39),
the third equality follows from the fact that Φ1...,i,...j−1

λ , · · · , Φ1...,j−2,j−1
λ

commute with (e2πit̄12)j...k−1,k...n, Φj,j+1,...n
λ , · · · , Φj...,k−1,...n

λ , the fourth
equality follows from the fact that Φi,i+1,...n

λ , · · · , Φi...,j−1,...n
λ commute with

Ã1...i−1,i...n (since Φλ is invariant), the last equality follows from the fact that
Φ1...,i...j−1,j...n

λ commutes with Φj,j+1,...n
λ , . . . , Φj...,k−1,...n

λ (again as Φλ is in-
variant) and with (e2πit̄12)j...k−1,k...n (since t34 commutes with the image of
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t3 → t4, x �→ x1,2,34). Therefore (Ai, Cjk) = 1 is preserved. One shows sim-
ilarly that (Bi, Cjk) = 1 (i ≤ j ≤ k), Xi+1 = σiXiσi and Yi+1 = σ−1

i Yiσ
−1
i

are preserved.
The fact that the relations ΘAiΘ

−1 = B−1
i , ΘBiΘ

−1 = BiAiB
−1
i ,

ΨAiΨ
−1 = Ai, ΨBiΨ

−1 = BiAi, are preserved follows from the identities
(28), (29) and that if we denote by x �→ [x]n the morphism d → d � t̄1,n
defined above, then (a) Φi commutes with

∑
i,j|i<j t̄ij and with the image of

d → d � t̄1,n, x �→ [x]n; (b) for x ∈ d, y ∈ t̄1,2, we have [[x]n, y1...i−1,i...n] =
[[x]2, y]1...i−1,i...n. Let us prove (a): the first part follows from the fact that
Φ commutes with t12 + t13 + t23; the second part follows from the fact that
X, d,Δ0 and δ2n +

∑
k<l(ad x̄k)2n(t̄kl) commute with t̄ij for any i < j. Let us

prove (b): the identity holds for [x, x′] whenever it holds for x and for x′, so it
suffices to check it for x a generator of d; x being such a generator, both sides
are (as functions of y) derivations t̄1,2 → t̄1,n w.r.t. the morphism t̄1,2 → t̄1,n,
y �→ y1...i−1,i...n, so it suffices to check the identity for y a generator of t̄1,2.
The identity is obvious if x ∈ {Δ0, d,X} and y ∈ {x̄1, ȳ1, x̄2, ȳ2}. If x = δ2s

and y = x̄1, then the identity holds because we have

[δ2s + (ad x̄1)2s(t̄12), x̄1]1...i−1,i...n = −((ad x̄1)2s+1(t̄12)
)1...i−1,i...n

= −
(

ad

(
i−1∑
u′=1

x̄u′

))2s+1
⎛
⎝ ∑

1≤u<i≤v≤n

t̄uv

⎞
⎠=−

∑
1≤u<i≤v≤n

(ad x̄u)2s+1(t̄uv),

while

⎡
⎣δ2s+

∑
1≤u<v≤n

(ad x̄u)2s(t̄uv),
i−1∑
u′=1

x̄u′

⎤
⎦ =

⎡
⎣ ∑

1≤u<i≤v≤n

(ad x̄u)2s(t̄uv),
i−1∑
u′=1

x̄u′

⎤
⎦

= −
∑

1≤u<i≤v≤n

(ad x̄u)2s+1(t̄uv),

where the first equality follows from the fact that (ad x̄u)2s(t̄uv) commutes
with

∑i−1
u′=1 x̄u′ whenever u < v < i or i ≤ u < v. If x = δ2s and y =

x̄2, then the identity follows because [δ2s + (ad x̄1)2s(t̄12), x̄1 + x̄2] = 0 and[
δ2s +

∑
1≤u<v≤n(ad x̄u)2s(t̄uv),

∑n
u′=1 x̄u′

]
= 0.

If x = δ2s and y = ȳ1, then

[δ2s + (ad x̄1)2s(t̄12), ȳ1]1...i−1,i...n

=

{
1
2

∑
p+q=2s−1

[(ad x̄1)p(t̄12), (−ad x̄1)q(t̄12)] + [(ad x̄1)2s(t̄12), ȳ1]

}1...i−1,i...n
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=
1
2

∑
p+q=2s−1

⎡
⎣ ∑

1≤u<i≤v≤n

(ad x̄u)p(t̄uv),
∑

1≤u′<i≤v′≤n

(ad x̄u′)q(t̄u′v′)

⎤
⎦

+

⎡
⎣ ∑

1≤u<i≤v≤n

(ad x̄u)2s(t̄uv), ȳ1 + · · ·+ ȳi−1

⎤
⎦ ;

on the other hand,⎡
⎣δ2s +

∑
1≤u<v≤n

(ad x̄u)2s(t̄uv), ȳ1 + · · ·+ ȳi−1

⎤
⎦

=
∑

1≤u<v≤n

[(ad x̄u)2s(t̄uv), ȳ1 + · · ·+ ȳi−1]

+
i−1∑
u=1

∑
v|v �=u

∑
p+q=2s−1

1
2
[(ad x̄u)p(t̄uv), (−ad x̄u)q(t̄uv)]

=
∑

1≤u<v≤n

[(ad x̄u)2s(t̄uv), ȳ1 + · · ·+ ȳi−1]

+
∑

1≤u<i≤v≤n

∑
p+q=2s−1

1
2
[(ad x̄u)p(t̄uv), (−ad x̄u)q(t̄uv)],

where the second equality follows from the fact that

[(ad x̄u)p(t̄uv), (−x̄u)q(t̄uv)] + [(ad x̄v)p(t̄uv), (−ad x̄v)q(t̄uv)] = 0

as p + q is odd.
Then

[δ2s + (ad x̄1)
2s(t̄12), ȳ1]1...i−1,i...n −

⎡
⎣δ2s +

∑
1≤u<v≤n

(ad x̄u)2s(t̄uv), ȳ1 + · · · + ȳi−1

⎤
⎦

= −
∑

1≤u<v<i

[(ad x̄u)2s(t̄uv), ȳ1 + · · · + ȳi−1]

−
∑

i≤u<v≤n

[(ad x̄u)2s(t̄uv), ȳ1 + · · · + ȳi−1]

+
1

2

∑
p+q=2s−1

∑
1≤u<i≤v≤n

1≤u′<i≤v′≤n,(u,v) �=(u′,v′)

[(ad x̄u)p(t̄uv), (−ad x̄u′)q(t̄u′v′ )]

=
∑

1≤u<v<i

[(ad x̄u)2s(t̄uv), ȳi + · · · + ȳn]

−
∑

i≤u<v≤n

[(ad x̄u)2s(t̄uv), ȳ1 + · · · + ȳi−1]

+
1

2

∑
p+q=2s−1

∑
1≤u<i≤v≤n

1≤u<i≤v′≤n,v �=v′

[(ad x̄u)p(t̄uv), (−ad x̄u)q(t̄uv′ )]
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+
1

2

∑
p+q=2s−1

∑
1≤u<i≤v≤n

1≤u′<i≤v≤n,u �=u′

[(ad x̄u)p(t̄uv), (−ad x̄u′)q(t̄u′v)],

where the second equality follows from the centrality of ȳ1 + · · ·+ ȳn, the last
equality follows for the fact that (ad x̄u)p(t̄uv) and (−ad x̄u′)q(t̄u′v′) commute
for u, v, u′, v′ all distinct. Since p + q is odd, it follows that

[δ2s + (ad x̄1)
2s(t̄12), ȳ1]

1...i−1,i...n −

⎡
⎣δ2s +

∑
1≤u<v≤n

(ad x̄u)2s(t̄uv), ȳ1 + · · ·+ ȳi−1

⎤
⎦

=
∑

1≤u<v<i

[(ad x̄u)2s(t̄uv), ȳi + · · ·+ ȳn]

−
∑

i≤u<v≤n

[(ad x̄u)2s(t̄uv), ȳ1 + · · ·+ ȳi−1]

+
∑

p+q=2s−1

∑
1≤u<i≤v<v′≤n

[(ad x̄u)p(t̄uv), (−ad x̄u)q(t̄uv′)]

+
∑

p+q=2s−1

∑
1≤u<u′<i≤v≤n

[(ad x̄u)p(t̄uv), (−ad x̄u′)q(t̄u′v)].

Now if 1 ≤ u < v < i, we have

[(ad x̄u)2s(t̄uv), ȳi + · · ·+ ȳn]

=
∑

p+q=2s−1

(ad x̄u)pad(t̄ui + · · ·+ t̄un)(ad x̄u)q(t̄uv)

=
n∑

w=i

∑
p+q=2s−1

(ad x̄u)p[t̄uw, (−ad x̄v)q(t̄uv)]

=
n∑

w=i

∑
p+q=2s−1

(ad x̄u)p(−ad x̄v)q([t̄uw, t̄uv])

= −
n∑

w=i

∑
p+q=2s−1

(ad x̄u)p(−ad x̄v)q([t̄uw, t̄vw])

= −
n∑

w=i

∑
p+q=2s−1

[(ad x̄u)p(t̄uw), (−ad x̄v)q(t̄vw)];

one shows in the same way that if i ≤ u < v ≤ n, then

[(ad x̄u)2s(t̄uv), ȳ1+· · ·+ȳi−1]=Σi−1
w=1Σp+q=2s−1[(ad x̄u)p(t̄uw), (−ad x̄v)q(t̄vw)];
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all this implies that

[δ2s+(ad x̄1)2s(t̄12), ȳ1]1...i−1,i...n−
⎡
⎣δ2s +

∑
1≤u<v≤n

(ad x̄u)2s(t̄uv), (ȳ1)1...i−1

⎤
⎦ .

Since [δ2s + (ad x̄1)2s(t̄12), ȳ1 + ȳ2] = 0 and
⎡
⎣δ2s +

∑
1≤u<v≤n

(ad x̄u)2s(t̄uv), ȳ1 + · · ·+ ȳn

⎤
⎦ = 0,

this equality implies

[δ2s+(ad x̄1)2s(t̄12), ȳ2]1...i−1,i...n−
⎡
⎣δ2s +

∑
1≤u<v≤n

(ad x̄u)2s(t̄uv), (ȳ2)1...i−1

⎤
⎦ ,

which ends the proof of (b) above, and therefore of the fact that the identities
ΘAiΘ

−1 = B−1
i , . . . , ΨBiΨ

−1 = BiAi are preserved.
The relation (Θ,Ψ2) = 1 is preserved because
(

[Θ̃]ei π
2

∑
i<j t̄ij ,

(
[Ψ̃ ]ei π

6

∑
i<j t̄ij

)2
)

=
(
[Θ̃]ei π

2

∑
i<j t̄ij , [Ψ̃ ]2ei π

3

∑
i<j t̄ij

)

= ([Θ̃], [Ψ̃ ]2) = [(Θ̃, Ψ̃2)] = 1,

where the first two identities follow from the fact that
∑

i<j t̄ij commutes with
the image of d → d � t̄1,n, x �→ [x], the third identity follows from the fact
that G1 → Gn, g �→ [g] is a group morphism, and the last identity follows
from (27).

The image of Ci,i+1 is Φ−1
λ,i(e

2πit̄12)i,i+1...nΦλ,i, to the product of the images
of C12, . . . , Cn−1,n is

Φ−1
λ,1(e

2πit̄12)1,2...n
(
Φλ,1Φ

−1
λ,2

)
(e2πit̄12)2,3...n

(
Φλ,2Φ

−1
λ,3

)

×(e2πit̄12)3,4...n · · ·
(
Φλ,n−1Φ

−1
λ,n

)
e2πit̄n−1,nΦλ,n

= Φ−1
λ,1(e

2πit̄12)1,2...n(e2πit̄12)2,3...nΦ1,2,3...n
λ (e2πit̄12)3,4...n · · ·Φ1...,i−1,...n

λ

(e2πit̄12)i,i+1...n · · ·Φ1...,n−2,n−1 n
λ e2πit̄n−1,n

= Φ−1
λ,1(e

2πit̄12)1,2...n(e2πit̄12)2,3...n(e2πit̄12)3,4...n · · · (e2πit̄12)i,i+1...n · · ·
e2πit̄n−1,nΦ1,2,3...n

λ · · ·Φ1...,i−1,...n
λ · · ·Φ1...,n−2,n−1 n

λ

= Φ−1
λ,1e

2πi
∑

i<j t̄ijΦλ,1 = e2πi
∑

i<j t̄ij ,

where the second equality follows from the fact that Φ1...,i,...n commutes with
(e2πit̄12)j,j+1...n whenever j > i, and the last equality follows from the fact
that

∑
i<j tij is central is tn.
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So the product of the images of C12 · · ·Cn−1,n is e2πi
∑

i<j t̄ij .
The relation (ΘΨ)3 = C12 · · ·Cn−1,n is then preserved because

(
[Θ̃]ei π

2

∑
i<j t̄ij [Ψ̃ ]ei π

6

∑
i<j t̄ij

)3

= ([Θ̃][Ψ̃ ])3e2πi
∑

i<j t̄ij = [(Θ̃Ψ̃)3]e2πi
∑

i<j t̄ij

= e2πi
∑

i<j t̄ij ,

where the first equality follows from the fact that
∑

i<j t̄ij commutes with the
image of G1 → Gn, g �→ [g], and the second equality follows from the fact that
g �→ [g] is a group morphism and the last equality follows from (27). In the
same way, one proves that Θ4 = C12 · · ·Cn−1,n, σ2

i = Ci,i+1Ci+1,i+2C
−1
i,i+1,

and (Θ, σi) = (Ψ, σi) = 1 are preserved. ��

5.2 Construction of morphisms B1,n → exp
(̂̄tk1,n

)
� Sn

using an associator Φλ

Let us keep the notation of the previous section. Set

a2n(λ) := −(2n + 1)B2n+2λ
2n+2/(2n + 2)!, ỹλ := − adx

eλadx − 1
(y),

Ãλ := Φλ(ỹλ, t)eλỹλΦλ(ỹλ, t)−1

= e−λt/2Φλ(−ỹλ − t, t)eλ(ỹλ+t)Φλ(−ỹλ − t, t)−1e−λt/2,

B̃λ := eλt/2Φλ(−ỹλ − t, t)eλxΦλ(ỹλ, t)−1

(the identity in the definition of Aλ follows from the hexagon relation).

Proposition 33. We have

Ã12,3
λ = eλt̄12/2{Φλ}3,1,2Ã2,13

λ {Φλ}2,1,3eλt̄12/2 · {Φλ}3,2,1Ã1,23
λ {Φλ}1,2,3,

B̃12,3
λ = e−λt̄12/2{Φλ}3,1,2B̃2,13

λ {Φλ}2,1,3e−λt̄12/2 · {Φλ}3,2,1B̃1,23
λ {Φλ}1,2,3,(

B̃12,3
λ , eλt̄12/2{Φλ}3,1,2Ã2,13

λ {Φλ}2,1,3eλt̄12/2
)

=
(
e−λt̄12/2{Φλ}3,1,2B̃2,13

λ {Φλ}2,1,3e−λt̄12/2, Ã12,3
λ

)

= {Φλ}3,2,1eλt̄23{Φλ}1,2,3,

so the formulas of Proposition 31 (restricted to the generators Ai, Bi, σi, Cjk)
induce a morphism B1,n → exp

(̂̄tk1,n
)

�Sn (here ̂̄tk1,n is the degree completion

of t̄k1,n).

Proof. In this proof, we shift the indices of the generators of tn+1 by 1, so
these generators are now tij , i �= j ∈ {0, . . . , n} (recall that tn+1 = tkn+1,
t̄1,n = t̄k1,n).
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We have a morphism αn : tn+1 → t̄1,n, defined by tij �→ t̄ij if 1 ≤ i < j ≤ n
and t0i �→ ỹi := − ad x̄i

eλad x̄i−1
(ȳi) if 1 ≤ i ≤ n (it takes the central element∑

0≤i<j≤n tij to 0).
Let φ : {1, . . . ,m} → {1, . . . , n} be a map and let φ′ : {0, . . . ,m} →

{0, . . . , n} be given by φ′(1) = 1, φ′(i) = φ(i) for i = 1, . . . ,m. The diagram

tn+1
x �→xφ′
→ tm+1

αn ↓ ↓αm

t̄1,n
x �→xφ→ t̄1,m

is not commutative, we have instead the identity

αm(xφ′
) = αn(x)φ −

n∑
i=1

ξi(x)

⎛
⎝ ∑

i′,j′∈φ−1(i)|i′<j′
t̄i′j′

⎞
⎠ ,

where ξi : t̄1,n → k is the linear form defined by ξi(t0i) = 1, ξi (any other
homogeneous Lie polynomial in the tkl) = 0.

Since the various
∑

i′,j′∈φ−1(i)|i′<j′ t̄i′j′ commute with each other and with
the image of x �→ xφ, this implies

αm(gφ′
) = αn(g)φ

n∏
i=1

e−ξi(logg)(
∑

i′,j′∈φ−1(i),i′<j′ t̄i′j′ )

for g ∈ exp(̂tn+1).

Set Āλ := Φ0,1,2
λ eλt01

(
Φ0,1,2

λ

)−1

∈ exp(̂t3). One proves that

Ā0,12,3
λ eλt12 = eλt12/2Φ3,1,2

λ Ā0,2,13
λ Φ2,1,3

λ eλt12/2 · Φ3,2,1
λ Ā0,1,23

λ Φ1,2,3
λ

(relation in exp(̂t4)). We then have α2(Āλ) = Ãλ, α3

(
Φ1,2,3

λ

)
= Φ1,2,3

λ , and

the relation between the αi and coproducts implies α3

(
Ā0,1,23

λ

)
= Ã1,23

λ and

α3

(
Ā0,12,3

λ eλt12
)

= Ã12,3
λ . Taking the image by α3, we get the first identity.

As we have already mentioned, this identity implies
(
Φ−1

λ Ã1,23
λ Φλ, Ã

12,3
λ

)
= 1.

Let exp(̂tn+1) ∗ Z
n/In be the quotient of the free product of exp(̂tn+1)

with Z
n = ⊕n

i=1ZXi by the normal subgroup generated by the ratios of the
exponentials of the sides of each of the equations

Xit0iX
−1
i =

∑
0≤α≤n,α�=i

tαi, Xi(t0j + tij)X−1
i = t0j ,

XitjkX
−1
i = tjk, XjXktjk(XjXk)−1 = tjk

where i, j, k are distinct in {1, . . . , n}. Then the morphism αn : tn+1 → t̄1,n

extends to α̃n : exp(̂tn+1) ∗ Z
n/In → exp(̂̄t1,n) by Xi �→ eλxi .
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If φ : {1, . . . ,m} → {1, . . . , n} is a map, then the Lie algebra morphism
tn+1 → tm+1, x �→ xφ′

extends to a group morphism exp(̂tn) ∗ Z
n/In →

exp(̂tm) ∗ Z
m/Im by Xi �→

∏
i′∈φ−1(i) Xi′ .

Let
B̄λ := eλt12/2Φ0,2,1

λ X1Φ
2,1,0
λ ∈ exp(̂t3) ∗ Z

2/I2,

Then α2(B̄λ) = B̃λ.
We will prove that

B̄0,12,3
λ = e−λt12/2Φ3,1,2

λ B̄0,2,13
λ Φ2,1,3

λ e−λt12/2 · Φ3,2,1B̄0,1,23
λ Φ1,2,3

λ . (40)

The l.h.s. is
B̄0,12,3

λ = eλt3,12/2Φ0,3,12
λ X1X2Φ

3,21,0
λ

and the r.h.s. is

e−λt12/2Φ3,1,2
λ eλt31,2/2Φ0,13,2

λ X2Φ
13,2,0
λ Φ2,1,3

λ e−λt12/2Φ3,2,1
λ eλt23,1/2

Φ0,23,1
λ X1Φ

32,1,0
λ Φ1,2,3

λ .

The equality between these terms is rewritten as

X1X2 = Φ03,1,2
λ Φ1,3,0

λ e−λt13/2X2Φ
13,2,0
λ eλt13/2Φ2,3,1

λ Φ0,23,1
λ X1Φ

01,2,3
λ Φ2,1,0

λ ,

or, using the fact that Xi commutes with tjk (i, j, k distinct), as

X1X2 = Φ03,1,2
λ Φ1,3,0

λ X2Φ
02,3,1
λ Φ3,2,0

λ X1Φ
01,2,3
λ Φ2,1,0

λ .

Now

X2Φ
02,3,1
λ = Φ0,3,1

λ X2,

X1Φ
01,2,3
λ = Φ0,2,3

λ X1, and

X1X2Φ
2,1,0
λ = Φ2,1,03

λ X1X2,

so the r.h.s. is rewritten as

Φ03,1,2
λ Φ1,3,0

λ Φ0,3,1
λ X2Φ

3,2,0
λ Φ0,2,3

λ X1Φ
2,1,0
λ = X1X2.

This ends the proof of (40). Taking the image by α4, we then get the second
identity of the proposition.

Let us prove the next identity. We have
(
B̄0,12,3

λ , eλt̄12/2Φ3,1,2
λ Ā0,2,13

λ Φ2,1,3
λ eλt̄12/2

)

= eλt12,3/2Φ0,3,12
λ X1X2Φ

3,12,0
λ eλt̄12/2Φ3,1,2

λ Φ0,2,13
λ eλt0,2Φ13,2,0

λ Φ2,1,3
λ

eλt̄12/2Φ0,12,3
λ (X1X2)−1Φ12,3,0

λ e−λt12,3/2e−λt̄12/2Φ3,1,2
λ Φ0,2,13

λ e−λt0,2

×Φ13,2,0
λ Φ2,1,3

λ e−λt̄12/2.
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Now

X1X2Φ
3,12,0
λ eλt̄12/2Φ3,1,2

λ Φ0,2,13
λ eλt0,2Φ13,2,0

λ Φ2,1,3
λ eλt̄12/2Φ0,12,3

λ (X1X2)−1

= eλt̄12/2X1X2Φ
3,12,0
λ Φ3,1,2

λ Φ0,2,13
λ eλt0,2Φ13,2,0

λ Φ2,1,3
λ Φ0,12,3

λ (X1X2)−1eλt̄12/2

= eλt̄12/2X1X2Φ
0,2,1
λ Φ3,1,02

λ eλt0,2Φ02,1,3
λ Φ0,2,1

λ (X1X2)−1eλt̄12/2

= eλt̄12/2X1X2Φ
0,2,1
λ eλt0,2Φ0,2,1

λ (X1X2)−1eλt̄12/2

= eλt̄12/2Φ03,2,1
λ X1X2e

λt0,2(X1X2)−1Φ03,2,1
λ eλt̄12/2

= eλt̄12/2Φ03,2,1
λ eλt03,2Φ03,2,1

λ eλt̄12/2.

Plugging this in the above expression for(
B̄0,12,3

λ , eλt̄12/2Φ3,1,2
λ Ā0,2,13

λ Φ2,1,3
λ eλt12/2

)
,

one then obtains(
B̄0,12,3

λ , eλt̄12/2Φ3,1,2
λ Ā0,2,13

λ Φ2,1,3
λ eλt̄12/2

)
= Φ3,2,1

λ eλt23Φ1,2,3
λ .

Taking the image by α4, we then obtain(
B̃12,3

λ , eλt̄12/2Φ3,1,2
λ Ã2,13

λ Φ2,1,3
λ eλt̄12/2

)
= Φ3,2,1

λ eλt̄23Φ1,2,3
λ .

Let us prove this last identity. For this, we will show that(
e−λt12/2Φ3,1,2

λ B̄0,2,13
λ Φ2,1,3

λ e−λt12/2, Ā0,12,3
λ eλt12

)
= Φ3,2,1

λ eλt23Φ1,2,3
λ

and take the image by α4.

We have(
e−λt12/2Φ3,1,2

λ B̄0,2,13
λ Φ2,1,3

λ e−λt12/2, Ā0,12,3
λ eλt12

)

= e−λt12/2Φ3,1,2
λ eλt2,13/2Φ0,13,2

λ X2Φ
13,2,0
λ Φ2,1,3

λ e−λt12/2Φ0,12,3
λ eλt0,12

×Φ3,12,0
λ eλt12eλt12/2Φ3,1,2

λ Φ0,2,13
λ X−1

2 Φ2,13,0
λ e−λt2,13/2Φ2,1,3

λ eλt12/2

×Φ0,12,3
λ e−λt0,12Φ3,12,0

λ e−λt12

= e−λt12/2Φ3,1,2
λ eλt2,13/2Φ0,13,2

λ X2Φ
13,2,0
λ Φ2,1,3

λ Φ0,12,3
λ eλt0,12+λt12Φ3,12,0

λ Φ3,1,2
λ

×Φ0,2,13
λ Φ2,13,0

λ e−λt2,13/2X−1
2 Φ2,1,3

λ e−λt12/2Φ0,12,3
λ e−λt0,12Φ3,12,0

λ .

Now

X2Φ
13,2,0
λ Φ2,1,3

λ Φ0,12,3
λ eλt0,12+λt12Φ3,12,0

λ Φ3,1,2
λ Φ0,2,13

λ X−1
2

= X2Φ
02,1,3
λ Φ1,2,0

λ eλt0,12+λt12Φ0,2,1
λ Φ3,1,02

λ X−1
2

= Φ0,1,3
λ X2Φ

1,2,0
λ eλt0,12+λt12Φ0,2,1

λ X−1
2 Φ3,1,0

λ

= Φ0,1,3
λ X2e

λ(t01+t02+t12)X−1
2 Φ3,1,0

λ

= Φ0,1,3
λ eλ(t01+t02+t12+t23)Φ3,1,0

λ .



Universal KZB Equations: The Elliptic Case 225

So (
e−λt12/2Φ3,1,2

λ B̄0,2,13
λ Φ2,1,3

λ e−λt12/2, Ā0,12,3
λ eλt12

)

= e−λt12/2Φ3,1,2
λ eλt2,13/2Φ0,13,2

λ Φ0,1,3
λ eλ(t01+t02+t12+t23)

× Φ3,1,0
λ Φ2,13,0

λ e−λt2,13/2Φ2,1,3
λ e−λt12/2Φ0,12,3

λ e−λt0,12Φ3,12,0
λ ;

after some computation, we find that this equals Φ3,2,1
λ eλt23Φ1,2,3

λ . ��
In particular, (Φλ, Ãλ, B̃λ) give rise to a morphism B1,n → exp

(̂̄tk1,n
)

�Sn;
one proves as in Section 2 that it induces an isomorphism of filtered Lie
algebras Lie(PB1,n)k  ̂̄tk1,n. Taking Φλ to be a rational associator [Dri91], we
then obtain the following:

Corollary 34. We have a filtered isomorphism Lie(PB1,n)Q  ̂̄tQ1,n, which can

be extended to an isomorphism B1,n(Q)  exp
(̂̄

tQ1,n

)
� Sn.

5.3 Construction of morphisms Γ1,[n] → Gn � Sn

using a pair (Φλ, Θ̃λ)

Keep the notation of the previous section and set

Ψ̃λ := exp

⎛
⎝− 1

λ

⎛
⎝Δ0 +

∑
k≥1

a2k(λ)δ2k

⎞
⎠
⎞
⎠ .

Proposition 35. We have

[Ψ̃λ]eλt̄12/12Ãλ([Ψ̃λ]eλt̄12/12)−1 = Ãλ,

[Ψ̃λ]eλt̄12/12B̃λ([Ψ̃λ]eλt̄12/12)−1 = B̃λÃλ.

Proof. The first identity follows from the fact that Δ0 +
∑

k≥1 a2k(λ)[δ2k] −
λ2t/12 commutes with t and ỹλ; the second identity follows from these facts
and the analogue of Lemma 30, where 2πi is replaced by λ. ��

Assume that Θ̃λ ∈ G1 satisfies

Θ̃4
λ = (Θ̃λΨ̃λ)3 =

(
Θ̃2

λ, Ψ̃λ

)
= 1,

[Θ̃λ]eλt̄12/4Ãλ([Θ̃λ]eλt̄12/4)−1 = B̃−1
λ ,

[Θ̃λ]eλt̄12/4B̃λ([Θ̃λ]eλt̄12/4)−1 = B̃λÃλB̃
−1
λ

(one can show that the last two equations are equivalent), then Θ �→
[Θ̃λ]eλ(

∑
i<j t̄ij)/4, Ψ �→ [Ψ̃λ]eλ(

∑
i<j t̄ij)/12 extends the morphism defined in

Proposition 33 to a morphism Γ1,[n] → Gn � Sn.
We do not know whether for each Φλ defined over k there exists a Θ̃λ

defined over k, satisfying the above conditions.
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5.4 Elliptic structures over QTQBAs

Let (H,ΔH , RH , ΦH) be a quasitriangular quasi-bialgebra (QTQBA). Recall
that this means that [Dri90b] (H,mH) is an algebra, ΔH : H → H⊗2 is an
algebra morphism, RH ∈ H⊗2 and ΦH ∈ H⊗3 are invertible, and

ΔH(x)2,1 = RHΔH(x)R−1
H ,

(id⊗ΔH) ◦ΔH(x) = ΦH(ΔH ⊗ id) ◦ΔH(x)Φ−1
H ,

R12,3
H = Φ3,1,2

H R1,3
H

(
Φ1,3,2

H

)−1

R2,3
H Φ1,2,3

H ,

R1,23
H =

(
Φ2,3,1

H

)−1

R1,3
H Φ2,1,3

H R1,2
H

(
Φ1,2,3

H

)−1

,

Φ1,2,34
H Φ12,3,4

H = Φ2,3,4
H Φ1,23,4

H Φ1,2,3
H .

One also assumes the existence of a unit 1H and a counit εH .
If A is an algebra and J1, J2 ⊂ A are left ideals, define the Hecke bimodule

H(A|J1, J2) or H(J1, J2) as HomA(A/J1,A/J2) = (A/J2)J1 where J1 acts
on the quotient from the left; we thus have H(J1, J2) = {x ∈ A|J1x ⊂ J2}/J2.
The product of A induces a product H(J1, J2)⊗H(J2, J3) → H(J1, J3). When
J1 = J2 = J , H(J) := H(J, J) is the usual Hecke algebra, and H(J1, J2)
is a (H(J1),H(J2))-bimodule. Recall that we have a functor A−mod →
H(J)−mod, V �→ V J := {v ∈ V |Jv = 0}.

If H is an algebra with unit equipped with a morphism ΔH : H → H⊗2

and a : H → D is a morphism of algebras with unit, we define for each
n ≥ 1 and each pair of words w,w′ in the free magma generated by 1, . . . , n
containing 1, . . . , n exactly once (recall that a magma is a set with a not
necessarily associative binary operation) the Hecke bimodule

Hw,w′
(D,H) := H(D ⊗H⊗n|Jw, Jw′),

(or simplyHw,w′
) where Jw ⊂ D⊗H⊗n is the left ideal generated by the image

of (a⊗Δw
H)◦ΔH : H+ → D⊗H⊗n. Here H+ = Ker(H εH→ k) and for example

Δ
(21)3
H = (213) ◦ (ΔH ⊗ idH) ◦ΔH , etc. We have products Hw,w′ ⊗Hw′,w′′ →

Hw,w′′
. We denote the Hecke algebraHw,w by Hw(D,H) or Hw; we denote by

1w its unit. We denote by (Hw,w′
)× the set of invertible elements ofHw,w′

, i.e.,
the set of elements X such that for some X ′ ∈ Hw′,w, X ′X = 1w′ , XX ′ = 1w.
The symmetric group Sn acts on the system of bimodules Hw,w′

by permut-
ing the factors, so we get maps Ad(σ) : Hw,w′ → Hσ(w),σ(w′) (where σ(w) is
the word w, and where i is replaced by σ(i)). If w0 = ((12) . . .)n, we define
an algebra structure on ⊕σ∈SnHw0,σ(w0)σ by (

∑
σ∈Sn

hσσ)
(∑

τ∈Sn
h′ττ
)

:=∑
σ,τ∈Sn

hσAd(σ) (h′τ )στ . Then �σ∈Sn(Hw0,σ(w0))×σ ⊂ ⊕σ∈SnHw0,σ(w0)σ

is a group with unit 1w0 . We have an exact sequence 1 → (Hw0)× →
�σ∈Sn(Hw0,σ(w0))×σ → Sn, but the last map is not necessarily surjective
(and if it is, does not necessarily split).
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If H is a quasi-bialgebra, then ΦH gives rise to an element of H1(23),(12)3

(D,H), which we also denote by ΦH ; similarly, Φ−1
H gives rise to the inverse

(w.r.t. composition of Hecke bimodules) element Φ−1
H ∈ H(12)3,1(23)(D,H).

We have algebra morphisms H12(D,H) → H(12)3(D,H) induced by X �→
X0,12,3 := (idD ⊗ ΔH ⊗ idH)(X) (0 is the index of D) and similarly mor-
phisms H12(D,H) → H2(13)(D,H), X �→ X0,2,13, H12(D,H) → H1(D,H),
X �→ X0,1,∅ and X0,∅,1, etc. If, moreover, H is quasi-triangular, then RH ∈
H21,12(D,H), R−1

H ∈ H12,21(D,H), so in that case �σ∈SnHw0,σ(w0)σ → Sn

is surjective, and we have a morphism Bn → �σ∈SnHw0,σ(w0)σ such that the
composition Bn → �σ∈SnHw0,σ(w0)σ → Sn is the canonical projection.

Definition 36. If H is a QTQBA, an elliptic structure on H is a triple
(D,A,B), where D is an algebra with unit, equipped with an algebra mor-
phism a : H → D, and A,B ∈ H12(D,H) are invertible such that A0,1,∅ =
A0,∅,1 = B0,1,∅ = B0,∅,1 = 1D ⊗ 1H ,

A0,12,3 = R2,1
H

(
Φ2,1,3

H

)−1

A0,2,13Φ2,1,3
H R1,2

H

(
Φ1,2,3

H

)−1

A0,1,23Φ1,2,3
H , (41)

B0,12,3 =
(
R1,2

H

)−1 (
Φ2,1,3

H

)−1

B0,2,13Φ2,1,3
H (42)

(
R2,1

H

)−1 (
Φ1,2,3

H

)−1

B0,1,23Φ1,2,3
H

and (
B0,12,3, R2,1

H

(
Φ2,1,3

H

)−1

A0,2,13Φ2,1,3
H R1,2

H

)

=
((

R1,2
H

)−1 (
Φ2,1,3

H

)−1

B0,2,13Φ2,1,3
H

(
R2,1

H

)−1

, A0,12,3

)

=
(
Φ1,2,3

H

)−1

R3,2
H R2,3

H Φ1,2,3
H

(identities in H(12)3(D,H)).

The pair of identities (41), (42) is equivalent to
{
R2,1

H A0,2,1R1,2
H A0,1,2 = 1

R3,12
H A0,3,12Φ3,1,2

H R2,31
H A0,2,31Φ2,3,1

H R1,23
H A0,1,23Φ1,2,3

H = 1,

and⎧⎨
⎩
(
R1,2

H

)−1

B0,2,1
(
R2,1

H

)−1

B0,1,2 = 1(
R−1

H

)12,3
B0,3,12Φ3,1,2

H

(
R−1

H

)31,2
B0,2,31Φ2,3,1

H

(
R−1

H

)23,1
B0,1,23Φ1,2,3

H = 1,

so the invertibility conditions on A,B follow from (41), (42).
If F ∈ H⊗2 is invertible with (εH ⊗ idH)(F ) = (idH ⊗ εH)(F ) = 1H ,

then the twist of H by F is the quasi-Hopf algebra FH with product
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mH , coproduct Δ̃H(x) = FΔH(x)F−1, R-matrix R̃H = F 2,1RHF−1, and
associator Φ̃H = F 2,3F 1,23ΦH(F 1,2F 12,3)−1. If a : H → D is an alge-
bra morphism, it can be viewed as a morphism FH → D, and we have
an algebra isomorphism H(12)3(D,H) → H(12)3(D, FH), induced by X �→
F 1,2F 0,12X(F 1,2F 0,12)−1 (more generally, we have an isomorphism of the sys-
tems of bimodules Hw,w′

(D,H) → Hw,w′
(D, FH) induced by X �→ FwXF−1

w′

for suitable Fw).
If (D,A,B) is an elliptic structure on H , then an elliptic structure on

FH is (D, Ã, B̃), where Ã = F 1,2F 0,12A(F 1,2F 0,12)−1 and B̃ = F 1,2F 0,12B
(F 1,2F 0,12)−1.

An elliptic structure (D,A,B) over H gives rise to a unique group mor-
phism

B1,n → �σ∈SnHw0,σ(w0)(D,H)×σ

such that

σi �→
(
Φ

(((12)3)...i−1),i,i+1
H

)−1

Ri,i+1
H (i, i + 1)Φ(((12)3)...i−1),i,i+1

H ,

Ai �→ Φ−1
H,iA

0,(((12)3)...i−1),(i...(n−1,n))ΦH,i,

Bi �→ Φ−1
H,iB

0,(((12)3)...i−1),(i...(n−1,n))ΦH,i,

where
ΦH,i = Φ

((12)...i−1),i,(i+1(...(n−1,n)))
H · · ·Φ((12)...n−2),n−1,n

H ;

here we have, for example, x((12)3) = (ΔH ⊗ idH) ◦ΔH(x) for x ∈ H .
If g is a Lie algebra and tg ∈ S2(g)g is nondegenerate, then H = U(g)[[�]] is

a QTQBA, with mH , ΔH are the undeformed product and coproduct, RH =
e�tg/2, and ΦH = Φ

(
�t1,2g , �t2,3g

)
, where Φ is a 1-associator. The results of

the next section then imply that (D,A,B) is an elliptic structure over H ,
where D = D(g)[[�]] (D(g) is the algebra of differential operators on the formal
neighborhood of the origin in g) and A,B are given by the formulas for Ãλ, B̃λ

with t replaced by �t1,2g , x replaced by
∑

α xα⊗
(
e1
α

)
, y replaced by−�

∑
α ∂α⊗(

e1
α

)
.

Remark 37. If H is a Hopf algebra, we have an isomorphism

Hw0(D,H)  (D ⊗H⊗n−1)H ,

where the right side is the commutant of the diagonal map H → D⊗H⊗n−1,
h �→ (a⊗ id⊗n−1

H

) ◦Δ
(n)
H (h). This map takes the class of d⊗ h1 ⊗ · · · ⊗ hn to

da(SH

(
h

(n)
n

)
)⊗h1SH

(
h

(n−1)
n

)
⊗· · ·⊗hn−1SH

(
h

(1)
n

)
(SH is the antipode of

H). So A,B identify with elements A,B ∈ (D⊗H)H ; the conditions are then

A0,12 = R2,1
H A0,2R1,2

H A0,1, B0,12 =
(
R1,2

H

)−1

B0,2
(
R2,1

H

)−1

B0,1,
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(
B0,12, R2,1

H A0,2R1,2
H

)
=
((

R1,2
H

)−1

B0,2
(
R2,1

H

)−1

,A0,12

)

=
(
R3,2

H R1,2
H R0,2

H R2,0
H R2,1

H R2,3
H

)0̃,1̃,2·3̃

(conditions in (D⊗H⊗2)H), where the superscript B′n�Z
n−1 → Bn−1 �Z

n−1

is the map x0 ⊗ · · · ⊗ x3 �→ SH(x0)⊗ SH(x1)⊗ x2SH(x3).
Moreover, the morphism PBn → (Hw0)×  (D⊗H⊗n−1)H factors through

PBn → PBn−1 × Z
n−1 → (D ⊗ H⊗n−1)H , where (a) the first morphism is

induced by Z
n−1

�B′n → Z
n−1

�Bn−1 (where B′n = Bn×Sn Sn−1 is the group
of braids leaving the last strand fixed), constructed as follows: we have a com-
position B′n+1 → π1((P1)n+1−diagonals/Sn) → π1(Cn−diagonals/Sn) = Bn,
where the first map is induced by C ⊂ P

1, and the middle map comes from
the fibration C

n − diagonals → (P1)n+1 − diagonals → P
1, (z1, . . . , zn) →

(z1, . . . , zn,∞) and (z1, . . . , zn+1)→ zn+1 [the second projection has a section
so the map between π1’s is an isomorphism]; viewing Z

n−1
�B′n, Z

n−1
�Bn−1

as fundamental groups of configuration spaces of points equipped with a
nonzero tangent vector, we then get the morphism Z

n−1
�B′n → Z

n−1
�Bn−1

(which does not restrict to a morphism B′n → Bn−1); (b) the second map
is induced by the standard map PBn−1 × Z

n−1 → (H⊗n−1)× induced
by RH =

∑
α r′α ⊗ r′′α and the map taking the i-th generator of Z

n−1 to
1 ⊗ · · · ⊗ uSH(u) ⊗ · · · ⊗ 1, where u =

∑
i SH (r′′α) r′α (see [Dri90a]). The

morphism Bn → Aut((Hw0)×) = Aut((D ⊗ H⊗n−1)H) extends the inner
action of PBn by

σn−1 ·X :=
{
Rn−1,n...2n−1

H X0,1,...,n−2,n...2n−1Rn...2n−1,n−1
H

}0·2̃n−1,...,n−1·ñ

(where the superscript means that x0 ⊗ · · · ⊗ x2n−1 maps to

x0SH(x2n−1)⊗ · · · ⊗ xn−1SH(xn)) .

We have then �σ∈Sn(Hw0,σ(w0))×σ  ((D⊗H⊗n−1)×)H �PBn
Bn (the index

means that PBn ⊂ Bn is identified with its image in ((D ⊗H⊗n−1)×)H).
Then if (A,B) is an elliptic structure over a : H → D, the morphism

Bn → ((D ⊗H⊗n−1)×)H �PBn
Bn extends to a morphism

B1,n → ((D ⊗H⊗n−1)×)H �PBn
Bn

via Ai �→ A0,1...i−1, Bi �→ B0,1...i−1.
This interpretation of Hw0 and of the relations between A,B can be

extended to the case when H is a quasi-Hopf algebra.

Remark 38. Let C be a rigid braided monoidal category. We define an elliptic
structure on C as a quadruple (E , A,B, F ), where E is a category, F : E → C
is a functor, and A,B are functorial automorphisms of F (?)⊗?, which reduce
to the identity if the second factor is the neutral object 1, and such that the



230 Damien Calaque, Benjamin Enriquez, and Pavel Etingof

following equalities of automorphisms of F (M)⊗(X⊗Y ) hold (we write them
omitting associativity maps, since they can be put in automatically):

AM,X⊗Y = βY,XAM,Y βX,Y AM,X ,

BM,X⊗Y = β−1
X,Y BM,Y β−1

Y,XBM,X ,

(BM,X⊗Y , βY,XAM,Y βX,Y ) =
(
β−1
Y,XBM,Y β−1

X,Y , AM,X⊗Y

)

= β(M⊗X⊗Y )∗,Y βY,(M⊗X⊗Y )∗ ◦ canM⊗X⊗Y ,

where canX ∈ HomC(1, X⊗X∗) is the canonical map and the r.h.s. of the last
identity is viewed as an element of EndC(M ⊗X ⊗ Y ) using its identification
with HomC(1, (M ⊗ X ⊗ Y ) ⊗ (M ⊗ X ⊗ Y )∗). An elliptic structure on a
quasitriangular quasi-Hopf algebra H gives rise to an elliptic structure on H-
mod. An elliptic structure over a rigid braided monoidal category C gives rise
to representations of B1,n by C-automorphisms of F (M)⊗X⊗n−1.

6 The KZB connection as a realization of the universal
KZB connection

6.1 Realizations of t̄1,n

Let g be a Lie algebra and let tg ∈ S2(g)g be nondegenerate. We denote by
(a, b) �→ 〈a, b〉 the corresponding invariant pairing.

Let D(g) be the algebra of algebraic differential operators on g. It has
generators xa, ∂a, a ∈ g, and relations a �→ xa, a �→ ∂a are linear, [xa, xb] =
[∂a, ∂b] = 0, [∂a, xb] = 〈a, b〉.

There is a unique Lie algebra morphism g → D(g), a �→ Xa, where Xa :=∑
α x[a,eα]∂eα , and tg =

∑
α eα ⊗ eα (it is the infinitesimal of the adjoint

action). We also have a Lie algebra morphism g → An := D(g) ⊗ U(g)⊗n,
a �→ Ya := Xa ⊗ 1 + 1 ⊗ (∑n

i=1 a(i)
)
. We denote by gdiag the image of this

morphism. We denote by Hn(g) the Hecke algebra of (An, g
diag). It is defined

as the quotient {x ∈ An|∀a ∈ g, Yax ∈ Angdiag}/Angdiag. We have a natural
action of Sn on An, which induces an action of Sn on Hn(g).

If (Vi)i=1,...,n are g-modules, then (S(g) ⊗ (⊗n
i=1Vi))g is a module over

Hn(g). If, moreover, V1 = · · · = Vn, this is a module over Hn(g) � Sn.

Proposition 39. There is a unique Lie algebra morphism ρg : t̄1,n → Hn(g),
x̄i �→

∑
α xα ⊗ e

(i)
α , ȳi �→ −∑α ∂α ⊗ e

(i)
α , t̄ij �→ 1 ⊗ t

(ij)
g (we set xα := xeα ,

∂α := ∂eα).

Proof. The images of all the generators of t̄1,n are contained in the commutant
of gdiag in An, therefore also in its normalizer. According to Lemma 4, we will
use the following presentation of t̄1,n. Generators are x̄i, ȳi, t̄ij , relations are
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[x̄i, x̄j ] = [ȳi, ȳj] = 0, [x̄i, ȳj ] = t̄ij (i �= j), t̄ij = t̄ji,
∑

i x̄i =
∑

i ȳi = 0,
[x̄i, t̄jk] = [ȳi, t̄jk] = 0 (i, j, k distinct).

The relations [x̄i, x̄j ] = [ȳi, ȳj] = 0, [x̄i, ȳj] = t̄ij (i �= j), t̄ij = t̄ji and
[x̄i, t̄jk] = [ȳi, t̄jk] = 0 are obviously preserved. Let us check that

∑
i x̄i =∑

i ȳi = 0 are preserved.
We have

∑
i

ρg(x̄i) =
∑
α

xα ⊗
(∑

i

e(i)
α

)
=
∑
α

(xα ⊗ 1)(Yα −Xα ⊗ 1)

≡ −
∑
α

xαXα ⊗ 1 =
∑
α,β

xeαx[eα,eβ ]∂eβ
⊗ 1 = 0,

since xα commutes with x[eα,eβ ] and
∑

β eβ ⊗ eβ = tg is invariant. We also
have

∑
i

ρg(ȳi) = −
∑
α

∂α ⊗
(∑

i

e(i)
α

)
= −

∑
α

(∂α ⊗ 1)(Yα −Xα ⊗ 1)

≡
∑
α

∂αXα ⊗ 1 = −
∑
α,β

∂eαx[eα,eβ ]∂eβ

= −
∑
α,β

〈eα, [eα, eβ ]〉∂eβ
−
∑
α,β

x[eα,eβ ]∂eα∂eβ
.

Since tg is invariant and 〈−,−〉 is symmetric, we have
∑

α〈eα, [eα, eβ]〉 = 0 for
any β, and since [∂eα , ∂eβ

] = 0, we have
∑

α,β x[eα,eβ ]∂eα∂eβ
, so
∑

i ρg(ȳi) = 0.
��

6.2 Realizations of t̄1,n � d

Let (g, tg) be as in Section 6.1. We keep the same notation.

Proposition 40. The Lie algebra morphism ρg : t̄1,n → Hn(g) of Proposition
39 extends to a Lie algebra morphism t̄1,n � d → Hn(g), defined by Δ0 �→
− 1

2

(∑
α ∂2

α

)⊗ 1, X �→ 1
2

(∑
α x2

α

)⊗ 1, d �→ 1
2 (
∑

α xα∂α + ∂αxα)⊗ 1, and

δ2m → 1
2

∑
α1,...,α2m,α

xα1 · · · xα2m ⊗
(

n∑
i=1

(ad(eα1) · · · ad(eα2m)(eα) · eα)(i)
)

for m ≥ 1. This morphism further extends to a morphism U (̄t1,n � d) �Sn →
Hn(g) � Sn by σ �→ σ.

Proof. First of all [ρg(δ2m), ρg(x̄i)] equals

1
2

∑
α1,...,α2m,α,β

xα1 · · · xα2mxβ ⊗ [eβ, ad(eα1) · · · ad(eα2m)(eα)eα](i)
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=
1
2

∑
α1,...,α2m,α,β

xα1 · · · xα2mxβ

⊗
2m∑
�=1

(
ad(eα1) · · · ad([eβ , eα�

]) · · · ad(eα2m)(eα)eα
)(i)

(the equality follows from the invariance of tg), which equals zero since the first
factor is symmetric in (β, α�), while the second is antisymmetric in (β, αl).

We note that ρg preserves the relation [δ2m, t̄ij ] = [t̄ij , ad(x̄i)2m(t̄ij)], be-
cause ρg(δ2m +

∑
i<j ad(x̄i)2m(t̄ij)) belongs to D(g) ⊗ Im(Δ(n) : U(g) →

U(g)⊗n), where Δ(n) is the n-fold coproduct and U(g) is equipped with its
standard bialgebra structure.

Now [ρg(δ2m), ρg(ȳi)] yields

1

2

∑
α1,...,α2m,α,β

(∑
j

[∂β, xα1 · · · xα2m ]⊗ e
(i)
β ad(eα1) · · · ad(eα2m)(eα)(j)e(j)

α

+xα1 · · ·xα2m∂β ⊗ [eβ , ad(eα1) · · · ad(eα2m )(eα) · eα](i)
)

=
1

2

2m∑
l=1

∑
α1,...,α2m,α

(∑
j

xα1 · · · x̌αl · · ·xα2m ⊗ e(i)
αl

ad(eα1) · · · ad(eα2m)(eα)(j)e(j)
α

+xα1 · · ·xα2m∂β ⊗ ad(eα1) · · · ad([eβ, eαl ]) · · · ad(eα2m)(eα)(i)e(i)
α

)

≡ 1

2

2m∑
l=1

∑
α1,...,α2m,α

∑
j

(
xα1 · · · x̌αl · · ·xα2m ⊗ e(i)

αl
ad(eα1) · · · ad(eα2m)(eα)(j)e(j)

α

−xα1 · · · x̌αl · · ·xα2m ⊗ ad(eα1) · · · ad(eα2m)(eα)(i)e(i)
α e(j)

αl

)
.

The term corresponding to j = i is

1
2

2m∑
l=1

∑
α1,...,α2m,α

xα1 · · · x̌αl
· · ·xα2m ⊗ [eαl

, ad(eα1) · · · ad(eα2m)(eα) · eα](i).

It corresponds to the linear map S2m−1(g)→ U(g) such that for x ∈ g,

x2m−1 �→ 1
2

∑
p+q=2m−1

∑
α,β

[eβ, ad(x)pad(eβ)ad(x)q(eα) · eα]

=
1
2

∑
α,β

∑
p+q+r=2m−2

ad(x)pad([eβ , x])ad(x)qad(eβ)ad(x)r(eα) · eα

+ ad(x)pad(eβ)ad(x)qad([eβ , x])ad(x)r(eα) · eα,

since μ(tg) = 0 (μ : g⊗2 → g is the Lie bracket) and tg is g-invariant. Now
this is zero, since tg =

∑
β eβ ⊗ eβ is invariant.



Universal KZB Equations: The Elliptic Case 233

The term corresponding to j �= i corresponds to the map S2m−1(g) →
U(g)⊗n such that for x ∈ g,

x2m−1 �→ −1
2

2m∑
l=1

∑
α,β

(
(adx)l−1(ad eβ)(adx)2m−l(eα) · eα

)(i)
e
(j)
β − (i↔ j)

=
1
2

2m∑
l=1

(−1)l+1
∑
α,β

(
(adx)l−1([eβ , eα]) · (adx)2m−l(eα)

)(i)
e
(j)
β − (i↔ j)

=
1
2

2m∑
l=1

(−1)l−1
∑
α,β

(
(adx)l−1(eβ) · (adx)2m−l(eα)

)(i)[eα, eβ](j) − (i↔ j)

=
1
2

2m∑
l=1

(−1)l

⎡
⎣∑

α

(
(adx)l−1(eα)

)(i)
e(j)
α ,
∑
β

(
(adx)2m−l(eβ)

)(i)
e
(j)
β

⎤
⎦ ,

which coincides with the image of

1
2

∑
p+q=2m−1

(−1)q[(ad x̄i)p(t̄ij), (ad x̄i)q(t̄ij)].

It is then clear that ρg preserves the commutation relations of Δ0, X , and
d with δ2m. ��

6.3 Reductions

Assume that g is finite-dimensional and we have a reductive decomposition
g = h ⊕ n, i.e., h ⊂ g is a Lie subalgebra and n ⊂ g is a vector subspace
such that [h, n] ⊂ n; assume also that tg = th + tn, where th ∈ S2(h)h and
tn ∈ S2(n)h.

We assume that for a generic h ∈ h, ad(h)|n ∈ End(n) is invertible.
This condition is equivalent to the nonvanishing of P (λ) := det(ad(λ∨)|n) ∈
Sdimn(h), where λ �→ λ∨ is the map h∗ → h, with λ∨ := (λ ⊗ id)(th). If G
is a Lie group with Lie algebra g, an equivalent condition is that a generic
element of g∗ is conjugate to some element in h∗ (see [EE05]).

Let us set, for λ ∈ h∗,

r(λ) := (id⊗ (adλ∨)−1
|n )(tn).

Then r : h∗reg → ∧2(n) is an h-equivariant map (here h∗reg = {λ ∈ h∗|P (λ) �=
0}), satisfying the classical dynamical Yang–Baxter (CDYB) equation

CYB(r) −Alt(dr) = 0

(see [EE05]). Here for r =
∑

α aα ⊗ bα ⊗ #α ∈ (n⊗2 ⊗ S(h)[1/P ])h, we set
CYB(r) =

∑
α,α′([aα, aα′ ]⊗bα⊗bα′ +aα⊗[bα, aα′ ]⊗bα′ +aα⊗aα′⊗[bα, bα′ ])⊗
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#α#α′ , dr :=
∑

α aα ⊗ bα ⊗ d#α, where d extends S(h) → h ⊗ S(h), xk �→
kx⊗ xk−1, and Alt(X ⊗ #) = (X + X2,3,1 + X3,1,2)⊗ #.

We also set
ψ(λ) :=

(
id⊗ (adλ∨)−2

|n

)
(tn).

We write ψ(λ) =
∑

α Aα ⊗Bα ⊗ Lα.
Let D(h)[1/P ] be the localization at P of the algebra D(h) of differential

operators on h; the latter algebra is generated by x̄h, ∂̄h, h ∈ h, with relations
h �→ x̄h, h �→ ∂̄h linear, [x̄h, x̄h′ ] = [∂̄h, ∂̄h′ ] = 0, and [∂̄h, x̄h′ ] = 〈h, h′〉.

Set Bn := D(h)[1/P ]⊗U(g)⊗n. For h ∈ h, we define X̄h :=
∑

ν x̄[h,hν]∂̄hν ∈
D(h), where th =

∑
ν hν ⊗ hν . We then set Ȳh := X̄h +

∑n
i=1 h(i). The map

h→ Bn is a Lie algebra morphism; we denote by hdiag its image.
We denote byHn(g, h) the Hecke algebra of Bn relative to hdiag. Explicitly,

Hn(g, h) = {x ∈ Bn|∀h ∈ h, Ȳhx ∈ Bnhdiag}/Bnhdiag.

Proposition 41. There is a unique Lie algebra morphism

ρg,h : t̄1,n → Hn(g, h)

such that x̄i �→
∑

ν x̄ν ⊗ h
(i)
ν , ȳi �→ −∑ν ∂̄ν ⊗ h

(i)
ν +

∑
j

∑
α #α ⊗ a

(i)
α b

(j)
α ,

t̄ij �→ t
(ij)
g . Here r(λ) =

∑
α #α(λ)(aα ⊗ bα).

If V1, . . . , Vn are g-modules, then S(h)[1/P ] ⊗ (⊗iVi) is a module over
D(h)[1/P ] ⊗ U(g)⊗n, and (S(h)[1/P ] ⊗ (⊗iVi))h is a module over Hn(g, h).
Moreover, we have a restriction morphism (S(g) ⊗ (⊗iVi))g → (S(h)[1/P ] ⊗
(⊗Vi))h. Note that (S(g)⊗(⊗iVi))g is a t̄1,n-module using the morphism t̄1,n →
Hn(g), while (S(h)[1/P ]⊗(⊗Vi))h is a t̄1,n-module using the morphism t̄1,n →
Hn(g, h). Then one checks that the restriction morphism (S(g)⊗ (⊗iVi))g →
(S(h)[1/P ]⊗ (⊗Vi))h is a t̄1,n-module morphism.

Proof. The images of the above elements are all h-invariant. To lighten the
notation, we will imply summation over repeated indices and denote elements
of Bn as follows: ∂̄ν⊗1 by ∂̄ν , x̄ν⊗1 by 〈λ, hν〉, 1⊗x(i) by xi. Then ρg,h(x̄i) =
(λ∨)i, ρg,h(ȳi) = −hi

ν ∂̄ν +
∑n

j=1 r(λ)ij (here for x⊗y ∈ g⊗2, (x⊗y)ii := xiyi).
We will use the same presentation of t̄1,n as in Proposition 39. The relations

[x̄i, x̄j ] = 0 and t̄ij = t̄ji are obviously preserved.
Let us check that [x̄i, ȳj ] = t̄ij is preserved (i �= j):

[ρg,h(x̄i), ρg,h(ȳj)] =

[
x̄νh

i
ν ,−hj

ν ∂̄ν +
∑
k

r(λ)jk
]

= tijh + [λi, r(λ)ji]

= tijh + tijn = tijg = ρg,h(t̄ij).

Let us check that
∑

i x̄i =
∑

i ȳi = 0 are preserved. We have
∑

i ρg,h(x̄i)
= 0 by the same argument as above and

∑
i ρg,h(ȳi) =

∑
i(λ

∨)i (by the
antisymmetry of r(λ)), which vanishes by the same argument as above.
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Let us check that [ȳi, ȳj] = 0 is preserved, for i �= j. We have

[ρg,h(ȳi), ρg,h(ȳj)]

=
∑

k|k �=i,j

(−hi
ν(∂νr(λ)

)jk
+ hj

ν(∂νr(λ))ik + [r(λ)ij , r(λ)jk ]

+[r(λ)ik, r(λ)jk ] + [r(λ)ik , r(λ)ji ]
)

+
[(

hi
ν + hj

ν

)
∂̄ν , r(λ)ij

]
− [hi

ν ∂̄ν , r(λ)jj
]
+
[
hj
ν ∂̄ν , r(λ)ii

]
+ [r(λ)ij , r(λ)ii + r(λ)jj ]

=
∑

k|k �=i,j

hk
ν(∂νr(λ))ij +

[(
hi
ν + hj

ν

)
∂̄ν , r(λ)ij

]− [hi
ν ∂̄ν , r(λ)jj

]

+
[
hj
ν ∂̄ν , r(λ)ii

]
+ [r(λ)ij , r(λ)ii + r(λ)jj ]

≡ (∂νr(λ))ij
(−hi

ν − hj
ν − X̄ν

)
+
[(

hi
ν + hj

ν

)
∂̄ν , r(λ)ij

]
−hi

ν(∂νr(λ))jj + hj
ν(∂νr(λ))ii + [r(λ)ij , r(λ)ii + r(λ)jj ]

=
[
hi
ν + hj

ν , r(λ)ij
]
∂̄ν − (∂νr

ij(λ))X̄ν +
[
hi
ν + hj

ν , ∂νr(λ)ij
]

−hi
ν(∂νr(λ))jj + hj

ν(∂νr(λ))ii + [r(λ)ij , r(λ)ii + r(λ)jj ].

The second equality follows from the CDYBE and the antisymmetry on r(λ).
Then[
hi

ν + hj
ν , r(λ)ij

]
∂̄ν−(∂νrij(λ))X̄ν =

([
hi

ν′ + hj
ν′ , r(λ)ij

]
− ∂νrij(λ)〈λ, [hν , hν′ ]〉

)
∂̄ν′

is zero thanks to the h-invariance of r(λ). Applying xiyjzk �→ xi(yz)j to the
CDYB identity
[
r(λ)ij , r(λ)ik

]
+
[
r(λ)ij , r(λ)jk

]
+
[
r(λ)ik , r(λ)jk

]− hi
ν∂νr(λ)jk + hj

ν∂νr(λ)ik

− hj
ν∂νr(λ)ij = 0,

we get

1
2

∑
α,β

#α#
′
β(λ)[aα, aβ ]i[bα, bβ]j + [r(λ)ij , r(λ)ii]− hi

ν(∂νr(λ))jj

+
[
hj
ν , ∂νr(λ)ij

]
= 0.

Since r(λ) is antisymmetric, the sum (1/2)
∑

α,β . . . is symmetric in (i, j);
antisymmetrizing in (i, j), we get
[
hi
ν + hj

ν , ∂νr(λ)ij
]−hi

ν(∂νr(λ))jj +hj
ν(∂νr(λ))ii+[r(λ)ij , r(λ)ii+r(λ)jj ] = 0.

All this implies that [ρg,h(ȳi), ρg,h(ȳj)] = 0.
Let us check that [x̄i, t̄jk] = 0 is preserved (i, j, k distinct). We have

[ρg,h(x̄i), ρg,h(t̄jk)] =
[
(λ∨)i, tjkg

]
= 0.

Let us prove that [ȳi, t̄jk] = 0 is preserved (i, j, k distinct). We have
[ρg,h(ȳi), ρg,h(t̄jk)] =

[
−hi

ν ∂̄ν +
∑

l r(λ)il , tjkg
]

=
[
r(λ)ij + r(λ)ik , tjkg

]
= 0

because tg is g-invariant. ��
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Proposition 42. If V1, . . . , Vn are g-modules, then (S(h)[1/P ]⊗(⊗iVi))h is a
t̄1,n � d-module. The t̄1,n-module structure is induced by the morphism t̄1,n →
Hn(g, h) of Proposition 41, so

ρ(Vi)(x̄i)(f(λ) ⊗ (⊗ivi)) = (λ∨)i(f(λ) ⊗ (⊗ivi)),

ρ(Vi)(ȳi)(f(λ) ⊗ (⊗ivi)) =

⎛
⎝−hi

ν∂ν +
∑
j

r(λ)ij

⎞
⎠ (f(λ)⊗ (⊗ivi)),

ρ(Vi)(t̄ij)(f(λ) ⊗ (⊗ivi)) = tijg (f(λ) ⊗ (⊗ivi)),

and the d-module structure is given by

ρ(Vi)(δ2m)(f(λ) ⊗ (⊗ivi)) =
1
2

(∑
i

{(adλ∨)2m(eα) · eα}i
)

(f(λ)⊗ (⊗ivi)),

ρ(Vi)(Δ0)(f(λ) ⊗ (⊗ivi)) =

(
− 1

2
∂2
ν +

1
2
〈μ(r(λ)), hν 〉∂ν

+
{

1
2
ψ(λ)11 − 1

2
(adλ∨)−1

|n (μ(r(λ))n)
}12...n

)

(f(λ)⊗ (⊗ivi)),

ρ(Vi)(d)(f(λ) ⊗ (⊗ivi)) =
1
2
(〈λ, hν 〉∂ν + ∂ν〈λ, hν〉+ 〈μ(r(λ)), λ∨〉)

(f(λ)⊗ (⊗ivi)),

ρ(Vi)(X)(f(λ) ⊗ (⊗ivi)) =
1
2
〈λ∨, λ∨〉(f(λ) ⊗ (⊗ivi)).

Here (−)n denotes the projection of g on n along h.

To summarize, we have a diagram

t̄1,n → Hn(g, h) → End((S(h)[1/P ]⊗ (⊗iVi))h)
⊂↘ (1)↑ ↗

t̄1,n � d

As before, the restriction morphism (S(g)⊗(⊗iVi))g → (S(h)[1/P ]⊗(⊗iVi))h

extends to a t̄1,n � d-module morphism.
The action of t̄1,n�d factors through a morphism ρ̃g,h : t̄1,n�d→ Hn(g, h)

extending ρg,h : t̄1,n → Hn(g, h) (denoted by (1) in the diagram).

Proof. Let λ ∈ h∗reg. Then if V is a g-module, we have (Ôg∗,λ⊗V )g = (Ôh∗,λ⊗
V )h (where ÔX,x is the completed local ring of a variety X at the point x).
We then have a morphism t̄1,n�d→ Hn(g) → End((Ôg∗,λ⊗(⊗iVi))g) for any
λ ∈ g∗, so when λ ∈ h∗reg we get a morphism t̄1,n�d → End((Ôh∗,λ⊗(⊗iVi))h).

Let show that the images of the generators of t̄1,n �d under this morphism
are given by the above formulas.
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Since the actions of x̄i, t̄ij , and X on (Ôg∗,λ ⊗ (⊗iVi))g are given by
multiplication by elements of (Ôg∗,λ ⊗ U(g)⊗n)g, their actions on (Ôh∗,λ ⊗
(⊗iVi))h are given by multiplication by restrictions of these elements to h∗.

Let us compute the action of ȳi. Let f̃(λ) ∈ (Ôh∗,λ ⊗ (⊗iVi))h and
F̃ (λ) ∈ (Ôg∗,λ ⊗ (⊗iVi))g be its equivariant extension to a formal map
g∗ → ⊗iVi. Then for x ∈ n, we have (∂x∧ +

∑
i(adλ∨)−1(x)i)(F̃ (λ))|h∗ = 0

(the map x �→ x∧ is the inverse of g∗ → g, λ �→ λ∨). Then ρ(Vi)(ȳi)(f̃(λ)) =(
− hi

ν∂ν +
∑

j eiβ
(
(adλ∨)−1(eβ)

)j)
f̃(λ) =

(
−hi

ν∂ν +
∑

j r(λ)ij
)

(f̃(λ)).
Let us now compute the action of Δ0. Let λ0 ∈ h∗ be such that λ∨0 ∈ U and

λ ∈ g∗ be close to λ0. We set δλ := λ− λ0. We then have λ = eadx(λ0 + h∧),
where x ∈ n and h ∈ h are close to 0. We have the expansions

h = (δλ)∨h +
1
2

[
(ad λ∨0 )−1

|n ((δλ)∨n ) , (δλ)∨n
]

h
,

x = − (ad λ∨0 )−1
|n

(
(δλ)∨n +

[
(ad λ∨0 )−1

|n

(
(δλ)∨n

)
, (δλ)∨h

]

+
1
2

[
(adλ∨0 )−1

|n ((δλ)∨n ) , (δλ)∨n
]

n

)

up to terms of order > 2; here the indices un and uh mean the projections of
u ∈ g to n and h. If now f̃(λ) : h∗ ⊃ V (λ0, h

∗) → ⊗iVi is an h-equivariant
function defined in the vicinity of λ0 and F̃ (λ) : g∗ ⊃ V (λ0, g

∗) → ⊗iVi

is its g-equivariant extension to a neighborhood of λ0 in g∗, then F̃ (λ) =
(ex)1...nf̃(λ0 + h), which implies the expansion

F̃ (λ) = f̃(λ0) +
(
(δλ)ν +

1
2

〈[
(ad λ∨0 )−1

|n (eβ), eβ′
]
, hν

〉
(δλ)β(δλ)β′

)
∂ν f̃(λ0)

+
1
2
(δλ)ν (δλ)ν′∂2

νν′ f̃(λ0) +
(
− (ad λ∨0 )−1

|n (eβ)(δλ)β

− (ad λ∨0 )−1
([

(ad λ∨0 )−1
|n (eβ), hν

])
(δλ)ν (δλ)β

−1
2

(ad λ∨0 )−1
|n

([
(ad λ∨0 )−1

|n (eβ), eβ′
]

n

)
(δλ)β(δλ)β′

+
1
2

(ad λ∨0 )−1
|n (eβ) (ad λ∨0 )−1

|n (eβ′)(δλ)β(δλ)β′
)1...n

f̃(λ0)

− (ad λ∨0 )−1
|n (eβ)1...n(δλ)β(δλ)ν∂ν f̃(λ0)

up to terms of order > 2.
Then
(
∂2
αF
)
(λ0) =

(
∂2
ν f̃
)

(λ0) +
〈[

(ad λ∨0 )−1
|n (eβ), eβ

]
, hν

〉
∂ν f̃(λ0)

+
(
− (ad λ∨0 )−1

|n

([
(ad λ∨0 )−1

|n (eβ), eβ
]

n

)

+
(
(ad λ∨0 )−1

|n (eβ)
)2 )1...n

f̃(λ0),
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which implies the formula for the action of Δ0.
Then (S(h)[1/P ] ⊗ (⊗iVi))h ⊂ ∏λ∈h∗

reg
(Ôh∗,λ ⊗ (⊗iVi))h is preserved by

the action of the generators of t̄1,n � d-module, hence it is a sub-(̄t1,n � d)-
module, with action given by the above formulas. ��

6.4 Realization of the universal KZB system

The realization of the flat connection d − ∑i K̄i(z|τ)dzi − Δ̄(z|τ)dτ on
(H × C

n) − Diagn is a flat connection on the trivial bundle with fiber(
Oh∗

reg
⊗ (⊗iVi)

)h

.
We now compute this realization, under the assumption that h ⊂ g is a

maximal abelian subalgebra. In this case, two simplifications occur:

(a) (adλ∨)(hν) = 0 since h is abelian,
(b)
[
(adλ∨)−1

|n (eβ), eβ
]

n
= 0, since

[
(adλ∨)−1

|n (eβ), eβ
]

commutes with any
element in h, so that it belongs to h.

The image of K̄i(z|τ) is then the operator

K
(Vi)
i (z|τ)

= hi
ν∂ν −

∑
j

r(λ)ij +
∑
j|j �=i

k(zij , (adλ∨)i|τ)
(
tijn + tijh

)

= hi
ν∂ν − r(λ)ii +

∑
j|j �=i

θ(zij + (adλ∨)i|τ)
θ(zij |τ)θ((ad λ∨)i|τ)

(
tijn
)

+
∑
j|j �=i

θ′

θ
(zij |τ)tijh .

The image of 2πiΔ̄(z|τ) is the operator

2πiΔ(Vi)(z|τ) =
1
2
∂2
ν +

1
2
〈[

(adλ∨)−1(eβ), eβ
]
, hν

〉
∂ν − g(0, 0|τ)

∑
i

1
2
tiig

+
∑
i,j

1
2
([

g(zij , adλ∨|τ)− (adλ∨)−2
]
(eβ)
)i

ejβ +
∑
i,j

1
2
g(zij , 0|τ)hi

νh
j
ν ,

and the connection is now

∇(Vi) = d−
∑
i

K
(Vi)
i (z|τ)dzi −Δ(Vi)(z|τ)dτ.

Recalling P (λ) = det((adλ∨)|n), we compute the conjugations P 1/2∇(Vi)

P−1/2, where P±1/2 is the operator of multiplication by (inverse branches
of) P±1/2 on Oh∗

reg
⊗ (⊗iVi)h.

Lemma 43. ∂ν logP (λ)=−〈hν , μ(r(λ))〉, P 1/2
[
hi
ν∂ν − r(λ)ii

]
P−1/2 = hi

ν∂ν ,

P 1/2
[
∂2
ν +
〈[

(adλ∨)−1
|n (eβ), eβ

]
, hν

〉
∂ν

]
P−1/2 = ∂2

ν + ∂ν

(〈
hν ,

1
2μ(r(λ))

〉)
− 〈hν ,

1
2μ(r(λ))

〉2.
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Proof. ∂ν logP (λ) = (d/dt)|t=0det
[
(ad(λ∨ + thν)|n)(adλ∨)−1

|n

]
=tr
[
(adhν)|n◦

(adλ∨)−1
|n

]
=
〈
eβ, (adhν) ◦ (adλ∨)−1

|n (eβ)
〉

=
〈[

(adλ∨)−1
|n (eβ), eβ

]
, hν

〉
=

−〈hν , μ(r(λ))〉. The next equality follows from μ(r(λ))i = 2r(λ)ii. The last
equality is a direct consequence. ��
Proposition 44. P 1/2∇(Vi)P−1/2 = d−∑i K̃i(z|τ)dzi − Δ̃(z|τ)dτ , where

K̃i(z|τ) = hi
ν∂ν +

∑
j|j �=i

θ(zij + (adλ∨)i|τ)
θ(zij |τ)θ((ad λ∨)i|τ)

(
tijn
)

+
∑
j|j �=i

θ′

θ
(zij |τ)tijh

2πiΔ̃(z|τ) =
1
2
∂2
ν + ∂ν

(〈
hν ,

1
2
μ(r(λ))

〉)
−
〈
hν ,

1
2
μ(r(λ))

〉2

−g(0, 0|τ)
∑
i

1
2
tiig

+
∑
i,j

1
2

((
g(zij , ad λ∨|τ)− (adλ∨)−2

)
(eβ)
)i

ejβ

+
∑
i,j

1
2
g(zij , 0|τ)hi

νh
j
ν ,

where
g(z, 0|τ) =

1
2
θ′′

θ
(z|τ)− 2πi

∂τη

η
(τ)

and
g(z, α|τ)− α−2 =

1
2

θ(z + α|τ)
θ(x|τ)θ(α|τ)

(
θ′

θ
(z + α|τ) − θ′

θ
(α|τ)

)
.

The term in
∑

i(1/2)tiig is central and can be absorbed by a suitable further
conjugation. Rescaling tg into κ−1tg, where κ ∈ C

×, K̃i(z|τ) and Δ̃(z|τ) get
multiplied by κ. Moreover, we have:

Lemma 45. When g is simple and h ⊂ g is the Cartan subalgebra,

∂ν

{〈
hν ,

1
2
μ(r(λ))

〉}
=
〈
hν ,

1
2
μ(r(λ))

〉2

.

Proof. Let D(λ) :=
∏

α∈Δ+(α, λ), where Δ+ is the set of positive roots of g.
Then D(λ) is W -anti-invariant, where W is the Weyl group. Therefore ∂2

νD(λ)
is also W -anti-invariant, so it is divisible (as a polynomial on h∗) by all the
(α, λ), where α ∈ Δ+, so it is divisible by D(λ); since ∂2

νD(λ) has degree
strictly lower than D(λ), we get ∂2

νD(λ) = 0.
Now if (eα, fα, hα) is a basis of the sl2-triple associated with α, we have

r(λ) =
∑

α∈Δ+ −(eα ⊗ fα − fα ⊗ eα)/(α, λ), so 1
2μ(r(λ)) = −∑α∈Δ+ hα/

(α, λ). Therefore 1
2μ(r(λ)) = −∂ν logD(λ)hν . Then ∂2

νD(λ) = 0 implies that
∂2
ν logD + (∂ν logD)2 = 0, which implies the lemma. ��

The resulting flat connection then coincides with that of [Ber98a,FW96].
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7 The universal KZB connection and representations
of Cherednik algebras

7.1 The rational Cherednik algebra of type An−1

Let k be a complex number, and n ≥ 1 an integer. The rational
Cherednik algebra Hn(k) of type An−1 is the quotient of the algebra
C[Sn] � C〈x1, . . . , xn, y1, . . . , yn〉 by the relations

∑
i

xi = 0,
∑
i

yi = 0, [xi, xj ] = 0 = [yi, yj ],

[xi, yj ] =
1
n
− ksij , i �= j,

where sij ∈ Sn is the permutation of i and j (see, e.g., [EG02]).8
Let e := 1

n!

∑
σ∈Sn

σ ∈ C[Sn] be the Young symmetrizer. The spherical
subalgebra Bn(k) (often called the spherical Cherednik algebra) is defined to
be the algebra eHn(k)e.

We define an important element

h :=
1
2

∑
i

(xiyi + yixi).

We recall that category O is the category of Hn(k)-modules that are locally
nilpotent under the action of the operators yi and decompose into a direct sum
of finite dimensional generalized eigenspaces of h. Similarly, one defines the
category O over Bn(k) to be the category of Bn(k)-modules that are locally
nilpotent under the action of C[y1, . . . , yn]Sn and decompose into a direct sum
of finite dimensional generalized eigenspaces of h.

7.2 The homomorphism from t̄1,n to the rational
Cherednik algebra

Proposition 46. For each k, a, b ∈ C, we have a homomorphism of Lie alge-
bras ξa,b : t̄1,n → Hn(k), defined by the formula

x̄i �→ axi, ȳi �→ byi, t̄ij �→ ab

(
1
n
− ksij

)
.

Proof. Straightforward. ��
Remark 47. Obviously, a, b can be rescaled independently, by rescaling the
generators x̄i and ȳi of the source algebra t̄1,n. On the other hand, if we are
allowed only to apply automorphisms of the target algebra Hn(k), then a, b
can be rescaled only in such a way that the product ab is preserved.

8The generators xα, ∂α of Section 6.1 will be henceforth renamed qα, pα.
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This shows that any representation V of the rational Cherednik algebra
Hn(k) yields a family of realizations for t̄1,n parametrized by a, b ∈ C, and
gives rise to a family of flat connections ∇a,b over the configuration space
C̄(Eτ , n).

7.3 Monodromy representations of double affine Hecke algebras

Let Hn(q, t) be Cherednik’s double affine Hecke algebra of type An−1. By
definition, Hn(q, t) is the quotient of the group algebra of the orbifold funda-
mental group B1,n of C̄(Eτ , n)/Sn by the additional relations

(T − q−1t)(T + q−1t−1) = 0,

where T is any element of B1,n homotopic (as a free loop) to a small loop
around the divisor of diagonals in the counterclockwise direction.

Let V be a representation of Hn(k), and let ∇a,b(V ) be the universal
connection ∇a,b evaluated in V . In some cases, for example if a, b are formal or
if V is finite-dimensional, we can consider the monodromy of this connection,
which obviously gives a representation of Hn(q, t) on V , with

q = e−2πiab/n, t = e−2πikab.

In particular, taking a = b, V = Hn(k), this monodromy representation de-
fines a homomorphism θa : Hn(q, t)→ Hn(k)[[a]], where

q = e−2πia2/n, t = e−2πika2
.

It is easy to check that this homomorphism becomes an isomorphism upon in-
verting a. The existence of such an isomorphism was pointed out by Cherednik
(see [Che03, end of Section 6], and the end of [Che97]), but his proof is dif-
ferent.

Example 48. Let k = r/n, where r is an integer relatively prime to n. In
this case, it is known (see, e.g., [BEG03a]) that the algebra Hn(k) admits
an irreducible finite dimensional representation Y (r, n) of dimension rn−1. By
virtue of the above construction, the space Y (r, n) carries an action ofHn(q, t)
with any nonzero q, t such that qr = t. This finite-dimensional representation
of Hn(q, t) is irreducible for generic q, and is called a perfect representation;
it was first constructed in [Eti94, p. 500], and later in [Che03, Theorem 6.5],
in a greater generality.

7.4 The modular extension of ξa,b

Assume that a, b �= 0.
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Proposition 49. The homomorphism ξa,b can be extended to the algebra
U (̄t1,n � d) � Sn by the formulas

ξa,b(sij) = sij ,

ξa,b(d) = h =
1
2

∑
i

(xiyi + yixi), ξa,b(X) = −1
2
ab−1

∑
i

x2
i ,

ξa,b(Δ0) =
1
2
ba−1

∑
i

y2
i , ξa,b(δ2m) = −1

2
a2m−1b−1

∑
i<j

(xi − xj)2m.

Proof. Direct computation. ��
Thus, the flat connections ∇a,b extend to flat connections on M1,[n].
This shows that the monodromy representation of the connection ∇a,b(V ),

when it can be defined, is a representation of the double affine Hecke algebra
Hn(q, t) with a compatible action of the extended modular group S̃L2(Z). In
particular, this is the case if V = Y (r, n). Such representations of S̃L2(Z)

were considered by Cherednik [Che03]. The element T of S̃L2(Z) acts in
this representation by “the Gaussian,” and the element S by the “Fourier–
Cherednik transform.” They are generalizations of the S̃L2(Z)-action on Ver-
linde algebras.

8 Explicit realizations of certain highest weight
representations of the rational Cherednik algebra
of type An−1

8.1 The representation VN

Let N be a divisor of n, and g = slN (C), G = SLN (C). Let VN = (C[g] ⊗
(CN )⊗n)g (the divisor condition is needed for this space to be nonzero). It
turns out that VN has a natural structure of a representation of Hn(k) for
k = N/n.

Proposition 50. We have a homomorphism ζN : Hn(N/n) → End(VN ), de-
fined by the formulas

ζN (sij) = sij , ζN (xi) = Xi, ζN (yi) = Yi (i = 1, . . . , n),

where for f ∈ VN , A ∈ g we have

(Xif)(A) = Aif(A),

(Yif)(A) =
N

n

∑
p

(bp)i
∂f

∂bp
(A),

where {bp} is an orthonormal basis of g with respect to the trace form.



Universal KZB Equations: The Elliptic Case 243

Proof. Straightforward verification. ��
The relationship of the representation VN to other results in this paper is

described by the following proposition.

Proposition 51. The connection ∇a,1(VN ) corresponding to the representa-
tion VN is the usual KZB connection for the n-point correlation functions on
the elliptic curve for the Lie algebra slN and n copies of the vector represen-
tation C

N , at level K = − n
aN −N .

Proof. We have a sequence of maps

U (̄t1,n � d) � Sn → Hn(N/n)→ Hn(g) � Sn → End(VN ),

where the first map is ξa,b, the second map sends sij to sij , xi to the class of∑
α qα⊗eiα, and yi to the class of

∑
α pα⊗eiα (recall that the xa, ∂a of Section

6.1 have been renamed qa, pa), and the last map is explained in Section 6.1.
The composition of the first two maps is then that of Proposition 40, and
the composition of the last two maps is the map ζN of Proposition 50. This
implies the statement. ��
Remark 52. Suppose that K is a nonnegative integer, i.e., a = − n

N(K+N) ,
where K ∈ Z+. Then the connection ∇a,1 on the infinite-dimensional vector
bundle with fiber VN preserves a finite-dimensional subbundle of conformal
blocks for the WZW model at level K. The subbundle gives rise to a finite
dimensional monodromy representation V K

N of the Cherednik algebra Hn(q, t)
with

q = e
2πi

N(K+N) , t = qN

(so both parameters are roots of unity). The dimension of V K
N is given by the

Verlinde formula, and it carries a compatible action of S̃L2(Z) to the action of
the Cherednik algebra. Representations of this type were studied by Cherednik
in [Che03].

8.2 The spherical part of VN .

Note that
((

n∑
i=1

Xp
i

)
f

)
(A) =

n

N
(trAp)f(A), (43)

((
n∑

i=1

Y p
i

)
f

)
(A) =

(
N

n

)p−1

(tr ∂p
A) f(A). (44)

Consider the space UN = eVN = (C[g] ⊗ Sn
C

N )g as a module over the
spherical subalgebra Bn(k). It is known (see e.g. [BEG03b]) that the spherical
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subalgebra is generated by the elements (
∑

xp
i ) e and (

∑
yp
i ) e. Thus formulas

(43), (44) determine the action of Bn(k) on UN .
We note that by restriction to the set h of diagonal matrices

diag(λ1, . . . , λN ), and dividing by Δn/N , where Δ =
∏

i<j(λi − λj), one
identifies UN with C[h]SN . Moreover, it follows from [EG02] that formulas
(43), (44) can be viewed as defining an action of another spherical Cherednik
algebra, namely BN (1/k), on C[h]SN . Moreover, this representation is the
symmetric part W of the standard polynomial representation of HN (1/k),
which is faithful and irreducible, since 1/k = n/N is an integer [GGOR03].
In other words, we have the following proposition.

Proposition 53. There exists a surjective homomorphism φ : Bn(N/n) →
BN (n/N), such that φ∗W = UN . In particular, UN is an irreducible repre-
sentation of Bn(N/n).

Proposition 53 can be generalized as follows. Let 0 ≤ p ≤ n/N be an
integer. Consider the partition μ(p) = (n − p(N − 1), p, . . . , p) of n. The
representation of g attached to μ(p) is Sn−pN

C
N .

Let e(p) be a primitive idempotent of the representation of Sn at-
tached to μ(p). Let Up

N = e(p)VN = (C[g] ⊗ Sn−pN
C

N )g. Then the algebra
e(p)Hn(N/n)e(p) acts on Up

N , and the above situation of UN is the special
case p = 0.

Proposition 54. There exists a surjective momorphism

φp : e(p)Hn(N/n)e(p)→ BN (n/N − p)

such that φ∗pW = Up
N . In particular, Up

N is an irreducible representation of
Bn(N/n− p).

Proof. Similar to the proof of Proposition 53. ��
Example 55. p = 1, n = N . In this case e(p) = e− = 1

n!

∑
σ∈Sn

ε(σ)σ, the
antisymmetrizer, and the map φp is the shift isomorphism e−HN (1)e− →
eHN (0)e.

8.3 Coincidence of the two sl2 actions

As before, let {bp} be an orthonormal basis of g (under some invariant inner
product). Consider the sl2-triple

H =
∑

bp
∂

∂bp
+

dim g

2
(45)

(the shifted Euler field),

E =
1
2

∑
p

b2p, F = −1
2
Δg, (46)
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where Δg is the Laplace operator on g. Recall also (see, e.g., [BEG03b]) that
the rational Cherednik algebra contains the sl2-triple h = 1

2

∑
i(xiyi + yixi),

f = − 1
2

∑
i y

2
i , e = 1

2

∑
i x2

i .
The following proposition shows that the actions of these two sl2 algebras

on VN essentially coincide.

Proposition 56. On VN , one has

h = H, e =
n

N
E, f =

N

n
F.

Proof. The last two equations follow from formulas (43), (44), and the first
one follows from the last two by taking commutators. ��

8.4 The irreducibility of VN .

Let Δ(n,N) be the representation of the symmetric group Sn corresponding
to the rectangular Young diagram with N rows (and correspondingly n/N
columns), i.e., to the partition

(
n
N , . . . , n

N

)
; e.g., Δ(n, 1) is the trivial repre-

sentation.
For a representation π of Sn, let L(π) denote the irreducible lowest weight

representation of Hn(k) with lowest weight π.

Theorem 57. The representation VN is isomorphic to L(Δ(n,N)).

Proof. The representation VN is graded by the degree of polynomials, and in
degree-zero we have VN [0] = ((CN )⊗n)g = Δ(n,N) by the Weyl duality.

Let us show that the module VN is semisimple. It is sufficient to show that
VN is a unitary representation, i.e., admits a positive definite contravariant
Hermitian form. Such a form can be defined by the formula

(f, g) = 〈f(∂A), g(A)〉|A=0,

where 〈−,−〉 is the Hermitian form on (CN )⊗n obtained by tensoring the
standard forms on the factors. This form is obviously positive definite, and
satisfies the contravariance properties

(Yif, g) =
N

n
(f,Xig), (f, Yig) =

N

n
(Xif, g).

The existence of the form (−,−) implies the semisimplicity of VN . In partic-
ular, we have a natural inclusion L(Δ(n,N)) ⊂ VN .

Next, formula (43) implies that VN is a torsion-free module over R :=
C[x1, . . . , xN ]SN = C

[∑N
i=1 xp

i , 2 ≤ p ≤ N
]
. Since VN is semisimple, this im-

plies that VN/L(Δ(n,N)) is torsion-free as well.
On the other hand, we will now show that the quotient VN/L(Δ(n,N)) is

a torsion module over R. This will imply that the quotient is zero, as desired.
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Let v1, . . . , vN be the standard basis of C
N , and for each sequence J =

(j1, . . . , jn), ji ∈ {1, . . . , N}, let vJ := vj1 ⊗ · · · ⊗ vjn . Let us say that a
sequence J is balanced if it contains each of its members exactly n/N times.
Let B be the set of balanced sequences. The set B has commuting left and
right actions SN and Sn, σ ∗ (j1, . . . , jn) ∗ τ = (σ(jτ(1)), . . . , σ(jτ(n))). Let
J0 = (1 . . . 1, 2 . . . 2, . . . , N . . . N), then any J ∈ B has the form J = J0 ∗ τ for
some τ ∈ Sn.

Let f ∈ VN . Then f is a function h → ((CN )⊗n)h, equivariant under the ac-
tion of SN (here h ⊂ g is the Cartan subalgebra, so h = {(λ1, . . . , λN )|∑i λi =
0}), so

f(λ) =
∑
J∈B

fJ (λ)vJ , (47)

where λ = (λ1, . . . , λN ) and fJ are scalar functions (the summation is
over B, since f(λ) must have zero weight). By the SN -invariance, we have
fσ∗J (σ(λ)) = fJ(λ). We then decompose f(λ) =

∑
o∈SN\B fo(λ), where

fo(λ) =
∑

J∈o fJ(λ)vJ .
For each o ∈ SN \B, we construct a nonzero φo ∈ C[x1, . . . , xn] such that

φo · fo(λ) ∈ L(Δ(n,N)). Then φ :=
∏

o∈SN\B
∏

σ∈SN
σ(φo) ∈ R is nonzero

and such that φ · f(λ) ∈ L(Δ(n,N)).
We first construct φo when o = o0, the class of J0. By SN -invariance,

fo0(λ) has the form

fo0(λ) =
∑

σ∈SN

g(λσ(1), . . . , λσ(N))v
⊗n/N
σ(1) ⊗ · · · ⊗ v

⊗n/N
σ(N)

where g(λ, . . . , λN ) ∈ C[λ1, . . . , λN ]. For φo0 ∈ C[x1, . . . , xN ], we have

φo0 · fo0(λ) =
∑

σ∈SN

(φo0g)(λσ(1), . . . , λσ(N))v
⊗n/N
σ(1) ⊗ · · · ⊗ v

⊗n/N
σ(N) . (48)

On the other hand, let v ∈ Δ(n,N); expand v =
∑

J∈B cJvJ . One checks that
v can be chosen such that cJ0 �= 0 (one starts with a nonzero vector v′ and
J ′ ∈ B such that the coordinate of v′ along J ′ is nonzero, and then acts on
v′ by an element of Sn bringing J ′ to J0). Then since v is g-invariant (and
therefore SN -invariant), we have

cσ(1)···σ(1)···σ(N)···σ(N) = cJ0 (49)

for any σ ∈ SN .
If Q ∈ C[x1, . . . ., xn], then

(Q · v)(λ) =
∑

(j1,...,jn)∈B
cj1···jnQ(λj1 , . . . , λjn)vj1 ⊗ · · · ⊗ vjn ∈ L(Δ(n,N)).

(50)
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Set
Q0(λ1, . . . , λn) :=

∏
1≤a<b≤n,j0a �=j0b

(λa − λb),

where
(
j0
1 , . . . , j

0
n

)
= J0,

q0(λ1, . . . , λN ) := Q0(λ1 · · ·λ1, . . . , λN · · ·λN ),

so
q0(λ1, . . . , λN ) =

( ∏
1≤i<j≤N

(λi − λj)
)(n/N)2

.

Set φo0(λ1, . . . , λN ) := q0(λ1, . . . , λN ) and

Q(λ1, . . . , λn) := Q0(λ1, . . . , λn)q(λ1, λ(n/N)+1, . . . , λ(N−1) n
N +1).

Then (48) and (50) coincide, since: (a) for J /∈ o0, Q0(λj1 , . . . , λjn) = 0, so the
coefficient of vJ in both expressions is zero, (b) the coefficients of vJ0 in both
expressions coincide, (c) for J ∈ o0, the coefficients of vJ coincide because of
(b) and (49). The functions φo are constructed in the same way for a general
o ∈ SN \B. This ends the proof of the theorem. ��
Remark 58. Theorem 57 is a special case of the much more general (but
much less elementary) Theorem 68, which is proved below.

8.5 The character formula for VN

For each partition μ of n, let V (μ) be the representation of g, and π(μ) the
representation of Sn corresponding to μ.

Let Pμ(q) be the q-analogue of the weight multiplicity of the zero weight
in V (μ). Namely, we have a filtration F • on V (μ)[0] such that F i is the space
of vectors in V (μ)[0] killed by the (i + 1)-power of the principal nilpotent
element

∑
ei of g. Then Pμ(q) =

∑
j≥0 dim(F j/F j−1)qj . The coefficients of

Pμ(q) are called the generalized exponents of V (μ) (see [Kos63,He,Lus81] for
more details).

We have VN = ⊕μπ(μ) ⊗ (C[g] ⊗ V (μ))g. This together with Theorem 57
implies the following.

Corollary 59. The character of L(Δ(n,N)) is given by the formula

Tr|L(Δ(n,N))(w · qh) = q(N2−1)/2

∑
μ χπ(μ)(w)Pμ(q)

(1− q2) . . . (1 − qN )
,

where w ∈ Sn, and χπ(μ) is the character of π(μ). Here the summation is over
partitions μ of n with at most N parts.
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Proof. The formula follows, using Proposition 56, from Kostant’s result
[Kos63] that (C[g]⊗V (μ))g is a free module over C[g]g, and the fact that the
Hilbert polynomial of the space of generators for this module is the q-weight
multiplicity of the zero weight, Pμ(q) [Kos63,Lus81,He]. ��
Remark 60. It would be interesting to compare this formula with the char-
acter formula of [Rou05] for the same module.

9 Equivariant D-modules and representations
of the rational Cherednik algebra

9.1 The category of equivariant D-modules on the nilpotent cone

The theory of equivariant D-modules on the nilpotent cone arose from Harish-
Chandra’s work on invariant distributions on nilpotent orbits of real groups,
and was developed further in many papers; see, e.g., [HK84, LS97, Lev98,
Mir04] and references therein. Let us recall some of the basics of this theory.

Let G be a simply connected simple algebraic group over C, and g its
Lie algebra. Let N ⊂ g be the nilpotent cone of g. We denote by D(g) the
category of finitely generated D-modules on g, by DG(g) the subcategory
of G-equivariant D-modules, and by DG(N ) the category of G-equivariant
D-modules that are set-theoretically supported on N (here we do not make a
distinction between a D-module on an affine space and the space of its global
sections). Since G acts on N with finitely many orbits, it is well known that
any object in DG(N ) is regular and holonomic.

Moreover, the category DG(N ) has finitely many simple objects, and every
object of this category has finite length (so this category is equivalent to the
category of modules over a finite-dimensional algebra).

9.2 Simple objects in DG(N )

Recall (see e.g. [Mir04] and references) that irreducible objects in the category
DG(N ) are parametrized by pairs (O,χ), where O is a nilpotent orbit of G
in g, and χ is an irreducible representation of the fundamental group π1(O),
which is clearly isomorphic to the component group A(O) of the centralizer Gx

of a point x ∈ O. Namely, χ defines a local system Lχ on O, and the simple
object M(O,χ) ∈ DG(N ) is the direct image of the Goresky–MacPherson
extension of Lχ to the closure Ō of O, under the inclusion of Ō into g.

9.3 Semisimplicity of DG(N )

The proof of the following theorem was explained to us by G. Lusztig.

Theorem 61. The category DG(N ) is semisimple.
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Proof. We may replace the category DG(N ) by the category of G-equivariant
perverse sheaves (of complex vector spaces) on g supported on N , PervG(N ),
since these two categories are known to be equivalent. We must show that
Ext1(P,Q) = 0 for every two simple objects P,Q ∈ PervG(N ).

Let P ′, Q′ be the Fourier transforms of P,Q. Then P ′, Q′ are character
sheaves on g, and it suffices to show that Ext1(P ′, Q′) = 0.

Recall that to each character sheaf S one can naturally attach a conjugacy
class of pairs (L, θ), where L is a Levi subgroup of G, and θ is a cuspidal local
system on a nilpotent orbit for L. It is shown by arguments parallel to those
in [Lus85] (which treats the more difficult case of character sheaves on the
group) that if (Li, θi) corresponds to Si, i = 1, 2, and (L1, θ1) is not conjugate
to (L2, θ2) then Ext∗(S1, S2) = 0. Thus it is sufficient to assume that the pair
(L, θ) attached to P ′ and Q′ is the same.

Using standard properties of constructible sheaves (in particular, Poincaré
duality), we have

Ext1(P ′, Q′) = H1(g,Hom(P ′, Q′))
= H2 dim g−1

c (g,Hom(P ′, Q′)∗)∗ = H2 dim g−1
c (g, (Q′)∗ ⊗ P ′)∗,

where ∗ for sheaves denotes the Verdier duality functor.
Recall that to each character sheaf one can attach an irreducible represen-

tation of a certain Weyl group, via the generalized Springer correspondence.
Let R be the direct sum of all character sheaves corresponding to a given
pair (L, θ) with multiplicities given by the dimensions of the corresponding
representations. Then it is sufficient to show that H2 dim g−1

c (g, (R′)∗⊗R′) = 0.
This fact is essentially proved in [Lus88]. Namely, it follows from the com-

putations of [Lus88] that Hi
c(g, (R

′)∗ ⊗ R′) is the cohomology with compact
support of a certain generalized Steinberg variety with twisted coefficients,
and it is shown that this cohomology is concentrated in even degrees.9 The
theorem is proved. ��

9.4 Monodromicity

We will need the following lemma.

Lemma 62. Let Q ∈ DG(N ). Then for any finite-dimensional representation
U of g, the action of the shifted Euler operator H defined by (45) on (Q⊗U)g

is locally finite (so Q is a monodromic D-module), and has finite-dimensional
generalized eigenspaces. Moreover, the eigenvalues of H on (Q ⊗ U)g are
bounded from above. In particular, (Q ⊗ U)g belongs to category O for the
sl2-algebra spanned by H and the elements E,F given by (46).

9More precisely, in the arguments of [Lus88] the vanishing of odd cohomology is
proved for G-equivariant cohomology with compact supports, and in the nonequiv-
ariant case one should use parallel arguments, rather than exactly the same argu-
ments.
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Proof. Since Q has finite length, it is sufficient to assume that Q is irre-
ducible. We may further assume that Q is generated by an irreducible G-
submodule V , annihilated by multiplication by any invariant polynomial
on g of positive degree. Indeed, let V0 be an irreductible G-submodule of
Q, let JV0 := {f ∈ C[g]g|fV0 = 0} and for any v ∈ V0, let Jv :=
{f ∈ C[g]g|fv = 0}. Then if v ∈ V0 is nonzero, Jv = JV0 , since Gv = V0.
Moreover, the support condition implies that Jv ⊂ mk for some k ≥ 0, where
m = C[g]g+. So JV0 ⊂ mk and is an ideal of C[g]g. Let f ∈ C[g]g be such that
f /∈ JV0 and fm ⊂ JV0 ; we set V := fV0.

Then Q is a quotient of the D-module Q̃ ⊗ V by a G-stable submodule,
where

Q̃ := D(g)/(D(g)ad(Ann(V )) + D(g)I),

Ann(V ) is the annihilator of V in U(g), and I is the ideal in C[g] generated
by invariant polynomials on g of positive degree. Thus, it suffices to show that
the lemma holds for the module Q̃ (which is only weakly G-equivariant, i.e.,
the group action and the Lie algebra action coming from differential operators
do not agree, in general).

The algebra D(g) has a grading in which deg(g∗) = −1, deg(g) = 1. This
grading descends to a grading on Q̃. We will show that for each U , this grading
on (Q̃ ⊗ U)g has finite-dimensional pieces, and is bounded from above. This
implies the lemma, since the Euler operator preserves the grading.

Consider the associated graded module Q̃0 of Q̃ under the Bernstein fil-
tration. This is a bigraded module over C[g⊕ g] (where we identify g and g∗

using the trace form). We have to show that the homogeneous subspaces of
(Q̃0 ⊗ U)g under the grading defined by deg(g⊕ 0) = −1, deg(0 ⊕ g) = 1 are
finite-dimensional.

The associated graded of the ideal Ann(V ) ⊂ U(g) is such that C[g]k+ ⊂
grAnn(V ) ⊂ C[g]+ for some k ≥ 1; therefore

Q̃0 = C[g⊕ g]/J,

where J is a (not necessarily radical) ideal whose zero set is the variety Z of
pairs (u, v) ∈ N × g such that [u, v] = 0. Let

Q′0 = C[g⊕ g]/
√

J.

Because of the Hilbert basis theorem, it suffices to prove that the homogeneous
subspaces of (Q′0 ⊗ U)g are finite-dimensional and that the degree is bounded
above. But Q′0 is the algebra of regular functions on Z. By the result of [Jos97],
one has C[Z]g = C[g]g, the algebra of invariant polynomials of Y . But it
follows from Hilbert’s theorem on invariants that every isotypic component of
C[Z] is a finitely generated module over C[Z]g. This implies the result. ��

9.5 Characters

Lemma 62 allows one to define the character of an object M ∈ DG(N ).
Namely, let μ = (μ1, . . . , μN ) be a dominant integral weight for g, and V (μ)
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the irreducible representation of g with highest weight μ. Let KM (μ) =
(M ⊗ V (μ))g. Then the character of M is defined by the formula

ChM (t, g) = Tr|M (gt−H) =
∑
μ

Tr|KM(μ)(t−H)χμ(g), g ∈ G,

where χμ denotes the character of μ. It can be viewed as a linear functional
from C[G]G to F := ⊕β∈Ct

β
C[[t]], via the integration pairing.

In other words, the multiplicity spaces KM (μ) are representations from
the category O of the Lie algebra sl2 spanned by E,F,H , and the character
of M carries the information about the characters of these representations.

The problem of computing characters of simple objects in DG(N ) is inter-
esting and, to our knowledge, open. Below we will show how these characters
for G = SLN (C) can be expressed via characters of irreducible representations
of the rational Cherednik algebra.

Example 63. Recall (see, e.g., [Mir04]) that an object M ∈ DG(N ) is cuspidal
iff F(M) ∈ DG(N ), where F is the Fourier transform (Lusztig’s criterion).
If follows that in the case of cuspidal objects M , the spaces KM (μ) are also
in the category O for the opposite Borel subalgebra of sl2, hence are finite
dimensional representations of sl2, and in particular, their dimensions are of
interest.

9.6 The functors Fn, F ∗
n

The representation VN is a special case of representations of the rational
Cherednik algebra that can be constructed via a functor similar to the one
defined in [GG04]. Namely, the construction of VN can be generalized as fol-
lows.

Let n and N be positive integers (we no longer assume that N is a divisor of
n), and k = N/n. We again consider the special case G = SLN (C), g = slN (C).
Then we have a functor Fn : D(g)→ Hn(k)-mod defined by the formula

Fn(M) = (M ⊗ (CN )⊗n)g,

where g acts on M by adjoint vector fields. The action of Hn(k) on Fn(M) is
defined by the same formulas as in Proposition 50, and Proposition 56 remains
valid.

Note that Fn(M) = Fn(Mfin), where Mfin is the set of g-finite vectors in
M . Clearly Mfin is a G-equivariant D-module. Thus, it is sufficient to consider
the restriction of Fn to the subcategory DG(g), which we will do from now on.

In general, Fn(M) does not belong to the category O. However, we have
the following lemma.

Lemma 64. If the Fourier transform F(M) of M is set-theoretically sup-
ported on the nilpotent cone N of g, then Fn(M) belongs to the category O.
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Proof. Since F(M) is supported on N , invariant polynomials on g act locally
nilpotently on F(M). Hence invariant differential operators on g with constant
coefficients act locally nilpotently on M . Thus, it follows from formula (44)
that the algebra C[y1, . . . , yn]Sn acts locally nilpotently on Fn(M). Also, by
Lemma 62, the operator h acts with finite-dimensional generalized eigenspaces
on Fn(M). This implies the statement. ��

Thus we obtain an exact functor F ∗n = Fn ◦ F : DG(N ) → O(Hn(k)).

9.7 The symmetric part of Fn

Consider the symmetric part eFn(M) of Fn(M). We have eFn(M) =
(M ⊗ Sn

C
N )g, and we have an action of the spherical subalgebra Bn(k)

on eFn(M), given by formulas (43), (44).
This allows us to relate the functor Fn with the functor defined in [GG04].

Namely, recall from [GG04] that for any c ∈ Z, one may define the category
Dc(g×P

N−1) of coherent D-modules on g×P
N−1 that are twisted by the cth

power of the tautological line bundle on the second factor (this makes sense
for all complex c even though the cth power is defined only for integer c).
Then the paper [GG04]10 defines a functor

H : Dc(g× P
N−1)→ BN (c/N)-mod,

given by H(M) = Mg.

Proposition 65. (i) If n is divisible by N then one has a functorial isomor-
phism eFn(M)  φ∗H(M ⊗ Sn

C
N ), where Sn

C
N is regarded as a twisted

D-module on P
N−1 (with c = n).

(ii) For any n, the actions of Bn(N/n) and BN (n/N) on the space
eFn(M) = H(M ⊗ Sn

C
N ) have the same image in the algebra of endomor-

phisms of this space.

Proof. This follows from the definition of H and formulas (43), (44). ��
Corollary 66. The functor eF ∗n on the category DG(N ) maps irreducible ob-
jects into irreducible ones.

Proof. This follows from Proposition 65, (ii), and Proposition 7.4.3 of [GG04],
which states that the functor H maps irreducible objects to irreducible ones.

��
Formulas (43), (44) can also be used to study the support of F ∗n(M)

for M ∈ DG(N ), as a C[x1, . . . , xn]-module. Namely, we have the following
proposition.

10There seems to be a misprint in [GG04]: in the definition of H, c should be
replaced by c/N .
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Proposition 67. Let q = gcd(n,N) be the greatest common divisor of n and
N . Then the support S of F ∗n(M) is contained in the union of the Sn-translates
of the subspace Eq of C

n defined by the equations
∑n

i=1 xi = 0 and xi = xj if
n
q (l − 1) + 1 ≤ i, j ≤ nl

q for some 1 ≤ l ≤ q.

Proof. It follows from equation (44) that for any (x1, . . . , xn) ∈ S there exists
a point (z1, . . . , zN) ∈ C

N such that one has

1
n

n∑
i=1

xp
i =

1
N

N∑
j=1

zp
j

for all positive integers p. In particular, writing generating functions, we find
that

N

n∑
i=1

1
1− txi

= n

N∑
j=1

1
1− tzj

.

In particular, every fraction occurs on both sides at least lcm(n,N) times, and
hence the numbers xi fall into n/q-tuples of equal numbers (and the numbers
zj into N/q-tuples of equal numbers). The proposition is proved. ��

9.8 Irreducible equivariant D-modules on the nilpotent cone
for G = SLN(C)

Nilpotent orbits for SLN (C) are labeled by Young diagrams, or partitions.
Namely, if x ∈ slN (C) is a nilpotent element, then we let μi be the sizes of its
Jordan blocks enumerated in decreasing order. The partition μ = (μ1, . . . , μm)
and the corresponding Young diagram whose rows have lengths μi are attached
to x. If O is the orbit of x then we will denote μ by μ(O). For instance, if
O = {0} then μ = (1N ), and if O is the open orbit, then μ = (N).

It is known (and easy to show) that the group A(O) is naturally isomorphic
to Z/dZ, where d is the greatest common divisor of the μi. Namely, let Z =
Z/NZ be the center of G (we identify Z/NZ with Z by p→ e2πip/N Id). Then
we have a natural surjective homomorphism θ : Z → A(O) induced by the
inclusion Z → Gx, x ∈ O. This homomorphism sends d to 0, and thus A(O)
gets identified with Z/dZ.

Thus, any character χ : A(O) → C
∗ is defined by the formula χ(p) =

e−2πips/d, where 0 ≤ s < d. We will denote this character by χs.

9.9 The action of F ∗
n on irreducible objects

Obviously, the center Z of G acts on F ∗n(M) by z → z−sN/d. Thus, a necessary
condition for F ∗n(M(O,χs)) to be nonzero is

n = N
(
p +

s

d

)
, (51)

where p is a nonnegative integer.
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Our main result in this section is the following theorem.

Theorem 68. The functor F ∗n maps irreducible objects into irreducible ones
or zero. Specifically, if condition (51) holds, then we have

F ∗n(M(O,χs)) = L(π(nμ(O)/N)),

the irreducible representation of Hn(k) whose lowest weight is the representa-
tion of Sn corresponding to the partition nμ(O)/N .

Remark 69. Here if μ is a partition and c ∈ Q is a rational number, then we
denote by cμ the partition whose parts are cμi, provided that these numbers
are all integers. In our case, this integrality condition holds, since all parts of
μ(O) are divisible by d.

Corollary 70. Let λ be a partition of n into at most N parts. Let M =
M(Oμ, χs), and assume that condition (51) is satisfied. Then

(M ⊗ V (λ))g = HomSn(π(λ), L(π(nμ/N)))

as graded vector spaces.

This corollary allows us to express the characters of the irreducible
D-modules M(O,χ) in terms of characters of certain special lowest weight
irreducible representations of Hn(k). We note that characters of lowest weight
irreducible representations of rational Cherednik algebras of type A have been
computed by Rouquier, [Rou05].

Remark 71. Note that Theorem 57 is the special case of Theorem 68 for
O = {0}.

9.10 Proof of Theorem 68

Our proof of Theorem 68 is based on the following result of [BE09], which is
proved in [GS05] under the assumption that k is not a half-integer.

Theorem 72. Let k > 0. Then the functor V �→ eV is an equivalence of
categories between Hn(k)-modules and Bn(k)-modules.

Theorem 72 implies the first statement of the theorem, i.e., that if (51)
holds then F ∗n(M(Oμ, χs)) is irreducible. Indeed, it follows from Corollary 66
that eF ∗n(M(Oμ, χs)) is irreducible over Bn(k). Thus, it remains to find the
lowest weight of F ∗n(M(Oμ, χs)).

Let μ = (μ1, . . . , μN ) be a partition of N (μi ≥ 0). Let Oμ be the nilpotent
orbit of g corresponding to the partition μ. Denote by d the greatest common
divisor of μi, and by m a divisor of d. Define the following function f on Oμ

with values in ⊗N
i=1S

μiC
N

f(X, ξ1, . . . , ξN ) =
N∧
i=1

μi−1∧
j=0

ξiX
j ,

ξi ∈ (CN )∗ (here Xj ∈ MN (C) is the jth power of X , so ξiX
j ∈ C

N ).
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Lemma 73. (i) For any X ∈ Oμ, f(X, . . . )1/m is a polynomial in ξ1, . . . , ξN .
Thus, f1/m is a regular function on the universal cover Õμ of Oμ with values
in ⊗N

i=1S
μi/mC

N .
(ii) For any X ∈ Oμ, the function f(X, . . . )1/m generates a copy of the

representation V (μ/m) inside ⊗N
i=1S

μi/mC
N .

(iii) Specifically, let the standard basis u1, . . . , uN of (CN )∗ be filled into
the squares of the Young diagram of μ (filling the first column top to bottom,
then the second one, etc.), and let X be the matrix J acting by the horizontal
shift to the right on this basis. Then f(J, . . . )1/m is a highest weight vector of
the representation V (μ/m).

Proof. It is sufficient to prove (iii). Let μ∗ = (μ∗1, . . . , μ
∗
N ) be the conjugate

partition. Let pj be the number of times the part j occurs in this partition.
Clearly, pj is divisible by m. By looking at the matrix whose determinant is
f , we see that we have, up to sign,

f(J, ξ1, . . . , ξN ) =
∏
j

Δj(ξ1, . . . , ξN )pj ,

where Δj is the left upper j-by-j minor of the matrix (ξ1, . . . , ξN ). Thus
f1/m =

∏
j Δ

pj/m
j is clearly a highest weight vector of weight

∑
j pj&j/m,

where &j are the fundamental weights, but
∑

pj&j = μ, so we are done. ��
Corollary 74. The function f gives rise to a G-equivariant regular map
f : Õμ → V (μ/d), whose image is the orbit of the highest weight vector.
In particular, we have a G-equivariant inclusion of commutative algebras,

f∗ : ⊕�≥0V (#μ/d)∗ → C[Õμ].

Now let 0 ≤ s ≤ d − 1, and denote by C[Õμ]s the subspace of C[Õμ] on
which central elements z ∈ G act by z → z−s. Then we have an inclusion

f∗ : ⊕�:d−1(�−s)∈ZV (#μ/d)∗ → C[Õμ]s.

Now recall that by construction, C[Õμ]s sits inside M = M(Oμ, χs)
as a C[Oμ]-submodule. In particular, the operators Xi act on the space
(C[Õμ]s ⊗ (CN )⊗n)g.

Let π(μ) be the representation of Sn corresponding to μ, and regard V (λ)⊗
π(λ), for any partition λ of n, as a subspace of (CN )⊗n using the Weyl duality.
Then for any u ∈ π(nμ/N), we can define the element a(u) ∈ F ∗n(M) by
a(u) = f∗n ⊗ u, where f∗n ∈ C[Õμ]s ⊗ V (nμ/N) is the homogeneous part of f∗

of degree n.

Lemma 75. a(u) is annihilated by the elements yi of Hn(k).

Proof. We need to show that the operators Xi (or, equivalently, the elements
xi ∈ Hn(k)) annihilate a(u) ∈ Fn(M). Since a(u) is G-invariant, it is sufficient
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to prove the statement at the point X = J . This boils down to showing that,
for any j not exceeding the number of parts of μ (i.e. j ≤ μ∗1), the application
of J , in any component, annihilates the element Δj(ξ1, . . . , ξN ) ∈ ∧j

C
N ⊂

(CN )⊗j . This is clear, since the first μ∗1 columns of J are zero. ��
This implies that the lowest weight of F ∗n(M(Oμ, χs)) is π(nμ/N), as de-

sired. The theorem is proved.

Remark 76. Here is another, short, proof of Theorem 68 for n = N . We have

e−F ∗N (M(O, 1)) = F(M(O, 1))G.

According to [Lev98,LS97],

F(M(O, 1))G = (C[h]⊗ π(μ(O)))SN

as a module over D(h)W = e−HN (1)e−. Thus,

e−F ∗N (M(O, 1)) = e−L(π(μ(O)))

as e−HN (1)e−-modules. But the functor V → e−V is an equivalence of cate-
gories HN (1)-mod→ e−HN (1)e−-mod (see [BEG03b]). Thus, F ∗N (M(O, 1)) =
L(π(μ(O))) as HN (1)-modules, as desired.

9.11 The support of L(π(nμ/N))

Corollary 77. Let μ be a partition of N such that nμi/N are integers. Then
the support of the representation L(π(nμ/N)) of Hn(N/n) as a module over
C[x1, . . . , xn] is contained in the union of Sn-translates of Eq, q = gcd(n,N).

Proof. This follows from Theorem 68 and Proposition 67. ��
We note that in the case μ = (N), Corollary 77 follows from Theorem 3.2

from [CE03].

9.12 The cuspidal case

An interesting special case of Theorem 68 is the cuspidal case. In this case N
and n are relatively prime, d = N (i.e., O is the open orbit), and s is relatively
prime to N .

Here is a short proof of Theorem 68 in the cuspidal case.
Since the Fourier transform of M(O,χs) in the cuspidal case is supported

on the nilpotent cone, F ∗n (M(O,χs)) belongs not only to the category O gen-
erated by lowest-weight modules, but also to the “dual” category O− gener-
ated by highest weight modules over Hn(k). Thus, by the results of [BEG03a],
F ∗n(M(O,χs)) is a multiple of the unique finite-dimensional irreducible Hn(k)-
module L(C) = Y (N,n), of dimension Nn−1. But this multiple must be a
single copy by Corollary 66, so the theorem is proved.
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Theorem 68 implies the following formula for the characters of the cuspidal
D-modules M(O,χs).

Let μ be a dominant integral weight for g such that the center Z of G acts
on V (μ) via z → zs = zn. Let ρ be the half-sum of positive roots of g. Let
Ks(μ) = (M(O,χs)⊗ V (μ))g be the isotypic components of M(O,χs).

Theorem 78. We have

Tr|Ks(μ)(q2H) =
q − q−1

qN − q−N
ϕμ(q),

where

ϕμ(q) :=
∏

1≤p<r≤N

qμr−μp+r−p − qμp−μr+p−r

qr−p − qp−r
= χV (μ)(q2ρ),

where χV (μ) is the character of V (μ). In particular,

dimKs(μ) =
1
N

∏
1≤p<r≤N

μr − μp + r − p

r − p
=

1
N

dimV (μ).

Proof. We extend the representation V (μ) to GLN (C) by setting z → zn for
all scalar matrices z, so that its GLN (C)-highest weight is

μ̃ := (μ1 + n/N, . . . , μN + n/N).

Note that we automatically have μi + n/N ∈ Z. Assume that n is so big that
μ̃ is a partition of n (i.e., μi + n/N ≥ 0).

It follows from the results of [BEG03a] that the character of the irreducible
representation L(C) of the rational Cherednik algebra Hn(k), k = N/n, is
given by the formula

Tr|L(C)(gq2h) =
q − q−1

qN − q−N

det(q−N − qNg)
det(q−1 − qg)

, g ∈ Sn, (52)

where the determinants are taken in C
n.

Let us equip C
N with the structure of an irreducible representation of sl2

with basis e, f, h. Let g ∈ Sn. Then

Tr|HomSn (π(μ̃),(CN )⊗n)(qh) = Tr|V (μ)(q2ρ) = ϕμ(q),

by the Weyl character formula. On the other hand, it is easy to show that

Tr|(CN )⊗n(gqh) =
det(q−N − qNg)
det(q−1 − qg)

.

Thus,

Tr|HomSn(π(μ̃),L(C))(q2h) =
q − q−1

qN − q−N
Tr|HomSn(π(μ̃),(CN )⊗n)(q

h)

=
q − q−1

qN − q−N
ϕμ(q).
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By Theorem 68 and Weyl duality, this implies that

Tr|(M(O,χs)⊗V (μ))g(q2H) =
q − q−1

qN − q−N
ϕμ(q),

as desired. ��
Example 79. Let N = 2, s = 1. In this case Theorem iii) gives us the following
decomposition of M(O,χs):

M(O,χs) = ⊕j≥1Nj ⊗ V2j−1,

where Vj is the irreducible representation of sl2 of dimension j + 1, and the
spaces Nj satisfy the equation

Tr|Nj
(q2H) =

q2j − q−2j

q2 − q−2
.

This shows that Nj = Vj−1 as a representation of the sl2-subalgebra spanned
by E,F,H , which commutes with g.

9.13 The case of general orbits

Let W = SN , the Weyl group of G, λ ∈ h/W , and let Nλ be the closure
in g of the adjoint orbit of a regular element of g whose semisimple part is
λ. Denote by DG(Nλ) the category of G-equivariant D-modules on G that
are concentrated on Nλ. We also let Oλ be the category of finitely gener-
ated Hn(k)-modules in which the subalgebra C[y1, . . . , yn]Sn acts through the
character λ. Then one can show, similarly to the above, that the functor F ∗n
restricts to a functor F ∗n,λ : DG(Nλ) → Oλ. The functor considered above is
F ∗n,0. We plan to study the functor F ∗n,λ for general λ in a future work.

9.14 The trigonometric case

Our results about rational Cherednik algebras can be extended to the trigono-
metric case. For this purpose, D-modules on the Lie algebra g should be re-
placed with D-modules on the group G. Let us describe this generalization.

First, let us introduce some notation. As above, we let G = SLN (C). For
b ∈ g, let Lb be the right-invariant vector field on G equal to b at the identity
element; that is, Lb generates the group of left translations by etb. As before,
we let k = N/n.

Now let M be a D-module on G. Similarly to the above, we define Fn(M)
to be the space

Fn(M) = (M ⊗ (CN )⊗n)G,

where G acts on itself by conjugation.
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Consider the operators Xi, Yi, i = 1, . . . , n, on Fn(M), defined by formulas
similar to the rational case:

Xi =
∑
j,l

Ajl ⊗ (Elj)i, Yi =
N

n

∑
p

Lbp ⊗ (bp)i,

where Ajl is the jl-th matrix element of A ∈ G regarded as the multiplication
operator in M by a regular function on G.

Proposition 80. The operators Xi, Yi satisfy the following relations:
∏
i

Xi = 1,
∑
i

Yi + k
∑
i<j

sij = 0,

sijXi = Xjsij , sijYi = Yjsij , [sij , Xl] = [sij , Yl] = 0,

[Xi, Xj ] = 0, [Yi, Yj ] = ksij(Yi − Yj),

[Yi, Xj ] =
(
ksij − 1

n

)
Xj ,

where i, j, l denote distinct indices.

Proof. Straightforward computation. ��
Corollary 81. The operators Ȳi = Yi + k

∑
j<i sij pairwise commute.

The relations of Proposition 80 are nothing but the defining relations of
the degenerate double affine Hecke algebra of type An−1, which we will denote
by Htr

n (k) (where “tr” stands for trigonometric, to illustrate the fact that
this algebra is a trigonometric deformation of the rational Cherednik algebra
Hn(k)). Thus we have defined an exact functor Fn : D(G) → Htr

n (k)-mod. As
before, it is sufficient to consider the restriction of this functor to the category
of equivariant finitely generated D-modules, DG(G).

This allows us to generalize much of our story for rational Cherednik al-
gebras to the trigonometric case. In particular, let U be the unipotent vari-
ety on G, and let DG(U) be the category of finitely generated G-equivariant
D-modules on G concentrated on U . If we restrict the functor Fn to this cate-
gory, we get a situation identical to that in the rational case. Indeed, one can
show that for any M in this category, Fn(M) belongs to the category Otr

− of
finitely generated modules over Htr

n (k) that are locally unipotent with respect
to the action of Xi. The latter category is equivalent to the category O− over
the rational Cherednik algebra Hn(k), because the completion of Htr

n (k) with
respect to the ideal generated by Xi − 1 is isomorphic to the completion of
Hn(k) with respect to the ideal generated by xi. On the other hand, the expo-
nential map identifies the categories DG(U) and DG(N ). It is clear that after
we make these two identifications, the functor Fn becomes the functor Fn in
the rational case that we considered above.
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On the other hand, because of the absence of a Fourier transform on
the group (as opposed to Lie algebra), the trigonometric story is richer than
the rational one. Namely, we can consider another subcategory of DG(G),
the category of character sheaves. By definition, a character sheaf on G is
an object M in DG(G) that is locally finite with respect to the action of the
algebra of bi-invariant differential operators, U(g)G. This category is denoted
by Char(G). It is known that one has a decomposition

Char(G) = ⊕λ∈T∨/W Charλ(G),

where T∨ is the dual torus, and Charλ(G) the category of those M ∈ DG(G)
for which the generalized eigenvalues of U(g)G (which we identify with U(h)W

via the Harish-Chandra homomorphism) project to λ under the natural pro-
jection h∗ → T∨.

On the other hand, one can define the category RepY−fin (Htr
n (k)) of mod-

ules over Htr
n (k) on which the commuting elements Ȳi act in a locally finite

manner. We have a similar decomposition

RepY−fin

(
Htr

n (k)
)

= ⊕λ∈T∨/W RepY−fin

(
Htr

n (k)
)
λ
,

where RepY−fin (Htr
n (k))λ is the subcategory of all objects where the general-

ized eigenvalues of Ȳi project to λ ∈ T∨/W . Then one can show, similarly to
the rational case, that the functor Fn gives rise to the functors

Fn,λ : Charλ(G) → RepY−fin

(
Htr

n (k)
)
λ

for each λ ∈ T∨/W . The most interesting case is λ = 0 (unipotent character
sheaves). We plan to study these functors in subsequent works.

9.15 Relation with the Arakawa–Suzuki functor

Note that the elements Yi and sij generate the degenerate affine Hecke algebra
Hn of Drinfeld and Lusztig (of type An−1). To define the action of this algebra
on Fn(M) = (M ⊗ (CN )⊗n)g by the formula of Proposition 80, we need
only the action of the operators Lb, b ∈ g in M . So M can be taken to be
an arbitrary g-bimodule that is locally finite with respect to the diagonal
action of g (in this case,

∑
i Yi +

∑
i<j sij is a central element that does

not necessarily act by zero, so we get a representation of a central extension
H̃n of Hn). In particular, we have an exact functor Fn : HC(g) → H̃n-mod
from the category of Harish-Chandra bimodules over g to the category of
finite dimensional representations of the degenerate affine Hecke algebra H̃n.
This functor was essentially considered in [AS98] (where it was applied to the
Harish-Chandra modules of the form M = Homg−finite(M1,M2), where M1

and M2 are modules from the category O over g). We note that the paper
[AST96] describes the extension of this construction to affine Lie algebras,
which yields representations of degenerate double affine Hecke algebras.
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9.16 Directions of further study

In conclusion we would like to discuss (in a fairly speculative manner) several
directions of further study and generalizations (we note that these generaliza-
tions can be combined with each other).

1. The q-case: the group G is replaced with the corresponding quantum
group, D-modules with q-D-modules, and degenerate double affine Hecke al-
gebras with the usual double affine Hecke algebras (defined by Cherednik). It
is especially interesting to consider this generalization if q is a root of unity.

2. The quiver case. This generalization was suggested by Ginzburg, and
will be studied in his subsequent work with the third author. In this case,
one has a finite subgroup Γ ⊂ SL2(C), and one should consider equivariant
D-modules on the representation space of the affine quiver attached to Γ
(with some orientation). Then there should exist an analogue of the functor
Fn, which takes values in the category of representations of an appropriate
symplectic reflection algebra for the wreath product Sn � Γn [EG02] (or,
equivalently, the Gan–Ginzburg algebra [GG05]). This generalization should
be especially nice in the case when Γ is a cyclic group, when the symplectic
reflection algebra is a Cherednik algebra for a complex reflection group, and
one has the notion of category O for it.

3. The symmetric space case. This is the trigonometric version of the pre-
vious generalization for Γ = Z/2. In this generalization one considers (mon-
odromic) equivariant D-modules on the symmetric space GLp+q(C)/(GLp ×
GLq)(C) (see [Gin89]), and one expects a functor from this category to the
category of representations of an appropriate degenerate double affine Hecke
algebra of type C∨Cn. This functor should be related, similarly to the previous
subsection, to an analogue of the Arakawa–Suzuki functor, which would attach
to a Harish-Chandra module for the pair (GLp+q(C),GLp(C)×GLq(C)), a fi-
nite dimensional representation of the degenerate double affine Hecke algebra
of type BCn.

A

Let O be the ring C[[u1, . . . , un]][#1, . . . , #n]. Define commuting derivations Di

of O by Di(uj) = δijui, Di(#j) = δij (we will later think of #i and Di as log ui

and ui
∂

∂ui
).

We set O+ := m[#1, . . . , #n], where m = Ker(C[[u1, . . . , un]] → C) is the
augmentation ideal. Let A = ⊕k≥0Ak be a graded ring with finite-dimensional
homogeneous components.

Proposition 83. Let Xi(u1, . . . , #n) ∈ ⊕̂k>0(Ak⊗O+) be such that Di(Xj) =
Dj(Xi). Then there exists a unique F (u1, . . . , #n) ∈ ⊕̂k>0(Ak⊗O+) such that
Di(F ) = Xi for i = 1, . . . , n.

Let us say that f ∈ O has radius of convergence R > 0 if f =∑
k1,...,kn≥0 fk1,...,kn(u1, . . . , un)#k1

1 · · · #kn
n , where each fk1,...,kn(u1, . . . , un)
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converges for |u1|, . . . , |un| ≤ R. Then if X1, . . . , Xn have radius of conver-
gence R, so does F .

Proof. For each i, Di restricts to an endomorphism of O+; one checks that
∩n

i=1Ker(Di : O+ → O+) = 0 which implies the uniqueness. To prove the
existence, we work by induction. One proves that Dn : O+ → O+ is surjec-
tive, and its kernel is mn−1[#1, . . . , #n−1], where mn−1 = Ker(C[[u1, . . . , un−1]]
→ C). Let G be a solution of Dn(G) = Xn. Then the system Di(F ′) =
Xi − Di(G) (i = 1, . . . , n) is compatible, which implies Dn (X ′

i) = 0, where
X ′

i := Xi−Di(G), so X ′
i ∈ ⊕k>0

(
Ak ⊗O(n−1)

+

)
, whereO(n−1)

+ is the analogue
of O+ at order n−1. Hence the system Di(F ′) = Xi−Di(G) (i = 1, . . . , n−1)
is compatible and we may apply to it the result at order n − 1 to obtain a
solution F ′. Then a solution of Di(F ) = Xi is F ′ + G.

Let D : uC[[u]]→ uC[[u]] be the map u ∂
∂u and let I := D−1. The map D1 :

uC[[u]][#] → uC[[u]][#] is bijective and its inverse is given by D−1
1 (F (u)#a) =∑a

k=0(−1)ka(a− 1) · · · (a− k + 1)(Ik+1(F ))(u)#a−k.
We have O+ = O(n−1)⊗̂unC[[un]][#n] ⊕ m(n−1)⊗̂C[#n] (where O(n−1),

m(n−1) are the analogues of O,m at order n − 1, ⊗̂ is the completed tensor
product). The endomorphism Dn preserves this decomposition and a section
of Dn is given by

(
id⊗D−1

1

)⊕ (id⊗ J), where J ∈ End(C[#]) is a section of
∂/∂#.

It follows from the fact that I preserves the radius of convergence of a series
that the same holds for the section of Dn defined above. One then follows the
above construction of a solution X of Di(X) = Xi and uses the fact that
Di also preserves the radius of convergence to show by induction that X has
radius R if the Xi do. ��
Proposition 84. Let Xi(u1, . . . , #n) ∈ ⊕̂k>0(Ak⊗O+) be such that Di(Xj)−
Dj(Xi) = [Xi, Xj ]. Then there exists a unique F (u1, . . . , #n) ∈ 1+ ⊕̂k>0(Ak⊗
O+) such that Di(F ) = XiF for i = 1, . . . , n. If the Xi have radius R, then
so does F .

Proof. Let us prove the uniqueness. If F, F ′ are two solutions, then F−1F ′

is a constant (since ∩n
i=0Ker(Di : O → O) = 0), and it also belongs to

1 + ⊕̂k>0(Ak ⊗O+), which implies that F = F ′. To prove the existence, one
sets F = 1+f1 +f2 + · · · , Xi = x

(i)
1 + · · · , where fk, x

(i)
k ∈ Ak⊗O+ and solves

by induction the system Di(fk) = x
(i)
1 fk−1 + · · ·+ x

(i)
k using Proposition 83.

��
Proposition 85. Let Ci(u1, . . . , un) ∈ ⊕̂k>0Ak[[u1, . . . , un]] (i = 1, . . . , n)
be such that ui∂ui(Cj) − uj∂uj (Ci) = [Ci, Cj ] for any i, j. Assume that the
series Ci have radius R. Then there exists a unique solution of the system
ui∂ui(X) = CiX, analytic in the domain {u||u| ≤ R, u /∈ R−}n, such that the

ratio
(
u
C1

0
1 · · ·uCn

0
n

)−1

X(u1, . . . , un) (we set Ci
0 := Ci(0, . . . , 0)) has the form

1 +
∑

k>0

∑
a1,...,an,i r

a1,...,an,i
k (u1, . . . , un) (the second sum is finite for any
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k), ra1,...,an,i
k has degree k, ai ≥ 0, i ∈ {1, . . . , n}, and ra1,...,an,i

k (u1, . . . , un) =
O(ui(logu1)a1 · · · (logun)an).

The same is then true of the ratio X(u1, . . . , un)
(
u
C1

0
1 · · ·uCn

0
n

)−1

; we write

X(u1, . . . , un)  u
C1

0
1 · · ·uCn

0
n .

Proof. Let us show the existence of X . The compatibility condition implies

that
[
Ci

0, C
j
0

]
= 0. If we set Y (u1, . . . , un) :=

(
u
C1

0
1 · · ·uCn

0
n

)−1

X(u1, . . . , un),

then X is a solution iff Y is a solution of ui∂ui(Y ) = exp
(
−∑n

j=1(log uj)C0
j

)
(
Ci − C0

i

) · Y .
Let us set

Xi(u1, . . . , #n) := exp

⎛
⎝−

n∑
j=1

#jC
0
j

⎞
⎠ (Ci(u1, . . . , un)− Ci(0, . . . , 0));

then Xi(u1, . . . , #n) ∈ ⊕̂k>0(Ak ⊗ O+). We then apply Proposition 84
and find a solution Y ∈ 1 + ⊕̂k>0Ak ⊗ O+ of Di(Y ) = XiY . Let Yk be
the component of Y of degree k. Since Y has radius R, the replacement
#i = log ui in Yk for ui ∈ {u||u| ≤ R, u /∈ R−} gives an analytic function on
{u||u| ≤ R, u /∈ R−}n. Moreover, O+ =

∑n
i=1 uiC[[u1, . . . , un]][#1, . . . , #n],

which gives a decomposition Yk =
∑

i,a1,...,an
ui#

a1
1 · · · #an

n yk
i,a1,...,an

(u1, . . . , un)
and leads (after substitution #i = logui) to the above estimates.

The ratio X(u1, . . . , un)
(
u
C1

0
1 · · ·uCn

0
n

)−1

is then 1 + exp
(∑

j C
j
0 log uj

)
(Y (u1, . . . , un) − 1); the term of degree k has finitely many contributions to
which we apply the above estimates.

Let us prove the uniqueness of X . Any other solution has the form X =
X(1 + ck + · · · ) where cj ∈ Aj , and ck �= 0. Then the degree k term is
transformed by the addition of ck, which cannot be split as a sum of terms in
the various O(ui(log u1)a1 · · · (log un)an). ��
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Summary. For a finite group scheme G, we continue our investigation of those
finite-dimensional kG-modules that are of constant Jordan type. We introduce a
Quillen exact category structure C(kG) on these modules and investigate K0(C(kG)).
We study which Jordan types can be realized as the Jordan types of (virtual) mod-
ules of constant Jordan type. We also briefly consider thickenings of C(kG) inside
the triangulated category stmod(kG).
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1 Introduction

Together with Julia Pevtsova, the authors introduced in [6] an intriguing class
of modules for a finite group G (or, more generally, for an arbitrary finite
group scheme), the kG-modules of constant Jordan type. This class includes
projective modules and endotrivial modules. It is closed under taking direct
sums, direct summands, k-linear duals, and tensor products. We have several
methods for constructing modules of constant Jordan type, typically using
cohomological techniques. In the very special case that G = Z/pZ × Z/pZ,
the authors and Andrei Suslin have recently introduced several interesting
constructions that associate modules of constant Jordan type to an arbitrary
finite-dimensional kG-module and have identified cyclic kG-modules of con-
stant Jordan type [7].
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What strikes us as remarkable is how challenging the problem of classify-
ing modules of constant Jordan type is even for relatively simple finite group
schemes. In this paper we address two other aspects of the theory that also
present formidable challenges. The first is the realization problem of deter-
mining which Jordan types can actually occur for modules of constant Jordan
type. The second question concerns stratification of the entire module cate-
gory by modules of constant Jordan type.

To consider realization, we give the class of kG-modules of constant Jordan
type the structure of a Quillen exact category C(kG) using “locally split short
exact sequences.” This structure suggests itself naturally once kG-modules
are treated from the point of view of π-points as in [11], a point of view
necessary to even define modules of constant Jordan type. With respect to
this exact category structure, the Grothendieck group K0(C(kG)) arises as
a natural invariant. There are natural Jordan type functions JType, JType
defined on K0(C(kG)) that are useful for formulating questions of realizability
of (virtual) modules of constant Jordan type. The reader will find several
results concerning the surjectivity of these functions.

A seemingly very difficult goal is the classification of kG-modules of con-
stant Jordan type, or at least the determination of K0(C(kG)). In this paper,
we provide a calculation of K0(C(kG)) for two very simple examples: the Klein
four group and the first infinitesimal kernel of SL2.

The category C(kG) possesses many closure properties. However, the com-
plexity of this category is reflected in the observation that an extension of
modules of constant Jordan type need not be of constant Jordan type. We
conclude this paper by a brief consideration of a stratification of the stable
module category stmod(kG) by “thickenings” of C(kG).

We are very grateful to Julia Pevtsova and Andrei Suslin for many discus-
sions. This paper is part of a longer-term project that will reflect their ideas
and constructions.

2 The exact category C(kG)

As shown in [6], there is a surprising array of kG-modules of constant Jordan
type. One evident way to construct new examples out of old is to use locally
split extensions (see, for example, Proposition 2.4). In order to focus on ex-
amples that seem more essential, we introduce in Definition 2.3 the Quillen
exact category C(kG) of modules of constant Jordan type whose admissible
short exact sequences are those that are locally split.

We begin by recalling the definition of a π-point of a finite group scheme
over k. This is a construction that is necessary to formulate the concept of
modules of constant Jordan type.

Definition 2.1. Let G be a finite group scheme with group algebra kG (the lin-
ear dual of the coordinate algebra k[G]). A π-point of G is a map of K-algebras
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αK : K[t]/tp → KGK that is left flat and that factors through some abelian
unipotent subgroup scheme UK ⊂ GK ; here K is an arbitrary field extension
of k and GK is the base extension of G along K/k.

Two π-points αK , βL of G are said to be equivalent (denoted by αK ∼ βL)
provided that for every finite-dimensional kG-module M the K[t]/tp-module
α∗K(MK) is projective if and only if the L[t]/tp-module β∗L(ML) is projective.

In [11], it is shown that the set of equivalence classes of π-points of G
admits a scheme structure that is defined in terms of the representation theory
of G and that is denoted by Π(G). Moreover, it is verified that this scheme is
isomorphic to the projectivization of the affine scheme of H•(G, k),

Π(G) ∼= Proj H•(G, k).

Here, H•(G, k) is the finitely generated commutative k-algebra defined to be
the cohomology algebra H∗(G, k) if p = char(k) equals 2 and to be the subal-
gebra of H∗(G, k) generated by homogeneous classes of even degree if p > 2.

We next introduce admissible monomorphisms and admissible epimor-
phisms, formulated in terms of π-points.

Definition 2.2. Let G be a finite group scheme. A short exact sequence of
kG-modules 0 → M1 → M2 → M3 → 0 is said to be locally split if its pull-
back via any π-point αK : K[t]/tp → KG is split as a short exact sequence of
K[t]/tp-modules. We shall frequently refer to such a locally split short exact
sequence as an admissible sequence.

Moreover, we say that a monomorphism f : M1 →M2 of kG-modules is an
admissible monomorphism if it can be completed to a locally split short exact
sequence. Similarly, an epimorphism g : M2 →M3 is said to be an admissible
epimorphism if it can be completed to a locally split short exact sequence.

We typically identify an admissible monomorphism with the inclusion of
the image of the injective map f : M → N .

The objects of our study are kG-modules of constant Jordan type as de-
fined below (and introduced in [6]). We recall that a finite-dimensional K[t]/tp

module M of dimension N is isomorphic to

ap[p] + · · ·+ ai[i] + · · ·+ a1[1],
∑
i

ai · i = N,

where [i] = K[t]/ti is the indecomposable K[t]/tp-module of dimension i. We
refer to the p-tuple (ap, . . . , a1) as the Jordan type of M and designate this
Jordan type by JType(M); the (p− 1)-tuple (ap−1, . . . , a1) will be called the
stable Jordan type of M .

Definition 2.3. A finite-dimensional module M for a finite group scheme G
is said to be of constant Jordan type if the Jordan type of α∗K(MK) is
independent of the choice of the π-point αK of G.
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In the following proposition, we see that the class of modules of constant
Jordan type is closed under locally split extensions.

Proposition 2.4. Let G be a finite group scheme and let E denote a short
exact sequence 0→M1 →M2 →M3 → 0 of finite-dimensional kG-modules.

1. Assume that E is locally split. Then M1 and M3 are of constant Jordan
type if and only if M2 is of constant Jordan type.

2. If M1 and M3 are modules of constant Jordan type, then E is locally split
if and only if α∗K(M2,K)  α∗K(M1,K)⊕α∗K(M3,K) for some representative
αK of each generic point of Π(G).

Proof. Observe that a short exact sequence of finite-dimensional K[t]/tp-
modules 0 → N1 → N2 → N3 → 0 is split if and only if JType(N2) =
JType(N1) + JType(N3). Thus, if E is locally split and if M1, M3 have con-
stant Jordan type, then M2 does as well.

If E is locally split and M2 has constant Jordan type, then the proof
that both M1 and M3 have constant Jordan type is verified using the same
argument as that of [6, 3.7] using [6, 3.5]; the point is that the Jordan type of
M1 at some representative of a generic point of Π(G) must be greater than or
equal to the Jordan type of M1 at some representative of any specialization.
The same applies to M2 and M3. As shown in [12, 4.2], the Jordan type of
any finite-dimensional kG-module at a generic point of Π(G) is independent
of the choice of π-point representing that generic point.

If 0 → V1 → V2 → V3 → 0 is a short exact sequence of k[t]/tp-modules,
then the Jordan type of V2 must be greater than or equal to the sum of the
Jordan types of V1 and V3. Thus, the observation of the preceding paragraph
verifies the following: assume that E is a short exact sequence of kG-modules
with M1,M3 of constant Jordan type; if M2 has the minimal possible Jordan
type (namely the sum of the Jordan types of M1 and M3) at each generic
π-point of G, then M2 must have constant Jordan type. ��

As the following proposition asserts, admissible monomorphisms and ad-
missible epimorphisms as in Definition 2.2 are associated to structures of
exact categories (in the sense of Quillen [18]) on the category mod(kG) of
finite-dimensional kG-modules and the full subcategory C(kG) of modules
of constant Jordan type.

Proposition 2.5. The collection E of locally split short exact sequences of
finite-dimensional kG-modules constitutes a class of admissible sequences pro-
viding mod(kG) with the structure of an exact category in the sense of Quillen
(cf. [18]).

Similarly, the class EC of locally split short exact sequences of kG-modules
of constant Jordan type also constitutes a class of admissible sequences, thereby
providing C(kG) with the structure of an exact subcategory of mod(kG).
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Proof. According to Quillen, to verify that E provides mod(kG) with the
structure of an exact category we must verify three properties. The first prop-
erty consists of the conditions that any short exact sequence isomorphic to
one in E is itself in E; that E contains all split short exact sequences; and that
if 0 →M ′ i→M

j→M ′′ → 0 is a short exact sequence in E, then i : M ′ →M
is a kernel for j : M → M ′′ and j : M → M ′′ is a cokernel for i : M ′ → M .
These conditions are essentially immediate.

The second property consists of the conditions that the class of admissible
monomorphisms (i.e., monomorphisms occurring in an exact sequence of E)
is closed under composition and closed under push-out with respect to any
map of mod(kG); similarly that the class of admissible epimorphisms is closed
under composition and pullback. This follows from the observation that these
properties hold for split exact sequences, thus also for those exact sequences
split at every π-point.

The third property asserts that any map f : M ′ →M of kG-modules with
the property that there exists some map g : M → Q of kG-modules such that
the composition g◦f : M ′ →M → Q is an admissible monomorphism is itself
an admissible monomorphism; and the analogous statement for admissible
epimorphisms. This is clear, for any splitting of the composition α∗K(g ◦ f) :
α∗K (M ′

K) → α∗K(MK) → α∗K(QK) gives a splitting of α∗K(f) : α∗K (M ′
K) →

α∗K(MK).
In view of Proposition 2.4, the preceding discussion for E applies equally

to the class EC of locally split short exact sequences of C(kG). ��
The following proposition makes the evident points that not every short

exact sequence of modules of constant Jordan type is locally split, that some
nonsplit short exact sequences are locally split, and that a non-locally split
extension of modules of constant Jordan type might not have a middle term
that is of constant Jordan type.

Proposition 2.6. Let E be an elementary abelian p-group and let I ⊂ kE
be the augmentation ideal. Then the short exact sequence of kE-modules of
constant Jordan type

0 �� Ii/Ij �� Ii/I� �� Ij/I� �� 0

is not locally split for any i < j < # ≤ p.
If the rank of E is at least 2, then a nontrivial negative Tate cohomol-

ogy class ξ ∈ Ĥ
n
(G, k) determines a locally split (but not split) short exact

sequence of the form

0 → k → E → Ωn−1(k) → 0.

In contrast, if the rank of E is at least 2 and if 0 �= ζ ∈ H1(E, k), then the
associated short exact sequence 0 → k → M → k → 0 of kE-modules is such
that M does not have constant Jordan type.
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Proof. By [6, 2.1], each Ii/I� is of constant Jordan type. The fact that the
sequence 0 → Ii/Ij → Ii/I� → Ij/I� → 0 is not locally split follows from
Proposition 2.4 and an easy computation of Jordan types. The second asser-
tion is a special case of [6, 6.3].

Finally, the extension of k by k determined by ζ ∈ H1(E, k) is split when
pulled back via the π-point αK if and only if α∗K(ζK) = 0 ∈ H1(K[t]/tp,K).
The subset of Π(E) consisting of those [αK ] satisfying α∗K(ζK) = 0 is a
hyperplane of Π(E) ∼= P

r−1, where r is the rank of E. Consequently, the
Jordan type of α∗K(MK) is 2[1] on a hyperplane of Π(E) and is [2] otherwise.

��

3 The Grothendieck group K0(C(kG))

For any exact category E specified by a class E of admissible exact sequences,
we denote by K0(E) the Grothendieck group given as the quotient of the free
abelian group of isomorphism classes of objects of E modulo the relations
generated by [M1] − [M2] + [M3] whenever 0 → M1 → M2 → M3 → 0
is an admissible sequence in E. In this section, we begin a consideration of
K0(C(kG)), the Grothendieck group of modules of constant Jordan type (with
respect to locally split short exact sequences).

Following Quillen [18], we could further consider Ki(C(kG)) for i > 0.
Granted the current state of our understanding, the challenge of investigat-
ing K0(C(kG)) is sufficiently daunting that we postpone any consideration of
Ki(C(kG)), i > 0.

Proposition 3.1. For any finite group scheme G, there are natural embed-
dings of exact categories

P(G) �� C(kG), C(kG) �� mod(kG).

The first is from the exact category P(G) of finitely generated projective kG-
modules into the category C(kG) of modules of constant Jordan type; the sec-
ond is from C(kG) into the category mod(kG) of all finitely generated kG-
modules as in Proposition 2.5. These embeddings induce homomorphisms

K0(kG) ≡ K0(P(G)) �� K0(C(kG)) �� K0(mod(kG)).

Moreover, these homomorphisms are contravariantly functorial with respect to
a closed immersion i : H → G of finite group schemes.

Proof. Since every short exact sequence of projective modules is split, we
conclude that the full embedding P(G) → C(kG) of the category of finite-
dimensional projective kG-modules into the category of kG-modules of con-
stant Jordan type (with admissible short exact sequences being the locally
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split short exact sequences) is an embedding of exact categories. The embed-
ding C(kG) ⊆ mod(kG) is clearly an embedding of exact categories.

If i : H → G is a closed embedding, then kG is projective as a kH-module
(cf. [16, 8.16]), so that any projective kG-module restricts to a projective kH-
module. By [6, 1.9], the restriction of a kG-module of constant Jordan type to
kH is again of constant Jordan type. Since restriction is exact and preserves
locally split sequences (because every π-point of H when composed with i
becomes a π-point of G), we obtain the asserted naturality with respect to
i : H → G. ��
Remark 3.2. If a module M ∈ C(kG) admits an admissible filtration (mean-
ing that the inclusion maps are admissible monomorphisms)

M0 ⊂M1 ⊂ · · · ⊂Mn = M,

then [M ] =
∑n

i=1[Mi/Mi−1] ∈ K0(C(kG)).

As an immediate corollary of Proposition 3.1, we have the following.

Corollary 3.3. If G is a finite group, then K0(P(G)) → K0(C(kG)) is in-
jective. More generally, if the Cartan matrix for the finite group scheme G is
nondegenerate, then K0(P(G)) → K0(C(kG)) is injective.

Proof. A basis for K0(P(G)) is given by the classes of the indecomposable
projective modules, while a basis K0(mod(kG)) is given by the classes of
the irreducible modules. The Cartan matrix for kG represents the natural
map K0(P(G)) to K0(mod(kG)) with respect to these bases. By Proposition
3.1, this map factors through K0(C(kG)). This proves the second statement.
A theorem of Brauer (cf. [3, I.5.7.2]) says that if G is a finite group then the
Cartan matrix for kG is nonsingular. ��

We consider a few elementary examples.

Examples 3.4. Let G be the cyclic group Z/p. Then

K0(C(kZ/p))  Z
p.

The map K0(P(G)) → K0(C(kZ/p)) is identified with the map Z → Z
p, a �→

(a, 0, . . . , 0). The map K0(C(kZ/p)) → K0(mod(kZ/p)) is identified with the
map Z

p → Z, (ap, . . . , a1) �→
∑

i iai.

Proposition 2.4 and the universal property of the Grothendieck group
K0(C(kG)) immediately imply the following proposition.

Proposition 3.5. Sending a kG-module M of constant Jordan type to the
Jordan type of α∗K(MK) and to the stable Jordan type of α∗K(MK) for any
π-point αK of G determines homomorphisms

JType : K0(C(kG)) �� Zp, JType : K0(C(kG)) ��
Z

p−1.

(1)
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We view an element of K0(C(kG)) as the class of a virtual kG-module
of constant Jordan type. In the next section, we shall investigate to what
extent the homomorphisms JType, JType are surjective; in other words, the
realizability of Jordan types by virtual kG-modules of constant Jordan type.

The function JType is not injective: for example, a module of constant
Jordan type and its k-linear dual have the same Jordan type. The example
of Z/2 × Z/2 given in Proposition 3.6 provides a more explicit example of
noninjectivity of JType.

We can achieve the next example because we know exactly the indecom-
posable kE-modules for the Klein four-group E = Z/2× Z/2 (cf. [2], [14]).

Proposition 3.6. For any field k of characteristic 2, the group algebra kE of
the Klein four-group E = Z/2× Z/2 satisfies

K0(C(kE))  Z
3.

Proof. We recall from [6, 6.2] that any kE-module of constant Jordan type is
of the form kEe

⊕
(⊕iΩ

ni(k)). One easily checks there is an admissible (i.e.,
locally split, short) exact sequence of kE-modules of the following form:

0 �� Ω2(k) �� Ω1(k)⊕Ω1(k) �� k �� 0. (2)

Hence, [Ω2(k)] = 2[Ω1(k)]− [k] in K0(C(kE)). Consecutive applications of the
Heller shift to the sequence (2) thus imply that K0(C(kE)) is generated by
the classes of the three kE-modules: kE, k, Ω1(k).

We define a function σ on the class of modules of constant Jordan type by
sending M  kEe

⊕
(⊕iΩ

ni(k)) to σ(M) =
∑

i ni. We proceed to show that
σ is additive on admissible sequences, and hence induces a homomorphism
σ : K0(C(kE)) → Z.

Let ξ : 0 → M → L → N → 0 be an admissible sequence of kE-modules
of constant Jordan type, and assume N = N1 ⊕ N2. Since Ext1E(N,M) =
Ext1E(N1,M)⊕ Ext1E(N2,M), we have ξ = ξ1 + ξ2, where ξi ∈ Ext1E(Ni,M).
Moreover, both ξ1, ξ2 are admissible, and the additivity of σ on ξ1, ξ2 implies
additivity of σ on ξ. Hence, we may assume that N is an indecomposable
nonprojective module of constant Jordan type, that is, N  Ωn(k). Similarly,
we may assume M  Ωm(k).

Thus, we may assume that ξ has the form

0 �� Ωm(k) �� kEe
⊕

(⊕iΩ
ni(k)) �� Ωn(k) �� 0.

Because the Jordan type of the middle term is the sum of the Jordan types
of the ends, we conclude that the middle term has Jordan type with exactly
the non-projective summands and thus is of the form kEe ⊕ Ωa(k) ⊕ Ωb(k).
We immediately conclude that σ is additive.

We consider the map

Ψ = (JType, σ) : K0(C(kE)) −→ Z
2 ⊕ Z.
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This is well-defined by Proposition 3.5 and the observation that σ is additive
as shown above. To prove the proposition, it suffices to show that Ψ has image
a subgroup of finite index inside Z

2 ⊕ Z. This follows from the observation
that the vectors Ψ(k) = (0, 1, 0), Ψ(Ω1(k)) = (1, 1, 1), and Ψ(kE) = (2, 0, 0)
are linearly independent over Q. ��

The preceding proof shows that the admissible sequences for the Klein
four-group have a generating set consisting of sequences of the form

0 �� Ωm+n+a(k) �� Ωm+a(k)⊕Ωn+a(k)⊕ kEe �� Ωa(k) �� 0.
(3)

We proceed to verify that m,n > 0 and

2e = |m + n + a|+ |a| − |m + a| − |n− a|;
hence, e = 0 unless a is negative and m + n + a is positive. This fact is of use
in the discussion to follow.

By [6, 6.9], dimΩ2a(k) = 4a+1; hence, dimΩ2a+1(k) = 4(a+1)+1 (using
the short exact sequence 0 → Ω2a+1(k) → P2a → Ω2a(k) → 0). By applying
Ωi to ζ for some i, we may further assume that ζ has the form

0 �� Ωm(k) �� kEe
⊕

(⊕iΩ
ai(k)) �� k �� 0.

Since ξ is split on restriction to any π-point, there exists i such that the
restriction Ωai(k) → k is not the zero map. Hence, the map Ωai(k) → k is
surjective. Since the left end of the sequence ξ is projective free, we conclude
that e = 0. Because the Jordan type of the middle term is the sum of the
Jordan type of the ends, the middle term must have exactly two summands.
Hence, the sequence has the form

0 �� Ωm(k) �� Ωa(k)⊕Ωb(k) �� k �� 0.

Because ξ represents an element in H1(G,Ωm(k))  Ĥ
1−m

(G, k) that van-
ishes on restriction along any π-point, 1 −m < 0 by [6, 6.3]; in other words,
m is positive. Likewise, a and b are not negative. That is, the map Ωa(k) → k

represents an element in Ĥ
a
(G, k) that does not vanish on restriction to some

π-point. This can happen only if a ≥ 0. The same argument shows that b ≥ 0.

There are examples of group schemes for which the Cartan matrix is sin-
gular, so that we cannot apply Corollary 3.3 in these examples. Perhaps the
simplest is the first Frobenius kernel G = G1 of the algebraic group G = SL2

with p > 2. In this case, kG is isomorphic to the restricted enveloping alge-
bra of the restricted p-Lie algebra sl2 . It is known (cf. [13, 2.4]) that kG has
(p + 1)/2 blocks one of which has only a single projective irreducible module.
Each of the other (p − 1)/2 blocks has two nonisomorphic irreducible mod-
ules. Now suppose that B is one of these blocks. It has irreducible modules S
and T . The projective covers QS of S and QT of T have the forms
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��
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		��
��
��
��

��	
		

		
		

	

QS = T

��












T ,

����
��
��
��

QT = S

��	
		

		
		

	 S

		��
��
��
��

S T.

In particular, for any module M in B, Rad3(M) = 0, and moreover, if
Rad2(M) �= {0}, then M contains a projective direct summand. That is,
if M is an indecomposable nonprojective B-module then Rad2(M) = {0}.

We see from the above that the Cartan matrix of kG is a p × p matrix
consisting of (p+1)/2 block matrices along the diagonal, (p−1)/2 of which are
the Cartan matrices of blocks B of the group algebra as above. The Cartan
matrix of such a block is a 2 × 2 matrix with 2 in every entry. The other
block matrix of the Cartan matrix of kG is a 1 × 1 identity matrix. Hence
the natural map from K0(P(G)) to K0(mod(kG)) is not injective. However,
as we see below, K0(P(G)) still injects into K0(C(kG)).

Proposition 3.7. Let G = G1, where G = SL2 and assume that p ≥ 3. Then

K0(C(kG))  Z
3p−2.

Moreover, the map K0(P(G)) → K0(C(kG)) is injective.

Proof. We begin by recalling that rational SL2-modules are kG-modules of
constant Jordan type by [6, 2.5]; in particular, every simple kG-module is a
module of constant Jordan type.

As stated above, there are (p− 1)/2 blocks B1, . . . , B(p−1)/2 as above. In
addition there is another block B′ containing only a single indecomposable
module, which is projective. Therefore,

K0(C(kG))  K0(C(B′))⊕
(p−1)/2∑

i=1

K0(C(Bi)).

We know that K0(C(kB′))  Z. Consequently, it suffices to prove that
K0(C(Bi))  Z

6 for each i.
We consider B = Bi with simple modules S and T . We may assume that S

and T have stable constant Jordan types 1[i] and 1[p− i] respectively. The in-
decomposable B-modules can be classified using standard methods similar to
those of [19] or the diagrammatic methods of [5]. Every nonsimple, nonprojec-
tive indecomposable B-module M has the property that Soc(M) = Rad(M)
is a direct sum of t copies of one of the simple modules S or T . The quotient
M/Rad(M) is a direct sum of r copies of the other simple T or S. Moreover,
we must have that r is one of t − 1, t, and t + 1, that is, |t − r| ≤ 1. In
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the case that r = t, it is evident that the module M has periodic cohomol-
ogy. Or at least, it is clear that the dimensions of Ωn(M) are bounded for
all n. This means that the module M must have proper nontrivial support
variety in Π(G), since the annihilator of its cohomology must be nontrivial.
Consequently, such a module M cannot have constant Jordan type. Thus, we
conclude that |t− r| = 1, and that every indecomposable module of constant
Jordan type is a syzygy of an irreducible module (cf. (7), (8), and (9), below).
This last fact can also be deduced from recent results of Benson [4] on algebras
with radical cube zero.

Using the diagrammatic methods sketched below (as can also be done in
the situation of Proposition 3.6), we first verify that the nontrivial admissible
sequences are generated by sequences of the form

0 → Ω2(m+n)+a(X)→ Ω2m+a(X)⊕Ω2n+a(X)⊕ P → Ωa(X)→ 0 (4)

and

0→ Ω2(m+n−1)+a(X)→ Ω2m−1+a(Y)⊕Ω2n−1+a(Y)⊕Q→ Ωa(X)→ 0 (5)

and

0 → Ω2(m+n)−1+a(Y) → Ω2m+a(X)⊕Ω2n−1+a(Y)⊕R→ Ωa(X) → 0 (6)

where X and Y are either S or T and Y is not the same as X. Here a can be
any integer and m,n > 0. The modules P , Q, and R are projective modules
which are required for the exactness. In any of these sequences, the projective
module P , Q or R is a number of copies of the projective cover of a simple
module in the socle of the leftmost term of the sequence, or in the top of
the rightmost term of the sequence. In what follows it might be helpful to
note that, for dimensional reasons, the projective module P in sequence (4)
is zero except in the cases that 2(m + n) + a is positive and a is negative.
Likewise, Q in sequence (5) is zero except when 2(m + n − 1) + a is positive
and a is negative. And a similar thing happens for sequence (6). To be very
specific, P in (4) is a sum of copies of QT if X = S and a is even or if X = T
and a is odd. Otherwise, it is a sum of copies of QS. The module Q in (5)
and R in (6) are sums of copies of QT in the cases that X = S, Y = T , and a
is even and X = T , Y = S, and a is odd. Otherwise, they are sums of copies
of QS . The verification that these sequences, (4), (5), and (6) generate the
collection of admissible sequences prodeeds as follows.

As in the proof of Proposition 3.6, we are looking for sequences representing
elements of Ext1kG(−,−) that vanish on restriction along any π-point. Because
Ext1kG distributes over direct sums, and any such distribution still satisfies the
vanishing condition, we can restrict our consideration to sequences that have
indecomposable end terms. Consequently, the right end term can be consid-
ered to be Ωa(X) for X either S or T . Suppose that X is S. We can translate
the sequence by Ω−a so that the right term is isomorphic to S. Note also that
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because the two end terms each have only one single nonprojective Jordan
block on restriction to any Π-point, there are at exactly two nonprojective
direct summands in the middle term of the sequence.

Now we consider the diagrams for the syzygies of S amd T . For example,

Ω−1(S) = S

���
�

��	
		

	 Ω−1(T ) = T

���
�

��



T T S S

(7)

Ω(S) = T

��


T

		���
�

Ω(T ) = S

��


S

���
�

S T

(8)

Ω2(S) = S

��


S

���
�

��


S

		���
�

Ω2(T ) = T

��


T

���
�

��


T

���
�

T T S S
(9)

The diagram for an arbitrary syzygy of either S or T is merely an elongation
of these diagrams.

If we have a locally split sequence whose right-hand term is S (or T ) and
if Ωm(X) occurs in the middle term (with X either S or T ), then m must be
nonnegative. The reason is that otherwise (m < 0), the Jordan type of the
kernel of such a map has too many nonprojective blocks at any Π-point. In
addition, such a map could not be right split at any π-point, because the socle
of the kernel would have more irreducible constituents than the head.

To finish the verification that the nontrivial admissible sequences are gen-
erated by sequences of the form (4), (5), or (6), we suppose that there is a
locally split sequence whose right-hand term is S. The middle term must con-
sist of two terms of the form Ωm(X) and Ωn(Y), with m,n > 0 (if either m
or n is 0, then the sequence splits). Because both of these terms must map
surjectively to S, we must have that X  S if m is even, and X  T if m
is odd. The same happens for Y and n. Finally, we notice that the left term
of the sequence is determined entirely by its composition factors. A complete
analysis, which we leave to the reader, reveals that the sequence must look
like one of (4), (5), or (6).

Consider the following two collections of indecomposable B-modules:

U1 = {Ωm(S), m even} ∪ {Ωn(T ), n odd} ∪ {QT}
and

U2 = {Ωm(S), m odd} ∪ {Ωn(T ), n even} ∪ {QS}.
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Observe that each of the sequences (4), (5), (6) for any values of a,m, n, in-
volves either modules all of which are isomorphic to elements of U1 or modules
isomorphic to elements of U2.

Let E(B) be the exact category of all B-modules of constant Jordan type
with the admissible sequences being the split exact sequences. Thus, K0(E(B))
is the Green ring Z[B] of B and is a free Z-module on the classes of elements in
the union of U1 and U2. Moreover, factoring out the relators coming from the
sequences (4) and (5) defines K0(C(B)) as a quotient of Z[B]. As in the proof
of Proposition 3.6, we conclude that the images of classes in U1 (respectively,
U2) in K0(C(B)) are generated by the images of the classes [S], [Ω1(T )] and
[QT ] (respectively, [T ], [Ω1(S)], and [QS]).

Now let M1 be the subgroup of K0(E(B)) generated by the classes of
modules in U1, and letM2 be the subgroup generated by the classes of modules
in U2. Then K0(E(B))  M1 ⊕M2. Let K be the subgroup generated by the
relators determined by sequences (4), (5), and (6). That is, K is the kernel of
the homomorphism of K0(E(B)) onto K0(C(B)). Notice that K = K1 ⊕ K2,
where each Ki = Mi ∩ K is generated by the relators determined by those
sequences of the form (4), (5), and (6) that involve only modules from Ui.
Consequently, we have that

K0(C(B))  K0(E(B))/K  M1/K1 ⊕M2/K2.

Therefore, to complete the proof of the proposition, it suffices to exhibit
homomorphisms M1/K1 → Z

3 and M2/K2 → Z
3 whose images are cofinite.

We do this by showing that there are isomorphisms θi :Mi/Ki  K0(C(k′E))
for i = 1, 2 and appealing to Proposition 3.6; here, E = Z/2×Z/2 is the Klein
four group and k′ is a field of characteristic 2.

For this purpose we define maps γ1 :M1 → K0(E(k′E)) and γ2 :M2 →
K0(E(k′E)) as follows:

γ1([Ωn(S)]) = [Ωn(k′)] (for n even), γ2([Ωn(S)]) = [Ωn(k′)] (for n odd),

γ1([Ωn(T )]) = [Ωn(k′)] (for n odd), γ2([Ωn(T )]) = [Ωn(k′)] (for n even),

γ1([QT ]) = [k′E], γ2([QS ]) = [k′E].

The reader should remember that γi is defined only on the classes of modules
in Ui. Moreover, each γi is clearly surjective.

The important thing to note is that γ1 takes the relators coming from those
sequences (4), (5), and (6) involving only the modules of U1 bijectively to the
relators coming from the sequences (3), which are then zero in K0(E(k′E)). To
see this we need only replace the module X, Y in sequences (4), (5), and (6)
by k′ and the projective modules P and Q by the appropriate sum of copies
of k′E.

Moreover, relators coming from the sequences (3) generate the kernel of
the natural quotient map from K0(E(k′E)) to K0(C(k′E)). Consequently, γ1

induces an isomorphism θ1 from M1/K1 to K0(C(k′E)). Likewise, γ2 induces
an isomorphism θ2 :M2/K2  K0(C(k′E)). ��
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4 Realization of Jordan types

In this section, we initiate the investigation of the images of the Jordan type
functions, JType, JType, introduced in Proposition 3.5. Our first proposi-
tion establishes the surjectivity of JType for an elementary abelian p-group
of arbitrary rank. The reader is cautioned that this establishes realizabil-
ity of Jordan types by virtual modules of constant Jordan type. Even for
the rank 2 elementary abelian p-group E = Z/p × Z/p with p > 3, we do
not know4 whether there is a kE-module M of constant Jordan type with
JType(M) = [2], whereas Proposition 4.1 shows that we can realize theJordan
type [2] in a virtual module.

Proposition 4.1. The map

JType : K0(C(kE)) �� Z
p

of Proposition 3.5 is surjective, provided that E is an elementary abelian
p-group.

Proof. It suffices to verify that M = kE/Ii has constant Jordan type of
the form 1[i] + ai−1[i − 1] + · · · + a1[1] for each i, 1 ≤ i ≤ p, where I is the
augmentation ideal of kE. The fact that M has constant Jordan type is verified
in [6, 2.1]. The fact that aj = 0 for j > i follows from the fact that Ii ·M = 0.
The fact that ai = 1 follows from the observation that the generator, of M is
not annihilated by (g − 1)i ∈ I for any generator g of E whereas any element
of I/Ii is annihilated by (g − 1)i for every generator g of E. ��

The Jordan type of a direct sum of k[t]/tp-modules is the sum of the
Jordan types. The stable Jordan type of the Heller shift of the k[t]/tp-module∑p−1

i=1 ai[i] equals
∑p−1

i=1 ap−i[i]. The Jordan type of a tensor product is given
by the following proposition.

Proposition 4.2. (cf. [6, 10.2]) Let [i] be an indecomposable k[t]/tp-module
of dimension i for 1 ≤ i ≤ p. Then if j ≥ i, we have that

[i]⊗ [j] =

{
[j − i + 1] + [j − i + 3] + · · ·+ [j + i− 3] + [j + i− 1] if j + i ≤ p

[j − i + 1] + · · ·+ [2p − 1− i− j] + (j + i− p)[p] if j + i > p.

The following proposition strongly restricts the possible images of the sta-
ble Jordan type function JType : K0(C(kG)) → Z

p−1 of Proposition 3.5. We
say that a subset S ⊂ Z

p−1 is closed under Heller shifts if {a1, . . . , ap−1} is in
S whenever σ = {ap−1, . . . , a1} ∈ S. Similarly, we say that S ⊂ Z

p−1 is closed
under direct sums (respectively, tensor products) if σ + τ ∈ S (respectively
σ ⊗ τ ∈ S) whenever σ, τ ∈ S. Here, σ ⊗ τ is defined by the formula of
Proposition 4.2 if both σ, τ have a single nonzero entry and is defined more
generally by imposing biadditivity.

4D. Benson has recently shown that such a module does not exist.
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Proposition 4.3. Let S ⊂ Z
p−1 be a set of stable Jordan types.

1. If S has the form JType(C(kG)) for some finite group scheme G, then S
is closed under Heller shifts, direct sums, and tensor products.

2. If S = {m[1] + n[p − 1];m,n ∈ Z}, then S is closed under Heller shifts,
direct sums, and tensor products.

3. If [1], [2] ∈ S and S is closed under Heller shifts, direct sums, and tensor
products, then S = Z

p−1.
4. Similarly, if [1], [3] ∈ S with p > 2 and S is closed under Heller shifts,

direct sums, and tensor products, then S = Z
p−1.

5. On the other hand, the assumption that [1], [4] ∈ S and S is closed under
Heller shifts, direct sums,and tensor products does not imply that S =
Z

p−1 for p = 11.

Proof. Statement (1) is a consequence of [6, 1.8]. Statement (2) easily follows
from the fact that [p− 1]⊗ [p− 1] = [1] + (p− 2)[p].

To prove (3), we observe that [i] ⊗ [2] = [i + 1] + [i − 1] for i, 2 ≤ i < p.
Thus, [1], [2] ⊗ [2] ∈ S implies that [3] ∈ S. Proceeding by induction, we see
that [i], [i− 1], [i]⊗ [2] ∈ S implies that [i + 1] ∈ S.

For (4), we may assume that p > 5. Then we obtain [3]⊗ [3] = [1]+[3]+[5]
which implies that [5] ∈ S; [5]⊗ [3] = [3]+[5]+[7], so that [7] ∈ S. Continuing,
we conclude that [2i− 1] ∈ S, 1 ≤ [2i− 1] ≤ p− 2. Applying Heller shifts to
[2i− 1], we conclude the stable type [p− 2i + 1] ∈ S for 1 ≤ [2i− 1] ≤ p− 2,
so that [j] ∈ S for all j, 1 ≤ j ≤ [p− 1].

Finally, let p = 11 so that [4] ⊗ [4] = [1] + [3] + [5] + [7] and p − 4 = 7.
Moreover, [7] ⊗ [4] = [7] + [9] + [11]. We conclude that S contains the span
of {[1], [4], [7], [10], [3] + [5], [8] + [6], [7] + [9]}. On the other hand, further
tensor products with these classes never yield a Jordan type

∑
ai[i] with

a3 �= a5, a6 �= a8 or a7 �= a9. ��
The applicability of Proposition 4.3 to the question of realizability of stable

Jordan types is reflected in the following proposition and its corollary.

Proposition 4.4. Suppose that G is a finite group that has a normal abelian
Sylow p-subgroup. There exists a kG-module with constant stable Jordan type
[2] + n[1] for some n. Moreover, the stable Jordan type function

JType : K0(C(kG)) ��
Z

p−1

is surjective.

Proof. Let E ⊆ G be the subgroup consisting of all elements of order
dividing p. This is the unique maximal elementary abelian subgroup of G.
Let M = k↑GE be the induced module from the trivial module on E. Notice
that because E is normal in G, E acts trivially on M and hence M is a module
of constant Jordan type s[1], where s is the index of E in G.



282 Jon F. Carlson and Eric M. Friedlander

For any t > 0 we have that

ExttkG(k,M) ∼= Ht
(
G, k↑GE

) ∼= Ht(E, k)

by the Eckmann–Shapiro lemma. In particular, Ext1kG(k,M) ∼= H1(E, k) has
a k-basis consisting of elements γ1, . . . , γr, where r is the rank of E. The
elements have the property that for any π-point αK : K[t]/(tp) → KG the
restriction of some α∗K(γi) is not zero for some i. It follows that the tuple

ζ = (γ1, . . . , γr) is an element of Ext1kG
(
k,
(
k↑GE

)r)
that does not vanish

when restricted along any π-point. Then ζ represents a sequence

ζ : 0 ��
(
k↑GE

)r
�� B �� k �� 0

that is not split on restriction along any π-point. Since the first term in the
sequence has constant Jordan type rs[1], the middle term of the sequence
must have constant Jordan type [2] + (rs− 1)[1].

The surjectivity of JType now follows from Proposition 4.3(2). ��
Corollary 4.5. Let G be a finite unipotent abelian group scheme. Then the
stable Jordan type function

JType : K0(C(kG)) ��
Z

p−1

is surjective.

Proof. Because G is a unipotent abelian group scheme, its group algebra kG is
isomorphic as an algebra (though not as a Hopf algebra) to the group algebra
of a finite abelian p-group. Hence, the previous proposition applies, since kG
has a module of constant Jordan type [2]+n[1] as constructed in the proof. ��

We next briefly consider the question of realizability of stable Jordan types
by indecomposable kG-modules by utilizing the Auslander–Reiten theory of
almost split sequences (cf. [1]). In the following proposition, τ : stmod(kG) →
stmod(kG) denotes the Auslander–Reiten translation. This is a functor on
the stable category, and if G is a finite group or if kG is a symmetric algebra,
then τ(M) = Ω2(M) for any finite-dimensional kG-module M .

Proposition 4.6. Let Θ be a connected component of the Auslander–Reiten
quiver that has tree class A∞. Let K̂ be the subgroup of K0(C(kG)) generated
by the classes of the modules in Θ. Let X0 denote a kG-module in Θ that
becomes an initial node of the tree of Θ once projectives are deleted. Then, K̂
is generated by the classes {[τn(X0)] |n ∈ Z}, and if Θ contains a projective
module P , by the class [P ] of that projective module.
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Proof. It suffices to show that the class [M ] of any indecomposable module
M in Θ can be written as a linear combination of the classes of elements on
the bottom row of the stable part of Θ together with the class [P ]. This is
obvious if M lies on the bottom row of Θ. So assume that M is not on the
bottom row. Moreover, to prove this for M it suffices to do so for τn(M) for
some n ∈ Z. This is because the functor τ is additive.

The stable part of the component Θ has the form

. . .

. . .

����
���

���
�� X2

�����������

����
���

���
τ−1(X2)

���
��

��
��

�� X1

����������

����
���

��
τ−1(X1)

���������

����
���

��

X0

�����������
τ−1(X0)

���������
τ−2(X0)

����������

Without loss of generality, we can assume that M = Xn+1 for some n. In the
case that n = 0, the almost split sequence for M has the form

0 �� X0
�� X1 ⊕ ε �� τ−1(X0) �� 0,

where ε is either the zero module or the projective module P . This is an admis-
sible sequence by [6]. Hence we have that [M ] = [X1] = [X0] + [τ−1(X0)]− [ε]
in K0(C(kG)).

If n > 0, then there is an almost split sequence having the form

0 �� Xn
�� Xn+1 ⊕ τ−1(Xn−1) �� τ−1(Xn) �� 0.

Again this sequence is admissible, and we have that [Xn] + [τ−1(Xn)] =
[Xn+1] + [τ−1(Xn−1)]. The proposition now follows by induction. ��

As an example of the applicability of the following corollary, recall that a
finite p-group G has a single block, and this block has wild representation type,
provided Π(G) has dimension at least 1 and G is not a dihedral, quaternion
or semi-dihedral 2-group. The proof of this corollary is essentially a verbatim
repetition of the proof of [6, 8.8] granted Proposition 4.6.

Corollary 4.7. Let G be a finite group and assume that k is algebraically
closed. Assume that there exists an indecomposable kG-module of constant
Jordan type with stable Jordan type a =

∑p−1
i=1 ai[i] that lies in a block of

wild representation type. Then there exists an indecomposable kG-module of
constant Jordan type with stable Jordan type na for any n > 0.

Proof. By Erdmann’s theorem [8], the connected component of the
Auslander–Reiten quiver of such a module has tree class A∞. In the no-
tation of the proof of Proposition 4.6, if X0 has stable constant Jordan
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type a, then because τ commutes with restrictions along π-points, so does
τn(X0). Thus, by the relations developed in the proof, X1 has stable con-
stant Jordan type 2a, and inductively, Xn has stable constant Jordan type
(n + 1)a. ��

For an arbitrary finite group scheme, Corollary 4.7 would appear to remain
valid in view of work of R. Farnsteiner [9], [10].

We next give a cohomological criterion for the realizability of all stable
Jordan types by virtual modules of constant Jordan type.

Theorem 4.8. Let G be a finite group scheme defined over Z with the prop-
erty that there exist odd-dimensional classes ζ1 ∈ H2d1−1(G, k), . . . , ζm ∈
H2dm−1(G, k) such that ∩m

i=1V (β(ζi)) = 0, where β : Hodd(G, k) → Hev(G, k)
is the Bockstein cohomological operation of degree +1. Let

Lζ1,...,ζm = ker{∑ ζ̃i :
∑m

i=1 Ω2di−1(k) �� k }.

If p > 2, then Lζ1,...,ζm is a module of constant Jordan type whose stable
Jordan type has the form (m− 1)[p− 1] + 1[p− 2]. Consequently, for such G,

JType : K0(C(kG)) ��
Z

p−1

is surjective.

Proof. Because ∩m
i=1V (β(ζi)) = 0, there does not exist an equivalence class

of π-points [αK ] ∈ Π(G) with α∗K(β(ζi,K)) = 0 ∈ H2di(K[t]/tp,K) for all
i, 1 ≤ i ≤ m. Hence, for each αK of G there exists some i such that α∗K(ζi,K) �=
0 ∈ H2di−1(K[t]/tp,K). Hence, Proposition [6, 6.7] implies that Lζ1,...,ζm is of
constant Jordan type with stable Jordan type (m− 1)[p− 1] + 1[p− 2].

The second assertion follows from the first by Proposition 4.3(2). ��
We proceed to verify (in Proposition 4.11) below that the condition of

Theorem 4.8 is satisfied by many finite groups. To do so, we use the following
theorem of D. Quillen, which asserts that H∗(GL(n,F�), k) maps isomorphi-
cally onto the invariants of the cohomology of a direct product of cyclic groups.
Specifically, we have the following.

Theorem 4.9. (D. Quillen [17, §8]) Assume p > 2, let F� be a finite field
with (#, p) = 1, and let r be the least integer such that p divides the order of
the units F

∗
�r of F�r . Let π = Gal(F�r/F�). Then the restriction map

H∗(GL(n,F�), k) → H∗
(
(F∗�r)×m

, k
)π×m

�Σm

is an isomorphism, where n = mr + e, 0 ≤ e < r.
In particular, H∗(GL(n,F�), k)red is a polynomial algebra on generators

xi ∈ H2ri(GL(n,F�), k)), 1 ≤ i ≤ m.



Exact Category of Modules of Constant Jordan Type 285

The following is an easy consequence of Quillen’s theorem.

Proposition 4.10. We retain the hypotheses and notation of Theorem 4.9.
Assume furthermore that p2 does not divide the order of the units of F�r .
Then the cohomology H∗ ((F∗�r)×m, k)π

×m

is an exterior algebra on generators
t1, . . . , tm in degrees 2r − 1 tensor a symmetric algebra on the Bocksteins of
the ti’s, u1 = β(t1), . . . , um = β(tm) in degrees 2r.

Set ωs
i to be the class
∑

j1<...<ji

tjs · uj1 · · ·ujs−1 · ujs+1 · · ·uji ∈ H2ri−1
(
(F∗�r)×m

, k
)π×m

for any s, 1 ≤ s ≤ i, and set ζi to be the class

∑
1≤s≤i

ωs
i ∈

(
H2ri−1

(
(F∗�r)×m

, k
)π×m)Σm

∼= H2ri−1(GL(n,F�), k).

Then the Bockstein applied to ζi equals i times xi,

β(ζi) = i · xi ∈ H2ri(GL(n,F�), k).

Proof. The Bockstein of each ωs
i equals

∑
j1<···<ji

uj1 · · ·ujr ∈ H2ri(T (n,F�), k),

for any s, where T (n,F�) is the torus, which we can take to consist of
the diagonal matrices. This element is equal to the restriction of xi ∈
H2ri(GL(n,F�), k). Thus, i · xi and β(ζi) ∈ H2ri(GL(n,F�), k) both re-
strict to i ·∑j1<···ji

uj1 · · ·uji ∈ H2ri(T (n,F�), k). Since the restriction map
H2ri(GL(n,F�), k) → H2ri(T (n,F�), k) is injective, the proposition follows.

��
Proposition 4.11. Assume p > 2, let F� be a finite field with (#, p) = 1 and
let r be the least integer such that p divides the order of the units F

∗
�r of F�r .

Let π = Gal(F�r/F�). Assume further that p2 does not divide the order of the
units F

∗
�r of F�r . If n = mr + e, then 0 ≤ e < r, and if m < p, then any finite

group G admitting an embedding G ⊂ GL(n,F�) satisfies the hypothesis of
Theorem 4.8.

In particular, for any such finite group G,

JType : K0(C(kG)) ��
Z

p−1

is surjective.

Proof. By Theorem 4.8, we may construct a kGL(n,F�)-module Lζ1,...,ζm of
constant Jordan type with stable Jordan type m[p−1]+1[p−2]. The restriction
of Lζ1,...,ζm to kG remains a module of constant Jordan type with the same
stable Jordan type. Thus, the corollary follows by applying Proposition 4.3(2).

��



286 Jon F. Carlson and Eric M. Friedlander

5 Stratification by C(kG)

The modules of constant Jordan type do not form a triangulated subcategory
of the stable module category stmod(kG). On the other hand, C(kG) enjoys
many good properties: as recalled earlier (from [6]), C(kG) is closed under
direct sums, tensor products, k-linear duals, retracts, and Heller shifts. In
stmod(kG), M �→ Ω−1(M) is the translation functor on the triangulated
category stmod(kG). Hence, C(kG) is a full subcategory of stmod(kG) closed
under translations.

In this section, we briefly consider “thickenings” of C(kG) ⊂ stmod(kG),
adopting terminology of [15]. The question here is what modules can be as-
sembled by successive extensions of modules of constant Jordan type. This is
motivated partly by the observation that if a kG-module M is an extension
of two modules of constant Jordan type, then there is a lower bound on the
Jordan type (and perhaps even a minimal Jordan type) that can occur at
any π-point, namely, the sum of Jordan types of the two extending modules.
A well-known class of examples is that of the modules Lζ for ζ ∈ H2m(G, k)
for some m > 0. Such a module is defined by a sequence

0 �� Lζ �� Ω2m(k)
ζ̃ �� k �� 0,

where the map ζ̃ represents the cohomology class ζ. For any π-point αK of
G, α∗K(Lζ,K) has Jordan type s[p] for some s > 0 if α∗K(ζK) �= 0 and Jordan
type s[p] + [p− 1] + [1] if α∗K(ζK) = 0.

Definition 5.1. Set thick1(C) equal to C(kG). For n > 1, set thickn(C) equal
to the smallest full subcategory of stmod(kG) that is closed under retracts
and that contains all finite-dimensional kG-modules M fitting in a distin-
guished triangle M ′ →M → N → Ω−1(M ′) with M ′ ∈ thickn−1(C) and N a
kG-module of constant Jordan type (i.e., M ∈ thick1(C)).

Furthermore, define

Thick(C) ≡ ∪n thickn(C) ⊂ stmod(kG),

the smallest thick subcategory of C(kG) containing C(kG).

Any finite-dimensional kG-module has a finite filtration with associated
graded module a direct sum of irreducible modules (obtained by successively
considering socles of quotient modules). Since the only isomorphism class of
irreducible modules for a finite p-group is that of the trivial module and
since every irreducible kSL2(1)-module has constant Jordan type by [6], we
immediately conclude the following proposition.

Proposition 5.2. Let G be a finite group scheme with the property that every
irreducible kG-module has constant Jordan type. Then

Thick(C) = stmod(kG).
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In particular, if G is either a finite p-group or the first infinitesimal kernel
(SL2)1 of SL2, then Thick(C) = stmod(kG).

The socle filtration employed in the proof of the above filtration might
not be a good measure of the “level” of a kG-module as we shall see in
Proposition 5.9.

Recall that a block B of kG is said to have defect group a given p-subgroup
P ⊂ G if P is the smallest subgroup of G such that every module in B is a
direct summand of a kG-module obtained as the induced module of a kP -
module. As shown in [12, 4.12], this implies that any kG-module in B has
support in i∗(Π(P )) ⊂ Π(G), where i : Π(P ) → Π(G) is induced by the
inclusion P ⊂ G.

Proposition 5.3. Let G be a finite group and let B be a block of kG with
defect group P �= {1}. If i∗ : Π(P ) → Π(G) is not surjective, then no non-
projective module in B has constant Jordan type.

Moreover, if B is such a block, then no nonprojective module in B is in
Thick(C).
Proof. If M is a kG-module in B, then the support variety Π(G)M is con-
tained in i∗(Π(P )) ⊂ Π(G), a proper subvariety of Π(G). Consequently, M
does not have constant Jordan type. Thus the only modules of constant Jor-
dan type in B are the projective modules. If a B-module were in Thick(C),
then it would have to be an extension of projective B-modules and hence
projective. ��
Remark 5.4. The hypothesis of Proposition 5.3 is satisfied in numerous ex-
amples. For example, the alternating group A9 on nine letters and the first
Janko group J1 have such blocks in characteristic 2. The Mathieu group M12

has such a block in characteristic 3.

We conclude this investigation of modules of constant Jordan type by
returning to the special case G = E an elementary abelian p-group. We utilize
a class of modules of constant Jordan type discovered by Andrei Suslin, those
with the “constant image property.” The widespread prevalence of such mod-
ules reveals that C(kE) must necessarily be large and complicated.

We consider an elementary abelian p-group E of rank r, and we consis-
tently use the notation kE = k[x1, . . . , xr]/ (xp

1, . . . , x
p
r). We denote by IE the

augmentation ideal of kE, and by k some choice of algebraic closure of k.
The following definition is similar to those definitions found in [12, §1].

Definition 5.5. A finite-dimensional kE-module M is said to have the con-
stant image property if for any 0 �= wα = α1x1 + · · ·+ αrxr ∈ kE,

wαMk = RadMk.
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Examples 5.6. The module

M = Rad(r−1)(p−1)(kE) ≡ I
(r−1)(p−1)
E

has the constant image property.
To verify this, first observe that Mk = Rad(r−1)(p−1)(kE), so that we

may assume that k is algebraically closed. Every nonzero monomial of degree
(r − 1)(p− 1) + 1 in k[x1, . . . , xr] has the form xa1

1 · · ·xar
r for 0 ≤ ai < p for

all i. But since a1 + · · ·+ ar = (r− 1)(p− 1) + 1, it must be that a1 > 0; i.e.,
I
(r−1)(p−1)+1
E = x1I

(r−1)(p−1)
E . Hence,

RadM ≡ IEM = Rad(r−1)(p−1)+1(kE) = x1M,

and we have verified the condition of Definition 5.5 for wα = x1. This is
sufficient, for given any wα �= 0 there is an automorphism of kE that takes
wα to x1 and takes In

E to In
E for all n.

Remark 5.7. As the reader can easily verify, the direct sum of modules
with the constant image property and any quotient of a module with con-
stant image property again have the constant image property. Thus, start-
ing with Example 5.6, we obtain many additional modules with constant
image property. Moreover, a simple induction argument implies that if the
kE-module M has the constant image property, then for any n > 0 and any
0 �= wα = α1x1 + · · ·+ αrxr ∈ kE,

wn
αMk = Radn Mk.

Proposition 5.8. Suppose that M is a kE-module with the constant image
property. Then M has constant Jordan type.

Proof. For any α = (α1, . . . , αr) �= 0 ∈ k
r
, the Jordan type of wα on Mk is

equivalent to the data consisting of the sequence of dimensions

DimMk, DimwαMk, Dimw2
αMk, . . . , Dimwp−1

α Mk.

Thus, Remark 5.7 implies that all of the wα have the same Jordan type on Mk.
According to the original definition of maximal Jordan type [12, 1.4], some wα

has maximal Jordan type for M . Thus, the complement of the nonmaximal
variety of M contains all k-rational points of A

r, and hence the nonmaximal
variety of M is empty. This is equivalent to the assertion that M has constant
Jordan type. ��
Proposition 5.9. Suppose that E is an elementary abelian p-group of rank r.
Then

thick2r(C) = stmod(kE).
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Proof. We first assume that Radp(M) = Ip
EM = 0 and proceed to verify that

M is in thick2(C). Namely, let Q = kEt be the injective hull of M . Then
we have an injection ϕ : M −→ kEt. Because Ip

EM = 0, we must have that

ϕ(M) ⊆ I
(r−1)(p−1)
E kEt =

(
I
(r−1)(p−1)
E

)t
. This yields the exact sequence

0 �� M ��
(
I
(r−1)(p−1)
E

)t
�� N �� 0,

where N is the quotient. Hence in stmod(kG) there is a distinguished triangle

M ��
(
I
(r−1)(p−1)
E

)t
�� N �� Ω−1(M) �� . . . .

Consequently, applying Proposition 5.8, we conclude that M ∈ thick2(C).
In general, the modules

M/Radp(M), Radp(M)/Rad2p(M), . . . ,Rad(r−1)p(M)/Radrp(M)

each belong to thick2(C), because they are all annihilated by Ip
E . Because

Irp
E (M) = 0, this readily implies that M is in thick2r(C) as asserted. ��
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Summary. Coble defined in his 1929 treatise invariants for cubic surfaces and quar-
tic curves. We reinterpret these in terms of the root systems of type E6 and E7 that
are naturally associated to these varieties, thereby giving some of his results a more
intrinsic treatment. Our discussion is uniform for all Del Pezzo surfaces of degree 2,
3, 4, and 5.

Key words: Del Pezzo surfaces, moduli spaces, root systems.

2000 Mathematics Subject Classifications : 14J10, 14J26, 14NB5, 17B20

Introduction

A Del Pezzo surface of degree d is a smooth projective surface with semi-ample
anticanonical bundle whose class has self-intersection d. The degree is always
between 1 and 9 and the surface is either a quadric (d = 8 in that case) or is
obtained from blowing up 9−d points in the projective plane that satisfy a mild
genericity condition. So moduli occur only for 1 ≤ d ≤ 4. The anticanonical
system is d-dimensional, and when d �= 1, it is also base-point-free. For d =
4, the resulting morphism is birational onto a complete intersection of two
quadrics in P

4, for d = 3 it is birational onto a cubic surface in P
3 and

for d = 2 we get a degree two map onto P
2 whose discriminant curve is a

quartic (we will ignore the case d = 1 here). This image surface (respectively
discriminant) is smooth in case the anticanonical bundle is ample; we then
call the Del Pezzo surface a Fano surface. Otherwise, it might have simple
singularities in the sense of Arnol’d (that have a root system label A, D,
or E). Conversely, every complete intersection of two quadrics in P

4, cubic
surface in P

2, or quartic curve in P
2 with such singularities thus arises.
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We mentioned that a degree-d Del Pezzo surface, d �= 8, is obtained from
blowing up 9− d points in P

2 in general position. A more precise statement is
that if we are given as many disjoint exceptional curves E1, . . . , E9−d on the
Del Pezzo surface S, then these can be simultaneously contracted to produce
a projective plane. So the images of these curves yield 9− d numbered points
p1, . . . , p9−d in P

2 given up to projective equivalence. Hence every polynomial
expression in terms of the projective coordinates of these points that is in-
variant under SL(3,C) is a “covariant” for the tuple (S;E1, . . . , E9−d). Coble
exhibited such covariants for the important cases d = 2 and d = 3. These are
in general not covariants of S itself, since the surface may have many excep-
tional systems (E1, . . . , E9−d). Indeed, if we assume that S is Fano, then, as
Manin observed, these systems are simply transitively permuted by a Weyl
group W , which acts here as a group of Cremona transformations. Therefore,
this group will act on the space of such covariants. Coble’s covariants span
a W -invariant subspace, and Coble was able to identify the W -action as a
Cremona group (although the Weyl group interpretation was not available to
him). For d = 3 he found an irreducible representation of degree 10 of an
E6-Weyl group, and for d = 2 he obtained an irreducible representation of
degree 15 of an E7-Weyl group.

The present paper purports to couch Coble’s results in terms of a moduli
space of tuples (S;E1, . . . , E9−d) as above, for which S is semistable in the
sense of geometric invariant theory. This moduli space comes with an action
of the Weyl group W . It also carries a natural line bundle, called the de-
terminant bundle, to which the W -action lifts: this line bundle assigns to a
Del Pezzo surface the line that is the dual of the top exterior power of the
space of sections of its anticanonical bundle. It turns out that this bundle is
proportional to the one that we use to do geometric invariant theory (and
from which our notion of semistability originates). We show that the Coble
covariants can be quite naturally understood as sections of this bundle, and
we re-prove the fact known to Coble that these sections span an irreducible
representation of W . We also show that these sections separate the points of
the above moduli space, so that one might say that Coble’s covariants of a
stable tuple (S;E1, . . . , E9−d) make up a complete set of invariants. This ap-
proach not only covers the cases Coble considered (degree 2 and 3), but also
the degree 4 case and, somewhat amusingly, even the degree 5 case, for which
there are no moduli at all. For the case of degree 3 we also make the con-
nection with earlier work of Naruki and Yoshida. This allows us to conclude
that the Coble covariants define a complete linear system and define a closed
immersion of the GIT-compactification of the moduli space of marked cubic
surfaces in a 9-dimensional projective space. Our results are less complete
when the degree is 2; for instance, we did not manage to establish that the
Coble covariants define a complete linear system.

We end up with a description of the GIT moduli space that is entirely in
terms of the corresponding root system. Our results lead us to some remark-
able integrability properties of the module of W -invariant vector fields on the
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vector space that underlies the defining (reflection) representation of W , and
we raise the question whether this is a special case of a general phenomenon.

Since the appearance of Coble’s book a great deal of work on Del Pezzo
moduli has seen the light of day. Since its sheer volume makes it impossible
to give our predecessors their fair due, any singling out of contributions will
be biased. While keeping that in mind we nevertheless wish to mention the
influential book by Manin [18], the Astérisque volume by Dolgachev–Ortland
[10], Naruki’s construction of a smooth compactification of the moduli space
of marked cubic surfaces [16], the determination of its Chow groups in [5], the
Lecture Notes by Hunt [15], and Yoshida’s revisit of the Coble covariants [19].
The ball quotient description of the moduli space of cubic surfaces by Allcock,
Carlson, and Toledo [2], combined with Borcherds’ theory of modular forms,
led Allcock and Freitag [1] to construct an embedding of the moduli space
of marked cubic surfaces, which coincides with the map given by the Coble
invariants [13], [14].

We now briefly review the organization of the paper. The first section
introduces a moduli space for marked Fano surfaces of degree d ≥ 2 as well as
the line bundle over that space that is central to this paper, the determinant
line bundle. This assigns to a Fano surface the determinant line of the dual of
the space of sections of its anticanonical sheaf (this is also the determinant of
the cohomology of its structure sheaf). We show that this line bundle can be
used to obtain in a uniform manner a compactification (by means of GIT),
so the determinant bundle extends over this compactification as an ample
bundle. In Section 2 we introduce the Coble covariants and show that they
can be identified with sections of the determinant bundle. The next section
expresses these covariants purely in terms of the associated root system. In
Section 4 we identify (and discuss) the Weyl group representation spanned by
the Coble covariants. The final section investigates the separating properties
of the Coble covariants, where the emphasis is on the degree 3 case.

As we indicated, Manin’s work on Del Pezzo surfaces has steered this
beautiful subject in a new direction. Although this represents only a small
part of his many influential contributions to mathematics, we find it therefore
quite appropriate to dedicate this paper to him on the occasion of his 70th
birthday.

1 Moduli spaces for marked Del Pezzo surfaces

We call a smooth complete surface S a Del Pezzo surface of degree d if its
anticanonical bundle ω−1

S is semi-ample and ωS · ωS = d. It is known that
then 1 ≤ d ≤ 9 and that S is isomorphic either to a smooth quadric or to
a surface obtained from successively blowing up 9 − d points of P

2. In order
that a successive blowing up of 9−d points of P

2 yields a Del Pezzo surface, it
is necessary and sufficient that we blow up on (i.e., over the strict transform
of) a smooth cubic curve (which is an anticanonical divisor of P

2). This is
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equivalent to the apparently weaker condition that we blow up at most three
times on a line and at most six times on a conic. It is also equivalent to the
apparently stronger condition that the anticanonical system on this surface
be nonempty and have dimension d.

Let S be a Del Pezzo surface of degree d. The vector space V (S) :=
H0
(
ω−1
S

)∗ (which we will usually abbreviate by V ) has dimension d+ 1. The
anticanonical system defines the (rational) anticanonical map S ��� P(V ).
When d ≥ 2, it has no base points, so that the anticanonical map is a mor-
phism. For d = 1, it has a single base point; if we blow up this point, then
the anticanonical map lifts to a morphism S̃ → P(V ) that makes S̃ a rational
elliptic surface (with a section defined by the exceptional curve of the blowup).

Let S → S̄ contract the (−2)-curves on S (we recall that a curve on a
smooth surface is called a (−2)-curve if it is a smooth rational curve with
self-intersection −2). Then S̄ has rational double-point singularities only and
its dualizing sheaf ωS̄ is invertible and anti-ample. We shall call such a surface
an anticanonical surface. If d ≥ 2, then the anticanonical morphism factors
through S̄. For d ≥ 3 the second factor is an embedding of S̄ in a projective
space of dimension d; for d = 3 this yields a cubic surface and for d = 4 a
complete intersection of two quadrics. When d = 2, the second factor realizes
S̄ as a double cover of a projective plane ramified along a quartic curve with
only simple singularities in the sense of Arnol’d (accounting for the rational
double points on S̄).

Adopting the terminology in [11], we say that S is a Fano surface of degree
d if ω−1

S is ample (but beware that other authors call this a Del Pezzo surface).
If S is given as a projective plane blown up in 9 − d points, then it is Fano
precisely when the points in question are distinct, no three lie on a line, no
six lie on a conic, and no eight lie on a cubic that has a singular point at one
of them. This is equivalent to requiring that S contain no (−2)-curves.

From now on we assume that S is not isomorphic to a smooth quadric. We
denote the canonical class of S by k ∈ Pic(S) and its orthogonal complement in
Pic(S) by Pic0(S). An element e ∈ Pic(S) is called an exceptional class of S if
e ·e = e ·k = −1. Every exceptional class is representable by a unique effective
divisor. A marking of S is an ordered (9 − d)-tuple of exceptional classes
(e1, . . . , e9−d) on Pic(S) with ei ·ej = −δij . Given a marking, there is a unique
class # ∈ Pic(S) characterized by the property that 3# = −k + e1 + · · ·+ e9−d

and (#, e1, . . . , e9−d) will be a basis of Pic(S). The marking is said to be
geometric if S can be obtained by (9 − d)-successive blowups of a projective
plane in such a manner that ei is the class of the total transform Ei of the
exceptional curve of the ith blowup. An #-marking of S consists of merely
giving the class #. So if L is a representative line bundle, then L is base-point-
free and defines a birational morphism from S to a projective plane, and the
anticanonical system on S projects onto a d-dimensional linear system of cubic
curves on this plane.

Since we are interested here in the moduli of Fano surfaces, we usually
restrict to the case d ≤ 4: if S is given as a blown-up projective plane, then
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four of the 9−d points to be blown up can be used to fix a coordinate system,
from which it follows that we have a fine moduli space M◦

m,d of marked Fano
surfaces of degree d that is isomorphic to an affine open subset of (P2)5−d.

From now on we assume that d ≤ 6. With Manin we observe that then the
classes ei−ei+1, i = 1, . . . , 8−d, and #−e1−e2−e3 make up a basis of Pic0(S)
and can be thought of as a system of simple roots of a root system R9−d. This
root system is of type E8, E7, E6, D5, A4, and A2 + A1 respectively. The
roots that have fixed inner product with # make up a single S9−d-orbit and
we label them accordingly:

(0) hij := ei − ej , (i �= j).
(1) hijk := #− ei − ej − ek with i, j, k pairwise distinct.
(2) (2#− e1 − e2− e3 − e4− e5 − e6 − e7) + ei, denoted by hi when d = 2; for

d = 3, this makes sense only for i = 7 and we then may write h instead.
(3) −k − ei (d = 1 only).

Notice that hij = −hji, but that in hijk the order of the subscripts is
irrelevant.

� � � � � �

�

h12 h23 h34 h45

h123

h8−d,9−d

The marking defined by (e1, . . . , e9−d) is geometric if and only if for every
(−2)-curve C its intersection product with each of the simple roots is not
positive.

The Weyl group W (R9−d) is precisely the group of orthogonal transfor-
mations of Pic(S) that fix k. It acts simply transitively on the markings. In
particular it acts on M◦

m,d, and the quotient variety M◦
d := W (R9−d)\M◦

m,d

can be interpreted as the coarse moduli space of Fano surfaces of degree d.
The orbit space ofM◦

m,d relative to the permutation group of the e1, . . . , e9−d

(a Weyl subgroup of type A8−d) is the moduli space M◦
�,d of #-marked Fano

surfaces of degree d.

Completion of the moduli spaces by means of GIT

Fix a 3-dimensional complex vector space A and a generator α ∈ det(A).
We think of α as a translation-invariant 3-vector field on A. If f ∈ Sym3A∗

is a cubic form on A, then the contraction of α with df , ιdfα, is a 2-vector
field on A that is invariant under scalar multiplication and hence defines a
2-vector field on P(A). We thus obtain an isomorphism between Sym3A∗ and
H0
(
ω−1

P(A)

)
.

Let d ∈ {2, 3, 4}. A (d+1)-dimensional linear quotient V of Sym3A defines
a linear subspace V ∗ ⊂ Sym3A∗, i.e., a linear system of cubics on P(A) of di-
mension d. If we assume that this system does not have a fixed component
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and that its base locus consists of 9 − d points (multiplicities counted), then
blowing up this base locus produces an #-marked Del Pezzo surface S with
the property that H0

(
ω−1
S

)∗
can be identified with V (we excluded d = 1

here because then the base locus has 9 points and we get a rational elliptic
surface). If we specify an order for the blowing up, then S is even geometri-
cally marked. The quotient surface S̄ obtained from contracting (−2)-curves is
more canonically defined since it can be described in terms of the rational map
P(A) ��� P(V ): for d = 3, 4 it is the image of this map, and for d = 2 the Stein
factorization realizes S̄ as a double cover P(V ) ramified over a quartic curve.

The condition that the linear system has no fixed component and has
9 − d base points defines a subset Ωd ⊂ Gd+1(Sym3A∗). Over Ωd we have
a well-defined #-marked family S̄d/Ωd to which the SL(A)-action lifts. Any
#-marked anticanonical surface is thus obtained, so that we have a bijection
between the set of isomorphism classes of #-marked Del Pezzo surfaces and
the set of SL(A)-orbits in Ωd. It is unlikely that this can be lifted to the level
of varieties, and we therefore invoke geometric invariant theory. We begin by
defining the line bundle that is central to this paper.

Definition 1.1. If f : S → B is a family of anticanonical surfaces of degree
d, then its determinant bundle Det(S/B) is the line bundle over B that is
the dual of the determinant of the rank 9−d vector bundle R1f∗ω

−1
S/B (so this

assigns to a Del Pezzo surface S the line detH0
(
ω−1
S

)∗).
Thus we have a line bundle Det(Sd/Ωd). Its fiber over the (d + 1)-

dimensional subspace V ∗ ⊂ Sym3A∗ is the line det(V ) and hence the fiber
of the ample bundle OGd+1(Sym3A∗)(1). A section of OGd+1(Sym3A∗)(k) deter-
mines a section of Det⊗k(Sd/Ωd). Since the action of SL(A) on Sym3A∗ is
via PGL(A) (the center μ3 of SL(A) acts trivially), we shall regard this as a
representation of the latter. Consider the subalgebra of PGL(A)-invariants in
the homogeneous coordinate ring of Ωd,

R•d :=
(⊕∞k=0H

0(OΩd
(k))
)PGL(A)

.

The affine cone Spec (R•d) has the interpretation as the categorical PGL(A)-
quotient of the (affine) cone over Ωd. It may be thought of as the affine hull of
the moduli space of triples (S, #, δ) with (S, #) an #-marked Del Pezzo surface
of degree d and δ a generator of detH0

(
ω−1
S

)
. Since we shall find that the base

of this cone, Proj (R•d), defines a projective completion of M◦
�,d, we denote it

by M∗
�,d. The asserted interpretation ofM∗

�,d of course requires that we verify
that the orbits defined by Fano surfaces are stable. We will do that in a case-
by-case discussion that relates this to GIT completions that are obtained in
a different manner. In fact, for each of the three cases d = 2, 3, 4 we shall
construct a GIT completion M∗

d of M◦
d in such a way that the forgetful

morphism M◦
�,d → M◦

d extends to a finite morphism of GIT completions
M∗

�,d →M∗
d. This description will also help us to identify (and interpret) the

boundary strata.
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We recall that the proj construction endows M∗
�,d for every k ≥ 0 with a

coherent sheaf OM∗
�,d

(k) of rank one whose space of sections is Rk
d . We call

OM∗
�,d

(1) the determinant sheaf ; it is a line bundle in the orbifold setting.
In what follows, Vd+1 is a fixed complex vector space of dimension d + 1

endowed with a generator μ of det(Vd+1). We often regard μ as a translation-
invariant (d + 1)-polyvector field on Vd+1.

Degree 4 surfaces in projective 4-space

If a pencil of quadrics in P(V5) contains a smooth quadric, then the number
of singular members of this pencil (counted with multiplicity) is 5. According
to Wall [20], the geometric invariant theory for intersections of quadrics is as
follows: for a plane P ⊂ Sym2V ∗5 , [∧2P ] ∈ P

(∧2
(
Sym2V ∗5

))
is SL(V5)-stable

(respectively SL(V5)-semistable) if and only if the divisor on P(P ) param-
eterizing singular members is reduced (respectively has all its multiplicities
≤ 2). A semistable pencil belongs to a minimal orbit if and only if its mem-
bers can be simultaneously diagonalized. So a stable pencil is represented by
a pair

〈
Z2

0 + Z2
1 + Z2

2 + Z2
3 + Z2

4 , a0Z
2
0 + a1Z

2
1 + a2Z

2
2 + a3Z

2
3 + a4Z

2
4

〉
with

a0, . . . , a4 distinct. This is equivalent to the corresponding surface SP in P(V5)
being smooth. The minimal strictly semistable orbits allow at most two pairs
of coefficients to be equal. In case we have only one pair of equal coefficients,
SP has two A1-singularities and in case we have two such pairs, four. The
fact that these singularities come in pairs can be “explained” in terms of the
D5-root system in the Picard group of a Del Pezzo surface of degree 4: an
A1-singularity is resolved by a single blowup with a (−2)-curve as exceptional
curve whose class is a root in the Picard root system. The roots perpen-
dicular to this root make up a root system of type D4 + A1, and the class
of the companion (−2)-curve will sit in the A1-summand. Also, a minimal
strictly semistable orbit with 2 (respectively 4) A1-singularities is adjacent
to a semistable orbit without such A1-pairs and represented by a pair of
quadrics, one of which is defined by Z2

0 +Z2
1 +Z2

2 +Z2
3 +Z2

4 and the other by
Z0Z1 +a1Z

2
1 +a2Z

2
2 +a3Z

2
3 +a4Z

2
4 (respectively Z0Z1 +Z2Z3 +a3Z

2
3 +a4Z

2
4 ).

The center μ5 of SL(V5) acts acts faithfully by scalars on ∧2
(
Sym2V ∗5

)
,

and for that reason the SL(V5)-invariant part of the homogeneous coordinate
ring of Gr2

(
Sym2V ∗5

)
lives in degrees that are multiples of 5:

S•4 :=
∞⊕

k=0

Sk
4 , Sk

4 := H0
(
OGr2(Sym2V ∗

5 ))(5k)
)SL(V5)

.

We obtain a projective completionM∗
4 := ProjS•4 ofM◦

4 with twisting sheaves
OM∗

4
(k) such that Sk

4 = H0
(OM∗

4
(k)
)
. The singular complete intersections

are parameterized by a hypersurface in Gr2
(
Sym2V ∗5

)
. Since the Picard group

of this Grassmannian is generated by OGr2(Sym2V ∗
5 ))(1), this discriminant is

defined by a section of OGr2(Sym2V ∗
5 ))(20) and so B4 := M∗

4 −M◦
4 is defined

by a section of OM∗
4
(4).
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Suppose we are given a surface S ⊂ P(V5) defined by a pencil of quadrics.
So S determines a line ΦS in ∧2

(
Sym2V ∗5

)
. Any generator F1 ∧ F2 ∈ ΦS and

u ∈ V ∗5 determine a 2-vector field on V by ιdu∧dF1∧dF2μ. This 2-vector field is
invariant under scalar multiplication and tangent to the cone over S. Hence
it defines a 2-vector field on S, or equivalently, an element of H0

(
ω−1
S

)
. The

map thus defined is an isomorphism

V ∗5 ⊗ ΦS
∼= H0

(
ω−1
S

)
.

By taking determinants we get an identification of Φ5
S
∼= detH0

(
ω−1
S

)
. We

may think of Φ5
S as the quotient of the line ΦS by the center μ5 of SL(V5). Thus

Spec (S•4) may be regarded as the affine hull of the moduli space of pairs (S, δ)
with S a Del Pezzo surface of degree 4 and δ a generator of det

(
H0
(
ω−1
S

))
.

Proposition 1.2. We have a natural finite embedding S•4 ⊂ R•4 of graded C-
algebras such that the forgetful morphism M◦

�,4 → M◦
4 extends to a finite

morphism of GIT completions M∗
�,4 →M∗

4 (and the notions of semistability
coincide in the two cases) and OM∗

4
(1) is the determinant sheaf.

Cubic surfaces

Following Hilbert, the cubic surfaces in P(V4) that are stable (respectively
semistable) relative to the SL(V4)-action are those that have an A1-singularity
(respectively A2-singularity) at worst. There is only one strictly semistable
minimal orbit and that is the one that has three A2-singularities.

The center μ4 of SL(V4) acts faithfully by scalars on Sym3V ∗4 , and so the
SL(V4)-invariant part of the homogeneous coordinate ring of Sym3V ∗4 lives in
degrees that are multiples of 4:

S•3 :=
∞⊕

k=0

Sk
3 , Sk

3 := H0
(
O

P(Sym3V ∗
4 )(4k)

)SL(V4)

.

We thus find the projective completion M∗
3 := ProjS•3 of M◦

3 with twist-
ing sheaves OM∗

3
(k) such that Sk

3 = H0
(OM∗

3
(k)
)
. The discriminant hy-

persurface in the linear system of degree d hypersurfaces in P
n has degree

(n + 1)(d− 1)n. So the singular cubic surfaces are parameterized by a hyper-
surface in P

(
Sym3V ∗4

)
of degree 32. The stable locus M◦

3 ⊂M3 ⊂M∗
3 is the

complement of a single point. Furthermore, B3 := M∗
3 −M◦

3 is defined by a
section of OM∗

3
(8).

Let S ⊂ P(V4) be a cubic surface defined by a line ΦS in Sym3V ∗4 . Proceed-
ing as in the degree 4 case we find that for a generator F ∈ ΦS and u ∈ V ∗,
the expression ιdu∧dFμ defines a 2-vector field on S and that we thus get an
isomorphism

V ∗4 ⊗ ΦS
∼= H0

(
ω−1
S

)
.
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By taking determinants we get an identification Φ4
S
∼= detH0

(
ω−1
S

)
. We think

of Φ4
S as the quotient of the line ΦS by the center μ4 of SL(V4) and conclude

as before:

Proposition 1.3. We have a natural finite embedding S•3 ⊂ R•3 of graded C-
algebras such that the forgetful morphism M◦

�,3 → M◦
3 extends to a finite

morphism of GIT completions M∗
�,3 →M∗

3 (and the notions of semistability
coincide in the two cases) and OM∗

3
(1) is the determinant sheaf.

Quartic curves

The case of degree 2 is a bit special because W (E7) has a nontrivial center
(of order two). The center leaves invariant the (isomorphism type of the)
surface: it acts as an involution and changes only the marking. The latter
even disappears if we remember only the fixed point set of this involution, the
quartic curve. Van Geemen [10] observed that the marking of the Del Pezzo
surface then amounts to a principal level-two structure on the quartic curve
(this is based on the fact that W (E7) modulo its center is isomorphic to the
symplectic group Sp(6,Z/2)). Since a smooth quartic curve is a canonically
embedded genus three curve, M◦

2 can also be interpreted as the moduli space
of nonhyperelliptic genus three curves with principal level-two structure (here
we ignore the orbifold structure).

The projective space P
(
Sym4V ∗3

)
parameterizes the quartic curves in the

projective plane P(V3). The geometric invariant theory relative to its SL(V3)-
action is as follows: a quartic curve is stable if and only if it has singularities
no worse than of type A2. A quartic is unstable if and only if it has a point
of multiplicity ≥ 3 (or equivalently, a D4-singularity or worse) or consists
of a cubic plus an inflectional tangent. The latter gives generically an A5-
singularity, but such a singularity may also appear on a semistable quartic,
for instance on the union of two conics having a point in common where they
intersect with multiplicity 3. Let us, in order to understand the incidence
relations, review (and redo) the classification of nonstable quartics.

A plane quartic curve C that is not stable has a singularity of type A3

or worse. So it has an equation of the form cy2z2 + yzf2(x, y) + f4(x, y) with
f2 and f4 homogeneous. Consider its orbit under the C

×-copy in SL(V3) for
which t ∈ C

× sends (x, y, z) to (x, ty, t−1z). If we let t→ 0, then the equation
tends to cy2z2 + ax2yz + bx4, where f2(x, 0) = ax2 and f4(x, 0) = bx4. We go
through the possibilities.

If c = 0, then C has a triple point and the equation ax2yz + bx4 is easily
seen to be unstable. We therefore assume that c = 1 and we denote the limit
curve by C0.

If a2−4b �= 0 �= b, then C0 is made up of two nonsingular conics meeting in
two distinct points with a common tangent (having therefore an A3-singularity
at each) and the original singularity was of type A3.
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If a �= 0 = b, then we have the same situation except that one of the conics
has now degenerated into a union of two lines.

The most interesting case is a2 − 4b = 0 �= b. Then C0 is a double non-
singular conic, and in case C �= C0, C has a singularity of type Ak for some
4 ≤ k ≤ 7. The case of an A7-singularity occurs for the curve C1 given by
(yz+x2)(yz+x2+y2): it consists of two nonsingular conics meeting in a single
point with multiplicity 4. This is also the most degenerate case after C0: any
SL(V3)-orbit that has C0 in its closure is either the orbit of C0 or has C1 in
its closure. So although a double conic does not yield a Del Pezzo surface, the
corresponding point of M∗

2 is uniquely represented by a geometrically marked
Del Pezzo surface with an A7-singularity.

On the other hand, the condition a = b = 0 (which means that f2 and
f4 are divisible by y, so that we have a cubic plus an inflectional tangent or
worse), gives the limiting curve defined by y2z2 = 0, which is clearly unstable.

We shall later find that the ambiguous behavior of an A5-singularity re-
flects a feature of the E7-root system: this system contains two Weyl group
equivalence classes of subsystems of type A5: one type is always contained
in an A7-subsystem (the semistable case) and the other is not (the unstable
case). Since the center μ3 of SL(V3) acts faithfully by scalars on Sym4V ∗3 , we
have as algebra of invariants

S•2 :=
∞⊕

k=0

Sk
2 , Sk

2 := H0
(
O

P(Sym4V ∗
3 )(3k)

)SL(V3)

.

Thus M∗
2 := ProjC

[
Sym4V ∗3

]SL(V3)
is a projective completion of M◦

2. It
comes with twisting sheaves OM∗

2
(k) such that Sk

2 = H0
(OM∗

2
(k)
)
. Let us

write M◦
2 ⊂ M2 ⊂ M∗

2 for the stable locus; this can be interpreted as the
moduli space of marked Del Pezzo surfaces of degree 2 with A2-singularities at
worst. Its complement in M∗

2 is of dimension one. Since the singular quartics
make up a hypersurface of degree 27 in P

(
Sym4V ∗3

)
, B2 := M∗

2 − M◦
2 is

defined by a section of OM∗
2
(9). In particular, B2 is a Cartier divisor.

Let C be a quartic curve in P(V3) defined by the line ΦC ⊂ Sym4V ∗3 . If
F ∈ ΦC is a generator, then a double cover S of P(V3) totally ramified along
C is defined by w2 = F in V3 × C (more precisely, it is Proj of the graded
algebra obtained from C[V3] by adjoining to it a root of F ). Then for every
u ∈ V ∗3 , the 2-vector field w−1ιdu∧dFμ defines a section of ω−1

S . We thus get
an isomorphism V ∗3 ⊗ w−1dF ∼= H0

(
ω−1
S

)
. If we take the determinants of

both sides, we find that (w−1dF )3 determines a generator of detH0
(
ω−1
S

)
.

So F−3(dF )6 gives one of
(
detH0

(
ω−1
S

))2, in other words, we have a natu-
ral isomorphism Φ3

C
∼= (detH0

(
ω−1
S

))2. That the square of the determinant
appears here reflects the fact that the central element −1 of W (E7) induces
an involution in S that acts as the scalar −1 on detH0

(
ω−1
S

)
. We obtain the

following.
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Proposition 1.4. We have a natural finite embedding S•2 ⊂ R•2 of graded C-
algebras such that the forgetful morphism M◦

�,2 → M◦
2 extends to a finite

morphism of GIT completions M∗
�,2 →M∗

2 (and the notions of semistability
coincide in the two cases) and OM∗

2
(1) is the square of the determinant sheaf.

Completion of the moduli space of marked Fano surfaces

We have produced for d = 4, 3, 2, a GIT completion M∗
d of M◦

d that we
were able to identify with a finite quotient of M∗

�,d. This implies that M∗
�,d

contains M◦
�,d as an open dense subset and proves that every point of M∗

�,d

can be represented by an #-marked Fano surface.
We define a completion M∗

m,d of the moduli space M◦
m,d of marked Fano

surfaces of degree d simply as the normalization of M∗
d in M◦

m,d. This comes
with an action of W (R9−d). and the preceding discussion shows that M∗

�,d

can be identified with the orbit space of M◦
m,d by the permutation group of

the e1, . . . , e9−d (a Weyl subgroup of type A8−d).

2 Coble’s covariants

In this section we assume that the degree d of a Del Pezzo surface is at most
6 (we later make further restrictions).

Let (S; e1, . . . , e9−d) be a geometrically marked Del Pezzo surface. Recall
that we have a class # ∈ Pic(S) characterized by the property that −3#+ e1 +
· · · + e9−d equals the canonical class k. Let us choose a line bundle L on S
that represents #: H0(L) is then of dimension 3, and if we denote its dual by
A, then the associated linear system defines a birational morphism S → P(A)
that has E = E1 + · · ·+ E9−d as its exceptional divisor. The direct image of
L on P(A) is still a line bundle (namely OP(A)(1), but we continue to denote
this bundle by L).

We claim that there is a natural identification

ω−1
S
∼= L3(−E)⊗ detA.

To see this, we note that if p ∈ P(A) and λ ⊂ A is the line defined by p, then
the tangent space of P(A) at p appears in the familiar exact sequence

0→ C → Hom(λ,A) → TpP(A)→ 0,

from which it follows that detTpP(A) = λ−3 det(A) (we often omit the ⊗-
symbol when lines or line bundles are involved). So the anticanonical bundle
ω−1

P(A) of P(A) is naturally identified with L3 ⊗ det(A). Since S → P(A) is the
blowup with exceptional divisor E, we see that the above identification makes
ω−1
S correspond to L3(−E)⊗ det(A).
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The following simple lemma will help us to understand Coble’s covariants.

Lemma 2.1. For a Del Pezzo surface S, the determinant lines of the vector
spaces H0(OE ⊗ L3) ⊗ det(A) and V (S) := H0

(
ω−1
S

)∗ are canonically iso-
morphic.

Proof. The identification ω−1
S
∼= L3(−E)⊗detA above gives rise to the short

exact sequence

0 → ω−1
S → L3 ⊗ detA→ OE ⊗ L3 ⊗ detA→ 0.

This yields an exact sequence on H0 because H1
(
ω−1
S

)
= 0. If we take into

account that H0(L3) = Sym3H0(L) = Sym3A∗, then we obtain the exact
sequence

0→ V ∗ → Sym3A∗ ⊗ detA→ H0(OE ⊗ L3)⊗ detA→ 0.

Since dim(Sym3A∗) = 10 and det(Sym3A∗) = (detA)−10, the determinant of
the middle term has a canonical generator. This identifies the determinant of
V with that of the right-hand side. ��

It will be convenient to have a notation for the one-dimensional vector
space appearing in the preceding lemma: we define

L(S,E) := det(H0(OE ⊗ L3 ⊗ detA)) = det(H0(OE ⊗ L3))⊗ (detA)9−d,

so that the lemma asserts that L(S,E) may be identified with detV (S).
We continue with (S; e1, . . . , e9−d) and L. If pi denotes the image point

of Ei, then the geometric fiber of L over pi is λi := H0(L ⊗ OEi)∗ (a one-
dimensional vector space). So L(S,E) = (λ1 · · ·λ9−d)−3 ⊗ det(A)9−d. For
ei, ej , ek distinct, the map defined by componentwise inclusion

λi ⊕ λj ⊕ λk → A

is a linear map between 3-dimensional vector spaces. It is an isomorphism if
pi, pj , pk are not collinear. Hence the corresponding map on the third exterior
powers yields an element

|ijk| ∈ λ−1
i λ−1

j λ−1
k detA

that is nonzero in the Fano case (recall that we usually omit the ⊗-sign when
lines are involved). Notice that the line λ−1

i λ−1
j λ−1

k detA attached to L de-
pends only on the marked surface (S; e1, . . . , e9−d) and not on the choice of
the L: as said above, L is unique up to isomorphism and the only possible
ambiguity therefore originates from the action of C

× in the fibers of L. But
it is clear that this C

×-action is trivial on this line. For ei1 , . . . , ei6 distinct,
we also have a linear map between 6-dimensional vector spaces

λ2
i1 ⊕ · · · ⊕ λ2

i6 → Sym2A.

Since det(Sym2A) = (detA)4, this defines a determinant

|i1 · · · i6| ∈ λ−2
i1
· · ·λ−2

i6
(detA)4.
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It is nonzero if and only if p1, . . . , p6 do not lie on a conic, which is the
case when S is Fano. The elements |ijk| and |i1 · · · i6| just introduced will be
referred to as Coble factors.

Action of the Weyl group on the Coble factors

We now assume that S is a Fano surface of degree ≤ 6. Another marking
of S yields another #′ and hence another line L(S,E′). Nevertheless they are
canonically isomorphic to each other since both have been identified with
detV . For what follows it is important to make this isomorphism concrete.
We will do this for the case that the new marking is the image of the former
under the reflection in h123. So #′ = 2# − e1 − e2 − e3, e′1 = # − e2 − e3 (E′1
is the strict transform of p2p3), e′2, and e′3 are expressed in a likewise manner
and e′i = ei for i > 3. We represent #′ by

L′ := L2(−E1 − E2 − E3),

so that A′ = H0(L′)∗. Before proceeding, let us see what happens if we do
this twice, that is, if we apply h123 once more:

L′′ = L′2 (−E′1 − E′2 − E′3) = L4 (−2E1 − 2E2 − 2E3 − E′1 − E′2 − E′3) .

The line bundle L3 (−2E1 − 2E2 − 2E3 − E′1 − E′2 − E′3) is trivial (a gener-
ator is given by a section of L3 whose divisor is the triangle spanned by
p1, p2, p3), and so if I denotes its (one-dimensional) space of sections, then
L′′ is identified with L ⊗ I. We note that for i > 3, the restriction map
I → λ−3

i is an isomorphism of lines and that we also have a natural isomor-
phism I → (λ1λ2λ3)−1, which, after composition with the inverse of |123|
yields an isomorphism I → det(A)−1.

The space of sections of L′ is the space of quadratic forms on A that are
zero on λ1, λ2, and λ3. This leads to an exact sequence

0 → λ2
1 ⊕ λ2

2 ⊕ λ2
3 → Sym2A→ A′ → 0.

The exactness implies that

detA′ = (detA)4(λ1λ2λ3)−2.

We have (λ′i)
−1 = H0(L2(−E1−E2−E3)⊗OE′

i
) by definition. For i > 3, this

is just the space of quadratic forms on the line λi, i.e., λ−2
i , and so λ′i = λ2

i

in that case. For i = 1,

(λ′1)
−1 = H0(L2(−E1 − E2 − E3)⊗OE′

1
) = H0(L2 ⊗Op2p3)(−(p2)− (p3)))

is the space of quadratic forms on λ2 +λ3 that vanish on each summand, i.e.,
λ−1

2 λ−1
3 . Thus λ′1 = λ2λ3 and likewise λ′2 = λ3λ1, λ′3 = λ1λ3. Notice that λ′′i

is naturally identified with λi ⊗ I−1. Thus
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L(S,E′) =
(
λ′1 · · ·λ′9−d

)−3 (detA′)9−d

= (λ1 · · ·λ9−d)−6(λ1λ2λ3)−2(9−d)(detA)4(9−d)

= L(S,E)
(
λ−1

1 λ−1
2 λ−1

3 detA
)21−2d∏9−d

i=4

(
λ−3
i detA

)
.

The identifications above of λ1λ2λ3, λ3
i (i > 3), and det(A) with I−1 show that

the twisting line
(
λ−1

1 λ−1
2 λ−1

3 detA
)21−2d∏9−d

i=4

(
λ−3
i detA

)
has a canonical

generator δ. This generator can be expressed in terms of our Coble factors as

δ := |123|9
9−d∏
i=4

(|12i||23i||31i|)

(which indeed lies in
(
λ−1

1 λ−1
2 λ−1

3 detA
)21−2d∏9−d

i=4

(
λ−3
i detA

)
).

Proposition 2.2. The isomorphism L(S;E) ∼= L(S′, E′) defined above coin-
cides with the isomorphism that we obtain from the identification of domain
and range with det V .

Proof. Choose generators ai ∈ λi and write x1, x2, x3 for the basis of A∗ dual
to a1, a2, a3. The basis (a1, a2, a3) of A defines a generator a1∧a2∧a3 of detA.
This determines an isomorphism φ : ω−1

S
∼= L3(−E). That isomorphism fits

in the exact sequence

0 → V ∗ → Sym3A∗ →
9−d⊕
i=1

λ−3
i → 0.

The middle space has the cubic monomials in x1, x2, x3 as a basis. The triple(
x3

1, x
3
2, x

3
3

)
defines a basis dual to

(
a3
1, a

3
2, a

3
3

) ∈ λ3
1 ⊕ λ3

2 ⊕ λ3
3. It follows that

we have an exact subsequence

0 → V ∗ → K →
9−d⊕
i=4

λ−3
i → 0, (1)

where K ⊂ Sym3A∗ is the span of the cubic monomials that are not a third
power. This yields an identification

(λ4 · · ·λ9−d)−3 ∼= detV det
(〈

x2
1x2, . . . , x2x

2
3, x1x2x3

〉)
.

We now do the same for L′ = L2(−E1 − E2 − E3). The space A′

comes with a basis (a′1 = a2a3, a
′
2 = a3a1, a

′
3 = a1a2) that is dual to the ba-

sis (x2x3, x3x1, x1x2) of H0(L2(−E1 − E2 − E3)). The monomial x1x2x3 is
the obvious generator of I = H0(L3 (−E′1 − E′2 − E′3 − 2E1 − 2E2 − 2E3), so
that we have an associated isomorphism

φ′ := φ⊗ x1x2x3 : ω−1
S → (L′)3(−E′).
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We fit this in the exact sequence

0 → H0
(
ω−1
S

)→ H0((L′)3) →
9−d⊕
i=1

λ′−3
i → 0.

The vector space of sections of the middle term has the cubic monomials in
x2x3, x3x1, x1x2 as a basis. The lines λ′1, λ

′
2, λ

′
3 are spanned by a2a3, a3a1 and

a1a2 respectively and λ′i is for i = 4, 5, . . . , 9 − d spanned by a2
i . So (x2x3)3

spans λ′−3
1 and similarly for λ′−3

2 and λ′−3
3 . The space spanned by cubic mono-

mials in x2x3, x3x1, x1x2 that are not pure powers is just K ′ := x1x2x3K. It
follows that we get an exact subsequence analogous to the sequence (1):

0 → V ∗ → K ′ →
9−d⊕
i=4

λ′−3
i → 0, (2)

where the embedding V ∗ → K ′ is the composite of V ∗ → K and the isomor-
phism K ∼= K ′ given by multiplication by x1x2x3. This identifies (a′i)

−3 ∈ λ′−3
i

with (x1x2x3)(ai).a−3
i ∈ λ−3

i . From this we deduce that the generator(
a′1 · · · a′9−d

)−3 (a′1 ∧ a′2 ∧ a′3)
9−d of

(
λ′1 · · ·λ′9−d

)−3 (detA′)9−d corresponds to∏9−d
i=4 (x1x2x3)(ai) times the generator (a1 · · · a9−d)−3(a1 ∧ a2 ∧ a3)9−d of

(λ1 · · ·λ9−d)−3(detA)9−d. Since δ =
∏9−d

i=4 (x1x2x3)(ai), this proves that the
isomorphism L(S;E) ∼= detV ∼= L(S,E′) sends the generator of the former
to δ times the generator of the latter. ��

We next determine how the Coble factors for #′ are expressed in terms of
those of #. We retain our 0 �= ai ∈ λi and write x1, x2, x3 for the basis of A∗

dual to a1, a2, a3 as before. We identify |ijk| (respectively |i1 · · · i6|) with the
a1 ∧ a2 ∧ a3-coefficient of ai ∧ aj ∧ ak (respectively the a2

1 ∧ a2
2 ∧ a2

3 ∧ a2a3 ∧
a3a1 ∧ a1a2-coefficient of a2

i1
∧ · · · ∧ a2

i6
). Here are some typical cases, where

it is assumed that the free indices are distinct and > 3:

|123| = 1,
|12k| = 〈x3 | ak〉,
|1jk| = 〈x2 ∧ x3 | aj ∧ ak〉,
|ijk| = 〈x1 ∧ x2 ∧ x3 | ai ∧ aj ∧ ak〉,

|123ijk| = 〈x2x3 ∧ x3x1 ∧ x1x2 | a2
i ∧ a2

j ∧ a2
k

〉
,

|12ijkl| = 〈x2
3 ∧ x2x3 ∧ x3x1 ∧ x1x2 | a2

i ∧ a2
j ∧ a2

k ∧ a2
l

〉
,

|1ijklm| = 〈x2
2 ∧ x2

3 ∧ x2x3 ∧ x3x1 ∧ x1x2 | a2
i ∧ a2

j ∧ a2
k ∧ a2

l ∧ a2
m

〉
.

The corresponding expressions for the new marking are converted into the
old marking by the substitutions

a′i =

⎧⎪⎪⎨
⎪⎪⎩

a2a3 when i = 1,
a3a1 when i = 2,
a1a2 when i = 3,
a2
i when i > 3,

x′i =

⎧⎪⎪⎨
⎪⎪⎩

x2x3 when i = 1,
x3x1 when i = 2,
x1x2 when i = 3,
x2
i when i > 3.
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We thus obtain:

|123|′ = 1 = |123|,
|12k|′ = x1x2(ak) = |23k||31k|,
|1jk|′ = −x1(aj)x1(ak)|1jk|,
|ijk|′ = |123ijk|,

|123ijk|′ = x1x2x3(ai) · x1x2x3(aj) · x1x2x3(ak) · |ijk|,
|12ijkl|′ = x1x2(ai) · x1x2(aj) · x1x2(ak) · x1x2(al) · |12ijkl|,

The expression for |1ijklm|′ does not appear to have a pleasant form: we find
that

|1ijklm|′ = x1(ai)x1(aj)x1(ak)x1(al)x1(am)
· 〈x2

3x1 ∧ x1x
2
3 ∧ x1x2x3 ∧ x2

2x3 ∧ x2x
2
3 | a3

i ∧ a3
j ∧ a3

k ∧ a3
l ∧ a3

m

〉
.

The covariants

Here is the definition.

Definition 2.3. Let (S; e1, . . . , e9−d) be a marked Fano surface of degree d ≤
6. A Coble covariant is an element of L(S,E) that is a product of Coble
factors |ijk| and |i1 · · · i6| in such a manner that every unordered pair in
{1, 2, . . . , 9− d} appears in one of these factors.

This notion also makes sense for a marked Del Pezzo surface, and indeed,
in case the E1, . . . , E9−d are irreducible (or equivalently, p1, . . . , p9−d are dis-
tinct), then we adopt this as a definition. But when this is not the case, this
is not the “right” definition (see Remark 2.5).

It is easily verified that Coble covariants exist only when 2 ≤ d ≤ 5. In
these cases they are as follows:

• (d = 5) There is only one Coble covariant, namely |123||234||341||412|.
It is nonzero if and only if no three points are collinear, that is, if S is a
Fano surface.

• (d = 4) A typical Coble covariant is |123||234||345||451||512|. It depends
on a cyclic ordering of {1, 2, . . . , 5}, with the opposite cycle giving the
same element. So the number of Coble covariants up to sign is equal
to 4!/2 = 12. A Coble covariant can be nonzero even if S has (−2)-
curves. For instance, if (p1, p2, p4) and (p2, p3, p5) are collinear but are
otherwise generic then the given Coble covariant is nonzero and S has a
2A1-configuration (i.e., two disjoint (−2)-curves).

• (d = 3) We have two typical cases: one is |134||234||356||456||512||612|
and another is |123||456||123456|. The former type amounts to dividing
the 6-element set {e1, . . . , e6} into three equal parts (of two) and cyclically
order the three parts (there are 30 such) and the latter to splitting of
{e1, . . . , e6} into two equal parts (there are 10 of these). So there are 40
Coble covariants up to sign.
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• (d = 2) We have two typical cases: |351||461||342||562||547||217||367| (of
which there are 30) and |123456||127||347||567| (105 in number). So up to
sign we obtain 135 cases.

Proposition 2.4. If S is Fano, then the collection of Coble covariants, when
considered as elements of detV (S), is independent of the marking.

Proof. It is enough to show that the collection is invariant under the reflection
in h123. So in view of Proposition 2.2 we need to verify that if we make the
above substitutions for a Coble covariant relative to

(
e′1, . . . , e

′
9−d

)
, then we get

δ times a Coble covariant relative to (e1, . . . , e9−d). This is a straightforward
check. We do a few examples. For d = 3, we find that

|134|′|234|′|356|′|456|′|512|′|612|′
= −x1x3(a4) · x2x3(a4) · x3(a5)x3(a6)|356| · |123456| · x1x2(a5) · x1x2(a6)
= −δ|124||356||123456|,

which is indeed the image of |124||356||123456|. Similarly,

|123|′|456|′|123456|′ = |123| · |123456| · δ|456|,
which is the image of |123||456||123456|.

The other cases are similar and are left to the reader to verify. ��
Remark 2.5. The notion of a Coble covariant extends to the case of a geo-
metrically marked Del Pezzo surface. There is not much of an issue here as
long as the points p1, . . . , p9−d remain distinct, but when two coalesce the
situation becomes a bit delicate, since we wish to land in detV (S). It is clear
that if p2 approaches p1, then any Coble covariant involving these points such
as |123| ∈ λ−1

1 λ−1
2 λ−1

3 detA tends to 0. But we should regard |123| as an ele-
ment of det(H0(OE1+E2+E3 ⊗L3))⊗detA, and when p2 tends to p1, then E1

becomes decomposable and of the form F +E2. The component F is the strict
transform of the exceptional curve of the first blowup and hence a (−2)-curve.
Let q be the point where F and E2 meet. This corresponds to tangent direc-
tion at p1, or equivalently, to a plane Pq ⊂ A that contains λ1. If λ2 moves in
W towards λ1, then H0(OE1+E2) becomes H0(OF+2E2). The exact sequence

0 → IF+E2/IF+2E2 → OF+2E2 → OF+E2 → 0

induces an exact sequence on sections. Notice that the first term is a constant
sheaf on E2. Its fiber over q is T ∗q F ⊗ T ∗q E2. This fiber is apparently also
the determinant of H0(OF+2E2). Since TqF = Hom(λ,Wq/λ) and TqE2 =
Hom(Wq/λ,A/Wq), we have T ∗q F ⊗ T ∗q E2 = (detA)−1 detPq ⊗ λ1. It follows
that

det(H0(OF+2E2+E3 ⊗ L3))⊗ detA = λ−1
1 λ−1

3 detPq.

It is in this line where |123| should take its value. (This also explains why in
the next section we need to divide by a discriminant Δ(tq, . . . , t9−d).)
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Since every point ofM∗
m,d is representable by a marked Del Pezzo surface,

a Coble covariant can be regarded as a section of the determinant sheaf
OM∗

m,d
(1). It follows from Section 2 that W (R9−d) permutes these sections

transitively.

Definition 2.6. The Coble space Cd is the subspace of H0(OM∗
m,d

(1))
spanned by the Coble covariants.

We shall prove that for d = 3, 4, Cd is complete, i.e., all of H0(OM∗
m,d

(1)),
but we do not know whether that is true when d = 2.

Remark 2.7. We shall see that Cd is an irreducible representation of
W (R9−d) of dimension 6, 10, 15 for respectively d = 4, 3, 2. It follows from the
discussion in Section 1 that any W (R9−d)-invariant polynomial of degree k in
the Coble covariants has an interpretation in terms of classical invariant the-
ory: for d = 4 we get an SL(5)-invariant of degree 5k for pencils of quadrics,
for d = 3, an SL(4)-invariant of degree 4k for cubic forms, and for d = 2, an
SL(3)-invariant of degree 3k/2 for quartic forms.

Here is an example that illustrates this. There is only one irreducible repre-
sentation of W (E6) of degree 10. This representation is real and has therefore
a nonzero W (E6)-invariant quadratic form. According to the preceding this
produces an SL(4)-invariant of degree 8 for cubic forms. This is indeed the
lowest degree of such an invariant.

3 Anticanonical divisors with a cusp

Anticanonical cuspidal cubics on Del Pezzo surfaces

Let S be a Del Pezzo surface of degree d that is not isomorphic to a smooth
quadric. Assume that there is also given a reduced anticanonical curve K on S
isomorphic to a cuspidal cubic (notice that if d = 1 such a curve will not always
exist). The curve K is given by a hyperplane VK ⊂ V = H0

(
ω−1
S

)∗. We write
lK for the line V/VK , so that l∗K is a line in V ∗ = H0

(
ω−1
S

)
= Hom(ωS ,OS).

The image of l∗K is Hom(ωS ,OS(−K)) ⊂ Hom(ωS ,OS), and hence lK may
be identified with H0(ωS(K)). So a nonzero κ ∈ lK can be understood as a
rational 2-form κ on S whose divisor is K. The residue ResK(κ) of κ on the
smooth part of K identifies Pic0(K) with C as an algebraic group: we may
represent an element of Pic0(K) by a difference (q) − (p), and then ResK(κ)
assigns to this element the integral of ResK(κ) along any arc in K from p to
q. This identifies lK with Hom(Pic0(K),C) or equivalently, Pic0(K) with l∗K .

Recall that Pic0(S) ⊂ Pic(S) denotes the orthogonal complement of the
class of ω−1

S . It is then clear that restriction defines a homomorphism r :
Pic0(S)→ Pic0(K)→ l∗K(⊂ V ∗). We extend r to an algebra homomorphism

r : Sym•Pic0(S) → Sym•l∗K(⊂ Sym•V ∗).
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For κ ∈ lK , we compose this map with the evaluation in κ and obtain an
algebra homomorphism

rκ : Sym•Pic0(S)→ C.

Suppose now that S is geometrically marked by (e1, . . . , e9−d) as before. With
the notation of the previous section, we have a line bundle L on S and an
associated contraction morphism S → P(A), where A = H0(L)∗, with Ei

mapping to a singleton. The cuspidal curve K meets Ei in a single point pi

(with intersection number one). It is mapped isomorphically to its image in
P(A).

The Zariski tangent space of K at its cusp is a line (with multiplicity two,
but that will be irrelevant here). Let u ∈ A∗ be such that u = 0 defines the
corresponding line in P(A). We may then extend u to a coordinate system
(u, v, w) for A such that K is given by the equation u2w − v3 (this makes
[1 : 0 : 0] the unique flex point of K and w = 0 its tangent line). This
coordinate system is for a given u almost unique: if (u, v′, w′) is any other
such coordinate system, then v′ = cv and w′ = c3w for some c ∈ C

×.
However, a choice of a generator κ ∈ lK singles out a natural choice

(v, w) by requiring that the residue of κ on K be the restriction of d(v/u).
We put t := v/u (we should write vκ, wκ, tκ, but we do not want to over-
burden the reader with the notation; let us just remember that v, w, t are
homogeneous of degree 1, 3, 1 in κ). The dependence of v and w on u is
clearly homogeneous of degree 1. The smooth part K is then parameterized
by t ∈ C �→ p(t) := [1 : t : t3] such that dt corresponds to ResKκ and rκ sends
(p(t))− (p(t′)) ∈ Pico(K) to t− t′ ∈ C.

Assume for the moment that the pi’s are distinct (so that the Ei’s are
irreducible and the λi’s are distinct). Let us denote the restriction of u ∈ A∗

to λi by ui. This is clearly a coordinate for λi, and hence a generator of λ−1
i .

We thus obtain the generator

ε′κ := (u1 · · ·u9−d)3(du ∧ dv ∧ dw)−(9−d)

∈ λ−3
1 · · ·λ−3

9−d(detA)9−d = L(S,E).

Since v and w are homogeneous of degree one in u, it follows that ε′κ is in-
dependent of the choice of u. But they are homogeneous of degree 1 and 3
respectively in κ, and so ε′κ is homogeneous of degree −4(9− d) in κ.

Let us now see which linear forms we get on λ3
1⊕ · · · ⊕λ3

9−d by restriction
of cubic monomials in u, v, w. They will be of the form

(
tk1u

3
1, . . . , t

k
9−du

3
9−d

)
for some k ≥ 0: for the monomial uavbwc we have k = b + 3c. We thus get all
integers 0 ≤ k ≤ 9 except 8 (and 3 occurs twice since u2v and w3 yield the
same restriction):

u3 �→ 1 u2v �→ t uv2 �→ t2 u2w, v3 �→ t3 uvw �→ t4

v2w �→ t5 uw2 �→ t6 vw2 �→ t7 w3 �→ t9.
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If we select 9 − d such monomials and compute the determinant of their
restrictions to λ3

1 ⊕ · · · ⊕ λ3
9−d, we see that that it is either zero or equal to

(u1 · · ·u9−d)3 det((ti)kj )1≤i,j≤9−d for some 0 ≤ k1 < · · · < k9−d. The latter
expression lies in Z[t1, . . . , t9−d] and is divisible by the discriminant that we
get by taking 9− d monomials corresponding to 1, t, . . . , t8−d, namely

Δ(t1, . . . , t9−d) :=
∏

1≤i<j≤9−d

(ti − tj).

In other words, if we regard t1, . . . , t9−d as variables, then the (9−d)th exterior
power over Z[t1, . . . , t9−d] of the homomorphism

Z[t1, . . . , t9−d]⊗ Sym3A∗ → ⊕9−d
i=1 Z[t1, . . . , t9−d]u3

i

has its image generated by Δ(t1, . . . , t9−d)u3
1 · · ·u3

9−d. That a division by
Δ(t1, . . . , t9−d) is appropriate is suggested by Remark 2.5 and so we use

εκ := Δ(t1, . . . , t9−d)ε′κ

as a generator of λ−3
1 · · ·λ−3

9−d(detA)9−d instead. We may rephrase this more
sensibly in terms of our exact sequence

0→ V ∗ → Sym3(A∗)(detA)10 → H0(L3 ⊗OE ⊗ detA)→ 0.

We see that our coordinates define a basis of the middle term in such a man-
ner that they make the sequence split: 9 − d cubic monomials that yield
1, t, . . . , t8−d define a partial basis of Sym3(A∗)(detA)10, whose (9 − d)th
exterior power maps onto εκ. Notice that this remains true if some of the
points pi coalesce, that is, if S is just a geometrically marked Del Pezzo
surface—this is in contrast to ε′κ. Since εκ is homogeneous in κ of degree
−4(9− d) + (9−d

2 ) = 1
2d(9 − d), we have constructed an isomorphism

ε : ld(9−d)/2
K

∼= L(S,E).

Anticanonical cuspidal cubics on Fano surfaces

Let us return to the Fano case. If pi = p(ti) =
[
1 : ti : t3i

]
, then the generator

of λi dual to ui is clearly p̃i =
(
1, ti, t3i

)
. It is not hard to verify that for i, j, k

distinct in {1, . . . , 9− d}, we have the following identity in (λiλjλk)−1 detA:

p̃i ∧ p̃j ∧ p̃k = Δ(ti, tj , tk)(−ti − tj − tk)(du ∧ dv ∧ dw)−1

= Δ(ti, tj , tk)rκ(hijk)(du ∧ dv ∧ dw)−1.

Similarly we find for i1, . . . , i6 distinct in {1, . . . , 9− d} the following identity
in the line λ−2

i1
· · ·λ−2

i6
det(Sym2A):

p̃2
i1
∧ · · · ∧ p̃2

i6
= ∓(ti1 + · · ·+ ti6)Δ(ti1 , . . . , ti6)(du ∧ dv ∧ dw)−4

= ±Δ(ti1 , . . . , ti6)rκ(2#− ei1 − · · · − ei6)(du ∧ dv ∧ dw)−4.
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In this manner we get, for example, when d = 3,

±|123456||123||456|= Δ(t1, . . . , t6)rκ(Δ(R′))u3
1 · · ·u3

6(du ∧ dv ∧ dw)−6

= rκ(Δ′)εκ,

where Δ′ is the discriminant of the root subsystem of type 3A2 given by
〈h12, h23, h45, h56, h123, h〉, and similarly

±|134||234||356||456||512||612|= rκ(Δ′′)εκ,

where Δ′′ is the 3A2-discriminant of 〈h12, h134, h34, h356, h56, h125〉. In this
manner to each Coble covariant there is associated the discriminant of an
A3

2-subsystem of the E6 root system and vice versa (there are indeed 40 such
subsystems). In similar fashion we find that for d = 2 a Coble covariant is the
discriminant of an A7

1-subsystem of the E7 root system and vice versa (there
are 135 such); the two typical cases yield

±|135||146||234||256||457||127||367|= rκ(h135h146h234h256h457h127h367)εκ,
±|123456||127||347||567|= rκ(h12h34h56h127h347h567h7)εκ.

For d = 4, we do not get the discriminant of a root subsystem. The best way
to describe this case is perhaps by just giving a typical case in terms of the
standard representation of D5 in R

5 as in Bourbaki [3], where the roots are
±εi ± εj with 1 ≤ i < j ≤ 5. One such case is

∏
i∈Z/5

(εi − εi+1)(εi + εi+1) =
∏

i∈Z/5

(
ε2i − ε2i+1

)
.

There are indeed 12 such elements up to sign.
Finally, we observe that for d = 5, we get

±|123||234||341||412|= rκ(Δ)εκ,

where Δ is the discriminant of the full A4-system 〈h12, h23, h34, h123〉.
This makes it clear that in all these cases ε : l

d(9−d)/2
K

∼= L(S,E) is in-
dependent of the marking once we identify L(S,E) with detV . Notice that
the polynomials defining Coble covariants indeed have the predicted degree
1
2d(9 − d).

We can restate this as follows. Consider the Lobachevski lattice Λ1,9−d,
whose basis elements are denoted by (#, e1, . . . , e9−d) (the inner product
matrix is in diagonal form with (+1,−1, . . . ,−1) on the diagonal). Put
k := −3# + e1 + · · · + e9−d and let (h123 = 3# − e1 − e2 − e3, h12 =
e1 − e2, . . . , h8−d,9−d = e8−d − e9−d). This is a basis of k⊥ that is at the
same time a root basis of a root system R9−d.

If R is a root system, then let us denote its root lattice by Q(R), by W (R)
its Weyl group, and by h(R) := Hom(Q(R),C) the Cartan algebra on which R
is defined. Let h(R)◦ ⊂ h(R) stand for the reflection hyperplane complement
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(which, in the parlance of Lie theory, is the set of its regular elements). We
abbreviate the projectivizations of these last two spaces by P(R) and P(R)◦.
In the presence of a nondegenerate W (R)-invariant symmetric bilinear form
on Q(R) we tacitly identify h(R) with its dual.

So Q(R9−d) = k⊥. It is clear that a marking of a Del Pezzo surface amounts
to an isomorphism Pic(S) ∼= Λ1,9−d that sends the canonical class to k (and
hence Pic0(S) to Q(R9−d)). These isomorphisms are simply transitively per-
muted by the Weyl group W (R9−d). If we are given a marked Fano surface
(S; e1, . . . , e9−d) of degree d and a rational 2-form κ on S whose divisor is a
cuspidal curve K, then we can associate to these data an element of h(R9−d) by

Q(R9−d) ∼= Pic0(S) → Pico(K) rκ−→C.

It is known that we land in h(R9−d)◦ and that we thus obtain a bijection
between the set of isomorphism classes of systems (S; e1, . . . , e9−d;κ) and the
points of h(R9−d)◦. This isomorphism is evidently homogeneous of degree one:
replacing κ by cκ multiplies the image by a factor c. In other words, the set of
isomorphism classes of systems (S; e1, . . . , e9−d;K), where (S; e1, . . . , e9−d)
is a marked Fano surface of degree d and K is a cuspidal anticanonical
curve on K, can be identified with P(h9−d)◦ (where we have abbreviated
h(R9−d) by h9−d) in a such a manner that if l is a line in h9−d associated to
(S; e1, . . . , e9−d;K), then l gets identified with the line H0(ωS(K)).

We sum up the preceding in terms of the forgetful morphism P(h9−d)◦ →
M◦

m,d:

Theorem 3.1. Assume that d ∈ {2, 3, 4, 5}. Then the forgetful morphism
from P(h9−d)◦ to M◦

m,d is surjective and flat. It is covered by a nat-
ural isomorphism between the pullback of the determinant bundle and
OP(h9−d)◦

(
1
2d(9− d)

)
and under this isomorphism the Coble covariants form

a single W (R9−d)-orbit, which up to a constant common scalar factor is as
follows:

• (d=5) the discriminant of the A4-system (a polynomial of degree 10),
• (d=4) the W (D5)-orbit of the degree 10 polynomial

∏
i∈Z/5

(
ε2i − ε2i+1

)
,

• (d=3) the discriminants of subsystems of type 3A2 (a W (E6)-orbit of
polynomials of degree 9),

• (d=2) the discriminants of subsystems of type 7A1 (a W (E7)-orbit of
polynomials of degree 7).

In particular, the Coble space Cd can be identified with the linear span of the
above orbit of polynomials.

The Weyl group representation Cd was, at least for d = 2 and d = 3,
already considered by Coble [4], although the notion of a Coxeter group was
not available to him. We shall consider these representations in more detail
in Section 4. In that section we also investigate the rational map P(h9−d) ���
M∗

m,d defined by the morphism P(h9−d)◦ →M◦
m,d.
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Theorem 3.1 presents (for d = 2, 3, 4, 5) the moduli space M◦
m,d as a flat

W (R9−d)-equivariant quotient of P(R9−d)◦ with (d − 2)-dimensional fibers.
Admittedly that description is somewhat indirect from a geometric point of
view. We will here offer in the next two subsections a somewhat more concrete
characterization when fiber and base are positive-dimensional (so for d = 3
and d = 4). A fiber is then irreducible, and we show that the (d−1) W (R9−d)-
invariant vector fields of lowest degree span in P(R9−d)◦ a (d−2)-dimensional
foliation whose leaves are the fibers of P(R9−d)◦ → M◦

m,d. We first do the
case d = 3.

The universal parabolic curve of a cubic surface

We begin by recalling a classical definition.

Definition 3.2. Let S be a Fano surface of degree 3. A point of S is said to
be parabolic if there is a cuspidal anticanonical curve on S that has its cusp
singularity at that point.

We may think of the surface S as anticanonically embedded in P
3 as a

smooth cubic surface. If F (Z0, Z1, Z2, Z3) is a defining equation, then the
locus of parabolic points is precisely the part of S where S meets its Hessian
surface (defined by det(∂2F/∂Zi∂Zj)) transversally. So this is a nonsingular
curve on S that need not be closed (in fact, it isn’t: a point of S where its
tangent plane intersects S in a union of a conic and a line tangent lies in the
Zariski boundary of the parabolic curve). If we fix a marking for S, so that a
point of p ∈ M◦

m,3 is determined, then the parabolic locus can be identified
with the fiber of P(R9−d)◦ over p.

We now return to the situation of the beginning of this section, where
we essentially have a fixed cuspidal cubic curve K in the projective plane
P

2 whose smooth part in terms of affine coordinates has the parameter form
(v, w) = (t, t3) (this puts the cusp at infinity and the unique flex point at
the origin). The points p1, . . . , p6 ∈ P

2
� that we blow up in order to produce

S lie on Kreg; we denote their t(= v)-coordinates by t1, . . . , t6. The system
(S; e1, . . . , e6;K) defines a point p̃ ∈ P(E6)◦, and (t1, . . . , t6) describes a point
of h(E6)◦ that lies over p̃. The vector fields X on P

2 with the property that X
is tangent to K at the points p1, . . . , p6 make up a vector space of dimension
two. It contains the field XE = v∂/∂v + 3w∂/∂w, which is tangent to Kreg

everywhere (it generates a C
×-action on P

2 that preserves K). If X is in this
vector space, then

X̂ :=
∑
i

X(pi)
∂

∂ti

is a tangent vector of h(E6) at (t1, . . . , t6) ∈ h(E6)◦. For XE this yields X̂E =∑6
i=1 ti

∂
∂ti

, in other words, we get the Euler field of h(E6) at (t1, . . . , t6).

Lemma 3.3. If X is not proportional to XE, then the line in P(E6) through
p̃ that is defined by X̂ is tangent to the fiber of P(E6)◦ →M◦

m,3 at p̃.
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Proof. This is mostly a matter of geometric interpretation. If we view X̂ =
(X(p1), . . . , X(p6)) as an infinitesimal displacement of the point configuration
(p1, . . . , p6) in P

2, then X̂ does not effectively deform the corresponding Fano
surface, because X is an infinitesimal automorphism of P

2. But if we view X̂ as
an infinitesimal displacement (p1, . . . , p6), then it will induce a nontrivial line
field (a priori with singularities) unless X is tangent to K. This last condition
is equivalent to X being proportional to XE . ��

We now calculate the resulting field on P(E6)◦. A vector field X on P
2 has

in our affine coordinates (v, w) the form

X = (a0 + a1v + a2w + c1v
2 + c2vw)

∂

∂v
+ (b0 + b1v + b2w + c1vw + c2w

2)
∂

∂w
.

Since we may calculate modulo XE, we assume b2 = 0. The condition that X
be tangent to C at pi amounts to

3t2(a0 + a1t + a2t
3 + c1t

2 + c2t
4) = b0 + b1t + c1t

4 + c2t
6

for t = ti, or equivalently, that 2c2t6 + 3a2t
5 +2c1t4 + 3a1t

3 +3a0t
2− b1t− b0

have (the distinct) zeros t = ti for i = 1, . . . , 6. This means that

a2

c2
= − 2

3σ1,
c1
c2

= σ2,
a1

c2
= − 2

3σ3,
a0

c2
= 2

3σ4,
b1
c2

= 2σ5,
b0
c2

= −2σ6,

where σi stands for the ith symmetric function of t1, . . . , t6. So we may nor-
malize X by taking c2 = 1. The value of X in pi is in terms of the t-coordinate
its x-component, and hence equal to

(
a0 + a1ti + c1t

2
i + a2t

3
i + c2t

4
i

) ∂

∂t
=
(

2
3σ4 − 2

3σ3ti + σ2t
2
i − 2

3σ1t
3
i + t4i

) ∂

∂t
.

It follows that

X̂ =
6∑

i=1

(
2
3σ4 − 2

3σ3ti + σ2t
2
i − 2

3σ1t
3
i + t4i

) ∂

∂ti
. (∗)

We see in particular that if we regard X̂ as a vector field ((t1, . . . , t6)
varies), then it is homogeneous of degree 3. The space of homogeneous vec-
tor fields of degree 3 on h(E6) is as a W6-representation space isomorphic to
Sym4(h∗(E6))⊗h(E6); this has a one-dimensional space of invariants and con-
tains no other W (E6)-invariant one-dimensional subspace. It follows that X̂ is
W (E6)-invariant and is characterized by this property up to a constant factor.

Corollary 3.4. The fibration P(E6)◦ →M◦
m,3 integrates the one-dimensional

foliation defined by a W (E6)-invariant vector field that is homogeneous of
degree three.
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A natural way to produce such an invariant vector field is to take
the nonzero W (E6) invariant polynomials f2, f5 on h(E6) of degrees 2 and 5
(these are unique up to a constant factor); since f2 is nondegenerate we can
choose coordinates z1, . . . , z6 such that f2 =

∑
i z

2
i . The gradient vector field

relative to f2,

∇f5 =
6∑

i=1

∂f5

∂zi

∂

∂zi
,

is a W (E6)-invariant homogeneous vector field of degree 3. So we can restate
the preceding corollary as the following theorem:

Theorem 3.5. Let h denote the natural representation space of a Coxeter
group W of type E6. The natural W -invariant rational dimension-one folia-
tion on P(h)◦ of degree 3 (i.e., the one defined by the gradient of a nonzero
invariant quintic form with respect to a nonzero (hence nondegenerate) in-
variant quadratic form on h) is algebraically integrable and has a leaf space
that is in a W -equivariant manner isomorphic to the moduli space of marked
smooth cubic surfaces.

Moduli of degree 4 Del Pezzo surfaces

This is a slight modification of the argument for the degree 3 case. We have
one point fewer and so by letting t6 move over the affine line we may regard
formula (∗) as defining a one-parameter family of vector fields on h(D5). For
i ≥ 1, we have σi(t1, . . . , t6) = σi(t1, . . . , t5) + t6σi−1(t1, . . . , t5), and so we
immediately see that this is a linear family spanned by the two vector fields

X̂3 =
∑5

i=1

(
2
3
σ4 − 2

3
σ3ti + σ2t

2
i −

2
3
σ1t

3
i + t4i

)
∂

∂ti
,

X̂2 =
∑5

i=1

(
2
3
σ3 − 2

3
σ2ti + σ1t

2
i −

2
3
t3i

)
∂

∂ti
.

The subscript indicates of course the degree. Since X̂ is W (E6)-invariant, X̂3

and X̂2 will be invariant under the W (E6)-stabilizer of e6, that is, W (D5). The
W (D5)-invariant vector fields on h(D5) form a free module on the polynomial
algebra of W (D5)-invariant functions. The latter algebra has its generators
f2, f4, f5, f6, f8 in degrees indicated by the subscript. The generator f2 is a
nondegenerate quadratic form, and the module of invariant vector fields is
freely generated by the gradients of the fi relative to f2, Xi−2 := ∇fi (these
have the degree indicated by the subscript; X0 is the Euler field). We conclude
that the plane distribution on P(D5)◦ spanned by the vector fields X2 and X3

is also defined by X̂2 and X̂3. We therefore have the following:

Theorem 3.6. Let h denote the natural representation space of a Coxeter
group W of type D5. The natural W -invariant rational dimension-two folia-
tion on P(h)◦ defined by the gradients of nonzero invariant forms of degree
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4 and 5 with respect to a nonzero (hence nondegenerate) invariant quadratic
form on h is algebraically integrable and has a leaf space that is in a W -
equivariant manner isomorphic to the moduli space of marked Fano surfaces
of degree 4.

Remark 3.7. The Frobenius integrability is remarkable, because it tells us
that the degree four vector field [X2, X3] does not involve the degree four
generator X4. It is of course even more remarkable that it is algebraically
so (in the sense that its leaves are the fibers of a morphism). It makes one
wonder how often this happens. For instance, one can ask, given a Coxeter
arrangement complement h◦ and a positive integer k, when is the distribution
on h◦ spanned by the subset of homogeneous invariant generating vector fields
whose degree is ≤ k algebraically integrable?

4 Coble’s representations

This section discusses the main properties of the representations of a Weyl
group of type D5, E6, or E7 that we encountered in Theorem 3.1.

Macdonald’s irreducibility theorem

We will use the following beautiful (and easily proved!) theorem of
MacDonald [17], which states that the type of representation under con-
sideration is irreducible.

Proposition 4.1 (Macdonald). Let R be a root system, h the complex
vector space it spans and S ⊂ R a reduced root subsystem. Then the
W (R)-subrepresentation of Sym|S|/2h generated by the discriminant of S
is irreducible. In particular, the Coble representations of type E6 and E7 are
irreducible. ��
Proof. Since the proof is short, we reproduce it here. If L ⊂ Sym|S|/2h denotes
the line spanned by the discriminant of S, then W (S) acts on L with the
sign character. In fact, L is the entire eigensubspace of Sym|S|/2h defined
by that character, for if G ∈ Sym|S|/2h is such that s(G) = −G for every
reflection s in W (S), then G is zero on each reflection hyperplane of W (S)
and hence divisible by the discriminant of S. Since G and the discriminant
have the same degree, G must be proportional to it.

Let V = C[W (R)]L be the W (R)-subrepresentation of Sym|S|/2h gener-
ated by L. We must prove that every W -equivariant map φ : V → V is given
by a scalar. From the preceding it follows that φ preserves L and so is given
on L as multiplication by a scalar, λ say. Then φ−λ1V is zero on L and hence
zero on V . ��
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Unfortunately, Macdonald’s theorem does not come with an effective way
to compute the degree of such representations, and that is one of several
good reasons to have a closer look at them. (The Coble representations had
indeed been considered by Coble and presumably by others before him. Their
irreducibility and their degrees were known at the time.)

It will be convenient (and of course quite relevant for the application we
have in mind) to work for d = 2, 3, 4 with the Manin model of the R9−d root
system as sitting in the Lobachevski lattice Λ1,9−d, so that h9−d := h(R9−d)
is the orthogonal element of k = −3#+ e1 + · · ·+ e9−d. For d = 2, 3, 4 we have
a corresponding (Coble) representation Cd = C(R9−d), which in case d = 3
(respectively d = 2) is spanned by the discriminants subsystems of type 3A2

(respectively 7A1). We may regard Cd as a linear system of hypersurfaces of
degree 10 (d = 4), 9 (d = 3), or 7 (d = 2) in P(h9−d). Among our goals
is to compute the dimension of this system and to investigate its separating
properties.

The Manin basis recognizes one particular weight, namely the orthogonal
projection of # in h9−d. Its W (R9−d)-stabilizer is the symmetric group S9−d

of e1, . . . , e9−d (a Weyl subgroup of type A8−d). We shall denote by π9−d :
C⊗ Λ1,9−d → h9−d the orthogonal projection. So π9−d(ei) = ei + 1

3k.

The Coble representation of a Weyl group of type E6

Here R = R6 and the representation of W (E6) in question is the subspace
C3 ⊂ Sym9h6 spanned by the discriminants of subsystems of type 3A2 of R.
Following Proposition 4.1, this representation is irreducible. We shall prove
that dim C3 = 10 and that quotients of elements of C3 separate the isomor-
phism types of cubic surfaces.

Lemma 4.2. The Weyl group W (R) acts transitively on the collection of or-
dered triples of mutually orthogonal roots. If (α1, α2, α3) is such a triple, then

(i) there is a root α ∈ R perpendicular to each αi and this root is unique up
to sign,

(ii) the roots α1, α2, α3, α belong to the (unique) subsystem of type D4,
(iii) there are precisely two subsystems of type 3A2 containing {α1, α2, α3} and

these two subsystems are interchanged by sα.

Proof. The transitivity assertion and the properties (i) and (ii) are known
and a proof goes like this: The orthogonal complement of a root α1 ∈ R is a
subsystem R′ ⊂ R of type A5, the orthogonal complement of a root α2 ∈ R′

in R′ is a subsystem R′′ ⊂ R′ of type A3, and the orthogonal complement of a
root α3 ∈ R′′ is a subsystem R′′′ ⊂ R′′ of type A1. Since all the root systems
encountered have the property that their Weyl group acts transitively on the
roots, the first assertion follows. Notice that we proved (i) at the same time.
The remaining properties now need to be verified only for a particular choice
of (α1, α2, α3).
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We take this triple to be (h12, h34, h56). Then we may take α = h, and
we see that these are roots of the D4-system spanned by h12, h34, h56, h135.
The two 3A2-subsystems containing {h12, h34, h56} are then easily seen to
be 〈h12, h134〉 ⊥ 〈h34, h356〉 ⊥ 〈h56, h125〉 and 〈h12, h156〉 ⊥ 〈h34, h123〉 ⊥
〈h56, h345〉. We observe that sh interchanges them. ��

The following notion is the root-system analogue of its namesake intro-
duced by Allcock and Freitag [1].

Lemma-Definition 4.3. Let R be a root system of type E6 and S ⊂ R a
subsystem of type 3A2. If α ∈ R is not orthogonal to any summand of S,
then the roots in S orthogonal to α make up a subsystem of type 3A1 (which
then must meet every summand of S). This sets up a bijection between the
antipodal pairs {±α} that are not orthogonal to any summand of S and 3A1-
subsystems of S.

For (S, α) as above and S+ a set of positive roots for S, the degree-nine
polynomial (1− sα)Δ(S+) is called a cross of R.

Proof. If we are given a A2-subsystem of R, then any root not in that sub-
system is orthogonal to some root in that subsystem. This implies that in the
above definition we can find in each of the three A2-summands a root that
is orthogonal to α. Since α is not orthogonal to any summand, this root is
unique up to sign and so the roots in S fixed by s form a 3A1-subsystem as
asserted.

Conversely, if R′ ⊂ S is a subsystem of type 3A1, and α ∈ R−R′ is as in
Lemma 4.2, then s = sα has the desired property. ��
Lemma 4.4. Let S+ ⊂ R and α ∈ R−S be as in Lemma 4.3. If α1, α2, α3 are
the roots in S+ perpendicular to α, then the cross (1 − sα)Δ(S+) is divisible
by α1α2α3α,

(1− sα)Δ(S+) = α1α2α3αF1,

and the quotient F1 ∈ Sym5h6 is invariant under the Weyl group of the D4-
subsystem that contains α1, α2, α3, α.

Proof. It is clear that both Δ(S+) and sαΔ(S+) = Δ(sαS+) are divisible by
α1α2α3. It is also clear that (1− sα)Δ(S+) is divisible by α. So F1 is defined
as an element of Sym5h.

We will now prove that there exists a g ∈ GL(Q ⊗ Λ1,6) that centralizes
the Weyl group in question and is such that the transform of F1 under g−1 is
a W (R)-invariant in Sym5h. This will clearly suffice.

We may, in view of Lemma 4.2, assume without loss of generality that
(α1, α2, α3, α) = (h12, h34, h56, h), so that the D4-subsystem containing these
roots is 〈h12, h34, h56, h135〉. Denote by h′ the subspace of h spanned by these
roots.

We first recall a remarkable result due to Naruki. The set of exceptional
classes that have inner product 1 with α is {e1, . . . , e6} (this set and its sα-
transform make up what is classically known as a double six ). Consider the
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element (1 − sα)
∏6

i=1 π∗(ei) ∈ Sym6h. It is clearly divisible by α and the
quotient F ∈ Sym5h will evidently be invariant under a Weyl subgroup of
W (R) of type A5+A1. But according to Naruki [15, p. 235], F is even invariant
under all of W (R).

The orthogonal complement of h′ in C⊗ Λ1,6 is spanned by the members
of the “anticanonical triangle”

(ε0 := #− e1 − e2, ε1 := #− e3 − e4, ε2 := #− e5 − e6),

and the intersection h ∩ h′⊥ is spanned by the differences ε0 − ε1 and ε1 − ε2.
Let g ∈ GL(Q ⊗ Λ1,6) be the transformation that is the identity on h′ and
takes εi to εi +2εi+1 for i ∈ Z/3. This transformation preserves h′⊥ and hence
commutes with all the transformations that preserve h′ and act as the identity
on h′⊥. We also note that g(k) = 3k, and that g preserves the orthogonal
complement of k, and hence g commutes with π.

We claim that gπ(e1) = −h134 ∈ R. One easily checks that 2e1+ε0+k ∈ h′

and so
g(e1) = g

(
1
2
(2e1 + ε0 + k)

)
− 1

2
g(ε0)− 1

2
g(k)

=
1
2
(2e1 + ε0 + k)− 1

2
(ε0 + 2ε1)− 3

2
k

= e1 − ε1 − k
= −# + e1 + e3 + e4 − k
= −h134 + k.

Applying π to this identity yields gπ(e1) = −h134.
We get similar formulas for the gπ(ei) and thus find that

gπ{e1, . . . , e6} = 〈−h134,−h234〉 ⊥ 〈−h356,−h456〉 ⊥ 〈−h125,−h126〉.
Notice that the union of this set with {h12, h34, h56} is a system of positive
roots of a 3A2-system. This union will be our S+. So g∗ takes the polynomial
h12h34h56

∏6
i=1 π(ei) to Δ(S+). Since sα commutes with g we have

(1− sα)Δ(S+) = h12h34h56g
(
(1 − sα)

∏6
i=1 π(ei)

)
= h12h34h56g(αF )
= h12h34h56αg(F )

so that F1 = g(F ). This proves the lemma. ��
Corollary 4.5. For any three pairwise perpendicular roots in R there exists
a cross that is divisible by their product. This cross is unique up to sign and
is also divisible by a root perpendicular to these three. This yields a bijection
between 4A1-subsystems of R and antipodal pairs of crosses. ��
Corollary 4.6. Let R′ ⊂ R be a subsystem of type D4. The 4A1-subsystems
of R′ define three crosses up to sign whose sum is zero. These crosses span
a W (R′)-invariant plane in C3. A quotient of the discriminants of two 4A1-
subsystems of R′ is a quotient of two crosses. ��
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We now fix a D5-subsystem Ro ⊂ R. It has precisely five subsystems of
type D4. As we just observed, each of these defines a plane in C3. Therefore,
the crosses associated to the 4A1-subsystems of Ro span a subspace of C3 of
dimension at most 10.

Lemma 4.7. For every subsystem S ⊂ R of type 3A2, S ∩ Ro is of type
2A1 + A2 and hence contains three subsystems of type 3A1; for every such
3A1-subsystem the associated 4A1-subsystem of R is in fact contained in Ro.
Moreover, S �→ S ∩ Ro defines a bijection between the 3A2-subsystems of R
and the 2A1 +A2-subsystems of Ro, and W (Ro) acts transitively on both sets.

Proof. It is easy (and left to the reader) to find one subsystem S ⊂ R of type
3A2 such that Ro ∩ S has the stated properties. It therefore suffices to prove
the transitivity property. This involves a simple count: The W (Ro)-stabilizer
Ro ∩ S of Ro contains W (Ro ∩ S) as a subgroup of index two (there is an
element in the stabilizer that interchanges the A1-summands and is minus the
identity on the A2-summand), and so the number of systems W (R)-equivalent
to Ro∩S is |W (D5)|/2|W (A2 +2A1)| = 40. That is just as many as there are
3A2-subsystems of R. ��

We continue with the D5-subsystem Ro ⊂ R that we fixed above. Let
S ⊂ R be any subsystem of type 3A2. By Lemma 4.7, Ro ∩ S is of type
2A1 + A2. Let be s1, s2, s3 be the three reflections in the Weyl group of the
A2-summand. The two A1-summands and the antipodal root pair attached
to si make up a 3A1-subsystem R

(i)
1 of Ro ∩ S. Each of these subsystems is

contained in a unique 4A1-subsystem. Let s(i) denote the reflection in the extra
A1-summand. According to Lemma 4.7, s(i) ∈ W (Ro), so that R

(i)
2 := s(i)S

has the property that R(i) ∩Ro = R ∩Ro.

Lemma 4.8. The discriminant Δ(S+) is fixed under s′ + s′′ + s′′′, in other
words,

2Δ(S+) = (1− s′)Δ(S+) + (1− s′′)Δ(S+) + (1− s′′′)Δ(S+),

where we note that the right-hand side is a sum of three crosses attached to
subsystems of Ro of type 4A1. In particular, C3 is generated by the crosses.

Proof. It is clear that siΔ(S+) = −Δ(S+). Since s3 = s1s2s
−1
1 , we have

R′′′1 = s1(R′′1 ). This implies that s′′′ = s1s
′′s1 and so

(s′′+s′′′)Δ(S+) = (s′′+s1s
′′s1)Δ(S+) = (1−s1)s′′Δ(S+) = (1−s1)Δ(s′′S+).

Since s1 /∈ W (s′′S), the right-hand side is a cross. We claim that this cross
equals the cross (1−s′)Δ(S+) up to sign. For this it suffices to show that there
exist four perpendicular roots such that each is divisible by three of them. It
is clear that (1− s1)s′′Δ(S+) is divisible by a root attached to s1 and by the
roots in the two A1-summands of S+ (for these are unaffected by s′′ and s1).
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On the other hand, (1 − s′)Δ(S+) is divisible by a root attached to s′ and
the roots in the two A1-summands of S. It remains to observe that the roots
attached to s1 and s′ are perpendicular.

Thus (s′′ + s′′′)Δ(S+) = ±(1 − s′)Δ(S+). Suppose the minus sign holds,
so that 1− s′ + s′′ + s′′′ kills Δ(S+). The cyclic permutation 1 + s′ + s′′ − s′′′

then also kills Δ(S+) and hence so will 1 + s′′. In other words, Δ(S+) will be
anti-invariant under s′′. Since s′′ /∈ W (S), this is a contradiction. Hence the
plus sign holds and the lemma follows. ��
Theorem 4.9. The planes defined by the five subsystems of Ro of type D4

make up a direct sum decomposition of C3. In particular, C3 is the irreducible
representation of the E6-Weyl group of degree 10.

Proof. Lemma 4.8 shows that C3 is spanned by the crosses attached to 4A1-
subsystems of Ro. So the five planes in question span C3, and dim C3 ≤ 10. The
irreducible representations of W (R) of degree < 10 are the trivial represen-
tation, the sign representation (which are both of degree 1), and the defining
representation (of degree 6), and C3 is clearly none of these. The theorem
follows. ��

We now determine the common zero set of the Coble covariants. We first
make some general remarks that also apply to the D5 and the E7-cases. The
zero set of a Coble invariant is a union of reflection hyperplanes, and hence
each irreducible component of their common intersection, Zr ⊂ hr, is an
intersection of reflection hyperplanes. Since Zr is invariant under the Weyl
group, so is the collection of its irreducible components. So an irreducible
component is always the translate of common zero set of a subset of the given
root basis of Rr. (This subset need not be unique.)

Proposition 4.10. The common zero set Z6 ⊂ h of the members of C3 is the
union of the linear subspaces that are pointwise fixed by a Weyl subgroup of
type A3.

Proof. We first verify that for any A3-subsystem of R, the subspace of h
perpendicular to it is in the common zero set of the members of C3. Since
an A3-subsystem is contained in a D5-subsystem, it is in view of Lemma 4.7
enough to show that an (A2 + 2A1)-subsystem and an A3-subsystem in a
D5-system always meet. This is easily verified.

We next show that Z6 is not larger. Any subsystem generated by funda-
mental roots that does not contain an A3-system is contained in a subsystem
of type 2A2 + A1. There is a single Weyl group equivalence class of such
subsystems, and so it suffices to give two subsystems of R, of type 3A2 and
of type 2A2 + A1 that are disjoint. We take 〈h12, h23, h45, h56, h123, h〉 and
〈h16, h125, h34, h136, h25〉. ��
Question 4.11. Is C3 the space of degree 9 polynomials on h that vanish on
Z6? This is probably equivalent to the completeness of C3 as a linear system on
M∗

m,3 (which is known, though in a rather indirect manner; see Remark 5.10).
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The Coble representation of a Weyl group of type E7

The Weyl group W (E7) decomposes as W+(E7) × {1, c}, where W+(E7) ⊂
W (E7) is the subgroup of elements that have determinant one in the Coxeter
representation and c ∈W (E7) is minus the identity in the Coxeter representa-
tion. This implies that every irreducible representation of W (E7) is obtained
as an irreducible representation of W+(E7) plus a decree as to whether c acts
as 1 or as −1.

We know that the representation of W (E7) defined by C2 (which we recall,
is spanned by products of seven pairwise perpendicular roots of the E7 root
system) is irreducible, and we want to prove the following:

Proposition 4.12. The representation C2 of W (E7) is of degree 15, and the
nontrivial central element of W (E7) acts as −1.

It is known that there is just one isomorphism type of irreducible rep-
resentations of W+(E7) in degree 15, and so Proposition 4.12 identifies the
isomorphism type of the representation.

In what follows, R stands for the root system R7 of type E7.

Lemma 4.13. The Weyl group W (R) acts transitively on the collection of
7A1-subsystems of R. If we are given a subsystem R′ of type 2A1, then the
roots perpendicular to R′ make up a subsystem of type A1 +D4. In particular,
there is a unique subsystem of type 3A1 that contains R′ and is orthogonal
to a subsystem of type D4. Conversely, the roots perpendicular to a given
subsystem of R of type D4 make up a system of type 3A1.

Proof. This lemma is known and the proof is standard. The first assertion
follows from the fact that the roots orthogonal to a given root of R form a
subsystem of type D6 and the roots orthogonal to a root of a root system of
type D6 form a subsystem of type D4 + A1.

Any root subsystem of R of type D4 is saturated, and so a root basis
of this subsystem extends to a root basis of R. Since the group W (R) acts
transitively on the set of root bases, it also acts transitively on the set of
subsystems of type D4. ��

So if we have a subsystem R1 ⊂ R of type 7A1, then any two summands of
R1 (making up a subsystem R′ ⊂ R1 of type 2A1) determine a third summand,
and the remaining four summands will lie in a D4-subsystem. In this way we
can construct a 2-dimensional simplicial complex with seven vertices indexed
by the summands of R1: three vertices span a 2-simplex if and only if the
orthogonal complement of the sum of their associated A1-summands is of
type D4. The preceding lemma tells us that every edge is in exactly one 2-
simplex. Probably the W (E7)-stabilizer of R1 is the full automorphism group
of this complex.
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The subsystems of type 7A1 make up two S7-orbits, represented by

(A) 〈h7, h12, h34, h56, h127, h347, h567〉, 105 in number, and
(B) 〈h123, h145, h167, h256, h247, h357, h346〉, of which there are 30.

We designate by the same letters (A) and (B) the type of the corresponding
product of roots.

Lemma 4.14. Let F be a product of roots of type (B). Then the S7-stabilizer
of F acts transitively on its factors and has order 7.3.23. The subgroup that
stabilizes a given factor is isomorphic to S4.

Proof. Let F be of type (B) and let α be a factor of F . Write α = habc.
Then the other factors are of the form haxy, hazw, hbxz, hbyw, hcxw, hcyz,
where x, y, z, w are the distinct elements of {1, 2, . . . , 7} − {a, b, c}. So these
factors are given by an indexing by a, b, c of the three ways we can split
{1, 2, . . . , 7}− {a, b, c} into two pairs. This description proves that S7 is tran-
sitive on the collection of pairs (F, α) with stabilizer mapping isomorphically
onto the permutation group of {x, y, z, w}. The lemma follows. ��
Lemma 4.15. The space C2 is spanned by the 30 root products of type (B)
and is annihilated by

∑
w∈S(i,j,k) sign(w)w for any 3-element subset {i, j, k}

of {1, . . . , 7}.
For the proof we need the following lemma:

Lemma 4.16. A root system S of type D4 contains exactly three subsystems
of type 4A1, and the discriminants of these three subsystems (relative to some
choice of positive roots) are such that a signed sum is zero. More precisely, if
So ⊂ S is a subsystem of type 4A1, then the eight reflections in W (S)−W (So)
decompose into two equivalence classes with the property that two reflections
s, s′ belong to different classes if and only if they do not commute. In that case
So, sSo, s′So are the distinct 4A1-subsystems of S, and if f is the product of
four pairwise perpendicular roots in So, then f = s(f) + s′(f). The plane in
the fourth symmetric power of the complex span of the root system generated
by these discriminants affords an irreducible representation of the Weyl group
of the root system.

Proof. In terms of the standard model for the D4-system, the set of vectors
±εi± εj , 1 ≤ i < j ≤ 4, in Euclidean 4-space, the 4A1-subsystems correspond
to the three ways of partitioning {1, 2, 3, 4} into parts of size 2. For instance,
the partition {{1, 2}, {3, 4}} yields {±ε1 ± ε2,±ε3 ± ε4}, whose discriminant
is (up to sign) equal to ε21ε

2
3 + ε22ε

2
4 − ε21ε

2
4 + ε22ε

2
3. We can verify the lemma for

s = sε1−ε3 , s′ = sε1−ε4 and deduce the general case from that.
The last clause is easily verified. ��

Proof (of Lemma 4.15). Consider F = h7h12h34h56h127h347h567 (a typi-
cal root product of type (A)). The four factors that are not of type (1),
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h7, h12, h34, h56, lie in a subsystem of type D4. If we let s (respectively s′) be
the reflection in h135 (respectively h246), then

s(h7h12h34h56) = h246h235h145h136,
s′(h7h12h34h56) = h135(−h146)(−h236)(−h245) = −h135h146h236h245.

Notice that the second product is obtained from the first by applying minus
the transposition (34). According to Lemma 4.16 we then have

h7h12h34h56 = (1− (34))h246h235h145h136. (3)

After multiplying both sides by h127h347h567, we see that F has been written
as a difference of two products of type (B): f = (1− (34))G with

G := h127h347h567h246h235h145h136.

In particular, the type (B) products generate C2. It follows from Lemma 4.14
that the S7-stabilizer of G has two orbits in the collection of 3-element subsets
{i, j, k} ⊂ {1, . . . , 7}: those for which hijk is a factor of G and those for which
there exists a factor habc of G with {a, b, c} ∩ {i, j, k} = ∅. So there are only
two cases to verify.

We first do the case I = {3, 4, 5}. We are then in the second case because
I ∩ {1, 2, 7} = ∅ and h127 is a factor of G. To this end we look at the D4-
system defined by the pair h7, h127: it is the system that contains the four
roots h34, h56, h347, h567. The reflections s (respectively s′) perpendicular to
h367 (respectively h467) lie in this D4 summand and do not commute. We have

s(h34h56h347h567) = h467(−h357)h64h35,
s′(h34h56h347h567) = (−h367)(−h457)h63h45,

so that

h34h56h347h567 − h467h357h46h35 + h367h457h36h45 = 0.

The second (respectively third) term is obtained from the first by applying to
it minus the transposition (45) (respectively minus the transposition (35)), so
that

(1− (45)− (35))h7h12h127h34h56h347h567 = 0.

If we combine this with equation (3) and observe that

(1− (45)− (35)) (1− (34)) =
∑

w∈S(3,4,5)

sign(w)w,

then we find that the latter kills G = h127h347h567h246h235h145h136.
An instance of the first case, namely the assertion that G is also killed

by
∑

w∈S(1,2,7) sign(w)wG, follows by exploiting the symmetry properties of
G: the transpositions (34) and (35) have the same effect on G as respectively
(12) and (17). This implies that
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∑

w∈S(1,2,7)

sign(w)wG =
∑

w∈S(3,4,5)

sign(w)wG = 0.

��
Corollary 4.17. We have dim C2 ≤ 15.

Proof. Let f ∈ C2. Since a monomial of type (B) has a unique factor of the
form (12a), a ∈ {3, . . . , 7}, we can write f accordingly: f = (124)f3 + · · · +
(127)f7. For every a, we have 6 type-(B) monomials corresponding to the ways
we index the splittings of the complement of a in {3, 4, 5, 6, 7} by {1, 2, a}. The
symmetric group S(1, 2, a) permutes these 6 root products simply transitively.
These root products satisfy the corresponding alternating sum relation, and
so we can arrange that each fa is a linear combination of 6 monomials whose
alternating sum of coefficients is zero. If we take as our guiding idea to make
a as small as possible, then it turns out that in half of the cases we can do
better.

Let us first assume a ∈ {5, 6, 7}. We then invoke the relation defined by
{3, 4, a}: ∑

w∈S(3,4,a)

sign(w)wfa = 0.

Four of the six terms have a factor (123) or (124), whereas the other two
have a factor (12a) and combine to (1− (34))fa. So this relation allows us to
arrange that fa and (34)fa have the same coefficient. We thus make fa vary
in a space of dimension ≤ 3. If a ∈ {6, 7}, then we can repeat this game with
{4, 5, a}. This allows us to assume in addition that fa and (45)fa have the
same coefficient. But then fa must have all its coefficients equal. So fa varies
in a space of dimension ≤ 1 for a = 6, 7, of dimension ≤ 3 for a = 5, and of
dimension ≤ 5 for a = 3, 4. This proves that dim C2 ≤ 15. ��
Proof (of Proposition 4.12). If we combine Proposition 4.1 and Corollary 4.17,
we see that C2 is an irreducible representation of W (R) of dimension ≤ 15.
Since W (R) = W (R)+ × {1, c}, it will then also be an irreducible represen-
tation of W (R)+. The symmetric bilinear form on the root lattice induces
a nondegenerate form on the root lattice modulo two times the weight lat-
tice (this is an F2-vector space of dimension 6). This identifies W (R)+ with
the symplectic group Sp(6,Z/2), and it is well known (see, for instance, [7],
where this group is denoted by S6(2)) that the irreducible representations of
dimension < 15 are the trivial representation, the sign representation, and the
standard representation of degree 7. It is easy to see that C2 is none of these.
Since c acts as −1 in C2, the proposition follows. ��

The roots orthogonal to an A5-subsystem of an E6-system make up a
system of type A1 or A2. In terms of our root basis, they are represented by
〈h23, h34, h45, h56, h67〉 (with 〈h1〉 as the perpendicular system) and the system
〈h123, h34, h45, h56, h67〉 (with 〈h1, h12〉 as perpendicular system). We shall call
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an A5-subsystem of the second type special. Conversely, the roots perpendic-
ular to an A2-subsystem form a special A5-system. Since the A2-subsystems
make up a single Weyl group equivalence class, the same is true for the special
A5-subsystems.

Proposition 4.18. If we regard C2 as a vector space of degree 7 polynomials
on h7, then their common zero set Z7 is the union of the linear subspaces
perpendicular to a system of type D4 or to a special system of type A5.

Proof. The D4-subsystems constitute a single Weyl group equivalence class,
and so we may take as our system the one spanned by the fundamental roots
〈h23, h34, h45, h123〉. We must show that every 7A1-subsystem of R meets
this D4-system. The positive roots of the D4-system are {hij}2≤i<j≤5 and
{h1ij}2≤i<j≤5. It is easy to see from our description that every 7A1-system of
type (A) contains a root hij with 2 ≤ i < j ≤ 5. Similarly, we see that every
7A1-system of type (B) contains a root h1ij with 2 ≤ i < j ≤ 5.

We argue for the special A5-system 〈h123, h34, h45, h56, h67〉 in a simi-
lar fashion. Its positive roots are {hij}3≤i<j≤7 and {h12i}3≤i≤7. Every 7A1-
system of type (A) contains a root hij with 3 ≤ i < j ≤ 7, and every 7A1-
system of type (B) contains a root h12i with 3 ≤ i ≤ 7.

It remains to show that this exhausts Z7. Every subsystem of R that
does not contain a D4-subsystem has only components of type A. If in addi-
tion it does not contain a special A5-system, then any such a subsystem is
Weyl group-equivalent to a proper subsystem in the (nonsaturated) A7-system
spanned by the fundamental roots h12, h34, . . . , h67 and the highest root h1.
The latter has as its positive roots {hij}1≤i<j≤7 ∪ {hi}7i=1 and is therefore
disjoint from the 7A1-subsystem 〈h123, h145, h167, h256, h247, h357, h346〉. This
implies that Z7 is as asserted. ��
Question 4.19. Is C2 the space of degree 7 polynomials on h7 that vanish on
Z7? We expect this to be equivalent to the question whether C2 is complete
as a linear system on M∗

m,2.

5 The Coble linear system

Let A be a vector space of dimension three, so that P(A) is a projective plane.
Given a numbered set (p1, . . . , pN ) of N ≥ 5 points in P(A) that are in generic
position, then for any 5-tuple (i0, . . . , i4) with i0, . . . , i4 distinct and taken
from {1, . . . , N}, the four ordered lines pi0pi1 , pi0pi2 , pi0pi3 , pi0pi4 through
pi0 have a cross ratio. The collection of cross ratios thus obtained forms a
complete projective invariant of (p1, . . . , pN ): we may choose coordinates such
that p1 = [1 : 0 : 0], p2 = [0 : 1 : 0], p3 = [0 : 0 : 1], p4 = [1 : 1 : 1] and
the coordinates [z0 : z1 : z2] for pi, i > 4, are then given by cross ratios. For
instance, z1 : z2 = (p1p2 : p1p3 : p1p4 : p1pi). If ai ∈ A represents pi, then
we can write this as a cross ratio of four lines in the plane a1 ∧ A ⊂ ∧2A:
(a1 ∧ a2 : a1 ∧ a3 : a1 ∧ a4 : a1 ∧ ai).
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Now let us observe that if (v1, v2, v3, v4) is a generic ordered 4-tuple in a
vector space T of dimension two, then the corresponding points in P(T ) have
a cross ratio that can be written as a ratio of two elements of det(T )2, namely
(v1 ∧ v4)(v2 ∧ v3) : (v2 ∧ v4)(v1 ∧ v3). If we apply this to to the present case,
then we get

z1 : z2 = (p1p2 : p1p3 : p1p4 : p1pi) = |12i||134| : |13i||124|,

where we used the Coble notation. Thus the cross ratios formed in this man-
ner allow us to reconstruct (p1, . . . , p5) up to projective equivalence. We can
express this in terms of roots as follows.

Lemma 5.1. Let (S; e1, . . . , e9−d) be a marked Del Pezzo surface of degree
d ≤ 4, S → P̌

2(H0(S, #)) the contraction morphism defined by the linear
system |#| (as usual), and pi the image of Ei. Then p1, . . . , p4 are in general
position if and only if none of the roots in the A4-subsystem generated by
(h123, h12, h23, h34) is effective in Pic(S).

If that is the case and K is a cuspidal anticanonical curve on S, then
for i > 4 the cross ratio (p1p2 : p1p3 : p1p4 : p1pi) equals the ratio
of the two elements of the line Pic(K)o given by rK(h2ih12ih34h134) and
rK(h3ih13ih24h124).

Proof. The first part is left to the reader as an exercise. As to the second
part, choose affine coordinates (x, y) in P̌

2(H0(S, #)) such that K is given by
y3 = x2. So pi =

(
ti, t

3
i

)
for some ti. For i �= 1, the line p1pi has tangent[

ti − t1 : t3i − t31
]

=
[
1 : t2i + tit1 + t21

]
. So the cross ratio of the lines p1pi

involves factors of the form
(
t2j + tjt1 + t21

)− (t2i + tit1 + t21
)

= (tj − ti)(tj + ti + t1), 2 ≤ i < j ≤ 5.

If we use the x-coordinate to identify Pic0(K) with C, then such a factor can
be written rK(hijh1ij). The last assertion follows. ��
Remark 5.2. Notice that the roots that appear in the numerator (respec-
tively the denominator) of h25h12ih34h134 : h3ih13ih24h124 are four pairwise
perpendicular roots all of which lie in a single D4-subsystem.

The Coble system in the degree four case

We first consider a Fano surface of degree 5. We recall that such a surface
S can be obtained by blowing up four points of a projective plane in general
position, and so is unique up to isomorphism. Any automorphism of this
surface that acts trivially on its Picard group preserves every exceptional
curve (= line) and hence is the identity. It follows that the automorphism
group of S is the Weyl group W (A4). There are 10 lines on S. If five of them
make up a pentagon, then their sum is an anticanonical divisor. There are 12
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such pentagons and they generate the anticanonical system. Let us now fix a
marking (e1, e2, e3, e4) for S. To every p ∈ S we associate a marked Del Pezzo
surface (Sp; e1, . . . , e5) of degree 4 by letting Sp be the blowup of S in p and
letting e5 be the class of the exceptional divisor. This defines a rational map
S ���M∗

m,4. We will see that this is in fact an isomorphism.

Proposition 5.3. The 12 Coble covariants for D5 span a complete linear
system of dimension 6 and define an embedding of M∗

m,4 in a projective space
of dimension 5. The image is “the” anticanonically embedded Fano surface
of degree 5 (so that the Coble system is anticanonical) with M∗

m,4 −M◦
m,4

mapping onto the union of its ten lines. The divisor of every Coble covariant
is a pentagon on this Fano surface, and every pentagon thus occurs.

Proof. Let A be a complex vector space of dimension 3 and let p1, . . . , p5 ∈
P(A). We first assume that p1, . . . , p4 are in general position (i.e., no three
collinear). We then adapt our coordinate system accordingly: pi = [ai],
with a1 = (1, 0, 0), a2 = (0, 1, 0), a3 = (0, 0, 1), and a4 = (1, 1, 1). If
a5 = (z0, z1, z2), then typical determinants involving a5 are

|125| = z2, |145| = z2 − z1.

So for instance,

|415||152||523||234||341|= (z1 − z2).(−z2).z0.1.− 1 = z0z1z2 − z2
1z2.

We obtain in this manner the six polynomials z0z1z2 − z2
i zj , i �= j, and it is

easily verified that any other Coble covariant is a linear combination of these.
They are visibly linearly independent and hence form a basis for C5. It is pre-
cisely the linear system of cubic curves that pass through p1, . . . , p4. So the
Coble system is anticanonical and defines an embedding of the blowup S of
P(A) in p1, . . . , p4 to P

5. The remaining assertions are verified in a straight-
forward manner. ��
Remark 5.4. This proposition and its proof show that the moduli space
M∗

m,4 is as a variety simply obtained from P
2 by blowing up the vertices

p1, . . . , p4 of the coordinate simplex. This argument then also shows that there
is universal semistable marked Del Pezzo surface of degree 4, Sm,4 →M∗

m,4:
over p5 ∈M∗

m,4 we put the blowup of the surface M∗
m,4 in p5 so that Sm,4 is

simply M∗
m,4×M∗

m,4 blown up along the diagonal with one of the projections
serving as the structural morphism.

The Coble system in the degree three case

Our discussion starts off with the following lemma.

Lemma 5.5. The Coble system C3 has no base points.
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Proof. The Coble linear system pulled back to P(h6) has according to Propo-
sition 4.10 as its base-point locus the projective arrangement P(Z6), the union
of the fixed point hyperplanes of Weyl subgroups of type A3. Since M∗

3 is a
quotient of P(h6) − P(Z6), it follows that C3 has no base points and hence
defines a morphism to a P

9. ��
We use what we shall call the Naruki model of M∗

m,3. This is based on
a particular way of getting a degree 3 Fano surface as a blown-up projective
plane: we suppose the points in question to be labeled pi, qi with i ∈ Z/3 and
to lie on the coordinate lines of P

2 as follows:

p0 = [0 : 1 : a0], p1 = [a1 : 0 : 1], p2 = [1 : a2 : 0],
q0 = [0 : 1 : b0], q1 = [b1 : 0 : 1], q2 = [1 : b2 : 0].

For the moment we assume that blowing up these points gives rise to a Fano
surface S, so that in particular, none of the ai, bi is zero and ai �= bi. If we
blow up these points, the strict transform of the coordinate triangle is an anti-
canonical curve K (it is a tritangent of the corresponding cubic surface). This
“partial rigidification” reduces the projective linear group PGL(3,C) to its
maximal subtorus that leaves the coordinate triangle invariant. The following
expressions are invariant under that torus

αi := ai/bi (i ∈ Z/3), δ := −b0b1b2,

and together they form a complete projective invariant of the configuration.
Notice the formulas

a0b1b2 = −α0δ, a0a1b2 = −α0α1δ, a0a1a2 = −α0α1α2δ.

As explained in the appendix of [16], αi and δ have a simple interpretation
in terms of the of pair (S,K): if we denote the exceptional curves by Ai, Bi,
and E is the strict transform of the line through q1 and q2, then the cycles
Ai − Bi, i ∈ Z/3, and B0 − E span in Pic(S) the orthogonal complement to
the components of K, and the numbers in question can be interpreted as their
images in Pic0(K) ∼= C

×. The classes themselves make up the basis of a D4

root system with the last one representing the central node. We denote the 4-
torus for which α0, α1, α2, δ is a basis of characters by T . This torus comes with
an action of W (D4), and this makes it an adjoint torus of type D4. We denote
by T ◦ the open set of its regular elements. This is the complement of the union
of reflection hypertori, i.e., the locus where none of the D4-roots is 1. It has
the interpretation as the moduli space of marked nonsingular cubic surfaces
with the property that a particular tritangent (which is entirely given by the
marking) does not have its three lines collinear. If we want to include that case
too, we must first blow up the identity element of T , Bl1(T ) → T , and then
remove the strict transforms of the reflection hypertori. This open subset,
Bl1(T )◦ ⊂ Bl1(T ), is a model for the moduli space of marked nonsingular
cubic surfaces; in other words, it can be identified with M◦

m,3. The modular
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interpretation implies that this variety has a W (E6)-action, although only
the action of a Weyl subgroup of type D4 is manifest. The action of the two
missing fundamental reflections was written down by Naruki and Sekiguchi:
the one that in the Dynkin diagram is attached to αi is given by

αi �→ −α0α1α2δ
2 1− αi

1− α0α1α2δ2
,

αi±1 �→ (1 − α0αi±1δ)(1− α0α1α2δ)
(1− α0δ)(αi±1 − α0α1α2δ)

,

δ �→ δ−1 (1− αiδ)(1− α0α1α2δ
2)

(1− αi)(1 − α0α1α2δ)
.

(We give this formula only because of its remarkable form—we shall not use it.)
Subsequently, Naruki [16] found a nice W (E6)-equivariant smooth projective
completion of this space with a normal crossing divisor as boundary. What is
more relevant here is a (projective) blowdown of his completion that was also
introduced by him. We shall take Naruki’s construction of the latter as our
guide and re-prove some of his results in the process.

We identify the complexification of Hom(C×, T ) with the Lie algebra t of
T , so that the latter has a natural Q-structure. The decomposition Σ of t(R)
into its W (D4)-chambers has its rays spanned by the coweights that lie in the
W (D4)-orbit of a fundamental coweight. One of these is the orbit of coroots
and has 24 elements; the other three consist of minuscule weights and are a
single orbit under the full automorphism group of the D4-system; it also has
24 elements. If we remove the faces that contain a coroot we obtain a coarser
decomposition of t(R) that we denote by Σ′; a maximal face of Σ′ is now an
orbit of a Weyl chamber under the stabilizer of a coroot (a type 3A1-Weyl
group).

Let T ⊂ TΣ be the associated torus embedding. It is smooth with nor-
mal crossing boundary. The boundary divisors are in bijective correspondence
with the above coweights. We shall refer to those that correspond to coroots
(respectively minuscule weights) as toric coroot divisors (respectively toric
minuscule weight divisors). So there are 24 of each.

Now blow up successively in TΣ: the identity element (in other words, the
fixed point set of W (D4)), the fixed-point sets of the Weyl subgroups of type
A3, the fixed-point sets of the Weyl subgroups of type A2. We denote the
resulting blowup by T̂Σ. In this blowup the exceptional divisors of type A3

have been separated, and each is naturally a product. To be precise, a W (A3)-
Weyl subgroup G ⊂ W (D4) has as its fixed-point locus in T̂Σ a copy of a P

1

whose tangent line at the identity is the G-fixed point set in t, and the divisor
associated to G is then naturally the product of the projective line T̂G

Σ and
the projective plane P(t/tG) blown up in the fixed points of the A2-Weyl
subgroups of G (there are four such and they are in general position).
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The Coble system on Naruki’s completion, together with the W (E6)-action
on it, was identified in [14, (5.9 and 4.5)]. It is the pullback of

H0
(
TΣ,O(DS + 2DR)⊗m3

e

)

to T̂Σ; here DS , DR are the sums of the 24 divisors corresponding to the rays
spanned by the minuscule weight and the coroots respectively, and me is the
ideal sheaf of the identify element e ∈ TΣ.

We now give an explicit description of the Coble covariants in terms of
(α0, α1, α2, δ). For this we begin with observing the following simple identities:

|p0p1p2| = a0a1a2 + 1, |piqipi+1| = (bi − ai)ai+1, |piqipi−1| = bi − ai.

A straightforward computation yields

|p0p1p2q0q1q2| = ±(b0 − a0)(b1 − a1)(b2 − a2)(1− a0a1a2b0b1b2).

We substitute these values in the formulas for the Coble covariants, but for
reasons similar to those in Section 3, we divide these by (b0−a0)(b1−a1)(b2−
a2). For example,

|p0p1p2q0q1q2|.|p0q0p1|.|q1p2q2|
= ±(1− a0a1a2b0b1b2).(b0 − a0)a1.(b2 − a2)
= ±α1δ(1− α0α1α2δ)(1 − α0)(1 − α2)

and

|p0q0p1|.|p0q0q2|.|p1q1q2|.|p1p2q2|.|p0q1p2|.|q0q1p2|
= ± (b0 − a0)a1.(b0 − a0).(b1 − a1)b2.(b2 − a2)(a0b1a2 + 1)(b0b1a2 + 1)

(b0 − a0)(b1 − a1)(b2 − a2)
= ±α0α1δ(1− α0)(1 − α0α2δ)(1− α2δ).

We thus find for the Coble covariants (40 up to sign) the following expressions:

1 δ(1 − α0)(1 − α1)(1 − α2)
2 α0α1α2δ

2(1− α0)(1 − α1)(1 − α2)
3 (1 − α0δ)(1 − α1δ)(1 − α2δ)
4 α0α1α2δ(1− α0δ)(1− α1δ)(1 − α2δ)
5 (1− α0α1δ)(1− α1α2δ)(1 − α2α0δ)
6 δ(1− α0α1δ)(1− α1α2δ)(1 − α2α0δ)
7i (1− αi−1δ)(1 − αi+1δ)(1− α0α1α2δ)
8i αiδ(1− αi−1)(1− αi+1)(1 − α0α1α2δ

2)
9i δ(1− αi−1)(1− αi+1)(1− α0α1α2δ

2)
10i αi−1αi+1δ(1− δ)(1 − αiαi−1δ)(1− αiαi+1δ)
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11i (1 − δ)(1− αiαi+1δ)(1− αiαi−1δ)
12i αiδ(1− αi+1δ)(1 − αi−1δ)(1 − α0α1α2δ)
13 (1− δ)(1− α0α1α2δ)(1− α0α1α2δ

2)
14i αi−1αi+1δ(1− δ)(1 − αi)(1 − αiδ)
15i (1− αiδ)(1− αi−1αi+1δ)(1− α0α1α2δ

2)
16i δ(1− αi)(1 − αi−1αi+1δ)(1 − α0α1α2δ)

17ijk αiδ(1− αj)(1 − αkδ)(1− αjαkδ)

Notice that the zero set in T of any of these expressions is the union of
the reflection hypertori of a subsystem of type 3A1 (in the first 12 cases) or
the A2 (for the last 5). We now quote from [16, Proposition 11.3]:

Theorem 5.6 (Naruki). There is a projective contraction

T̂Σ → ŤΣ

that contracts each A3-divisor along the projection on its 2-dimensional factor.
The contracted variety ŤΣ is nonsingular, and the action of W (E6) on (BleT )◦

extends regularly to it. This action is transitive on the collection of 40 divisors
that are of toric coroot type or of A2-type.

The 40 divisors in question are easily seen to be pairwise disjoint. Naruki
also shows (Section 12 of [16]) that each of these can be contracted to a point.
We can see this quickly using the theory of torus embeddings: the 24 toric
coroot divisors get contracted if we replace in the above discussion the decom-
position Σ of t(R) by the coarser one, Σ′, that we obtain by removing the faces
that contain a coroot. The W (E6)-action and the theorem above imply that
this contraction is then also possible for the remaining 16 divisors. The singu-
larities thus created, for instance the one defined by the ray spanned by the
coroot δ∨, can be understood as follows: the natural affine T -invariant neigh-
borhood of the point of TΣ′ defined by the ray spanned by the coroot δ∨ is Spec
of the algebra generated by the elements of the orbit of δ under the Weyl group
of the 3A1-subsystem 〈α0, α1, α2〉: SpecC[δ, α0δ, , α1δ, . . . , α0α1α2δ]. This is a
cone over the Veronese embedding of (P1)3.

The following more precise result is in [14] (Theorem 5.7) and follows also
from [19].

Theorem 5.7. The Coble covariants generate on ŤΣ a linear system without
base points that has the property that its restriction to each of the 40 divisors
of toric coroot type or of A2-type is trivial. The resulting morphism to a nine-
dimensional projective space realizes Naruki’s contraction.

Proof (Outline of proof). We have a natural decomposition of TΣ into strata
by type: D4 (yielding the identity element); A3, A2, and {1} (being open in
TΣ). There is a corresponding decomposition of T̂Σ (and of ŤΣ, but we find it
more convenient to work on the former), albeit those strata are then indexed
by chains of strata in TΣ that are totally ordered for incidence. We first
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check that along every stratum the Coble covariants define, modulo the stated
contractions property, an embedding. For this, the W (D4)-equivariance allows
us to concentrate on the open subset U = Spec(C[α0, α1, α2, δ]) of TΣ and its
preimage Û in T̂Σ.

It is clear from the expressions we found that the Coble covariants generate
C[δ, α0δ, . . . , α0α1α2δ] after we localize away from the kernels of the roots
(that is, we make for each root alpha, the expression α− 1 invertible). So we
have an embedding on the corresponding open subset of ŤΣ (this contains the
singular point defined by the coroot δ∨). A closer look at the equations shows
that this is in fact true even if we allow some of the roots to be 1, provided that
they are mutually perpendicular. In other words, the linear system defines an
embedding on the intersection of the open stratum with U .

Now let Z be the A3-stratum that is open in α0 = α1 = δ = 1. All Coble
covariants vanish on Z, and we readily verify that Coble covariants generate
the ideal defining Z. Thus the system has no base points on the blowup of Z,
and the system contracts this exceptional divisor along the Z-direction.

Now let us look at an A2-stratum Z ′, say the one that is open in α0 = δ =
1. We observe that the restriction of every covariant to Z ′ is proportional to
(1 − α1)(1 − α2)(1 − α1α2) (and can be nonzero). So the linear system will
define the constant map on Z ′ (or the exceptional divisor over Z ′).

We turn to the situation at the identity of T . Every covariant vanishes
there to order three and has for initial part a product of three roots, viewed
as linear forms on t. Up to sign, the roots in such a product are the positive
roots of a 3A1-subsystem (in the first 12 cases) or of an A2-system (the last 5
cases). The preceding implies that the linear system restricted to an A2-line
in P(t) is constant. With some work we find that the Coble linear system is
without base points and generates the ideal defining the identity away from
the union of the A2-loci.

The remaining strata on T̂Σ are defined by “flags”: chains of strata above
totally ordered by incidence, with {1} < Z ′ < Z as a typical degenerate case.
In that situation, one checks that the covariants generate on that stratum
the ideal I{e}IZ′IZ . We thus see that we have a local embedding along this
stratum. The other strata are dealt with in the same way.

This shows that the linear system defines local embeddings modulo
the contraction property. So ŤΣ is defined as a projective quotient of T̂Σ ,
and the linear system maps it as a local embedding to a nine-dimensional
projective space. It remains to see that the images of the strata are disjoint.
This is left to the reader. ��
Remark 5.8. The construction of the Naruki quotient comes with a strat-
ification, and as one may expect, each of its members has a modular in-
terpretation. We here give that interpretation without proof. As mentioned,
the open stratum T ◦ is the moduli space of systems (S; e1, . . . , e6;K) with
(S; e1, . . . , e6) a marked Fano surface of degree 3 (equivalently, a cubic surface)
and K an anticanonical divisor made up of three nonconcurrent exceptional
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curves (so that the isomorphism S → S̄ maps K onto a tritangent K̄ ⊂ S̄).
Suppose now that S is merely a Del Pezzo surface whose configuration of (−2)-
curves is nonempty, but disjoint from K. Then that configuration is of type
rA1, and we are on a stratum contained in T of type rA1 (1 ≤ r ≤ 4) or it
is of type rA1 + sA1 with r ≥ 1 and we are on one of the 24 points that are
images of toric coroot divisors (these are the punctual strata of TΣ′). In these
cases K̄ is a genuine tritangent of S̄ (which lies in the smooth part of S̄).
The other strata are loci for which K̄ is no longer a tritangent: if K̄ defines
an Eckardt point (so that K consists of three distinct concurrent exceptional
curves), then we find ourselves in the stratum that is open in the preimage
of the unit element of T . If K̄ becomes a union of a double line and another
line, then it contains two distinct A1-singularities of S̄, and K is of the form
2E + E′ + C + C′, where E,E′ are exceptional curves and C,C′ are (−2)-
curves with E′, C, C′ pairwise disjoint and meeting E normally. We are then
on a stratum that is open in the image of an A3-locus in Ť . If K̄ becomes
a triple line, then it contains two distinct A2-singularities of S̄ and K is of
the form 3E + C + C′, where E is an exceptional curve and and C,C′ are
disjoint A2-curves meeting E normally. We are then representing one of the
16 punctual strata that are images of an A2-locus in T .

Corollary 5.9. The GIT completion of the moduli space of marked cubic sur-
faces, M∗

m,3, is W (E6)-equivariantly isomorphic to the Naruki contraction of
T̂Σ. The Coble linear system embeds M∗

m,3 in projective nine-space.

Proof. The Coble linear system on T̂Σ is without base points, and so the
resulting morphism f : T̂Σ → P

9 realizes the Naruki contraction. Recall that
we have an identification of M◦

m,3 with (BleT )◦. This isomorphism clearly
extends to a morphism M∗

m,3 → f(T̂Σ). This morphism is birational, and
since f(T̂Σ) is normal, it must be a contraction. ��
Remark 5.10. It is known [2] that the moduli space of stable cubic surfaces
is Galois covered by the complex 4-ball with an arithmetic group Γ as Galois
group. The group Γ has a single cusp, and this cusp represents the minimal
strictly stable orbit of cubic surfaces (i.e., those having three A2-singularities).
This gives M3 the structure of an arithmetic ball quotient for which M∗

3 is
its Baily–Borel compactification. Allcock and Freitag [1] have used Γ -modular
forms to construct an embedding of this Baily–Borel compactification in a 9-
dimensional projective space. This is precisely the embedding that appears
here (see also Freitag [13] and van Geemen [14]). Via this interpretation it
also follows that the Coble system is complete [12].

Remark 5.11. The linear system C3 can also be studied by restricting it,
as was done in [6], to the exceptional divisor P(h5) of the blowup of the e6-
point in P(h6). The generic point of P(h5) has a modular interpretation: it
parameterizes marked cubic surfaces with a point where the tangent space
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meets the surface in the union of a conic and a line tangent to that conic. The
marking determines the line, but not the conic, for the system of conics on a
cubic surface that lie in plane that contains a given line on that surface has
two members that are tangent to the line. So we have a natural involution ι
on that space. The projective space P(h5) can be seen as the projective span
of the D5-subsystem R5, spanned by the roots not involving e6.

In order to be explicit we also use the standard model for the D5 root
system, i.e., the model for which εi− εi+1 = hi,i+1 (i = 1, . . . , 4) and ε4 + ε5 =
h123. This makes W (R5) the semidirect product of the group of permutations
of the basis elements ε1, . . . , ε5 and the group of sign changes in the basis
elements (ε1, . . . , ε5) �→ (±ε1, . . . ,±ε5) with an even number of minus signs.
We denote the basis dual to (ε1, . . . , ε5) by (x1, . . . , x5). The Coble covariant
we attached to the 3A2-system 〈hij , hjk, hlm, hm6, hijk, h〉 gives, after dividing
by a common degree 4 factor, the quintic form on h5 defined by

hijhjkhikhlmhijk = (xi − xj)(xj − xk)(xi − xk)
(
x2
l − x2

m

)
,

whereas the Coble covariant attached to 〈hij , hilm, hlm, hkm6, hk6, hijk〉 gives

hijhjlmhilmhlmhijk = (xi − xj)(xj + xk)(xi + xk)
(
x2
l − x2

m

)
.

These all lie in a single W (R5)-orbit as predicted by Lemma 4.7. It can be
easily checked that the base locus of the system on P(h5) is the set of points
fixed by a Weyl subgroup of type A3. There are two orbits of subroot systems
of type A3: one has 40 elements and is represented by 〈ε1− ε2, ε2− ε3, ε3− ε4〉,
and the other has 10 elements and is represented by 〈ε1 − ε2, ε2 − ε3, ε2 + ε3〉.
So the base locus is a union of 50 lines. The locus where two such lines meet
is the (16) fixed points of a Weyl subgroup of type A4 and the (5) fixed points
of a Weyl subgroup of type D4. Blowing up first the 21 points and then the
strict transforms of the 50 lines, we obtain a smooth fourfold P̃(h5) in which
the strict transforms of the planes defined by the (40) root subsystems of type
A2 have become disjoint. The Coble system defines a morphism

Ψ : P̃(h5) −→ P
9,

which is generically two to one: it identifies the orbits of the involution ι,
which on P(h5) is given as the rational map

[x1 : · · · : x5] �−→
[
x−1

1 : · · · : x−1
5

]
.

The morphism Ψ is ramified along the exceptional divisors over the A4-points
and contracts the exceptional divisors over the A3-lines to planes and the 40
planes of type A2 to points.

The Coble system in the degree two case

An analogue of Lemma 5.5 holds:
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Proposition 5.12. The linear system C2 is without base points on M∗
m,2. Its

restriction to M◦
m,2 is an embedding.

Proof. The proof of the first assertion differs from that of Lemma 5.12 es-
sentially only by replacing the reference to Proposition 4.10 by a reference to
Proposition 4.18: the pullback of C2 to P(h7) has, according to Proposition
4.18, as base locus P(Z7) the projective arrangement defined by the subsys-
tems of type D4 and the special subsystems of type A5. Since the map from
P(h7)− P(Z7) to M∗

2 is a surjective morphism, C2 is without base points.
The second assertion follows from Lemma 4.13: if we are given a D4-

subsystem of a root system of type E6, then orthogonal to it we have a
3A1-system. Thus two disjoint 4A1-subsystems of the given D4-system have
discriminants whose quotient is a quotient of Coble covariants. According to
Lemma 5.1 the quotient of two such 4A1-subsystems is a cross ratio. Hence all
(generalized) cross ratios are recovered from the Coble covariants. If the seven
points are in general position, then these cross ratios determine the points up
to projective equivalence. ��

Recall from Proposition 1.4 that we identified C2 with a space of sections
of a square root of OM∗

2
(1).

Conjecture 5.13. The linear system C2 is without base points and hence de-
fines an injective morphism from the moduli space M∗

2 of semistable quartic
curves with level-two structure to a 14-dimensional projective space.

We also expect that there is an analogue of the results of Naruki and
Yoshida with the role of D4 taken by E6.
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1 Introduction

This paper explores analogies between the Weil proof of the Riemann
hypothesis for function fields and the geometry of the adèles class space,
which is the noncommutative space underlying the spectral realization of the
zeros of the Riemann zeta function constructed in [10]. Our purpose is to
build a dictionary between the algebro-geometric setting of algebraic curves,
divisors, the Riemann–Roch formula, and the Frobenius map, around which
the Weil proof is built, and the world of noncommutative spaces, cyclic coho-
mology and KK-theory, index formulas, and the thermodynamic notions of
quantum statistical mechanics, which, as we already argued in [11], provide
an analogue of the Frobenius in characteristic zero via the scaling action on
the dual system.

The present work builds on several previous results. The first input is the
spectral realization of [10], where the adèles class space was first identified
as the natural geometric space underlying the Riemann zeta function, where
the Weil explicit formula acquires an interpretation as a trace formula. In
[10] the analytic setting is that of Hilbert spaces, which provide the required
positivity, but the spectral realization involves only the critical zeros. In [11],
we provided a cohomological interpretation of the trace formula, using cyclic
homology. In the setting of [11], the analysis is as developed by Ralf Meyer in
[33] and uses spaces of rapidly decaying functions instead of Hilbert spaces. In
this case, all zeros contribute to the trace formula, and the Riemann hypothe-
sis becomes equivalent to a positivity question. This mirrors more closely the
structure of the two main steps in the Weil proof, namely the explicit formula
and the positivity Tr(Z ∗Z ′) > 0 for correspondences (see below). The second
main building block we need to use is the theory of endomotives and their
quantum statistical mechanical properties we studied in [11]. Endomotives are
a pseudo-abelian category of noncommutative spaces that naturally general-
ize the category of Artin motives. They are built from semigroup actions on
projective limits of Artin motives. The morphisms in the category of endomo-
tives generalize the notion of correspondence given by algebraic cycles in the
product used in the theory of motives to the setting of étale groupoids, to ac-
count naturally for the presence of the semigroup actions. Endomotives carry
a Galois action inherited from Artin motives and they have both an algebraic
and an analytic manifestation. The latter provides the data for a quantum
statistical mechanical system, via the natural time evolution associated by
Tomita’s theory to a probability measure carried by the analytic endomotive.

The main example that is of relevance to the Riemann zeta function is
the endomotive underlying the Bost–Connes quantum statistical mechanical
system of [5]. One can pass from a quantum statistical mechanical system
to the “dual system” (in the sense of the duality of type III and type II
factors in [6], [37]), which comes endowed with a scaling action induced by
the time evolution. A general procedure described in [11] shows that there is
a “restriction map” (defined as a morphism in the abelian category of modules
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over the cyclic category) from the dual system to a line bundle over the space
of low-temperature KMS states of the quantum statistical mechanical system.
The cokernel of this map is not defined at the level of algebras, but it makes
sense in the abelian category and carries a corresponding scaling action. We
argued in [11] that the induced scaling action on the cyclic homology of this
cokernel may be thought of as an analogue of the action of Frobenius on étale
cohomology. This claim is justified by the role that this scaling action of R

∗
+,

combined with the action of Ẑ
∗ carried by the Bost–Connes endomotive, has

in the trace formula; see [10], [11], and §4 of [13]. Further evidence for the role
of the scaling action as Frobenius is given in [20], where it is shown that in the
case of function fields, for a natural quantum statistical mechanical system
that generalizes the Bost–Connes system to rank one Drinfeld modules, the
scaling action on the dual system can be described in terms of the Frobenius
and inertia groups.

In the present paper we continue along this line of thought. We begin
by reviewing the main steps in the Weil proof for function fields, where we
highlight the main conceptual steps and the main notions that will need an
analogue in the noncommutative geometry setting. We conclude this part by
introducing the main entries in our still tentative dictionary. The rest of the
paper discusses in detail some parts of the dictionary and provides evidence in
support of the proposed comparison. We begin this part by recalling briefly the
properties of the Bost–Connes endomotive from [11] followed by the descrip-
tion of the “restriction map” corresponding to the inclusion of the idèles class
group CK = A

∗
K
/K

∗ in the noncommutative adèles class space XK = AK/K
∗.

We discuss its relation to the exact sequence of Hilbert spaces of [10], which
plays a crucial role in obtaining the spectral realization as an “absorption
spectrum.”

We then concentrate on the geometry of the adèles class space over an
arbitrary global field and the restriction map in this general setting, viewed
as a map of cyclic modules. We introduce the actions ϑa and ϑm (with a and m
respectively for additive and multiplicative) of A

∗
K

on suitable function spaces
on AK and on CK and the induced action on the cokernel of the restriction map
in the category of cyclic modules. We prove the corresponding general form
of the associated Lefschetz trace formula, as a cohomological reformulation of
the trace formula of [10] using the analytical setting of [33].

The form of the trace formula and the positivity property that is equiv-
alent, in this setting, to the Riemann hypothesis for the corresponding
L-functions with Grössencharakter, suggest by comparison with the analo-
gous notions in the Weil proof a natural candidate for the analogue of the
Frobenius correspondence on the curve. This is given by the graph of the scal-
ing action. We can also identify the analogue of the degree and co-degree of
a correspondence, and the analogue of the self-intersection of the diagonal on
the curve, by looking at the explicit form of our Lefschetz trace formula. We
also have a clear analogue of the first step in the Weil proof of positivity, which
consists in adjusting the degree by multiples of the trivial correspondences.
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This step is possible, with our notion of correspondences, due to a subtle
failure of Fubini’s theorem that allows us to modify the degree by adding el-
ements in the range of the “restriction map”, which play in this way the role
of the trivial correspondences. This leaves open the more difficult question of
identifying the correct analogue of the principal divisors, which is needed in
order to continue the dictionary.

We then describe how to obtain a good analogue of the algebraic points
of the curve in the number field case (in particular in the case of K = Q), in
terms of the thermodynamic properties of the system. This refines the general
procedure described in [11]. In fact, after passing to the dual system, one can
consider the periodic orbits. We explain how, by the result of [10], these are
the noncommutative spaces where the geometric side of the Lefschetz trace
formula concentrates. We show that, in turn, these periodic orbits carry a
time evolution and give rise to quantum statistical mechanical systems, of
which one can consider the low-temperature KMS states. To each periodic
orbit one can associate a set of “classical points” and we show that these arise
as extremal low temperature KMS states of the corresponding system. We
show that in the function field case, the space obtained in this way indeed
can be identified, compatibly with the Frobenius action, with the algebraic
points of the curve, albeit by a noncanonical identification. Passing to the
dual system is the analogue in characteristic zero of the transition from Fq to
its algebraic closure F̄q. Thus, the procedure of considering periodic orbits in
the dual system and classical points of these periodic orbits can be seen as an
analogue, for our noncommutative space, of considering points defined over
the extensions Fqn of Fq in the case of varieties defined over finite fields (cf.
[11] and §4 of [13]).

We analyze the behavior of the adèles class space under field extensions and
the functoriality question. We then finish the paper by sketching an analogy
between some aspects of the geometry of the adèles class spaces and the theory
of singularities, which may be useful in adapting to this context some of the
techniques of vanishing and nearby cycles.

2 A look at the Weil proof

In this preliminary section, we briefly review some aspects of the Weil proof of
the Riemann hypothesis for function fields, with an eye on extending some of
the basic steps and concepts to a noncommutative framework, which is what
we will be doing in the rest of the paper.

In this section we let K be a global field of positive characteristic p > 0.
One knows that in this case, there exists a smooth projective curve over a
finite field Fq, with q = pr for some r ∈ N, such that

K = Fq(C) (2.1)
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is the field of functions of C. For this reason, a global field of positive
characteristic is called a function field.

We denote by ΣK the set of places of K. A place v ∈ ΣK is a Galois orbit of
points of C(F̄q). The degree nv = deg(v) is its cardinality, namely the number
of points in the orbit of the Frobenius acting on the fiber of the natural map
from points to places:

C(F̄q)→ ΣK. (2.2)

This means that the fiber over v consists of nv conjugate points defined over
Fqnv , the residue field of the local field Kv.

The curve C over Fq has a zeta function of the form

ZC(T ) = exp

( ∞∑
n=1

#C(Fqn)
n

T n

)
, (2.3)

with logZC(T ) the generating function for the number of points of C over the
fields Fqn . It is customary to use the notation

ζK(s) = ζC(s) = ZC(q−s). (2.4)

It converges for .(s) > 1. In terms of Euler product expansions one writes

ζK(s) =
∏

v∈ΣK

(1− q−nvs)−1. (2.5)

In terms of divisors of C, one has equivalently

ζK(s) = ζC(s) =
∑
D≥0

N(D)−s, (2.6)

where the norm of the divisor D is N(D) = qdeg(D).
The Riemann–Roch formula for the curve C states that

#(D)− #(κC −D) = deg(D)− g + 1, (2.7)

where κC is the canonical divisor on C, with degree deg(κC) = 2g − 2 and
h0(κC) = g, and #(D) the dimension of H0(D). Both deg(D) and N(D) are
well defined on the equivalence classes obtained by adding principal divisors,
that is,

D ∼ D′ ⇐⇒ D −D′ = (f), (2.8)

for some f ∈ K
∗. The Riemann–Roch formula (2.7) also implies that the zeta

function ζK(s) satisfies the functional equation

ζK(1− s) = q(1−g)(1−2s)ζK(s). (2.9)
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The zeta function ζK(s) can also be written as a rational function

ZC(T ) =
P (T )

(1− T )(1− qT )
, T = q−s , (2.10)

where P (T ) is a polynomial of degree 2g and integer coefficients

P (T ) =
2g∏
j=1

(1 − λjT ). (2.11)

In particular, one has

#C(Fqn) = qn + 1−
2g∑
j=1

λj . (2.12)

Another important reformulation of the zeta function can be given in terms
of étale cohomology. Namely, the coefficients #C(Fqn) that appear in the zeta
function can be rewritten as

#C(Fqn) = #Fix(Frn : C̄ → C̄) (2.13)

with C̄ = C ⊗Fq F̄q. The Lefschetz fixed-point formula for étale cohomology
then shows that

#C(Fqn) =
2∑

i=0

(−1)iTr
(
Frn|Hi

ét(C̄,Q�)
)
. (2.14)

Thus, the zeta function can be written in the form

ζK(s) =
2∏

i=0

(
exp

( ∞∑
n=1

Tr
(
Frn|Hi

ét(C̄,Q�)
) q−sn

n

))(−1)i

. (2.15)

The analogue of the Riemann hypothesis for the zeta functions ζK(s) of
function fields was stated in 1924 by E. Artin as the property that the zeros
lie on the line .(s) = 1/2. Equivalently, it states that the complex numbers
λj of (2.11), which are the eigenvalues of the Frobenius acting on H1

ét(C̄,Q�),
are algebraic numbers satisfying

|λj | = √
q. (2.16)

The Weil proof can be formulated either using étale cohomology, or purely
in terms of the Jacobian of the curve, or again (equivalently) in terms of
divisors on C ×C. We follow this last viewpoint and we recall in detail some
of the main steps in the proof.
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2.1 Correspondences and divisors

Correspondences Z, given by (nonvertical) divisors on C × C, form a ring
under composition,

Z1 ( Z2 = (p13)∗ (p∗12Z1 • p∗23Z2) , (2.17)

with pij : C×C×C → C×C the projections, and • the intersection product.
The ring has an involution

Z ′ = σ(Z), (2.18)

where σ is the involution that exchanges the two copies of C in the product
C × C.

The degree d(Z) and the codegree d′(Z) are defined as the intersection
numbers

d(Z) = Z • (P × C) and d′(Z) = Z • (C × P ), ∀P ∈ C. (2.19)

They satisfy the relations

d(Z ′) = d′(Z) and d(Z1 ( Z2) = d(Z1)d(Z2). (2.20)

The correspondences P ×C and C × P are called trivial correspondences.
One can consider the abelian group Divtr(C × C) generated by these trivial
correspondences and take the quotient

C(C) := Div(C × C)/Divtr(C × C). (2.21)

It is always possible to change the degree and codegree of a correspondence
Z by adding a multiple of the trivial correspondences P × C and C × P , so
that for any element in C we find a representative Z ∈ Corr with

d(Z) = d′(Z) = 0. (2.22)

One also wants to consider correspondences up to linear equivalence,

Z1 ∼ Z2 ⇐⇒ Z1 − Z2 = (f), (2.23)

where (f) is a principal divisor on C × C. Thus, one can consider

Pic(C × C) = Div(C × C)/ ∼
and its quotient P(C) modulo the classes of the trivial correspondences.

A correspondence Z is effective if it is given by an effective divisor on
C ×C, namely if it is a combination Z =

∑
i niZi of curves Zi ⊂ C ×C with

coefficients ni ≥ 0. We write Z ≥ 0 to mean its effectiveness. An effective
correspondence Z ≥ 0 that is nonempty can be viewed as a multivalued map

Z : C → C, P �→ Z(P ), (2.24)
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with Z(P ) = projC(Z • (P × C)), of which the divisor is the graph and with
the product (2.17) given by the composition.

The trace of a correspondence Z on C × C is the expression

Tr(Z) = d(Z) + d′(Z)− Z •Δ, (2.25)

with Δ the diagonal (identity correspondence) and • the intersection product.
This is well defined on P(C) since Tr(Z) = 0 for principal divisors and trivial
correspondences.

Consider a correspondence of degree g of the form Z =
∑

anFrn, given by
a combination of powers of the Frobenius. Then Z can be made effective by
adding a principal correspondence that is defined over Fq and that commutes
with Fr.

This can be seen as follows. The Riemann–Roch theorem ensures that
one can make Z effective by adding a principal correspondence, over the field
k(P ), where k is the common field of definition of the correspondence Z and
of the curve (cf. [35]) and P is a generic point. A correspondence of the form
Z =

∑
anFrn is in fact defined over Fq, hence the principal correspondence

is also defined over Fq. As such, it automatically commutes with Fr (cf. [38,
p. 287]).

Notice, however, that in general, it is not possible to modify a divisor D of
degree one on C to an effective divisor in such a way that the added principal
divisor has support on the same Frobenius orbit. An illustrative example is
given in Chapter 4 of [13].

2.2 The explicit formula

The main steps in the Weil proof of the Riemann hypothesis for function fields
are

1. The explicit formula
2. Positivity

Let K be a global field and let AK denote its ring of adèles. Let ΣK denote
the set of places of K. Let α be a nontrivial character of AK that is trivial on
K ⊂ AK. We write

α =
∏

v∈ΣK

αv (2.26)

for the decomposition of α as a product of its restrictions to the local fields
αv = α|Kv .

Consider the bicharacter

〈z, λ〉 := λz, for (z, λ) ∈ C× R
∗
+. (2.27)

Let N denote the range of the norm | · | : CK → R
∗
+. Then N⊥ ⊂ C denotes

the subgroup
N⊥ := {z ∈ C|λz = 1, ∀λ ∈ N}. (2.28)
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Consider then the expression
∑

ρ∈C/N⊥|L(χ̃,ρ)=0

f̂(χ̃, ρ), (2.29)

with L(χ̃, ρ) the L-function with Grössencharakter χ, where χ̃ denotes the
extension to CK of the character χ ∈ ĈK,1, the Pontryagin dual of CK,1. Here
f̂(χ̃, ρ) denotes the Fourier transform

f̂(χ̃, ρ) =
∫
CK

f(u)χ̃(u) |u|ρ d∗u (2.30)

of a test function f in the Schwartz space S(CK).
In the case N = qZ (function fields), the subgroup N⊥ is nontrivial and

given by

N⊥ =
2πi
log q

Z. (2.31)

Since in the function field case the L-fuctions are functions of q−s, there is a
periodicity by N⊥, hence we need to consider only ρ ∈ C/N⊥. In the number
field case this does not matter, since N = R

∗
+ and N⊥ is trivial.

The Weil explicit formula is the remarkable identity [43]

ĥ(0) + ĥ(1)−
∑

ρ∈C/N⊥|L(χ̃,ρ)=0

ĥ(χ̃, ρ) =
∑
v∈ΣK

∫ ′
(K∗

v ,αv)

h(u−1)
|1 − u| d

∗u. (2.32)

Here the Fourier transform ĥ is as in (2.30). The test function h has compact
support and belongs to the Schwartz space S(CK). As soon as h(1) �= 0 the
integrals on the right-hand side are singular, so that one needs to specify
how to take their principal value. This was done in [43] and it was shown
in [10] that the same principal value can in fact be defined in the following
unified way.

Definition 2.1. For a local field K and a given (nontrivial) additive character
β of K, one lets )β denote the unique distribution extending d∗u at u = 0,
whose Fourier transform

)̂(y) =
∫
K

)(x)β(xy) dx (2.33)

satisfies the vanishing condition )̂(1) = 0.

Then by definition the principal value
∫ ′ is given by

∫ ′
(K,β)

f(u−1)
|1− u| d

∗u = 〈)β , g〉, with g(λ) =
f((λ + 1)−1)
|λ + 1| , (2.34)
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where 〈)β , g〉 denotes the pairing of the distribution )β and the function g(λ).
This makes sense provided the support of f is compact, which implies that
g(λ) vanishes identically in a neighborhood of λ = −1.

The Weil explicit formula is a far-reaching generalization of the relation
between primes and zeros of the Riemann zeta function, originally due to
Riemann [34].

2.3 Riemann–Roch and positivity

Weil positivity is the statement that if Z is a nontrivial correspondence in
P(C) (i.e., as above, a correspondence on C × C modulo trivial ones and up
to linear equivalence), then

Tr(Z ( Z ′) > 0. (2.35)

This is proved using the Riemann–Roch formula on C to show that one
can achieve effectivity. In fact, using trivial correspondences to adjust the
degree one can assume that d(Z) = g. Then the Riemann–Roch formula (2.7)
shows that if D is a divisor on C of degree deg(D) = g, then there are
effective representatives in the linear equivalence class of D. The intersection
of Z ⊂ C × C with P × C defines a divisor Z(P ) on C with

deg(Z(P )) = d(Z) = g.

Thus, the argument above shows that there exists fP ∈ K
∗ such that Z(P ) +

(fP ) is effective. This determines an effective divisor Z +(f) on C×C. Thus,
we can assume that Z is effective; hence we can write it as a multivalued
function

P �→ Z(P ) = Q1 + · · ·+ Qg. (2.36)

The product Z ( Z ′ is of the form

Z ( Z ′ = d′(Z)Δ + Y, (2.37)

where Δ is the diagonal in C × C and Y is the effective correspondence such
that Y (P ) is the divisor on C given by the sum of points in

{Q ∈ C|Q = Qi(P ) = Qj(P ), i �= j}.

One sees this is what is intended from the description in terms of intersec-
tion product that it is given by the multivalued function

(Z ( Z ′)(Q) =
∑
i,j

∑
P∈Uij(Q)

P, (2.38)

where
Uij(Q) = {P ∈ C|Qi(P ) = Qj(P ) = Q}.
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One can separate this out in the contribution of the locus where Qi = Qj for
i �= j and the part where i = j,

(Z ( Z ′)(Q) = U(Q) + Y (Q).

Notice that

#{P ∈ C|Q = Qi(P ), for some i = 1, . . . , g} = d′(Z). (2.39)

Thus, for i = j we obtain that the divisor U(Q) =
∑

i

∑
P∈Uii(Q) P is just

d′(Z)Δ(Q), while for i �= j one obtains the remaining term Y of (2.37).
In the case g = 1, the effective correspondence Z(P ) = Q(P ) is single-

valued and the divisor (Z ( Z ′)(P ) of (2.38) reduces to the sum of points in

U(Q) = {P ∈ C|Q(P ) = Q}.

There are d′(Z) such points, so one obtains

Z ( Z ′ = d′(Z)Δ, with Tr(Z ( Z ′) = 2d′(Z) ≥ 0, (2.40)

since for g = 1 one has Δ •Δ = 0 and d′(Z) ≥ 0 since Z is effective.
In the case of genus g > 1, the Weil proof proceeds as follows. Let κC be a

choice of an effective canonical divisor for C without multiple points, and let
{f1, . . . , fg} be a basis of the space H0(κC). One then considers the function
C →Mg×g(Fq) to g × g matrices

P �→M(P ), with Mij(P ) = fi(Qj(P )), (2.41)

and the function K : C → Fq given by

K(P ) = det(M(P ))2. (2.42)

The function P �→ K(P ) of (2.42) is a rational function with (2g−2)d′(Z)
double poles. In fact, K(P ) is a symmetric function of the Qj(P ), because of
the squaring of the determinant. The composition P �→ (Qj(P )) �→ K(P ) is
then a rational function of P ∈ C. The poles occur (as double poles) at those
points P ∈ C for which some Qi(P ) is a component of κC . The canonical
divisor κC has degree 2g − 2. This means that there are (2g − 2)d′(Z) such
double poles.

For Z (Z ′ = d′(Z)Δ+Y as above, the intersection number Y •Δ satisfies
the estimate

Y •Δ ≤ (4g − 4) d′(Z). (2.43)

In fact, the rational function K(P ) of (2.42) has a number of zeros equal to
(4g − 4) d′(Z). On the other hand, Y • Δ counts the number of times that
Qi = Qj for i �= j. Since each point P with Qi(P ) = Qj(P ) for i �= j produces
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a zero of K(P ), one sees that Y •Δ satisfies the estimate (2.43). Notice that
for genus g > 1, the self-intersection of the diagonal is the Euler characteristic

Δ •Δ = 2− 2g = χ(C). (2.44)

Moreover, we have

d(Z ( Z ′) = d(Z)d′(Z) = g d′(Z) = d′(Z ( Z ′). (2.45)

Thus, using again the decomposition (2.37) and the definition of the trace of
a correspondence (2.25), together with (2.44) and (2.45) one obtains

Tr(Z ( Z ′) = 2g d′(Z) + (2g − 2) d′(Z)− Y •Δ

≥ (4g − 2) d′(Z)− (4g − 4) d′(Z) = 2d′(Z) ≥ 0.
(2.46)

This gives the positivity (2.35).
In the Weil proof of the Riemann hypothesis for function fields, one con-

centrates on a particular type of correspondences, namely those that are of
the form

Zn,m = mΔ + nFr, (2.47)

for n,m ∈ Z, with Fr the Frobenius correspondence.
Notice that while the correspondence depends linearly on n,m ∈ Z, the

expression for the trace gives

Tr
(
Zn,m ( Z ′n,m

)
= 2gm2 + 2(1 + q −N)mn + 2gqn2, (2.48)

where N = #C(Fq). In particular, (2.48) depends quadratically on (n,m).
In the process of passing from a correspondence of degree g to an effective
correspondence, this quadratic dependence on (n,m) is contained in the mul-
tiplicity d′(Z). Notice, moreover, that the argument does not depend on the
torsion part of the ring of correspondences.

2.4 A tentative dictionary

In the rest of the paper we illustrate some steps toward the creation of a
dictionary relating the main steps in the Weil proof described above to the
noncommutative geometry of the adèles class space of a global field. The
noncommutative geometry approach has the advantage that it provides (see
[10], [33], [11]) a Lefschetz trace formula interpretation for the Weil explicit
formula and that it gives a parallel formulation for both function fields and
number fields. Parts of the dictionary sketched below are very tentative at
this stage, so we mostly concentrate, in the rest of the paper, on illustrating
what we put in the first few lines of the dictionary, and on the role of the
scaling correspondence as Frobenius and its relation to the explicit formula.



Weil’s Proof and Adèles Classes 351

Frobenius correspondence Z(f) =
∫
CK

f(g)Zg d∗g

Trivial correspondences Elements of the range V

Adjusting the degree Fubini step
by trivial correspondences on the test functions

Correspondences Bivariant elements Z(f)⇒ Γ (f)

Degree of a correspondence Pointwise index

Riemann–Roch Index theorem

Effective correspondences Epimorphism of C∗-modules

degZ(P ) ≥ g ⇒ Z + (f) effective d(Γ ) > 0 ⇒ Γ + K onto

Lefschetz formula Bivariant Chern of Γ (f)
(by localization on the graph Z(f))

3 Quantum statistical mechanics and arithmetic

The work of Bost–Connes [5] first revealed the presence of an interesting inter-
play between quantum statistical mechanics and Galois theory. More recently,
several generalizations [12], [14], [15], [11], [20], [25], [26] have confirmed and
expanded this viewpoint. The general framework of interactions between non-
commutative geometry and number theory described in [30], [31], [13], [32]
recast these phenomena into a broader picture, of which we explore in this
paper but one of many facets.

The basic framework that combines quantum statistical mechanics and
Galois theory can be seen as an extension, involving noncommutative spaces,
of the category of Artin motives. In the setting of pure motives (see [28]), Artin
motives correspond to the subcategory generated by zero-dimensional objects,
with morphisms given by algebraic cycles in the product (in this case without
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the need to specify with respect to which equivalence relation). Endomotives
were introduced in [11] as noncommutative spaces of the form

AK = A � S, (3.1)

where A is an inductive limit of reduced finite-dimensional commutative
algebras over the field K, i.e. a projective limit of Artin motives, and S is
a unital abelian semigroup of algebra endomorphisms ρ : A→ A. The crossed
product (3.1) is obtained by adjoining to A new generators Uρ and U∗ρ , for
ρ ∈ S, satisfying the relations

U∗ρUρ = 1, UρU
∗
ρ = ρ(1), ∀ρ ∈ S,

Uρ1 ρ2 = Uρ1 Uρ2 , U∗ρ2 ρ1
= U∗ρ1

U∗ρ2
, ∀ρ1, ρ2 ∈ S,

Uρ a = ρ(a)Uρ, a U∗ρ = U∗ρ ρ(a), ∀ρ ∈ S, ∀a ∈ A.

(3.2)

The algebras (3.1) have the following properties: the algebra A is unital;
the image e = ρ(1) ∈ A is an idempotent, for all ρ ∈ S; each ρ ∈ S is an
isomorphism of A with the compressed algebra eAe. A general construction
given in [11] based on self maps of algebraic varieties provides a large class
of examples over different fields K. We are mostly interested here in the case
in which K is a number field, and for part of our discussion below we will
concentrate on a special case (the Bost–Connes endomotive) over the field
K = Q.

Endomotives form a pseudo-abelian category in which morphisms are cor-
respondences given by AK–BK-bimodules that are finite and projective as
right modules. These define morphisms in the additive KK-category and in
the abelian category of cyclic modules. In fact, in addition to the algebraic
form described above, endomotives also have an analytic structure given by
considering, instead of the K-algebra (3.1), the C∗-algebra

C(X) � S, (3.3)

where X denotes the totally disconnected Hausdorff space X = X(K̄) of
algebraic points of the projective limit of Artin motives. This follows by first
showing that the semigroup S acts by endomorphisms of the C∗-algebra of
continuous functions C(X) and then passing to the norm completion of the
algebraic crossed product as in the general theory of semigroups crossed prod-
uct C∗-algebras (see [27]; see also [13, Chapter 4, §2.2]). The C∗-completion
is taken with respect to the norm

‖f‖ = sup
x∈X

‖πx(f)‖, (3.4)

where, for each x ∈ X , one lets πx be the representation by left convolution
on the Hilbert space #2(Gx) of the countable fiber Gx over x ∈ X of the source
map of the groupoid G associated to the action of S on X .
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There is a canonical action of the Galois group G = Gal(K̄/K) by
automorphisms of the C∗-algebra (3.3) globally preserving C(X), coming from
the action by composition of G on X(K̄) = Hom(A, K̄). We refer the reader
to [11] for a more detailed discussion of algebraic and analytic endomotives
and the properties of morphisms in the corresponding categories.

If the endomotive is “uniform” in the sense specified in [11], the space X
comes endowed with a probability measure μ that induces a state ϕ on the C∗-
algebra (3.3). The general Tomita theory of modular automorphism groups in
the context of von Neumann algebras [36] shows that there is a natural time
evolution for which the state ϕ is KMS1. We refer the reader to [13, Chap. 4,
§4.1] for a more detailed discussion of this step and the necessary von Neumann
algebra background. Here the KMS1 condition means the following.

Given a system of an algebra of observables with a time evolution, there
is a good notion of thermodynamic equilibrium states given by the KMS
condition. A state on a unital C∗-algebra is a continuous linear functional
ϕ : A → C with ϕ(1) = 1 and ϕ(a∗a) ≥ 0 for all a ∈ A. The KMS condition
at inverse temperature β for a state ϕ is the property that for all a, b ∈ A there
exists a function Fa,b(z) that is holomorphic on the strip Iβ = {z ∈ C | 0 <
'(z) < β} ⊂ C and continuous on Iβ ∪ ∂Iβ , satisfying Fa,b(t) = ϕ(aσt(b))
and Fa,b(t+ iβ) = ϕ(σt(b)a), for all t ∈ R. For a more detailed account of the
quantum statistical mechanical formalism, the notion of KMS state, and the
properties of such states, we refer the reader to Chaper 3 of [13], Section 2.

One can then consider the set Ωβ of low-temperature (large β) KMS states
for the same quantum statistical mechanical system obtained from a uniform
endomotive in the way described above.

One also associates to the system (A, σ) of the C∗-algebra with the time
evolution its dual system (Â, θ), where the algebra Â = A�σ R is obtained by
taking the crossed product with the time evolution and θ is the scaling action
of R

∗
+:

θλ

(∫
x(t)Ut dt

)
=
∫

λit x(t)Ut dt. (3.5)

One then constructs an R
∗
+-equivariant map

π : Âβ → C(Ω̃β ,L1), (3.6)

from a suitable subalgebra Âβ ⊂ Â of the dual system to functions on a
principal R

∗
+-bundle Ω̃β over the low-temperature KMS states of the system,

with values in trace class operators. Since traces define morphisms in the cyclic
category, the map (3.6) can be used to construct a morphism δ = (Tr ◦ π) at
the level of cyclic modules

Â 
β

(Tr◦π)�

−→ C(Ω̃β) . (3.7)

This map can be loosely thought of as a “restriction map” corresponding to the
inclusion of the “classical points” in the noncommutative space. One can then
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consider the cokernel of this map in the abelian category of cyclic modules.
In [11] we called the procedure described above “cooling and distillation” of
endomotives. We refer the reader to [11] for the precise technical hypotheses
under which this procedure can be performed. Here we have given only an
impressionistic sketch aimed at recalling briefly the main steps involved.

3.1 The Bost–Connes endomotive

The main example of endomotive we will consider here in relation to the
geometry of the adèles class space is the Bost–Connes system. This can be
constructed as an endomotive over K = Q, starting from the projective system
Xn = Spec(An), with An = Q[Z/nZ] the group ring of Z/nZ. The inductive
limit is the group ring A = Q[Q/Z] of Q/Z. The endomorphism ρn associated
to an element n ∈ S of the (multiplicative) semigroup S = N = Z>0 is given
on the canonical basis er ∈ Q[Q/Z], r ∈ Q/Z, by

ρn(er) =
1
n

∑
ns=r

es. (3.8)

The corresponding analytic endomotive is the crossed product C∗-algebra

A = C∗(Q/Z) � N.

The Galois action is given by composing a character χ : An → Q̄ with an
element g of the Galois group G = Gal(Q̄/Q). Since χ is determined by the
nth root of unity χ(e1/n), one obtains the cyclotomic action.

In the case of the Bost–Connes endomotive, the state ϕ on A induced by
the measure μ on X = Ẑ is of the form

ϕ(f) =
∫

Ẑ

f(1, ρ) dμ(ρ), (3.9)

and the modular automorphism group restricts to the C∗-algebra as the time
evolution of the BC system; cf. [5], [11] and [13, §4].

The dual system of the Bost–Connes system is best described in terms
of commensurability classes of Q-lattices. In [12] the Bost–Connes system is
reinterpreted as the noncommutative space describing the relation of commen-
surability for 1-dimensional Q-lattices up to scaling. One can also consider the
same equivalence relation without dividing out by the scaling action. If we let
G1 denote the groupoid of the commensurability relation on 1-dimensional Q-
lattices, and G1/R

∗
+ the one obtained after modding out by scaling, we identify

the C∗-algebra of the Bost–Connes system with C∗
(G1/R

∗
+

)
(cf. [12]). The

algebra Â of the dual system is then obtained in the following way (cf. [11]).
There is a C∗-algebra isomorphism ι : Â → C∗(G1) of the form

ι(X)(k, ρ, λ) =
∫

R

x(t)(k, ρ)λit dt (3.10)

for (k, ρ, λ) ∈ G1 and X =
∫

x(t)Ut dt ∈ Â.
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3.2 Scaling as Frobenius in characteristic zero

In the general setting described in [11] one denotes by D(A, ϕ) the cokernel of
the morphism (3.7), viewed as a module in the cyclic category. The notation
is meant to recall the dependence of the construction on the initial data of an
analytic endomotive A and a state ϕ. The cyclic module D(A, ϕ) inherits a
scaling action of R

∗
+, and one can consider the induced action on the cyclic

homology HC0(D(A, ϕ)). We argued in [11] that this cyclic homology with
the induced scaling action plays a role analogous to the role played by the
Frobenius action on étale cohomology in the algebro-geometric context. Our
main supporting evidence is the Lefschetz trace formula for this action which
gives a cohomological interpretation of the spectral realization of the zeros of
the Riemann zeta function of [10]. We return to discuss the Lefschetz trace
formula for the more general case of global fields in Section 6 below.

The main results of [10] show that we have the following setup. There is
an exact sequence of Hilbert spaces

0 → L2
δ(AQ/Q

∗)0 → L2
δ(AQ/Q

∗)→ C
2 → 0, (3.11)

which defines the subspace L2
δ(AQ/Q

∗)0 by imposing the conditions f(0) = 0
and f̂(0) = 0 and a suitable decay condition imposed by the weight δ. The
space L2

δ(AQ/Q
∗)0 fits into another exact sequence of Hilbert spaces of the

form
0 → L2

δ(AQ/Q
∗)0

E→ L2
δ(CQ)→ H→ 0, (3.12)

where the map E is defined by

E(f)(g) = |g|1/2
∑
q∈Q∗

f(qg), ∀g ∈ CQ = A
∗
Q
/Q

∗. (3.13)

The map is equivariant with respect to the actions of CQ i.e.,

E ◦ ϑa(γ) = |γ|1/2ϑm(γ) ◦ E, (3.14)

where (ϑa(γ)ξ)(x) = ξ(γ−1x) for ξ ∈ L2
δ(AQ/Q

∗)0, and similarly ϑm(γ) is the
regular representation of CK.

We showed in [11] that the map E, translated from the context of Hilbert
spaces to that of nuclear spaces as in [33], has a natural interpretation in terms
of the “cooling and distillation process” for the Bost–Connes (BC) endomotive.
In fact, we showed in [11] that if (A, σ) denotes the BC system, then the
following properties hold:

1. For β > 1 there is a canonical isomorphism

Ω̃β  Ẑ
∗ × R

∗
+  CQ (3.15)

of Ω̃β with the space of invertible 1-dimensional Q-lattices.
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2. For X ∈ Â and f = ι(X) ∈ C∗(G1), the cooling map (3.7) takes the form

δ(X)(u, λ) =
∑

n∈N=Z>0

f(1, nu, nλ), ∀(u, λ) ∈ CQ  Ω̃β . (3.16)

One can compare directly the right-hand side of (3.16) with the map E (up
to the normalization by |j|1/2) written as in (3.13) by considering a function
f(ρ, v) = f(1, ρ, v) and its unique extension f̃ to adèles, where f is extended
by 0 outside Ẑ× R

∗ and one requires the parity

f̃(−u,−λ) = f(u, λ) . (3.17)

This then gives

∑
n∈N

f(1, nu, nλ) =
1
2

∑
q∈Q∗

f̃(q j), where j = (u, λ) ∈ CQ. (3.18)

4 The adèles class space

Let K be a global field, with AK its ring of adèles.

Definition 4.1. The adèles class space of a global field K is the quotient
AK/K

∗.

When viewed from the classical standpoint this is a “bad quotient” due
to the ergodic nature of the action, which makes the quotient ill-behaved
topologically. Thus, following the general philosophy of noncommutative ge-
ometry, we describe it by a noncommutative algebra of coordinates, which
allows one to continue to treat the quotient as a “nice quotient” in the context
of noncommutative geometry.

A natural choice of the algebra is the crossed product

C0(AK) � K
∗ with the smooth subalgebra S(AK) � K

∗. (4.1)

A better description can be given in terms of groupoids.
Consider the groupoid law GK = K

∗
� AK given by

(k, x)◦(k′, y) = (kk′, y), ∀k, k′ ∈ K
∗, and ∀x, y ∈ AK with x = k′y, (4.2)

with the composition (4.2) defined whenever the source s(k, x) = x agrees with
the range r(k′, y) = k′y.

Lemma 4.2. The algebras (4.1) are, respectively, the groupoid C∗-algebra
C∗(GK) and its dense subalgebra S(GK).
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Proof. The product in the groupoid algebra is given by the associative
convolution product

(f1 ∗ f2) (k, x) =
∑
s∈K∗

f1(k s−1, s x)f2(s, x), (4.3)

and the adjoint is given by f∗(k, x) = f(k−1, k x).
The functions (on the groupoid) associated to f ∈ S(AK) and Uk are

given, respectively, by

f(1, x) = f(x) and f(k, x) = 0 ∀k �= 1,

Uk(k, x) = 1 and Ug(k, x) = 0 ∀g �= k.
(4.4)

The product f Uk is then the convolution product of the groupoid.
The algebra S(GK) is obtained by considering finite sums of the form∑

k∈K∗
fk Uk, for fk ∈ S(AK). (4.5)

The product is given by the convolution product

(Uk f U∗k ) (x) = f(k−1x), (4.6)

for f ∈ S(AK), k ∈ K
∗, and x ∈ AK. ��

4.1 Cyclic module

We can associate to the algebra S(GK) of the adèles class space an object in
the category of Λ-modules. This means that we consider the cyclic module
S(GK) and the two cyclic morphisms

εj : S(GK) → C (4.7)

given by

ε0(
∑

fk Uk) = f1(0) and ε1(
∑

fk Uk) =
∫

AK

f1(x) dx (4.8)

and in higher degree by

ε j(a
0 ⊗ · · · ⊗ an) = εj(a0 · · · an). (4.9)

The morphism ε1 is given by integration on AK with respect to the additive
Haar measure. This is K

∗-invariant; hence it defines a trace on S(GK). In the
case of K = Q, this corresponds to the dual trace τϕ for the KMS1-state ϕ
associated to the time evolution of the BC system. The morphism ε0 here
takes into account the fact that we are imposing a vanishing condition at
0 ∈ AK (cf. [11] and [13, Chapter 4]). In fact, the Λ-module we associate to
S(GK) is given by

S(GK) 0 := Ker ε 0 ∩Ker ε 1. (4.10)
Note that since S(GK) is nonunital, the cyclic module S(GK) is obtained using
the adjunction of a unit to S(GK).
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4.2 The restriction map

Consider the idèles A
∗
K

= GL1(AK) of K with their natural locally compact
topology induced by the map

A
∗
K
( g �→ (g, g−1). (4.11)

We can see the idèles class group CK = A
∗
K
/K

∗ as a subspace of the adèles
class space XK = AK/K

∗ in the following way.

Lemma 4.3. The pairs ((k, x), (k′, y)) ∈ GK such that both x and y are in A
∗
K

form a full subgroupoid of GK that is isomorphic to K
∗

� A
∗
K
. ��

Proof. Elements of AK whose orbit under the K
∗ action contains an idelè are

also idèles. Thus, we obtain a groupoid that is a full subcategory of GK.

This implies the existence of a restriction map. Consider the map

ρ : S(AK) ( f �→ f |A∗
K
. (4.12)

We denote by Cρ (A∗
K
) ⊂ C (A∗

K
) the range of ρ.

Corollary 4.4. The restriction map ρ of (4.12) extends to an algebra homo-
morphism

ρ : S(GK) → Cρ (A∗
K
) � K

∗. (4.13)

Proof. The map (4.12) induced by the inclusion A
∗
K
⊂ AK is continuous and

K
∗ equivariant; hence the map

ρ

(∑
k∈K∗

fk Uk

)
=
∑
k∈K∗

ρ(fk)Uk

is an algebra homomorphism. ��
The action of K

∗ on A
∗
K

is free and proper, so that we have an equivalence
of the locally compact groupoids K

∗
�A

∗
K

and A
∗
K
/K

∗ = CK. We use the exact
sequence of locally compact groups

1→ K
∗ → A

∗
K

p→ CK → 1 (4.14)

to parameterize the orbits of K
∗ as the fibers p−1(x) for x ∈ CK. By construc-

tion the Hilbert spaces

Hx = #2(p−1(x)) , ∀x ∈ CK , (4.15)

form a continuous field of Hilbert spaces over CK. We let L1(Hx) be the
Banach algebra of trace class operators in Hx; these form a continuous field
over CK.
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Proposition 4.5. The restriction map ρ of (4.12) extends to an algebra
homomorphism

ρ : S(GK) → C(CK,L1(Hx)) . (4.16)

Proof. Each p−1(x) is globally invariant under the action of K
∗, so the crossed

product rules in Cρ (A∗
K
) � K

∗ are just multiplication of operators in Hx. To
show that the obtained operators are in L1 we just need to consider monomials
fk Uk. In that case the only nonzero matrix elements correspond to k = xy−1.
It is enough to show that for any f ∈ S(AK), the function k �→ f(k b) is
summable. This follows from the discreteness of bK ⊂ AK and the construction
of the Bruhat–Schwartz space S(AK), cf. [10]. In fact, the associated operator
is of finite rank when f has compact support. In general, what happens is
that the sum will look like the sum over Z of the values f(nb) of a Schwartz
function f on R. ��

In general, the exact sequence (4.14) does not split, and one does not have
a natural CK-equivariant trivialization of the continuous field Hx. Thus it
is important in the general case to retain the nuance between the algebras
C(CK,L1(Hx)) and C(CK). We shall first deal with the special case K = Q,
in which this issue does not arise.

4.3 The Morita equivalence and cokernel for K = Q

The exact sequence (4.14) splits for K = Q and admits a natural continuous
section that corresponds to the open and closed fundamental domain ΔQ =
Ẑ
∗ × R

∗
+ ⊂ A

∗
Q

for the action of Q
∗ on idèles. This allows us to construct

a cyclic morphism between the cyclic module associated, respectively, to the
algebra Cρ

(
A
∗
Q

)
� Q

∗ and to a suitable algebra Cρ(CQ) of functions on CQ.

Lemma 4.6. The composition dQ ◦ eQ of the maps

eQ : (k, hb) �→ (b, (k, h)) and dQ(k, h) = (kh, h) (4.17)

with b ∈ ΔQ and k, h ∈ Q
∗ gives an isomorphism of the locally compact

groupoids
Q
∗

� A
∗
Q
 ΔQ ×Q

∗ ×Q
∗. (4.18)

Proof. The map eQ realizes an isomorphism between the locally compact
groupoids

Q
∗

� A
∗
Q
 ΔQ × (Q∗ � Q

∗),

where Q
∗

� Q
∗ is the groupoid of the action of Q

∗ on itself by multiplication.
The latter is isomorphic to the trivial groupoid Q

∗ ×Q
∗ via the map dQ. ��

We then have the following result.
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Proposition 4.7. The map
∑
k∈Q∗

fk Uk �→Mb(x, y) = fxy−1(x b), (4.19)

for x, y ∈ Q
∗ with k = xy−1 and b ∈ ΔQ, defines an algebra homomorphism

Cρ

(
A
∗
Q

)
� Q

∗ → C(ΔQ,M∞(C))

to the algebra of matrix-valued functions on ΔQ. For any f ∈ S(GQ) the
element Mb obtained in this way is of trace class.

Proof. We use the groupoid isomorphism (4.17) to write k = xy−1 and khb =
xb, for x = kh and y = h. The second statement follows from Proposition 4.5.

��
Let π = M ◦ ρ : S(GK) → C(ΔQ,M∞(C)) be the composition of the

restriction map ρ of (4.13) with the algebra morphism (4.19). Since the trace
Tr on M∞(C) gives a cyclic morphism, one can use this to obtain a morphism
of cyclic modules (Tr ◦ π) , which we now describe explicitly. We let, in the
number field case,

S (CK) =
⋂

β∈R
μβS(CK), (4.20)

where μ ∈ C(CK) is the module morphism from CK to R
∗
+. In the function

field case one can simply use for S (CK) the Schwartz functions with compact
support.

Proposition 4.8. The map Tr◦π defines a morphism (Tr◦π) of cyclic mod-
ules from S(GQ) 0 to the cyclic submodule S  (CQ) ⊂ C(CQ) whose elements
are continuous functions whose restriction to the main diagonal belongs to
S (CQ).

Proof. By Proposition 4.7 the map π is an algebra homomorphism from S(GQ)
to C(ΔQ,L1) ∼ C(CQ,L1). We need to show that the corresponding cyclic
morphism using Tr lands in the cyclic submodule S (CQ).

For simplicity we can just restrict to the case of monomials, where we
consider elements of the form

Z = fk0 Uk0 ⊗ fk1 Uk1 ⊗ · · · ⊗ fkn Ukn . (4.21)

The matrix-valued functions associated to the monomials fkj Ukj as in Propo-
sition 4.7 have matrix elements at a point b ∈ ΔQ that are nonzero only for
xj+1 = xjk

−1
j and are of the form

fkj Ukj �→Mb(xj , xj+1) = fkj (xjb). (4.22)

Composing with the cyclic morphism Tr gives
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(Tr ◦ π) (Z)(b0, b1, . . . , bn) =
∑∏

Mbj (xj , xj+1), (4.23)

where the xj ∈ K
∗ and xn+1 = x0. Let γ0 = 1 and γj+1 = kjγj . Then we find

that (Tr ◦ π) (Z) = 0, unless
∏

j kj = 1, i.e., γn+1 = 1. In this case we obtain

Tr ◦ π(Z)(b0, b1, . . . , bn) =
∑
k∈Q∗

n∏
j=0

fkj

(
γ−1
j kbj

)
, ∀bj ∈ ΔQ. (4.24)

For n = 0 the formula (4.24) reduces to

Tr ◦ π(f)(b) =
∑
k∈Q∗

f(kb), ∀b ∈ ΔQ, ∀f ∈ S(AQ)0, (4.25)

where S(AQ)0 = Ker ε0 ∩ Ker ε1 ⊂ S(AQ). This gives an element of S (CQ),
by [10, Lemma 2 Appendix 1]. In general, (4.24) gives a continuous function
of n + 1 variables on CQ, and its restriction to the main diagonal belongs to
S (CQ). ��

Since the category of cyclic modules is an abelian category, we can consider
the cokernel in the category of Λ-modules of the cyclic morphism (Tr ◦ π) ,
with π the composite of (4.13) and (4.19). This works nicely for K = Q but
makes use of the splitting of the exact sequence (4.14).

4.4 The cokernel of ρ for general global fields

To handle the general case in a canonical manner one just needs to work
directly with C(CK,L1(Hx)) instead of C(CK) and express at that level the
decay condition of the restrictions to the diagonal in the cyclic submodule
S  (CQ) of Proposition 4.8.

Definition 4.9. We define S  (CK,L1(Hx)) to be the cyclic submodule of the
cyclic module C(CK,L1(Hx)) whose elements are continuous functions such
that the trace of the restriction to the main diagonal belongs to S (CK).

Note that for T ∈ C(CK,L1(Hx)) of degree n, T (x0, . . . , xn) is an oper-
ator in Hx0 ⊗ · · · ⊗ Hxn . On the diagonal, xj = x for all j, the trace map
corresponding to Tr is given by

Tr (T0 ⊗ T1 ⊗ · · · ⊗ Tn) = Tr(T0 T1 · · · Tn) . (4.26)

This makes sense, since on the diagonal all the Hilbert spaces Hxj are the
same.

The argument of Proposition 4.8 extends to the general case and shows
that the cyclic morphism ρ of the restriction map ρ lands in S  (CK,L1(Hx)).

Definition 4.10. We define H1(AK/K
∗, CK) to be the cokernel of the cyclic

morphism
ρ : S(GK) 0 → S  (CK,L1(Hx)).
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Moreover, an important issue arises, since the ranges of continuous linear
maps are not necessarily closed subspaces. In order to preserve the duality
between cyclic homology and cyclic cohomology we shall define the cokernel
of a cyclic map T : A → B as the quotient of B by the closure of the range
of T . In a dual manner, the kernel of the transposed map T t : B! → A! is
automatically closed and is the dual of the above.

The choice of the notation H1(AK/K
∗, CK) is explained by the fact that

we consider this a first cohomology group, in the sense that it is a cokernel
in a sequence of cyclic homology groups for the inclusion of the idèles class
group in the adèles class space (dually for the restriction map of algebras);
hence we can think of it as giving rise to an H1 in the relative cohomology
sequence of an inclusion of CK in the noncommutative space AK/K

∗. We can
use the result of [7], describing the cyclic (co)homology in terms of derived
functors in the category of cyclic modules, to write the cyclic homology as

HCn(A) = Torn(C ,A ). (4.27)

Thus, we obtain a cohomological realization of the cyclic module H1(AK/K
∗,

CK) by setting

H1(AK/K
∗, CK) := Tor(C ,H1(AK/K

∗, CK)). (4.28)

We think of this as an H1 because of its role as a relative term in a cohomology
exact sequence of the pair (AK/K

∗, CK).
We now show that H1(AK/K

∗, CK) carries an action of CK, which we can
view as the abelianization W ab

K
∼ CK of the Weil group. This action is induced

by the multiplicative action of CK on AK/K
∗ and on itself. This generalizes

to global fields the action of CQ = Ẑ
∗ × R

∗
+ on HC0(D(A, ϕ)) for the Bost–

Connes endomotive (cf. [11]).

Proposition 4.11. The cyclic modules S(GK) 0 and S  (CK,L1(Hx)) are en-
dowed with an action of A

∗
K
, and the morphism ρ is A

∗
K
-equivariant. This

induces an action of CK on H1(AK/K
∗, CK).

Proof. For γ ∈ A
∗
K

one defines an action by automorphisms of the algebra
A = S(GK) by setting

ϑa(γ)(f)(x) := f(γ−1x), for f ∈ S(AK), (4.29)

ϑa(γ)(
∑
k∈K∗

fk Uk) :=
∑
k∈K∗

ϑa(γ)(fk)Uk . (4.30)

This action is inner for γ ∈ K
∗ and induces an outer action

CK → Out(S(GK)) . (4.31)

Similarly, the continuous field Hx = #2(p−1(x)) over CK is A
∗
K
-equivariant for

the action of A
∗
K

on CK by translations, and the equality
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(V (γ)ξ)(y) := ξ(γ−1 y) , ∀y ∈ p−1(γx) , ξ ∈ #2(p−1(x)) , (4.32)

defines an isomorphism Hx
V (γ)−→ Hγx. One then obtains an action of A

∗
K

on
C(CK,L1(Hx)) by setting

ϑm(γ)(f)(x) := V (γ) f(γ−1 x)V (γ−1), ∀f ∈ C(CK,L1(Hx)) . (4.33)

The morphism ρ is A
∗
K
-equivariant, so that one obtains an induced action on

the cokernel H1(AK/K
∗, CK). This action is inner for γ ∈ K

∗ and thus induces
an action of CK on H1(AK/K

∗, CK). ��
We denote by

CK ( γ �→ ϑm(γ) (4.34)

the induced action on H1(AK/K
∗, CK).

We have a noncanonical isomorphism

CK  CK,1 ×N, (4.35)

where N ⊂ R
∗
+ is the range of the norm | · | : CK → R

∗
+. For number fields this

is N = R
∗
+, while for function fields in positive characteristic N  Z is the

subgroup qZ ⊂ R
∗
+ with q = p� the cardinality of the field of constants. We

denote by ĈK,1 the group of characters of the compact subgroup CK,1 ⊂ CK,
i.e., the Pontryagin dual of CK,1. Given a character χ of CK,1, we let χ̃ denote
the unique extension of χ to CK that is equal to one on N .

One obtains a decomposition of H1(AK/K
∗, CK) according to projectors

associated to characters of CK,1.

Proposition 4.12. Characters χ ∈ ĈK,1 determine a canonical direct-sum
decomposition

H1(AK/K
∗, CK) =

⊕
χ∈ĈK,1

H1
χ(AK/K

∗, CK),

H1
χ(AK/K

∗, CK) = {ξ|ϑm(γ) ξ = χ(γ) ξ, ∀γ ∈ CK,1},
(4.36)

where ϑm(γ) denotes the induced action (4.34) on H1(AK/K
∗, CK).

Proof. The action of A
∗
K

on H1(AK/K
∗, CK) induces a corresponding action

of CK on H1(AK/K
∗, CK). ��

We can then reformulate the result of [11] based on the trace formula of
[10] in the formulation of [33] in terms of the cohomology H1(AK/K

∗, CK) in
the following way.

Proposition 4.13. The induced representation of CK on H1
χ(AK/K

∗, CK)
gives the spectral realization of the zeros of the L-function with
Grössencharakter χ.
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This result is a variant of [10, Corollary 2]; the proof is similar and
essentially reduces to the result of [33]. There is a crucial difference from
[10] in that all zeros (including those not located on the critical line) now
appear due to the choice of the function spaces. To see what happens it is
simpler to deal with the dual spaces, i.e., to compute the cyclic cohomology
HC0. Its elements are cyclic morphisms T from H1(AK/K

∗, CK) to C
 and

they are determined by the map T 0 in degree 0. The cyclic morphism prop-
erty then shows that T 0 defines a trace on S  (CK,L1(Hx)) which vanishes
on the range of ρ . The freeness of the action of K

∗ on A
∗
K

then ensures that
these traces are given by continuous linear forms on S (CK) that vanish on
the following subspace of S (CK), which is the range of the restriction map,
defined as follows.

Definition 4.14. Let V ⊂ S (CK) denote the range of the map Tr ◦ ρ, that is,

V = {h ∈ S (CK)|h(x) =
∑
k∈K∗

ξ(kx), with ξ ∈ S(AK)0}, (4.37)

where S(AK)0 = Ker ε0 ∩Ker ε1 ⊂ S(AK).

We have seen above in the case K = Q (cf. [10]) that the range of Tr ◦ ρ is
indeed contained in S (CK).

Moreover, we have the following results about the action ϑm(γ), for
γ ∈ CK, on H1(AK/K

∗, CK). Suppose we are given f ∈ S (CK). We define
a corresponding operator

ϑm(f) =
∫
CK

f(γ)ϑm(γ) d∗γ, (4.38)

acting on the complex vector space H1(AK/K
∗, CK). Here d∗γ is the multi-

plicative Haar measure on CK. We have the following description of the action
of ϑm(f).

Lemma 4.15. For f ∈ S (CK), the action of the operator ϑm(f) of (4.38) on
H1(AK/K

∗, CK) is the action induced on the quotient of S (CK) by V ⊂ S (CK)
of the action of ϑm(f) on S (CK) by convolution product

ϑm(f)ξ(u) =
∫
CK

ξ(g−1u)f(g) d∗g = (f ( ξ)(u). (4.39)

Proof. One first shows that one can lift f to a function f̃ on A
∗
K

such that
∑
k∈K∗

f̃(kx) = f(x)

and that convolution by f̃ , i.e.,
∫

f̃(γ)ϑa(γ)d∗γ,
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leaves S(GK) globally invariant. This means showing that that S(AK)0 is stable
under convolution by the lift of S (CK). Then (4.39) follows directly from the
definition of the actions (4.33), (4.30), (4.34) and the operator (4.38). ��

For f ∈ S (CK), χ̃ the extension of a character χ ∈ ĈK,1 to CK, and f̂(χ̃, ρ)
the Fourier transform (2.30), the operators ϑm(f) of (4.38) satisfy the spectral
side of the trace formula. Namely, we have the following result.

Theorem 4.16. For any f ∈ S (CK), the operator ϑm(f) defined in (4.38)
acting on H1(AK/K

∗, CK) is of trace class. The trace is given by

Tr(ϑm(f)|H1(AK/K
∗, CK)) =

∑
ρ∈C/N⊥|L(χ̃,ρ)=0

f̂(χ̃, ρ), (4.40)

with f̂(χ̃, ρ) the Fourier transform (2.30).

Proof. Due to the different normalization of the summation map, the repre-
sentation ϑm(γ) considered here differs from the action W (γ) considered in
[10] by

ϑm(γ) = |γ|1/2 W (γ). (4.41)

This means that we have

ϑm(f) =
∫
CK

f(γ)ϑm(γ) d∗γ =
∫
CK

h(γ)W (γ) d∗γ, (4.42)

where
h(γ) = |γ|1/2 f(γ). (4.43)

We then have, for W (h) =
∫
CK

h(γ)W (γ) d∗γ,

Tr W (h) =
∑

ρ∈C/N⊥|L(χ̃, 12+ρ)=0

ĥ(χ̃, ρ). (4.44)

Note that in contrast to [10], all zeros contribute, including those that might
fail to be on the critical line, and they do so with their natural multiplicity.
This follows from the choice of function space as in [33]. The Fourier transform
ĥ(χ̃, ρ) satisfies

ĥ(χ̃, ρ) =
∫
CK

h(u)χ̃(u) |u|ρ d∗u =
∫
CK

f(u)χ̃(u) |u|ρ+1/2 d∗u = f̂(χ̃, ρ + 1/2),

(4.45)
where h and f are related as in (4.43). Thus, the shift by 1/2 in (4.44) is
absorbed in (4.45) and this gives the required formula (4.40).
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4.5 Trace pairing and vanishing

The commutativity of the convolution product implies the following vanishing
result.

Lemma 4.17. Suppose we are given an element f ∈ V ⊂ S (CK), where V is
the range of the reduction map as in Definition 4.14. Then one has

ϑm(f)|H1(AK/K∗,CK) = 0. (4.46)

Proof. The result follows by showing that for f ∈ V , the operator ϑm(f) maps
any element ξ ∈ S (CK) to an element in V ; hence the induced map on the
quotient of S (CK) by V is trivial. Since V is a submodule of S (CK), for the
action of S (CK) by convolution we obtain

ϑm(f)ξ = f ( ξ = ξ ( f ∈ V ,

where ( is the convolution product of (4.39). ��
This makes it possible to define a trace pairing as follows.

Remark 4.18. The pairing

f1 ⊗ f2 �→ 〈f1, f2〉H1 := Tr(ϑm(f1 ( f2)|H1(AK/K
∗, CK)) (4.47)

descends to a well-defined pairing on H1(AK/K
∗, CK)⊗H1(AK/K

∗, CK).

5 Primitive cohomology

The aim of this section is to interpret the motivic construction described in the
previous section as the noncommutative version of a classical construction in
algebraic geometry. In motive theory, realizations of (mixed) motives appear
frequently in the form of kernels/cokernels of relevant homomorphisms. The
primitive cohomology is the example we shall review hereafter.

If Y is a compact Kähler variety, a Kähler cocycle class [ω] ∈ H2(Y,R)
determines the Lefschetz operator (i ∈ Z≥0):

L : Hi(Y,R)→ H i+2(Y,R), L(a) := [ω] ∪ a.

Let n = dimY . Then the primitive cohomology is defined as the kernel of
iterated powers of the Lefschetz operator

Hi(Y,R)prim := Ker(Ln−i+1 : Hi(Y,R) → H2n−i+2(Y,R)).

In particular, for i = n we have

Hn(Y,R)prim := Ker(L : Hn(Y,R)→ Hn+2(Y,R)).
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Let us assume, from now on, that j : Y ↪→ X is a smooth hyperplane section
of a smooth projective complex algebraic variety X . Then it is a classical
result of geometric topology that L = j∗ ◦ j∗, where

j∗ : Hi(Y,R)→ H i+2(X,R)

is the Gysin homomorphism, that is, the Poincaré dual of the restriction ho-
momorphism

j∗ : H2n−i(X,R)→ H2n−i(Y,R).

In fact, because the class of L comes from an integral class, the equality L =
j∗ ◦ j∗ holds already in integral cohomology. For i = n, the above description
of the Lefschetz operator together with the Lefschetz theorem of hyperplane
sections implies that

Hn(Y,R)prim
∼= Ker(j∗ : Hn(Y,R)→ Hn+2(X,R)) =: Hn(Y,R)van,

where by Hi(Y,R)van we denote the vanishing cohomology

Hi(Y,R)van := Ker(j∗ : Hi(Y,R)→ H i+2(X,R)).

Now we introduce the theory of mixed Hodge structures in this setup.
Let U := X 	 Y be the open space that is the complement of Y in X and

let us denote by k : U ↪→ X the corresponding open immersion. Then one
knows that Rij∗Z = 0 unless i = 0, 1, so that the Leray spectral sequence
for j,

Ep,q
2 = Hq(X,Rpk∗Z)⇒ Hp+q(U,Z),

coincides with the long exact sequence (of mixed Hodge structures)

· · · ∂→ Hi−2(Y,Z)(−1)
j∗→ Hi(X,Z) → H i(U,Z) ∂→ · · · .

The boundary homomorphism ∂ in this sequence is known to coincide [21,
§9.2] with the residue homomorphism

Res : Hi+1(U,Z)→ H i(Y,Z)(−1),

whose description, with complex coefficients, is derived from a corresponding
morphism of filtered complexes (Poincaré residue map). This morphism fits
into the following exact sequence of filtered complexes of Hodge modules:

0 → Ω•X → Ω•X(log Y ) res→ j∗Ω
•
Y [−1]→ 0,

res
(
α ∧ dt

t

)
= α|Y .

One knows that Res is a homomorphism of Hodge structures; hence the
Hodge filtration on Hn+1(U,C) ∼= H

n+1 (X,Ω•X(logY )) determines a corre-
sponding filtration on the (twisted) vanishing cohomology
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Hn(Y,C)(n)van = Ker(j∗ : Hn(Y,C)(n) → Hn+2(X,C)(n + 1))
∼= Hn+1(U)(n + 1).

In degree i = n, one also knows that the excision exact sequence (of Hodge
structures) becomes the short exact sequence

0→ Hn(X,C)
j∗→ Hn(Y,C)→ Hn+1

c (U,C)→ 0.

Therefore, it follows by the Poincaré duality isomorphism

Hn+1
c (U,C)∗ ∼= Hn+1(U,C)(n + 1)

that

(Coker(j∗ : Hn(X,C)→ Hn(Y,C)))∗ ∼= Hn+1
c (U,C)∗ ∼= Hn(Y,C)(n)van.

(5.1)
When j : Y ↪→ X is a singular hypersurface or a divisor in X with (local)

normal crossings (i.e., Y =
⋃

i Yi, dimYi = n = dimX−1, Y locally described
by an equation xi1 · · ·xir = 0, {i1, . . . , ir} ⊆ {1, . . . , n + 1}, {x1, . . . , xn+1} =
system of local coordinates in X), the notion of the Gysin homomorphism is
lost. One then replaces the vanishing cohomology by the primitive cohomology,
whose definition extends to this general setup and is given, in analogy to
(5.1), as

Hn(Y,C)prim := Coker(j∗ : Hn(X,C)→ Hn(Y,C)) ⊆ Hn+1
c (U,C).

One also knows that the primitive cohomology is motivic (cf. [22] and [3] for
interesting examples). Following the classical construction that we have just
reviewed, we would like to argue now that the definition of the cyclic module
H1(AK/K

∗, CK) (as in Definition 4.10), which is based on a noncommutative
version of a restriction map “from adèles to idèles” defined in the category of Λ-
modules, should be interpreted as the noncommutative analogue of a primitive
motive (a cyclic primitive module). The cohomological realization of such a
motive (i.e., its cyclic homology) is given by the group H1(AK/K

∗, CK) =
Tor(C ,H1(AK/K

∗, CK)) (cf. (4.28)), which therefore can be interpreted as a
noncommutative version of a primitive cohomology.

6 A cohomological Lefschetz trace formula

6.1 Weil’s explicit formula as a trace formula

As in Section 2.2 above, let α be a nontrivial character of AK that is trivial
on K ⊂ AK. It is well known ([44] VII-2) that for such a character α there
exists a differental idèle a = (av) ∈ A

∗
K

such that

αv(x) = eKv (av x), ∀x ∈ Kv, (6.1)
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where, for a local field K, the additive character eK is chosen in the following
way:

• If K = R then eR(x) = e−2πix, for all x ∈ R.
• If K = C then eC(z) = e−2πi(z+z̄), for all z ∈ C.
• If K is a non-archimedean local field with maximal compact subring O,

then the character eK satisfies Ker eK = O.

The notion of differental idèle can be thought of as an extension of the
canonical class of the algebraic curve C, from the setting of function fields
Fq(C) to arbitrary global fields K. For instance, one has

|a| = q2−2g or |a| = D−1, (6.2)

respectively, for the case of a function field Fq(C) and of a number field. In
the number field case, D denotes the discriminant.

In [11] we gave a cohomological formulation of the Lefschetz trace formula
of [10], using the version of the Riemann–Weil explicit formula as a trace
formula given in [33] in the context of nuclear spaces, rather than the semilocal
Hilbert space version of [10].

Theorem 6.1. For f ∈ S (CK) let ϑm(f) be the operator (4.38) acting on the
space H1 = H1(AK/K

∗, CK). Then the trace is given by

Tr(ϑm(f)|H1) = f̂(0)+f̂(1)−(log |a|) f(1)−
∑
v∈ΣK

∫ ′
(K∗

v ,eKv )

f(u−1)
|1− u| d

∗u. (6.3)

The formula (6.3) is obtained in [11] by first showing that the Lefschetz
trace formula of [10] in the version of [33] can be formulated equivalently in
the form

Tr(ϑm(f)|H1) = f̂(0) + f̂(1)−
∑
v∈Kv

∫ ′
K∗

v

f(u−1)
|1− u| d

∗u, (6.4)

where one uses the global character α to fix the local normalizations of the
principal values in the last term of the formula. We then compute this principal
value using the differental idèle in the form

∫ ′
(K∗

v ,αv)

f(u−1)
|1− u| d

∗u = (log |av|) f(1) +
∫ ′

(K∗
v ,eKv )

f(u−1)
|1− u| d

∗u. (6.5)

6.2 Weil positivity and the Riemann hypothesis

We introduce an involution for elements f ∈ S (CK) by setting

f∗(g) = f(g−1). (6.6)
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We also consider a one parameter group z �→ Δz of automorphisms of the
convolution algebra S (CK) with the convolution product (4.39) by setting

Δz(f)(g) = |g|z f(g), (6.7)

for f ∈ S (CK) and z ∈ C. Since (6.7) is given by multiplication by a character,
it satisfies

Δz(f ( h) = Δz(f) ( Δz(f), ∀f, h ∈ S (CK). (6.8)

We consider also the involution

f �→ f ! = Δ−1 f∗, with f !(g) = |g|−1f(g−1). (6.9)

The reformulation, originally due to A. Weil, of the Riemann hypothesis
in our setting is given by the following statement.

Proposition 6.2. The following two conditions are equivalent:

• All L-functions with Grössencharakter on K satisfy the Riemann hypoth-
esis.

• The trace pairing (4.47) satisfies the positivity condition

〈Δ−1/2 f,Δ−1/2 f∗〉 ≥ 0, ∀f ∈ S (CK). (6.10)

Proof. Let W (γ) = |γ|−1/2 ϑm(γ). Then by [42], the RH for L-functions with
Grössencharakter on K is equivalent to the positivity

Tr(W (f ( f∗)) ≥ 0, ∀f ∈ S (CK). (6.11)

Thus, in terms of the representation ϑm we are considering here, we have

W (f) = ϑm(Δ−1/2 f).

Using the multiplicative property (6.8) of Δz we rewrite (6.11) in the equiv-
alent form (6.10). ��

In terms of the involution (6.9) we can reformulate Proposition 6.2 in the
following equivalent way.

Corollary 6.3. The following conditions are equivalent:

• All L-functions with Grössencharakter on K satisfy the Riemann hypoth-
esis.

• The trace pairing (4.47) satisfies 〈f, f !〉 ≥ 0, for all f ∈ S (CK).

Proof. In (6.10) we write Δ−1/2f = h. This gives

Δ−1/2f∗ = Δ−1/2(Δ1/2h)∗ = Δ−1h∗ = h!,

and the result follows, since Δ−1/2 is an automorphism of S (CK). ��
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The vanishing result of Lemma 4.17, for elements in the range V ⊂ S (CK)
of the reduction map Tr ◦ ρ from adèles, then gives the following result.

Proposition 6.4. The elements f (f ! considered in Corollary 6.3 above have
the following properties:

1. The trace pairing 〈f, f !〉 vanishes for all f ∈ V, i.e., when f is the restric-
tion Tr ◦ ρ of an element of S(GK).

2. By adding elements of V one can make the values

f ( f !(1) =
∫
CK

|f(g)|2 |g| d∗g (6.12)

less than ε, for arbitrarily small ε > 0.

Proof. (1) The vanishing result of Lemma 4.17 shows ϑm(f)|H1(AK/K∗,CK) = 0
for all f ∈ V . Thus, the trace pairing satisfies 〈f, h〉 = 0, for f ∈ V and for all
h ∈ S (CK). In particular, this applies to the case h = f !.

(2) This follows from the surjectivity of the map E for the weight δ = 0
(cf. [10, Appendix 1]).

Proposition 6.4 shows that the trace pairing admits a large radical given
by all functions that extend to adèles. Thus, one can divide out this radical
and work with the cohomology H1(AK/K

∗, CK) described above.

7 Correspondences

To start building the dictionary between the Weil proof and the noncommu-
tative geometry of the adèles class space, we begin by reformulating the trace
formula discussed above in more intersection-theoretic language, so as to be
able to compare it with the setup of Section 2.1 above. We also discuss in this
section the analogue of modding out by the trivial correspondences.

7.1 The scaling correspondence as Frobenius

To the scaling action

ϑa(γ)(ξ)(x) = ξ(γ−1x), for γ ∈ CK and ξ ∈ S(AK),

one associates the graph Zγ given by the pairs (x, γ−1x). These should be
considered as points in the product AK/K

∗ × AK/K
∗ of two copies of the

adèles class space. Thus, the analogue in our context of the correspondences
Z =

∑
n anFrn on C × C is given by elements of the form

Z(f) =
∫
CK

f(g)Zg d∗g, (7.1)

for some f ∈ S (CK).
With this interpretation of correspondences, we can then make sense of

the terms in the trace formula in the following way.



372 Alain Connes, Caterina Consani, and Matilde Marcolli

Definition 7.1. For a correspondence of the form (7.1) we define degree and
codegree by the following prescription:

d(Z(f)) := f̂(1) =
∫
CK

f(u) |u| d∗u, (7.2)

d′(Z(f)) := d(Z(f !)) =
∫
CK

f(u) d∗u = f̂(0). (7.3)

Here the Fourier transform f̂ is as in (2.30), with the trivial character
χ = 1. Notice that with this definition of degree and codegree we obtain

d(Zg) = |g| and d′(Zg) = 1. (7.4)

Thus, the term f̂(1) + f̂(0) in the trace formula of Theorem 6.1 matches
the term d(Z) + d′(Z) in Weil’s formula for the trace of a correspondence as
in (2.25). The term

−
∫ ′

(K∗
v ,αv)

f(u−1)
|1 − u| d

∗u (7.5)

of (6.4) in turn can be seen as the remaining term −Z •Δ in (2.25). In fact,
the formula (7.5) describes, using distributions, the local contributions to the
trace of the intersections between the graph Z(f) and the diagonal Δ. This
was proved in [10, Section VI and Appendix III]. It generalizes the analogous
formula for flows on manifolds of [23], which in turn can be seen as a gener-
alization of the usual Atiyah–Bott Lefschetz formula for a diffeomorphism of
a smooth compact manifold [2].

When we separate out the contribution log |a|h(1), as in passing from (6.4)
to (6.3), and we rewrite the trace formula as in Theorem 6.1, this corresponds
to separating the intersection Z•Δ into a term that is proportional to the self-
intersection Δ•Δ and a remaining term in which the intersection is transverse.

To see this, we notice that the term log |a|, for a = (av) a differental idèle,
is of the form (6.2). Indeed, one sees that in the function-field case the term

− log |a| = − log q2−2g = (2g − 2) log q = −Δ •Δ log q

is proportional to the self-intersection of the diagonal, which brings us to
consider the value log |a| = − logD with the discriminant of a number field
as the analogue in characteristic zero of the self-intersection of the diagonal.

In these intersection-theoretic terms we can reformulate the positivity con-
dition (cf. [4]) equivalent to the Riemann hypothesis in the following way.

Proposition 7.2. The following two conditions are equivalent:

• All L-functions with Grössencharakter on K satisfy the Riemann
hypothesis.
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• The estimate

Z(f) •trans Z(f) ≤ 2d(Z(f))d′(Z(f))−Δ •Δf ( f !(1) (7.6)

holds for all f ∈ S (CK).

Proof. As in the Weil proof, one separates the terms Z ( Z ′ = d′(Z)Δ + Y ,
where Y has transverse intersection with the diagonal; here we can write an
identity

Tr(ϑm(f ( f !)|H1) =: Z(f) •Z(f) = Δ •Δf ( f !(1)+Z(f) •trans Z(f), (7.7)

where the remaning term Z(f) •trans Z(f), which represents the transverse
intersection, is given by the local contributions given by the principal values
over (K∗v, eKv ) in the formula (6.3) for Tr(ϑm(f ( f !)|H1).

The formula (6.3) for Tr(ϑm(f(f !)|H1) gives a term of the form− log |a| f(
f !(1), with

f ( f !(1) =
∫
CK

|f(g)|2 |g| d∗g.

We rewrite this term as −Δ • Δf ( f !(1) according to our interpretation of
log |a| as self-intersection of the diagonal. This matches the term (2g−2)d′(Z)
in the estimate for Tr(Z ( Z ′) in the Weil proof.

The first two terms in the formula (6.3) for Tr(ϑm(f ( f !)|H1) are of the
form

f̂ ( f !(0) + f̂ ( f !(1) = 2f̂(0)f̂(1) = 2d′(Z(f))d(Z(f)). (7.8)

This matches the term 2gd′(Z) = 2d(Z)d′(Z) in the expression for Tr(Z (Z ′)
in the Weil proof.

With this notation understood, we see that the positivity Tr(ϑm(f (
f !)|H1) ≥ 0 indeed corresponds to the estimate (7.6).

7.2 Fubini’s theorem and the trivial correspondences

As we have seen in recalling the main steps in the Weil proof, a first step
in dealing with correspondences is to use the freedom to add multiples of the
trivial correspondences in order to adjust the degree. We describe an analogue,
in our noncommutative geometry setting, of the trivial correspondences and
of this operation of modifying the degree.

In view of the result of Proposition 6.4 above, it is natural to regard the
elements f ∈ V ⊂ S (CK) as those that give rise to the trivial correspondences
Z(f). Here, as above, V is the range of the reduction map from adèles.

The fact that it is possible to arbitrarily modify the degree d(Z(f)) = f̂(1)
of a correspondence by adding to f an element in V depends on the subtle
fact that we are dealing with a case in which the Fubini theorem does not
apply.
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In fact, consider an element ξ ∈ S(AK)0. We know that it satisfies the
vanishing condition ∫

AK

ξ(x) dx = 0.

Thus, at first sight it would appear that for the function on CK defined by
f(x) =

∑
k∈K∗ ξ(kx),

f̂(1) =
∫
CK

f(g)|g|d∗g (7.9)

should also vanish, since we have f(x) =
∑

k∈K∗ ξ(kx), and for local fields (but
not in the global case) the relation between the additive and multiplicative
Haar measures is of the form dg = |g|d∗g. This, however, is in general not the
case. To see more clearly what happens, let us just restrict to the case K = Q

and assume that the function ξ(x) is of the form

ξ = 1
Ẑ
⊗ η,

with 1
Ẑ

the characteristic function of Ẑ and with η ∈ S(R)0. We then have
CQ = Ẑ

∗ × R
∗
+, and the function f is of the form

f(u, λ) =
∑

n∈Z,n �=0

η(nλ), ∀λ ∈ R
∗
+ , u ∈ Ẑ

∗ . (7.10)

We can thus write (7.9) in this case as

f̂(1) =
∫

Ẑ∗×R
∗
+

f(u, λ)du dλ =
∫

R

∑
n∈N

η(nλ) dλ. (7.11)

Moreover, since η ∈ S(R)0, we have for all n,
∫

R

η(nλ)dλ = 0 . (7.12)

It is, however, not necessarily the case that we can apply Fubini’s theorem
and write ∫

R

∑
n∈N

η(nλ) dλ =
∑
n

∫
R

η(nλ)dλ = 0, (7.13)

since as soon as η �= 0 one has

∞∑
n=1

∫
R

|η(nλ)|dλ =
(∫

R

|η(λ)|dλ
) ∞∑

n=1

1
n

= ∞,

so that Fubini’s theorem does not apply and one cannot interchange the in-
tegral and the sum in (7.13). Thus, one can in general have f̂(1) �= 0, even
though

∑
n

∫
R
η(nλ)dλ = 0. In fact, we have the following result.
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Lemma 7.3. Given f ∈ S (CK), it is possible to change arbitrarily the value
of the degree d(Z(f)) = f̂(1) by adding elements of V.

Proof. It suffices to exhibit an element f ∈ V such that f̂(1) �= 0, since then,
by linearity one can obtain the result. We treat only the case K = Q. We take
η ∈ S(R)0 given by

η(x) = πx2

(
πx2 − 3

2

)
e−πx2

.

One finds that, up to normalization, the Fourier transform f̂ is given by

f̂(is) =
∫

R
∗
+

∑
n∈N

η(nλ)λisd∗λ = s(s + i)ζ∗(is),

where ζ∗ is the complete zeta function,

ζ∗(z) = π−z/2 Γ
(z

2

)
ζ(z). (7.14)

This function has a simple pole at z = 1; thus one gets that f̂(1) �= 0. ��
An important question, in order to proceed and build a dictionary that

parallels the main steps in the Weil proof, is to identify the correct notion
of principal divisors. To this purpose, we show that we have at least a good
analogue for the points of the curve, in terms of states of some thermodynamic
system, that extend from the function field setting to the number field case.

8 Thermodynamics and geometry of the primes

Let K be a global field, with AK the ring of adèles and CK the idèles classes,
as above. We denote by CK,1 ⊂ CK the kernel of the norm | · | : CK → R

∗
+.

The origin (cf. [10]) of the terms in the geometric side of the trace for-
mula (Theorem 6.1) comes from the Lefschetz formula by Atiyah–Bott [2] and
its adaptation by Guillemin–Sternberg (cf. [23]) to the distribution-theoretic
trace for flows on manifolds, which is a variation on the theme of [2]. For the
action of CK on the adèles, class space XK the relevant periodic points are

P = {(x, u) ∈ XK × CK |u x = x}, (8.1)

and one has (cf. [10]) the following proposition.

Proposition 8.1. Let (x, u) ∈ P , with u �= 1. There exists a place v ∈ ΣK

such that
x ∈ XK,v = {x ∈ XK |xv = 0}. (8.2)

The isotropy subgroup of any x ∈ XK,v contains the cocompact subgroup

K
∗
v ⊂ CK , K

∗
v = {(kw) | kw = 1 ∀w �= v}. (8.3)
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The spaces XK,v are noncommutative spaces, and as such they are described
by the following noncommutative algebras:

Definition 8.2. Let AK,v ⊂ AK denote the closed K
∗-invariant subset of

adèles
AK,v = {a = (aw)w∈ΣK

| av = 0}. (8.4)

Let GK,v denote the closed subgroupoid of GK given by

GK,v = {(k, x) ∈ GK |xv = 0}, (8.5)

and let Av = S(GK,v) be the corresponding groupoid algebra.

Since the inclusion AK,v ⊂ AK is K
∗-equivariant and proper, it extends to

an algebra homomorphism

ρv : S(GK)→ S(GK,v), (8.6)

which plays the role of the restriction map to the periodic orbit XK,v. We shall
now determine the classical points of each of the XK,v. Taken together these
will form the following locus inside the adèles class space, which we refer to
as the “periodic classical points” of XK = AK/K

∗.

Definition 8.3. Let K be a global field. For a place v ∈ ΣK consider the adèle

a(v) =
(
a(v)
w

)
, with a(v)

w =

{
1 w �= v,

0 w = v.
(8.7)

The set of periodic classical points of the adèles class space AK/K
∗ is defined

as the union of orbits
ΞK :=

⋃
v∈ΣK

CKa(v). (8.8)

8.1 The global Morita equivalence

In order to deal with states rather than weights, we perform a global Morita
equivalence, obtained by reducing the groupoid GK by a suitable open set.
The set A

(1)
K

of (8.9) that we use to reduce the groupoid GK will capture only
part of the classical subspace CK, but since our main focus is on the geometry
of the complement of this subspace (the cokernel of the reduction map), this
will not be a problem.

Lemma 8.4. Let K be a global field. Let W ⊂ AK be a neighborhood of 0 ∈ AK.
Then for x ∈ AK one has K

∗x∩W �= ∅, unless x ∈ A
∗
K

is an idèle. For x ∈ A
∗
K
,

the orbit K
∗x is discrete in AK.
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Proof. One can assume that W is of the form

W = {a = (aw)| |aw| < ε ∀w ∈ S and |aw| ≤ 1 ∀w /∈ S},
for S a finite set of places and for some ε > 0. Multiplying by a suitable idèle,
one can in fact assume that S = ∅, so that we have

W = {a = (aw)| |aw| ≤ 1 ∀w ∈ ΣK}.
One has |xv| ≤ 1 except on a finite set F ⊂ ΣK of places. Moreover, if x is
not an idèle, one can also assume that

∏
v∈F

|xv| < δ

for any fixed δ. Thus, − log |xv| is as large as one wants and there exists
k ∈ K

∗ such that k x ∈ W . This is clear in the function field case because of
the Riemann–Roch formula (2.7). In the case of Q one can first multiply x by
an integer to get |xv| ≤ 1 for all finite places; then, since this does not alter
the product of all |xv|, one gets |x∞| < 1 and x ∈ W . The case of more general
number fields is analogous. In the case of idèles, one can assume that x = 1,
and then the second statement follows from the discreteness of K in AK. ��

We consider the following choice of a neighborhood of zero.

Definition 8.5. Consider the open neighborhood of 0 ∈ AK defined by

A
(1)
K

=
∏

w∈ΣK

K
(1)
w ⊂ AK, (8.9)

where for any place we let K
(1)
w be the interior of {x ∈ Kw ; |x| ≤ 1}. Let G(1)

K

denote the reduction of the groupoid GK by the open subset A
(1)
K
⊂ AK of the

units and let S
(
G(1)

K

)
denote the corresponding (smooth) groupoid algebra.

The algebra S
(
G(1)

K

)
is a subalgebra of S(GK), where one simply extends

the function f(k, x) by zero outside of the open subgroupoid G(1)
K
⊂ GK. With

this convention, the convolution product of S
(
G(1)

K

)
is simply given by the

convolution product of S(GK) of the form

(f1 ( f2)(k, x) =
∑
h∈K∗

f1(kh−1, hx)f2(h, x).

We see from Lemma 8.4 above that the only effect of the reduction to G(1)
K

is to remove from the noncommutative space AK/K
∗ all the elements of CK

whose class modulo K
∗ does not intersect G(1)

K
(i.e., in particular, those whose

norm is greater than or equal to one). We then have the following symmetries
for the algebra S

(
G(1)

K

)
.
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Proposition 8.6. Let J + denote the semigroup of idèles j ∈ A
∗
K

such that
jA

(1)
K
⊂ A

(1)
K

. The semigroup J + acts on the algebra S
(
G(1)

K

)
by endomor-

phisms obtained as restrictions of the automorphisms of S(GK) of the form

ϑa(j)(f)(k, x) = f(k, j−1x), ∀(k, x) ∈ GK , j ∈ J +. (8.10)

Let K = Q and let C+
Q
⊂ CQ be the semigroup C+

Q
= {g ∈ CQ| |g| < 1}. The

semigroup C+
Q

acts on S
(
G(1)

Q

)
by the endomorphisms

F (g) = ϑa(ḡ) (8.11)

with ḡ the natural lift of g ∈ C+
Q

to Ẑ
∗ × R

∗
+.

Proof. By construction, ϑa(j) is an automorphism of S(GK). For a function f

with support B in the open set G(1)
K

the support of the function ϑa(j)(f) is
jB = {(k, jx)|(k, x) ∈ B} ⊂ G(1)

K
, so that ϑa(j)(f) still has support in G(1)

K
.

For K = Q let ḡ ∈ Ẑ
∗ × R

∗
+ be the natural lift of an element g ∈ C+

Q
.

Then the archimedean component ḡ∞ is of absolute value less than 1, so
that ḡ ∈ J +. The action of ϑa(ḡ) by endomorphisms of S

(
G(1)

Q

)
induces a

corresponding action of C+
Q

. ��

Remark 8.7. For m a positive integer, consider the element g = (1,m−1) ∈
C+

Q
. Both g = (1,m−1) and m̃ = (m, 1) are in J + and have the same class

in the idèle class group CQ, since mg = m̃. Thus the automorphisms ϑa(g)
and ϑa(m̃) of S(GK) are inner conjugate. Since the open set A

(1)
K
⊂ AK is

not closed, its characteristic function is not continuous and does not define a
multiplier of S(GK). It follows that the endomorphism F (g) is inner conjugate
to the endomorphism ϑa(m̃) only in the following weaker sense. There exists
a sequence of elements un of S

(
G(1)

K

)
such that for any f ∈ S

(
G(1)

K

)
with

compact support,
F (g)(f) = un ϑa(m̃)(f)u∗n

holds for all n large enough.

8.2 The valuation systems

We now explain why the orbits CKa(v) indeed appear as the set of classical
points, in the sense of the low-temperature KMS states, of the noncommuta-
tive spaces XK,v. The notion of classical points obtained from low-temperature
KMS states is discussed at length in [15] (cf. also [12], [13], [14]).

The noncommutative space XK,v is described by the restricted groupoid

G(v) = K
∗

� A
(1)
K,v = {(g, a) ∈ K

∗
� AK,v | a and ga ∈ A

(1)
K,v} . (8.12)
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We denote by ϕ the positive functional on C∗
(

K
∗

� A
(1)
K,v

)
given by

ϕ(f) =
∫

A
(1)
K,v

f(1, a) da. (8.13)

Proposition 8.8. The modular automorphism group of the functional ϕ on
the crossed product C∗(G(v)) is given by the time evolution

σv
t (f)(k, x) = |k|itv f(k, x), ∀t ∈ R, ∀f ∈ C∗

(
K
∗

� A
(1)
K,v

)
. (8.14)

Proof. We identify elements of Cc

(
K
∗

� A
(1)
K,v

)
with functions f(g, a) of ele-

ments g ∈ K
∗ and a ∈ A

(1)
K,v. The product is simply of the form

f1 ∗ f2(g, a) =
∑
r

f1(g r−1, ga)f2(r, a).

The additive Haar measure da on AK,v satisfies the scaling property

d(ka) = |k|−1
v da , ∀k ∈ K

∗ , (8.15)

since the product measure da× dav on AK = AK,v×Kv is invariant under the
scaling by k ∈ K

∗, while the additive Haar measure dav on Kv gets multiplied
by |k|v, namely d(kav) = |k|vdav. We then check the KMS1 condition, for ϕ
associated to the additive Haar measure, as follows,

ϕ(f1 ∗ f2) =
∑

r

∫
A

(1)
K,v

f1(r−1, r a)f2(r, a) da

=
∑

r

∫
A

(1)
K,v

f2(k−1, k b)f1(k, b) |k|−1
v db = ϕ(f2 ∗ σi(f1)) ,

using the change of variables k = r−1, a = kb, and da = |k|−1
v db. ��

It is worthwhile to observe that these automorphisms extend to the global
algebra. Let G(1)

K
be the groupoid K

∗
� A

(1)
K

of Definition 8.5.

Lemma 8.9. Let K be a global field and v ∈ ΣK a place. The map

dv(k, x) = log |k|v ∈ R (8.16)

defines a homomorphism of the groupoid G(1)
K

to the additive group R, and the
time evolution

σv
t (f)(k, x) = |k|itv f(k, x), ∀t ∈ R, ∀f ∈ S

(
G(1)

K

)
(8.17)

generates a one-parameter group of automorphisms of the algebra S
(
G(1)

K

)
.

The following result shows that the nontrivial part of the dynamics σv
t

concentrates on the algebra S(G(v)) with G(v) as in (8.12).



380 Alain Connes, Caterina Consani, and Matilde Marcolli

Proposition 8.10. The morphism ρv of (8.6) restricts to a σv
t -equivariant

morphism S
(
G(1)

K

)
→ S(G(v)). Moreover, the restriction of the one-

parameter group σv
t to the kernel of ρv is inner.

Proof. For the first statement note that the proper inclusion AK,v ⊂ AK re-
stricts to a proper inclusion A

(1)
K,v ⊂ A

(1)
K

. For the second statement, notice
that the formula

hv(x) = log |x|v, ∀x ∈ A
(1)
K

, (8.18)

defines the multipliers eithv of the kernel of ρv. Indeed, eithv is a bounded
continuous function on A

(1)
K

	 A
(1)
K,v.

We can then check that the 1-cocycle dv is the coboundary of hv. In fact,
we have

hv(k x)− hv(x) = dv(k, x), ∀(k, x) ∈ G(1)
K

	 G(v). (8.19)

��
We now recall that for an étale groupoid like G(v), every unit y ∈ G(v)(0)

defines, by
(πy(f)ξ)(γ) =

∑
γ1γ2=γ

f(γ1)ξ(γ2), (8.20)

a representation πy by left convolution of the algebra of G(v) in the Hilbert
spaceHy = #2(G(v)y), where G(v)y denotes the set of elements of the groupoid
G(v) with source y. By construction, the unitary equivalence class of the rep-
resentation πy is unaffected when one replaces y by an equivalent z ∈ G(v)(0),
i.e., one assumes that there exists γ ∈ G(v) with range and source y and z.
Thus we can think of the label y of πy as living in the quotient space XK, v of
equivalence classes of elements of G(v)(0).

The relation between ΞK, v and XK, v is then the following.

Theorem 8.11. For y ∈ XK, v, the representation πy is a positive energy
representation if and only if y ∈ ΞK, v.

Proof. Let first y ∈ G(v)(0) ∩ ΞK, v. Thus one has y ∈ A
(1)
K,v, yw �= 0, for all w,

and |yw| = 1 for all w /∈ S, where S is a finite set of places. We can identify
G(v)y with the set of k ∈ K

∗ such that k y ∈ A
(1)
K,v. We extend y to the adèle

ỹ = y × 1 whose component at the place v is equal to 1 ∈ Kv. Then ỹ is
an idèle. Thus by Lemma 8.4 the number of elements of the orbit K

∗ỹ in a
given compact subset of AK is finite. It follows that log |k|v is bounded below
on G(v)y . Indeed, otherwise there would exist a sequence kn ∈ K

∗∩G(v)y such
that |kn|v → 0. Then kn ỹ ∈ A

(1)
K

for all n large enough, and this contradicts
the discreteness of K

∗ỹ. In the representation πy, the time evolution σt is
implemented by the Hamiltonian Hy given by

(Hy ξ)(k, y) = log |k|v ξ(k, y). (8.21)
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Namely, we have

πy(σt(f)) = eitHyπy(f)e−itHy , ∀f ∈ Cc(G(v)) . (8.22)

Thus since log |k|v is bounded below on G(v)y , we get that the representation
πy is a positive energy representation.

Then let y ∈ G(v)(0) 	 ΞK, v. We shall show that log |k|v is not bounded
below on G(v)y , and thus that πy is not a positive-energy representation. We
consider as above the adelè ỹ = y×1 whose component at the place v is equal
to 1 ∈ Kv. Assume that log |k|v is bounded below on G(v)y . Then there exists
ε > 0 such that for k ∈ K

∗,

k y ∈ A
(1)
K,v ⇒ |k|v ≥ ε .

This shows that the neighborhood of 0 ∈ AK defined as

W = {a ∈ AK ; |av| < ε , aw ∈ K
(1)
w , ∀w �= v}

does not intersect K
∗ỹ. Thus by Lemma 8.4 we get that ỹ is an idèle and

y ∈ ΞK, v. ��
The specific example of the Bost–Connes system combined with Theorem

8.11 shows that one can refine the recipe of [15] (cf. also [12], [13], [14]) for
taking “classical points” of a noncommutative space. The latter recipe only
provides a notion of classical points that can be thought of, by analogy with
the positive characteristic case, as points defined over the mysterious “field
with one element” F1 (see, e.g., [29]). To obtain instead a viable notion of the
points defined over the maximal unramified extension F̄1, one performs the
following sequence of operations.

X
Dual System−→ X̂

PeriodicOrbits−→ ∪ X̂v
Classical Points−→ ∪Ξv, (8.23)

which make sense in the framework of endomotives of [11]. Note in particular
that the dual system X̂ is of type II and as such does not have a nontrivial
time evolution. Thus it is only by restricting to the periodic orbits that one
passes to noncommutative spaces of type III for which the cooling operation
is nontrivial. In the analogy with geometry in nonzero characteristic, the set
of points X(F̄q) over F̄q of a variety X is indeed obtained as the union of the
periodic orbits of the Frobenius.

Remark 8.12. Theorem 8.11 does not give the classification of KMSβ states
for the quantum statistical system

(
C∗
(
K
∗

� A
(1)
K,v

)
, σt

)
. It just exhibits ex-

tremal KMSβ states but does not show that all of them are of this form.

8.3 The curve inside the adèles class space

In the case of a function field K = Fq(C), the set of periodic classical points of
the adèles class space AK/K

∗ is (noncanonically) isomorphic to the algebraic
points C(F̄q). In fact, more precisely, the set of algebraic points C(F̄q) is
equivariantly isomorphic to the quotient ΞK/CK,1 where CK,1 ⊂ CK is the
kernel of the norm | · | : CK → R

∗
+, and ΞK is as in (8.8).
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Proposition 8.13. For K = Fq(C) a function field, the orbits of the Frobe-
nius on C(F̄q) give an equivariant identification

ΞK/CK,1  C(F̄q), (8.24)

between ΞK/CK,1 with the action of qZ and C(F̄q) with the action of the group
of integer powers of the Frobenius.

Proof. At each place v ∈ ΣK, the quotient group of the range N of the norm
| · | : CK → R

∗
+ by the range Nv of | · | : Kv → R

∗
+ is the finite cyclic group

N/Nv = qZ/qnvZ  Z/nvZ, (8.25)

where nv is the degree of the place v ∈ ΣK. The degree nv is the same as the
cardinality of the orbit of the Frobenius acting on the fiber of the map (2.2)
from algebraic points in C(F̄q) to places in ΣK. Thus, one can construct in
this way an equivariant embedding

C(F̄q) ↪→ (AK/K
∗)/CK,1 (8.26)

obtained, after choosing a point in each orbit, by mapping the orbit of the
integer powers of the Frobenius in C(F̄q) over a place v to the orbit of
CK/CK,1 ∼ qZ on the adèle a(v). ��

Modulo the problem created by the fact that the identification above is
noncanonical and relies upon the choice of a point in each orbit, it is then
possible to think of the locus ΞK, in the number field case, as a replacement
for C(F̄q) inside the adèles class space AK/K

∗.
In the case of K = Q, the quotient ΞQ/CQ,1 appears as a union of periodic

orbits of period log p under the action of CQ/CQ,1 ∼ R, as in Figure 1. What

Log2 Log3 Log5 ... Log p ...

Fig. 1. The classical points ΞQ/CQ,1 of the adèles class space AQ/Q
∗.
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matters, however, is not the space ΞQ/CQ,1 in itself but the way it sits inside
AQ/Q

∗. Without taking into account the topology induced by AK, the space
ΞK would just be a disjoint union of orbits without any interesting global
structure, while it is the embedding in the adèles class space that provides
the geometric setting underlying the Lefschetz trace formula of [10] and its
cohomological formulation of [11].

8.4 The valuation systems for K = Q

We concentrate again on the specific case of K = Q to understand better the
properties of the dynamical systems σp

t associated to the finite primes p ∈ ΣQ.
We know that in the case of the BC system, the KMS state at critical

temperature β = 1 is given by the additive Haar measure on finite adèles [5].
Thus, one expects that for the systems associated to the finite primes, the
additive Haar measure of AQ,p should play an analogous role.

Definition 8.14. Let A
∗
Q,p ⊂ A

(1)
Q,p be the subspace

A
∗
Q,p = {x ∈ AQ,p| |xw| = 1 ∀w �= p,∞ and p−1 ≤ |x∞| < 1}. (8.27)

As above, G(p) denotes the reduction of the groupoid GQ,p by the open
subset A

(1)
Q,p ⊂ AQ,p, namely

G(p) = {(k, x) ∈ GQ,p |x ∈ A
(1)
Q,p, kx ∈ A

(1)
Q,p}. (8.28)

Notice that the set A
(1)
Q,p meets all the equivalence classes in AQ,p by the

action of Q
∗. In fact, given x ∈ AQ,p , one can find a representative y with

y ∼ x in AQ,p/Q
∗ such that y ∈ Ẑ × R. Upon multiplying y by a suitable

power of p, one can make y∞ as small as required, and in particular one can
obtain in this way a representative in A

(1)
Q,p. Let us assume that |yw| = 1 for all

finite places w �= p and that y∞ > 0. Then there exists a unique n ∈ N ∪ {0}
such that pn y ∈ A

∗
Q,p.

Given a prime p we define the function fp(λ, β) for λ ∈ (1, p ] and β>1 by

fp(λ, β) =
∑

ck p−kβ , (8.29)

where the ck ∈ {0, . . . , p − 1} are the digits of the expansion of λ in base p.
There is an ambiguous case in which all digits ck are equal to 0 for k > m,
while cm > 0, since the same number

λ =
∑

ck p−k

is obtained using the same cj for j < m, cm − 1 instead of cm, and cj = p− 1
for j > m. In that case, for β > 1, (8.29) gives two different values, and we
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choose the value coming from the second representation of λ, i.e., the lower of
the two. These coefficients ck of the expansion of λ in base p are then given by

ck = �λpk − 1� − p �λpk−1 − 1� , (8.30)

where �x� = infn∈Z{n ≥ x} denotes the ceiling function.
Note that for β > 1, the function fp(λ, β) is discontinuous (cf. Figures 2

and 3) at any point (λ, β) where the expansion of λ in base p is ambiguous,
i.e., λ ∈ N p−k. Moreover, for β = 1 one gets

fp(λ, 1) = λ , ∀λ ∈ (1, p ] . (8.31)

1.2 1.4 1.6 1.8 2 2.2

1.25
1.5
1.75

2
2.25
2.5
2.75

1.2 1.4 1.6 1.8 2 2.2 b

1.25
1.5
1.75

2
2.25
2.5
2.75

fp (l,b )

Fig. 2. Graphs of the functions fp(λ, β) as functions of β for p = 3, λ = n/27. The
gray regions are the gaps in the range of fp.
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Fig. 3. Graph of the function Zp(λ, β) as a function of λ for p = 3, β = 1.2.
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We then obtain the following result.

Theorem 8.15. Let (C∗(G(p)), σp
t ) be the C∗-dynamical system associated to

the groupoid (8.28) with the time evolution (8.17). Then the following prop-
erties hold:

1. For any y ∈ A
∗
Q,p the corresponding representation πy has positive energy.

2. Let Hy denote the Hamiltonian implementing the time evolution in the
representation πy, for y ∈ A

∗
Q,p with y∞ = λ−1 and λ ∈ (1, p ]. Then the

partition function is given by

Zp(λ, β) = Tr(e−βHy) = 2
1− p−β

1− p1−β
fp(λ, β) . (8.32)

3. The functionals

ψβ, y(a) = Tr(e−βHy πy(a)) , ∀a ∈ C∗(G(p)), (8.33)

satisfy the KMSβ condition for σp
t and depend weakly continuously on the

parameter y ∈ A
∗
Q,p.

Proof. (1) This follows from Theorem 8.11. For y ∈ A
∗
Q,p one has

r ∈ Q
∗, ry ∈ A

(1)
Q,p =⇒ r = p−km, (8.34)

for some k ≥ 0 and some integer m prime to p and such that |r y∞| < 1. This
implies

|m| < pk+1, (8.35)

and one obtains
|r|p = pk ≥ 1 and log |r|p ≥ 0. (8.36)

In fact, the argument above shows that the spectrum of the Hamiltonian Hy

implementing the time evolution σp
t in the representation πy is given by

Spec(Hy) = {k log p}k∈N∪{0}; (8.37)

hence πy is a positive energy representation.
(2) We begin with the special case with y∞ = p−1. Then λ = p and

fp(λ, β) = p−1
1−p−β , since all digits of λ = p are equal to p−1. We want to show

that the partition function is given by

Tr(e−βHy) = 2
p− 1

1− p1−β
. (8.38)

The multiplicity of an eigenvalue k log p of Hy is the number of integers m �=
0 ∈ Z that are prime to p and such that p−k |m| y∞ < 1. Since we are assuming
that y∞ = p−1, this gives |m| < pk+1. Thus, the multiplicity is 2 (pk+1 − pk).
The factor 2 comes from the sign of the integer m. The factor (pk+1 − pk)
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corresponds to subtracting from the number pk+1 of positive integers m ≤
pk+1 the number pk of those that are multiples of p.

We now pass to the general case. For x > 0, �x − 1� is the cardinality of
(0, x) ∩ N. The same argument used above shows that the multiplicity of the
eigenvalue k log p is given by the counting

2
(�λpk − 1� − �λpk−1 − 1�) .

Thus

Tr(e−βHy) = 2
∞∑

k=0

(�λpk − 1� − �λpk−1 − 1�) p−kβ . (8.39)

One has the following equalities of convergent series,

∞∑
k=0

(�λpk − 1� − �λpk−1 − 1�) p−kβ =
∞∑

k=0

�λpk − 1� (p−kβ − p−(k+1)β),

so that

Tr(e−βHy) = 2 (1− p−β)
∞∑

k=0

�λpk − 1� p−kβ . (8.40)

Similarly,

∞∑
k=0

(�λpk − 1� − p �λpk−1 − 1�) p−kβ =
∞∑

k=0

�λpk − 1� (p−kβ − p p−(k+1)β),

which gives

fp(λ, β) = (1− p1−β)
∞∑

k=0

�λpk − 1� p−kβ , (8.41)

since the coefficients ck of the expansion of λ in base p are given by (8.30).
Combining (8.40) with (8.41) gives (8.32).

(3) It follows from (8.22) and the finiteness of the partition function (8.32)
that the functionals (8.33) fulfill the KMSβ condition. In terms of functions
on the groupoid G(p) one has

ψβ, y(f) =
∑

f(1, n p−k y) p−kβ , ∀f ∈ Cc(G(p)) (8.42)

where the sum is absolutely convergent. Each of the terms in the sum gives a
weakly continuous linear form, and thus one obtains the required continuity.

��
Remark 8.16. The partition function Zp(λ, β) is a discontinuous function
of the parameter λ, and this might seem to contradict the third statement of
Theorem 8.15. It would if the algebra C∗(G(p)) were unital, since in that case,
the partition function is given by evaluation on the unit, and weak continuity
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implies that it is continuous. In our case C∗(G(p)) is not unital, and the
partition function is expressed as a supremum of the form

Zp(λ, β) = sup{ψβ, y(a∗a)|a ∈ C∗(G(p)) , ||a|| ≤ 1} .

In particular, it shows that Zp(λ, β) is lower semicontinuous as a function of λ.

The precise qualitative properties of the partition functions Zp(λ, β) are
described by the following result.

Proposition 8.17. As a function of λ ∈ (1, λ] the partition function Zp(λ, β)
satisfies for β > 1:

1. Zp is strictly increasing.
2. Zp is continuous on the left, and lower semicontinuous.
3. Zp is discontinuous at any point of the form λ = mp−k with a jump of

2 p−kβ (for m prime to p).
4. The measure ∂Zp

∂λ is the sum of the Dirac masses at the points λ = mp−k,
m prime to p, with coefficients 2 p−kβ.

5. The closure of the range of Zp is a Cantor set.

Proof. (1) This follows from (8.40), which expresses Zp as an absolutely con-
vergent sum of multiples of the functions �λpk−1�. The latter are nondecreas-
ing and jump by 1 at λ ∈ N p−k ∩ (1, p ]. The density of the union of these
finite sets for k ≥ 0 shows that Zp is strictly increasing.

(2) This follows as above from (8.40) and the semicontinuity properties of
the ceiling function.

(3) Let λ = mp−k with m prime to p. Then for any j ≥ k one gets a jump
of 2 (1− p−β) p−jβ coming from (8.40), so that their sum gives

2 (1− p−β)
∞∑

j=k

p−jβ = 2 p−kβ .

(4) This follows as above from (8.40) and from (8.3), which computes the
discontinuity at the jumps.

(5) Recall that when writing elements of an interval in base p one gets a
map from the cantor set to the interval. This map is surjective but fails to
be injective due to the identifications coming from

∑∞
0 (p− 1) p−m = p. The

connectedness of the interval is recovered from these identifications. In our case
the coefficients ck of the expansion in base p of elements of (1, p ] are such that
c0 ∈ {1, . . . , p− 1}, while ck ∈ {0, . . . , p− 1} for k > 0. This is a Cantor set K
in the product topology of K = {1, . . . , p−1}×∏

N
{0, . . . , p−1}. As shown in

Figure 3, the discontinuities of the function Zp(λ, β) as a function of λ replace
the connected topology of (1, p ] by the totally disconnected topology of K
(Fig. 4). ��
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Fig. 4. Graphs of the functions Zp(λ, β) as functions of β for p = 3, λ = n/27. The
gray regions are the gaps in the range. All these functions have a pole at β = 1.

Remark 8.18. One can use (8.39) to define Zp(λ, β) for any λ > 0, as

Zp(λ, β) = 2
∞∑
−∞

(�λpk − 1� − �λpk−1 − 1�) p−kβ . (8.43)

This makes sense for .(β) > 1, since �λpk − 1� = 0 for k ≤ − log λ
log p . The

extended function (8.43) satisfies

Zp(pλ, β) = pβZp(λ, β),

which suggests replacing Zp(λ, β) with

ζp(λ, β) = λ−βZp(λ, β), (8.44)

so that
ζp(pλ, β) = ζp(λ, β). (8.45)

This replacement Zp �→ ζp corresponds to the shift in the Hamiltonian Hy by

Hy �→ Hy − log |y∞|.
We can now refine Theorem 8.11 and consider the zero-temperature KMS

state of the system (C∗(G(p)), σp
t ) corresponding to the positive energy rep-

resentation πy for y ∈ ΞQ, p .

Proposition 8.19. As β → ∞ the vacuum states (zero temperature KMS
states) of the system (C∗(G(p)), σp

t ) with Hamiltonian Hy have a degeneracy
of 2�λ − 1�, where y∞ = λ−1. There is a preferred choice of a vacuum state
given by the evaluation at y ∈ A

∗
Q,p .



Weil’s Proof and Adèles Classes 389

Proof. When we look at the orbit of y ∈ A
∗
Q,p, i.e., at the intersection Q

∗y ∩
A

(1)
Q,p, and label its elements by pairs (k,m) as above, we find that all elements

with k = 0 give a ground state. This degeneracy of the vacuum reflects the
fact that the limit of the partition function as the temperature goes to 0 is
not in general equal to 1. For instance, for y∞ = p−1, one obtains

lim
β→∞

Tr(e−βHy) = lim
β→∞

2
p− 1

1− p1−β
= 2(p− 1).

More generally, one similarly obtains the limit

lim
β→∞

Tr(e−βHy) = 2�λ− 1�.

Among the 2�λ− 1� vacuum states, the state given by evaluation at y ∈ A
∗
Q,p

is singled out, since my /∈ A
∗
Q,p for m �= 1. It is then natural to consider, for

each finite place p ∈ ΣQ, the section

sp(x) = Q
∗x ∩ A

∗
Q,p, ∀x ∈ CQa(p) ⊂ AQ/Q

∗, (8.46)

of the projection from AQ to the orbit CQa(p). ��
Notice that sp is discontinuous at the boundary of the domain A

∗
Q,p. In-

deed, when y∞ crosses the value p−1 the class in CQa(p) varies continuously
but the representative in A

∗
Q,p jumps discontinuously, so that its archimedean

component remains in the interval [p−1, 1). This suggests that one consider a
cyclic covering of ΞQ, which we now discuss in Section 8.5.

8.5 The cyclic covering Ξ̃Q of ΞQ

By construction ΞK is a subspace of the adèles class space XK. We shall now
show, in the case K = Q, that it admits a natural lift Ξ̃Q to a subspace of AQ

that reduces the ambiguity group Q
∗ to a cyclic group. One thus obtains a

natural cyclic covering Ξ̃Q ⊂ AQ of ΞQ. We already saw above, in Proposition
8.19, that it is natural to choose representatives for the elements of the orbit
CQa(p), for a finite prime p, in the subset of adèles given by

Ξ̃Q,p := {y ∈ AQ| yp = 0 and |y�| = 1 for # �= p,∞ and y∞ > 0}. (8.47)

We extend this definition at ∞ by

Ξ̃Q,∞ := {y ∈ AQ| |yw| = 1 ∀w �= ∞ and y∞ = 0}. (8.48)

Definition 8.20. The locus Ξ̃Q ⊂ AQ is defined as

Ξ̃Q =
⋃

v∈ΣQ

Ξ̃Q,v ⊂ AQ. (8.49)
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We then have the following simple fact.

Proposition 8.21. Let π be the projection from Ξ̃Q to ΞQ, with π(x) the class
of x modulo the action of Q

∗.

1. The map π : Ξ̃Q → ΞQ is surjective.
2. Two elements in Ξ̃Q,v have the same image in CQa(v) iff they are on the

same orbit of the following transformation T :

Tx = p x , ∀x ∈ Ξ̃Q,p , T x = −x , ∀x ∈ Ξ̃Q,∞. (8.50)

Proof. The first statement follows by lifting CQ inside A
∗
Q

as the subgroup

Ẑ
∗×R

∗
+. Then any element of CQa(v) has a representative in

(
Ẑ
∗ × R

∗
+

)
a(v).

The proof of the second statement is straightforward, since for a finite
prime p the subgroup pZ ⊂ Q

∗ is the group of elements of Q
∗ that leave Ξ̃Q,p

globally invariant. ��

8.6 Arithmetic subalgebra, Frobenius and monodromy

We now describe a natural algebra of coordinates B on ΞQ.
The BC system of [5], as well as its arithmetic generalizations of [12] and

[14], have the important property that they come endowed with an arithmetic
structure given by an arithmetic subalgebra. The general framework of endo-
motives developed in [11] shows a broad class of examples in which a similar
arithmetic structure is naturally present. We consider here the issue of ex-
tending the construction of the “rational subalgebra” of the BC-system to the
algebra S

(
G(1)

Q

)
of Section 8.1.

In order to get a good geometric picture it is convenient to think in terms
of Q-lattices rather than of adèles, as in [12]. Thus, we let L denote the set of
1-dimensional Q-lattices (as defined in [12]). We consider the map

ι : Ẑ× R
∗
+ → L , ι(ρ, λ) = (Λ, φ) = (λ−1

Z, λ−1ρ), (8.51)

which associates to an adèle (ρ, λ) ∈ Ẑ×R
∗
+ ⊂ AQ the Q-lattice obtained using

ρ to label the torsion points of R/λ−1
Z. Replacing (ρ, λ) by (nρ, nλ), for a

positive integer n ∈ N, one obtains the pair
(

1
nΛ, φ

)
, which is commensurable

with (Λ, φ). Thus, the action of Q
∗
+ corresponds to commensurability of Q-

lattices under the map ι. Multiplying λ by a positive scalar corresponds to
the scaling action of R

∗
+ on Q-lattices.

Let us recall the definition of the “rational algebra” AQ of [12] for the BC
system, given in terms of Q-lattices. We let

εa(Λ, φ) =
∑

y∈Λ+φ(a)

y−1, (8.52)
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for any a ∈ Q/Z. This is well defined, for φ(a) �= 0, using the summation
limN→∞

∑N
−N , and is zero by definition for φ(a) = 0. The function

ϕa(ρ, λ) = εa(ι(ρ, λ)), ∀(ρ, λ) ∈ Ẑ× R
∗
+, (8.53)

is well defined and homogeneous of degree 1 in λ. Moreover, for fixed a ∈ Q/Z

with denominator m, it depends only upon the projection of ρ on the finite
group Z/mZ; hence it defines a continuous function on Ẑ × R

∗
+. Using the

degree 1 homogeneity in λ, one gets that (8.53) extends by continuity to 0 on
Ẑ× {0}.

One gets functions that are homogeneous of weight zero by taking the
derivatives of the functions ϕa. The functions

ψa(ρ, λ) =
1

2πi
d

dλ
ϕa(ρ, λ), ∀(ρ, λ) ∈ Ẑ× R

∗
+, (8.54)

are independent of λ; hence they define continuous functions on A
(1)
Q

. They
are nontrivial on Ξ̃Q,∞ = Ẑ

∗ × {0} ⊂ Ẑ × {0} and they agree there with the
functions ea of [12].

Proposition 8.22. Let B be the algebra generated by the ϕa and ψa defined
in (8.53) and (8.54) above.

1. The expression

N(f) =
1

2πi
d

dλ
f (8.55)

defines a derivation N of B.
2. The algebra B is stable under the derivation Y that generates the 1-

parameter semigroup F (μ) of endomorphisms of S
(
G(1)

Q

)
of (8.11), and

one has, at the formal level, the relation

F (μ)N = μNF (μ). (8.56)

3. For any element f ∈ B one has

α ◦ f(x) = f(α̃ x), ∀x ∈ Ξ̃Q,∞, and ∀α ∈ Gal(Qcycl/Q), (8.57)

where α̃ ∈ Ẑ
∗ ⊂ CQ is the element of the idèle class group associated to

α ∈ Gal(Qcycl/Q) by the class field theory isomorphism.

Proof. (1) By construction, N is a derivation of the algebra of functions. More-
over, (8.54) shows that N(ϕa) = ψa, while N(ψa) = 0. Thus, the derivation
rule shows that B is stable under N .

(2) The derivation generating the one-parameter semigroup F (μ) is given,
up to sign, by the grading operator

Y (f) = λ
d

dλ
f. (8.58)
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By construction, any of the ϕa is of degree one, i.e., Y (ϕa) = ϕa, and ψa is
of degree 0. Thus, again the derivation rule shows that B is stable under Y .

(3) This involves only the functions ψa, since by construction the restric-
tion of ϕa is zero on Ξ̃Q,∞. The result then follows from the main result of [5]
in the reformulation given in [12] (see also [13, Chapter 3]). In fact, all these
functions take values in the cyclotomic field Q

cycl ⊂ C, and they intertwine
the action of the discontinuous piece Ẑ

∗ of CQ with the action of the Galois
group of Q

cycl. ��
This is in agreement with viewing the algebra B as the algebra of coordi-

nates on Ξ̃Q. Indeed, in the case of a global field K of positive characteristic,
the action of the Frobenius on the points of C(F̄q) (which have coordinates in
F̄q) corresponds to the Frobenius map

Fr : u �→ uq, ∀u ∈ K, (8.59)

of the function field K of the curve C. The Frobenius endomorphism u �→ uq of
K is the operation that replaces a function f : C(F̄q) → F̄q by its q-th power,
i.e., the composition Fr◦f with the Frobenius automorphism Fr ∈ Gal(F̄q/Fq).
For f ∈ K, one has

Fr ◦ f = f q = f ◦ Fr, (8.60)

where on the right-hand side Fr is the map that raises every coordinate to the
power q. This corresponds to the intertwining with the Galois action discussed
above.

Notice, moreover, that as we have seen in Proposition 8.6, only the semi-
group C+

Q
acts on the reduced system S

(
G(1)

Q

)
, and it acts by endomorphisms.

It nevertheless acts in a bijective manner on the points of ΞQ. This is similar
to what happens with the Frobenius endomorphism (8.59), which is only an
endomorphism of the field of functions K̄, while it acts bijectively (as a Galois
automorphism of the coordinates) on the points of C(F̄q).

Further notice that there is a striking formal analogy between the operators
F and N of Proposition 8.22 satisfying the relation (8.56) and the Frobenius
and local monodromy operators introduced in the context of the “special fiber
at arithmetic infinity” in Arakelov geometry (see [18], [19]). In particular, one
should compare (8.56) with [19, §2.5] which discusses a notion of the Weil–
Deligne group at arithmetic infinity.

9 Functoriality of the adèles class space

We investigate in this section the functoriality of the adèles class space XK

and of its classical subspace ΞK ⊂ XK, for Galois extensions of the global
field K.

This issue is related to the question of functoriality. Namely, given a finite
algebraic extension L of the global field K, we want to relate the adèles class
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spaces of both fields. Assume that the extension is a Galois extension. In
general, we do not expect the relation between the adèles class spaces to be
canonical, in the sense that it will involve a symmetry-breaking choice on the
Galois group G = Gal(L/K) of the extension. More precisely, the norm map

n(a) =
∏
σ∈G

σ(a) ∈ AK, ∀a ∈ AL, (9.1)

appears to be the obvious candidate that relates the two adèles class spaces.
In fact, since n(L) ⊂ K, the map (9.1) passes to the quotient and gives a
natural map from XL = AL/L

∗ to XK = AK/K
∗ that looks like the covering

required by functoriality. However, the problem is that the norm map fails to
be surjective in general, hence it certainly does not qualify as a covering map.
In fact, this problem already occurs at the level of the idèle class group CK;
namely, the norm map fails to be a surjection from CL to CK.

The correct object to consider is the Weil group WL,K. This is an extension
of CL by the Galois group G = Gal(L/K), which is not a semidirect product.
The corresponding nontrivial 2-cocycle is called the “fundamental class”. One
has a natural morphism t, called the transfer, from WL,K to CK. The transfer
satisfies the following two properties:

• The morphism t restricts to the norm map from CL to CK.
• The morphism t is surjective on CK.

Thus, the correct way to understand the relation between the adèles class
spaces XL and XK is by extending the construction of the Weil group and of
the transfer map.

One obtains in this way n copies of the adèles class space XL of L and a
map to XK that is now a covering from G×ΞL → ΞK. This space has a natural
action of the Weil group. We explain this in more detail in what follows.

9.1 The norm map

We begin by recalling the well-known properties of the norm map that are
relevant to our setup. Thus, we let L ⊃ K be a finite Galois extension of K of
degree n, with G = Gal(L/K) the Galois group.

Since the adèles depend naturally on the field, one has a canonical action
of G on AL. If v ∈ ΣK is a place of K, there are mv places of L over v and
they are permuted transitively by the action of G. Let Gw be the isotropy
subgroup of w. Then Gw is the Galois group Gw = Gal(Lw/Kv).

One has a canonical embedding of AK as the fixed points of the action of
G on AL by

AK = A
G
L
, (av) �→ (aπ(w)), with π : ΣL → ΣK. (9.2)

The norm map n : AL → AK is then defined as in (9.1). By [44, IV 1,
Corollary 3], it is given explicitly by
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n(x) = z , zv =
∏
w|v

nLw/Kv
(xw) , ∀x ∈ AL . (9.3)

Here the notation w|v means that w is a place of L over the place v ∈ ΣK.
Also nLw/Kv

is the norm map of the extension Lw/Kv. When restricted to
principal adèles of L it gives the norm map from L to K. When restricted to
the subgroup L

∗
w = (. . . , 1, . . . , y, . . . , 1, . . .) ⊂ A

∗
L
, it gives the norm map of

the extension Lw/Kv. For nontrivial extensions this map is never surjective,
but its restriction n : O(Lw)∗ → O(Kv)∗ is surjective when the extension is
unramified, which is the case for almost all places v ∈ ΣK (cf. [44, Theorem 1
p.153]). In such cases, the module of the subgroup n (L∗w) ⊂ K

∗
v is a subgroup

of index the order of the extension Kv ⊂ Lw. The restriction of the norm map
to the idelè group A

∗
L

is very far from being surjective to A
∗
K
, and its range is

a subgroup of infinite index. The situation is much better with the idèle class
groups, since (cf. [44, Corollary p. 153]) the norm map is an open mapping
n : CL → CK whose range is a subgroup of finite index.

9.2 The Weil group and the transfer map

The Weil group WL,K associated to the Galois extension K ⊂ L is an extension

1 → CL →WL,K → G→ 1 (9.4)

of CL by the Galois group G. One chooses a section s from G and lets a ∈
Z2(G,CL) be the corresponding 2-cocycle, so that

aα,β = s−1
αβ sα sβ , ∀α, β ∈ G. (9.5)

The algebraic rules in WL,K are then given by

sα sβ = sαβ aα,β , ∀α, β ∈ G, (9.6)

and
sα x s−1

α = α(x), ∀α ∈ G, ∀x ∈ CL. (9.7)

The transfer homomorphism

t : WL,K → CK (9.8)

is then given by

t(x) = n(x), ∀x ∈ CL and t(sα) =
∏
β

aα,β , ∀α ∈ G. (9.9)

Its main properties are the following (see [40]).

• t is a surjective group morphism WL,K → CK.
• Let W ab

L,K be the abelian quotient of WL,K by the closure of its commutator
subgroup W c

L,K. Then t induces an isomorphism of W ab
L,K with CK.



Weil’s Proof and Adèles Classes 395

9.3 The covering

We finally describe the resulting functoriality of the adèles class spaces in
terms of a covering map obtained by extending the Weil group and transfer
map described above. Let, as above, L ⊃ K be a finite Galois extension of K.

Lemma 9.1. The transfer map extends to a map

τ : G×XL → XK (9.10)

of the adèle class spaces.

Proof. We endow G × XL with a two-sided action of G compatible with τ .
By construction the norm map n of (9.1) is well defined on AL. Since it is
multiplicative and we have n(L∗) ⊂ K

∗, it induces a map of quotient spaces
n : XL → XK. By construction CL acts on XL, and the actions by left and
right multiplication coincide, so we use both notations. We define the map τ as

τ : G×XL → XK, τ(α, x) = t(sα)n(x), ∀x ∈ XL, ∀α ∈ G. (9.11)

This makes sense, since t(sα) ∈ CK and CK acts on XK. By construction, the
restriction of τ to G× CL is the transfer map. ��

One identifies G × CL with WL,K by the map that to (α, g) ∈ G × CL

associates the element sα g of WL,K.
In the following we use the notation

xg = g−1(x). (9.12)

We have the following result.

Lemma 9.2. Let L ⊃ K be a finite Galois extension of K.

1. The expressions

sαg(β, x) = (αβ, aα,βg
βx) and (α, x)sβg = (αβ, aα,βx

βg) (9.13)

define a left and a right action of WL,K on G×XL.
2. The map τ of (9.11) satisfies the equivariance property

τ(gxk) = t(g)τ(x)t(k), ∀x ∈ G×XL, and ∀g, k ∈WL,K. (9.14)

Proof. (1) We defined the rules (9.6) as the natural extension of the multipli-
cation in WL,K using

sαgsβh = sαsβg
βh = sαβaα,βg

βh. (9.15)

Thus, the proof of associativity in the group WL,K extends, and it implies that
(9.13) defines a left and a right action of WL,K and that these two actions
commute.

(2) The proof that the transfer map t is a group homomorphism extends
to give the required equality, since the norm map is a bimodule morphism
when extended to XL. ��
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At the level of the classical points, we can then describe the covering map
in the following way.

Proposition 9.3. Let L and K be as above.

1. The restriction of τ to G×ΞL ⊂ G×XL defines a surjection

τ : G×ΞL → ΞK. (9.16)

2. The map τ induces a surjection

τ : G× (ΞL/CL,1)→ ΞK/CK,1. (9.17)

Proof. (1) By construction, ΞL = ∪w∈ΣL
CLa

(w), where a(w) ∈ XL is the class,
modulo the action of L

∗, of the adèle with all entries equal to 1 except for a
zero at w as in (8.7). Let π denote the natural surjection from ΣL to ΣK. One
has

τ(1, a(w)) = a(π(w)), ∀w ∈ ΣL. (9.18)

In fact, one has τ(1, a(w)) = n(a(w)). Moreover, by (9.3), the adèle a = n(a(w))
has components az = 1 for all z �= π(w) and aπ(w) = 0. Thus a = a(π(w)). The
equivariance of the map τ as in Lemma 9.2 together with the surjectivity of
the transfer map from WL,K to CK then shows that we have

τ(WL,K(1, a(w))) = CK a(π(w)), ∀w ∈ ΣL.

For sαg ∈WL,K, one has

sαg(1, a(w)) = (α, ga(w)),

since aα,1 = 1. Thus, WL,K(1, a(w)) = G× CLa
(w) and one gets

τ(G × CLa
(w)) = CKa(π(w)), ∀w ∈ ΣL.

Since the map π is surjective we get the conclusion.
(2) The transfer map satisfies t(CL,1) ⊂ CK,1. When restricted to the

subgroup CL the transfer coincides with the norm map n and in particular,
if |g| = 1 one has |n(g)| = 1. Thus one obtains a surjection of the quotient
spaces

τ : (G×ΞL)/CL,1 → ΞK/CK,1.

Moreover, the right action of the subgroup CL,1 ⊂WL,K is given by

(α, x)g = (α, xg).

This means that we can identify

(G×ΞL)/CL,1 ∼ G× (ΞL/CL,1).

��
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9.4 The function field case

Let K = Fq(C) be a global field of positive characteristic, identified with the
field of rational functions on a nonsingular curve C over Fq. We consider the
extensions

L = K⊗Fq Fqn . (9.19)

The Galois group G is the cyclic group of order n with generator σ ∈ Gal(L/K)
given by σ = id⊗Fr, where Fr ∈ Gal (Fqn/Fq) is the Frobenius automorphism.
Given a point x ∈ C(F̄q) we let n be the order of its orbit under the Frobenius.
One then has x ∈ C (Fqn), and evaluation at x gives a well-defined place
w(x) ∈ ΣL. The projection π(w(x)) ∈ ΣK is a well-defined place of K that is
invariant under x �→ Fr(x).

In the isomorphism of Z-spaces

ϑL : C(F̄q)→ ΞL/CL,1

described in Section 8.3, we have no ambiguity for places corresponding to
points x ∈ C (Fqn). To such a point we assign simply

ϑL(x) = a(w(x)) ∈ ΞL/CL,1.

We now describe what happens with these points of ΞL/CL,1 under the
covering map τ . We first need to see explicitly why the surjectivity occurs
only after crossing by G.

Proposition 9.4. Let K and L = K⊗Fq Fqn be as above.

1. The image n(CL) ⊂ CK is the kernel of the morphism from CK to G =
Z/nZ given by

g �→ ρ(g) = logq |g| mod n.

2. One has ρ(t(sσ)) = 1 mod n, where σ ∈ Gal(L/K) is the Frobenius gen-
erator.

Proof. Since L is an abelian extension of K, one has the inclusions

K ⊂ L ⊂ K
ab ⊂ L

ab, (9.20)

where K
ab is the maximal abelian extension of K. Using the class field theory

isomorphisms

CK ∼W (Kab/K) and CL ∼W (Lab/L),

one can translate the proposition in terms of Galois groups. The result then
follows using [40, p. 502]. ��
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10 Vanishing cycles: an analogy

We begin by considering some simple examples that illustrate some aspects of
the geometry of the adèles class space, by restricting to the semilocal case of
a finite number of places. This will also illustrate more explicitly the idea of
considering the adèles class space as a noncommutative compactification of
the idelè class group.

We draw an analogy between the complement of the idèle classes in the
adèle classes and the singular fiber of a degeneration. This analogy should
be taken with a big grain of salt, since this complement is a highly singular
space and it really makes sense only as a noncommutative space in the motivic
sense described in Sections 4 and 5 above.

10.1 Two real places

We first consider the example of the real quadratic field K = Q(
√

2) and we
restrict to its two real places v1 and v2. Thus, we replace the adèles AK simply
by the product Kv1 × Kv2 over the real places, which is just the product of
two copies of R. The idèles A

∗
K

are correspondingly replaced by K
∗
v1
× K

∗
v2

,
and the inclusion of idèles in adèles is simply given by the inclusion

(R∗)2 ⊂ R
2. (10.1)

The role of the action of the group K
∗ by multiplication is now replaced

by the action by multiplication of the group U of units of K = Q(
√

2). This
group is

U = Z/2Z× Z,

where the Z/2Z comes from±1 and the Z is generated by the unit u = 3−2
√

2.
Its action on R

2 is given by the transformation

S(x, y) = (ux, u−1y). (10.2)

Thus, in this case of two real places, the semilocal version of the adèles class
space is the quotient

Xv1,v2 := R
2/U (10.3)

of R
2 by the symmetry (x, y) �→ (−x,−y) and the transformation S.

Both of these transformations preserve the function

f̃ : R
2 → R, f̃(x, y) = xy, (10.4)

which descends to a function

f : Xv1,v2 → R. (10.5)
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Moreover, one has

(x, y) ∈ (R∗)2 ⊂ R
2 ⇔ f(x, y) �= 0,

and the fiber of f over any nonzero ε ∈ R is easily identified with a one-
dimensional torus

f−1(ε) ∼ R
∗
+/uZ, ∀ε �= 0, (10.6)

where one can use the map (x, y) �→ |x| to obtain the required isomorphism.
The fiber f−1(0) of f over the point ε = 0, on the other hand, is no longer

a one-dimensional torus and it is singular. It is the union of three pieces

f−1(0) = T1 ∪ T2 ∪ {0} (10.7)

corresponding respectively to

• T1 is the locus x = 0, y �= 0, which is a torus T1 ∼ R
∗
+/uZ under the

identification given by the map (x, y) �→ |y|.
• T2 is the locus x �= 0, y = 0, which is also identified with a torus T2 ∼

R
∗
+/uZ under the analogous map (x, y) �→ |x|.

• The last piece is the single point x = 0, y = 0.

One can see that at the naive level, the quotient topology on the singular
fiber (10.7) looks as follows. For any point x ∈ Tj its closure is x̄ = {x}∪ {0}.
Moreover, the point 0 is closed, and the induced topology on its complement
is the same as the disjoint union of two one-dimensional tori Tj . In fact,
one can be more precise and see what happens by analyzing the C∗-algebras
involved. The C∗-algebra A associated to the singular fiber is by construction
the crossed product

A = C0(f̃−1(0)) � U (10.8)

with f̃ as in (10.4). One lets

Aj = C0(Vj) � U, (10.9)

where we use the restriction of the action of U to the subsets

Vj = {(x1, x2) |xj = 0} ∼ R.

Evaluation at 0 ∈ R gives a homomorphism

εj : Aj → C∗(U) .

Lemma 10.1. One has an exact sequence of the form

0 → C(Tj)⊗K → Aj
εj→ C∗(U) → 0,

where K is the algebra of compact operators.
The C∗-algebra A is the fibered product of the Aj over C∗(U) using the

morphisms εj.
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Proof. The first statement follows using the fact that the action of U on R
∗ is

free. Notice that Aj is not unital, so that it is not the unital algebra obtained
from C(Tj)⊗K by adjoining a unit.

Since the decomposition of f̃−1(0) as the union of the Vj over their common
point 0 is U -equivariant, one gets the second statement. ��

After collapsing the spectrum of C∗(U) to a point, the topology of the
spectrum of Aj is the topology of Tj ∪ {0} described above. The topology of
the spectrum of A is the topology of f−1(0) of (10.7) described above.

10.2 A real and a non-Archimedean place

We now consider another example, namely the case of K = Q with two places
v1, v2, where v1 = p is a non-Archimedean place associated to a prime p and
v2 = ∞ is the real place. Again, we replace adèles by the product Kv1 ×Kv2

over the two places, which in this case is just the product

Kv1 ×Kv2 = Qp × R. (10.10)

The idèles are correspondingly replaced by K
∗
v1
× K

∗
v2

= Q
∗
p × R

∗ and the
inclusion is given by

Q
∗
p × R

∗ ⊂ Qp × R. (10.11)

The role of the action of the group K
∗ by multiplication is now replaced

by the action by multiplication by the group U of elements of K
∗ = Q

∗ that
are units outside the above two places. This group is

U = Z/2Z× Z, (10.12)

where the Z/2Z comes from ±1 and the cyclic group is pZ generated by p ∈
K
∗ = Q

∗.
The action of U of (10.12) on R×Qp is given by the transformation

S(x, y) = (px, py). (10.13)

By comparison with the previous case of K = Q(
√

2), notice how in that
case (cf. (10.2)) the pair (u, u−1) was just the image of the element 3 − 2

√
2

under the diagonal embedding of K in Kv1 ×Kv2 .
In the present case, the role of the adèles class space XK = AK/K

∗ is then
played by its semilocal version

Xp,∞ = (Qp × R)/U, (10.14)

the quotient of Qp × R by the symmetry (x, y) �→ p(−x,−y) and the trans-
formation S. Both of these transformations preserve the function

f̃ : Qp × R → R+, f̃(x, y) = |x|p |y| ∈ R+, (10.15)
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which descends to a function

f : Xp,∞ → R+. (10.16)

Moreover, one has

(x, y) ∈ Q
∗
p × R

∗ ⊂ Qp × R ⇔ f(x, y) �= 0,

and the fiber of f over any nonzero ε ∈ R+ is easily identified with Z
∗
p:

f−1(ε) ∼ Z
∗
p, ∀ε �= 0.

In fact, one can use the fundamental domain

Z
∗
p × R

∗
+

for the action of U on Q
∗
p × R

∗ to obtain the required isomorphism.
The fiber f−1(0) of f over the point ε = 0 is no longer Z

∗
p, and once again

it is singular. It is again described as the union of three pieces,

f−1(0) = Tp ∪ T∞ ∪ {0}, (10.17)

which have, respectively, the following description:

• Tp is the locus x = 0, y �= 0, which is identified with a torus Tp ∼ R
∗
+/pZ,

using the map (x, y) �→ |y|.
• T∞ is the locus x �= 0, y = 0, which gives the compact space T∞ ∼ Z

∗
p/±1

obtained as the quotient of Q
∗
p by the action of U .

• The remaining piece is the point x = 0, y = 0.

The description of the topology of f−1(0) is similar to what happens in the
case of Q(

√
2) analyzed above.

What is not obvious in this case is how the totally disconnected fiber
f−1(ε) ∼ Z

∗
p can tie in with the torus Tp ∼ R

∗
+/pZ when ε→ 0.

To see what happens, we use the map

Xp,∞ ( (x, y) �→ g(x, y) = class of |y| ∈ R
∗
+/pZ. (10.18)

This is well defined on the open set y �= 0. It is continuous and passes to
the quotient. Thus, when a sequence (xn, yn) ∈ Xp,∞ converges to a point
(0, y) ∈ Tp, y �= 0, one has g(0, y) = limn g(xn, yn).

The point then is simply that we have the relation

g(x, y) = f(x, y) ∈ R
∗
+/pZ. (10.19)

In other words, g(xn, yn) = εn with (xn, yn) in the fiber f−1(εn), and the point
of the singular fiber Tp toward which (xn, yn) ∈ Xp,∞ converges depends only
on the value of εn in R

∗
+/pZ.
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Fig. 5. The limit cycle of a foliation.

This phenomenon is reminiscent of the behavior of holonomy in the context
of foliations, using a logarithmic scale R

∗
+/pZ ∼ R/(Z log p). It corresponds

to what happens in the limit cycle of the foliation associated to a flow as
depicted in Figure 5.

As we argued in [11] (see also Sections 3.2 and 7.1 here above), the role
of the Frobenius in characteristic zero is played by the one-parameter group
Fr(t) with t ∈ R, which corresponds to the action of R on the adèle class space
XQ = AQ/Q

∗ given in the above logarithmic scale, namely

Fr(t)(a) = et a, ∀a ∈ XQ. (10.20)

Its orbit over p ∈ ΣQ is of length log p, and it corresponds, in the simplified
picture of Xp,∞, to the component Tp of the singular fiber f−1(0).

10.3 Singularities of maps

The simple examples described above illustrate how one can use the function
f(x) = |x| in general, and see the place where it vanishes as the complement
of CK in the adèles class space XK. This provides a way of thinking of the
inclusion of CK in XK in terms of the notions of “singular fiber” and “generic
fiber” as seen in the examples above. The generic fiber appears to be typically
identified with CK,1, with the union of the generic fibers giving CK as it should.
This suggests the possibility of adapting to our noncommutative geometry
context some aspects of the well-developed theory of nearby and vanishing
cycles. A brief dictionary summarizing this analogy is given here below.



Weil’s Proof and Adèles Classes 403

Total space Adelè class space XK = AK/K
∗

The map f f(x) = |x|

Singular fiber XK 	 CK = f−1(0)

Union of generic fibers CK = f−1({0}c)
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Summary. We present the results of our search for elliptic curves over Q with
exceptionally large analytic orders of the Tate-Shafarevich group. We exibit 134
examples of rank zero curves with |X(E)| > 18322 which was the largest known
value for any explicit curve. Our record is a curve with |X(E)| = 63, 4082.

We also present examples of curves of rank zero with the value of L(E, 1) much
smaller, or much bigger, than in any previously known example. Finally, we present
an example of a pair of non-isogeneous curves whose values of L(E, 1) coincide in
the first 11 digits after the point!
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Introduction

The L-series L(E, s) =
∑∞

n=1 ann
−s of an elliptic curve E over Q converges for

Re s > 3/2. The Modularity Conjecture, settled by Wiles–Taylor–Diamond–
Breuil–Conrad [BCDT], implies that L(E, s) analytically continues to an en-
tire function and its leading term at s = 1 is described by the following
long-standing conjecture.

Conjecture 1 (Birch and Swinnerton-Dyer). The L-function L(E, s) has
a zero of order r = rank E(Q) at s = 1, and

lim
s→1

L(E, s)
(s− 1)r

=
c∞(E)cfin(E)R(E)|X(E)|

|E(Q)tors|2 .

3Partially supported by NSF Grants DMS-9707965 and DMS-0503401
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Here E(Q)tors denotes the torsion subgroup of the group E(Q) of rational
points of E, the fudge factor cfin is the Tamagawa number of E, and R(E) is
the regulator calculated with respect to the Néron–Tate height pairing. If ω
is the real period of E, then c∞ = ω or 2ω, according to whether the group
of real points E(R) is connected or not.

Finally, X(E) denotes the Tate–Shafarevich group of E. The latter is
formed by isomorphism classes of pairs (T, φ), where T is a smooth projective
curve over Q of genus one that possesses a Qp-rational point for every prime
p (including p = ∞), and φ : E → Jac(T ) is an isomorphism defined over Q.
The Tate–Shafarevich group is very difficult to determine. It is known that
the subgroup

X(E)[n] := {a ∈ X(E) | na = 0}
is finite for any n > 1, and it is conjectured that X(E) is always finite. In
theory, the standard 2-descent method calculates the dimension of the F2-
vector space X(E)[2] (see [Cr1], [S]). It is not clear in general how to exhibit
the curves of genus 1 that represent elements of X(E) of order > 2 (see,
however, [CFNS2]).

It has been known for a long time that the order of X(E), provided the
latter is always finite, can take arbitrarily large values. Cassels [C] was the
first to show this by proving that |X(E)[3]| can be arbitrarily large for a
special family of elliptic curves with j-invariant zero. Only in 1987 was it
finally established that there are any elliptic curves over Q for which the
Tate–Shafarevich group is finite (Rubin [Ru], Kolyvagin [K], Kato). Ten years
later Rohrlich [Ro], by combining results of [HL] and [K], proved that given a
modular elliptic curve E over Q (hence any curve—according to [BCDT]), and
a positive integer n, there exists a quadratic twist Ed of E such that X(Ed)
is finite and |X(Ed)[2]| ≥ n. This finally proved that X(E) can indeed be a
group of arbitrarily large finite order.

Assuming the Birch and Swinnerton-Dyer Conjecture, Mai and Murty
[MM2] showed that for the family of quadratic twists of any elliptic curve
E, one has

lim
d

N(Ed)
1
4−ε

|X(Ed)| = 0.

Goldfeld and Szpiro [GS], and Mai and Murty [M2] (as reported by
Rajan [R]), in the early 1990s proposed the following general conjecture:

Conjecture 2 (Goldfeld–Szpiro–Mai–Murty). For any ε > 0 we have4

|X(E)| ! N(E)1/2+ε. (1)
4In this article we adhere to the following notational convention. Let A(E) and

B(E) be some quantities dependent on a curve E belonging to a specified class C

of elliptic curves defined over Q. We say that A(E)� B(E) if for any K > 0, there
exists N0 such that A(E) < KB(E) for all curves in C with conductor N(E) > N0.
This is meaningful only if C contains infinitely many nonisomorphic curves. If either
A(E) or B(E) depends on some parameter ε, then the choice of N0 is allowed to
depend on ε.
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Estimate (1) holds for the family of rank zero quadratic twists of any particular
elliptic curve, provided the Birch and Swinnerton-Dyer Conjecture holds for
every member of that family.

The Birch and Swinnerton-Dyer Conjecture combined with the following
consequence of the Generalized Lindelöf Hypothesis (see [GHP], p. 154),

lim
d→∞

L(rd)(Ed, 1)
N(Ed)ε

= 0 (d square-zero),

where rd denotes the rank of the group Ed(Q), and the following conjecture
of Lang (see [L]),

R(E) % N(E)−ε,

easily imply that
|X(Ed)| ! N(Ed)1/4+ε.

The following unconditional bounds,

|X(E)| !

⎧⎪⎨
⎪⎩

N(E)79/120+ε if j(E) = 0,
N(E)37/60+ε if j(E) = 1728,
N(E)59/120+ε otherwise,

where j(E) denotes the j-invariant of E, are known for curves of rank zero
with complex multiplication [GL].

In general, for elliptic curves satisfying the Birch and Swinnerton-Dyer
Conjecture, Goldfeld and Szpiro [GS] have shown that the Goldfeld–Szpiro–
Mai–Murty Conjecture is equivalent to the Szpiro Conjecture:

|Δ(E)| ! N(E)6+ε, (2)

where Δ(E) denotes the discriminant of the minimal model of E. Masser
proves in [Ma] that 6 in the exponent of (2) cannot be improved; in [We] de
Weger conjectures that the exponent in (1) is also, in a certain sense, the best
possible.

Conjecture 3 (de Weger). For any ε > 0 and any C > 0, there exists an
elliptic curve over Q with

|X(E)| > CN(E)1/2−ε.

He shows [We] that Conjecture 3 is a consequence of the following three
conjectures: the Birch and Swinnerton-Dyer Conjecture for curves of rank
zero, the Szpiro Conjecture, and the Riemann Hypothesis for Rankin–Selberg
zeta functions associated to certain modular forms of weight 3

2 .
On the other hand, de Weger demonstrates that the following variant of

Conjecture 3 which involves the minimal discriminant instead of the conduc-
tor, is a consequence of just the Birch and Swinnerton-Dyer Conjecture for
elliptic curves with L(E, 1) �= 0.
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Conjecture 4 (de Weger). For any ε > 0 and any C > 0, there exists an
elliptic curve over Q with

|X(E)| > C|Δ(E)|1/12−ε.

For the purpose of the present article, the quantity

GS(E) :=
|X(E)|√

N(E)
(3)

will be referred to as the Goldfeld–Szpiro ratio of E. Eleven examples of elliptic
curves with GS(E) ≥ 1 are given in [We], the largest value being 6.893 . . . .
Another forty-seven examples with GS(E) ≥ 1 are produced by Nitaj [Ni],
his largest value of GS (E) being 42.265. Note that curves of small conductor
with GS(E) > 1 were already known from Cremona’s tables [Cr2]. In all these
examples, GS(E) is calculated using the formula for |X(E)| that is predicted
by the Birch and Swinnerton-Dyer Conjecture; see (4) below.

Let us say a few words about the order of the Tate–Shafarevich group
for those curves when it is known. The results by Stein and his collaborators
[GJPST, Thm. 4.4] imply that |X(E)| = 72 for the curves denoted by 546f2
and 858k2, respectively, in Cremona’s tables [Cr2]. No other curve of rank zero
and conductor less than 1000 has larger |X(E)| if the Birch and Swinnerton-
Dyer Conjecture holds for such curves. Gonzalez-Avilés demonstrated [GA,
Thm. B], that formula (4) for the order of the Tate–Shafarevich group holds
for all the quadratic twists

Ed : y2 = x3 + 21dx2 + 112d2x

with L(Ed, 1) �= 0. The largest value of |X(Ed)| for such curves, when d ≤
2000, is |X(E1783)| = 82 (cf. [Le, Table I]).

Assuming the validity of the Birch and Swinnerton-Dyer Conjecture, one
can compute |X(E)| for an elliptic curve of rank zero E by evaluating L(E, 1)
with sufficient accuracy. (In practice, this is possible only for curves with
not too big conductors.) We shall be referring to this number as the analytic
order of the Tate–Shafarevich group of E. In what follows, |X(E)| will denote
exclusively the analytic order of X(E).

It is rather surprising how small the analytic order is in all known examples:
de Weger [We] produced one with |X(E)| = 2242, Rose [Rs] produced another
one with |X(E)| = 6352; and finally, Nitaj [Ni] found a curve with

|X(E)| = 18322,

and that seems to be the largest known value prior to the year 2002.
For the family of cubic twists considered by Zagier and Kramarz [ZK],

E′d : x3 + y3 = d (d cubic-free),
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the value of |X(E′d)| does not exceed 212 for d ≤ 70000. In this case, the Birch
and Swinnerton-Dyer, the Lang, and the Generalized Lindelöf Conjectures
imply that

|X(E′d)| ! N(E′d)
1/3+ε.

For quadratic twists of a given curve one can calculate the analytic order of
the Tate–Shafarevich group using a well-known theorem of Waldspurger [W]
in conjunction with purely combinatorial methods. The details for some curves
with complex multiplication can be found in [Fr1],[Fr2],[Le],[N],[T]. Here we
shall consider only one example, the family

Ed : y2 = x3 − d2x (d ≥ 1 an odd square-free integer)

of so-called congruent-number elliptic curves. Define the sequence a(d) by

∞∑
n=1

a(n)qn := η(8z)η(16z)Θ(2z),

where

η(z) = q1/24
∞∏

n=1

(1 − qn), Θ(z) =
∞∑

n=−∞
qn

2
(q = e2πiz).

When the curve Ed is of rank zero, then, assuming as usual the Birch and
Swinnerton-Dyer conjecture, we have (see [T])

|X(Ed)| =
(

a(d)
τ(d)

)2

, (4)

where τ(d) denotes the number of divisors of d. (Coefficients a(d) can also be
calculated using a formula of Ono [O].) Conjecturally, one expects that

|X(Ed)| ! N(Ed)1/4+ε;

hence the sequence of curves Ed (and, more generally, the family of quadratic
twists of any curve) is not a likely candidate to produce curves with large
Goldfeld–Szpiro ratio.

The primary aim of this article is to present the results of our search for
curves with exceptionally large analytic orders of the Tate–Shafarevich group.
We exhibit 134 examples of curves of rank zero with |X(E)| > 18322, which
was the largest previously known value for any explicit curve. For our record
curve we have

|X(E)| = 63, 4082.

For the reasons explained in the last section, we focused on the family

E(n, p) : y2 = x(x + p)(x + p− 4 · 32n+1)
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and three families of isogeneous curves, for n and p integers within the bounds
3 ≤ n ≤ 19 and 0 < |p| < 1000. Compared to the previously published results,
in our work we faced dealing with curves of very large conductor. A large
conductor translates into a very slow convergence rate of the approximation
to L(E, 1). The main difficulty was to design a successful search strategy for
curves with an exceptionally large Goldfeld–Szpiro ratio, (3), which is usually
accompanied by a large value of the analytic order of the Tate–Shafarevich
group.

Our explorations brought out also a number of unexpected discoveries:
curves of rank zero with the value of L(E, 1) much smaller, or much bigger,
than in any previously known example (see Tables 6 and 5 below). A partic-
ularly notable case involves a pair of nonisogeneous curves whose values of
L(E, 1) coincide in their first 11 digits after the decimal!

Details of the computations, tables, and related comments are contained
in Sections 1–3. Further remarks on Conjecture 3 are the subject of Section 4.

The actual calculations were carried out by the second author in summer
and early fall 2002 on a variety of computers, almost all of them located in
the Department of Mathematics at Berkeley. Supplemental computations were
conducted also in 2003 and the Summer 2004.

The results were reported by M.W. at the conference Geometric Methods
in Algebra and Number Theory, which took place in December 2003 in Mi-
ami, and by A.D. at the Number Theory Seminar at the Max-Planck-Institut
in October 2006; A.D. would like to thank the Department of Mathemat-
ics at Berkeley and the Max-Planck-Institut in Bonn for their support and
hospitality during his visits in 2006 when the revised version of this article
was prepared; M.W. would like to thank the Institute of Mathematics at the
University of Szczecin for its hospitality during his visits there in summer
2002, when the project started, and in summer 2003. The second author was
partially supported by NSF grants DMS–9707965 and DMS–0503401.

1 Examples of elliptic curves with large |X(E)|

Consider the family

E(n, p) : y2 = x(x + p)(x + p− 4 · 32n+1),

with (n, p) ∈ N × Z and p �= 0, 4 · 32n+1. Any member of this family is
isogeneous over Q to three other curves Ei(n, p) (i = 2, 3, 4):

E2(n, p) : y2 = x3 + 4(2 · 32n+1 − p)x2 + 16 · 34n+2x,

E3(n, p) : y2 = x3 + 2(4 · 32n+1 + p)x2 + (4 · 32n+1 − p)2x,

and

E4(n, p) : y2 = x3 + 2(p− 8 · 32n+1)x2 + p2x.
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The L-series and ranks of isogeneous curves coincide, while the orders of
E(Q)tors and X(E), the real period, ω, and the Tamagawa number cfin may
differ. The curves being 2-isogeneous, the analytic orders of X(Ei) may differ
from |X(E(n, p)| only by a power of 2.

All the examples we found where at least one of the four analytic orders
of X(E(n, p) and X(Ei(n, p)) (i = 2, 3, 4) is greater than or equal to 10002

are listed in Table 1. Notation used: |X| = |X(E)| and |Xi| = |X(Ei)|.
For a curve E of rank zero, we compute the analytic order of X(E), i.e.,

the quantity

|X(E)| = L(E, 1) · |E(Q)tors|2
c∞(E)cfin(E)

,

using the following approximation to L(E, 1), cf. [Co]:

Sm = 2
m∑
l=1

al

l
e
− 2πl√

N ,

which, for

m ≥
√

N

2π

(
2 log 2 + k log 10− log(1− e−2π/

√
N )
)
,

differs from L(E, 1) by less than 10−k.
It seems that the currently available techniques of n-descent for n = 3, 4,

and 5 (cf. [CFNS2],[MSS],[Be],[F]) can be utilized to see that 602 divides the
actual order of X(E) for E = E3(15, 12). On the other hand, the results of
Kolyvagin and Kato could be used to prove that the actual order of X(E)
divides |X(E)|. This would establish the validity of the exact form of the Birch
and Swinnerton-Dyer Conjecture in this case. The Birch and Swinnerton-Dyer
Conjecture is invariant under isogeny, hence this would establish the validity
of this conjecture for each of its three isogeneous relatives. In particular, this
would show that X(E4(15, 12)) is indeed a group of order 38402.

Table 1. Examples of elliptic curves E(n, p) (n ≤ 19; 0 < |p| ≤ 1000) with
max(|X|, |X2|, |X3|, |X4|) ≥ 10002.

(n, p) N(n, p) |X| |X2| |X3| |X4|
(11,−489) 1473152464197864 6802 6802 13602 6802

(11, 163) 1473152461647240 3462 13842 1732 13842

(11, 301) 5440722586421136 5762 11522 5762 2882

(11, 336) 15816054028824 5292 10582 5292 10582

(11, 865) 15635299103673360 6172 12342 6172 6172

(12,−605) 4473683858657640 10312 10312 10312 20622

(12,−257) 20904304573762872 15452 15452 30902 30902

(12,−56) 569377945555104 10492 10492 20982 10492

(12, 22) 143157883450560 4162 16642 4162 16642



414 Andrzej Dąbrowski and Mariusz Wodzicki

(n, p) N(n, p) |X| |X2| |X3| |X4|
(12, 24) 81339706505952 6032 12062 6032 12062

(12, 63) 63264216170568 5542 11082 5542 11082

(12, 262) 42622006206125760 4682 18722 2342 18722

(12, 382) 62143535763983040 6482 25922 3242 25922

(12, 466) 75808606453660608 14352 57402 14352 57402

(12, 694) 112899512607942336 5762 23042 2882 23042

(12, 934) 151942571712321216 5122 20482 2562 20482

(13,−672) 1281100377506040 3892 15562 3892 7782

(13,−160) 915071698203240 10792 10792 21582 10792

(13,−125) 3660286792808760 6392 12782 6392 25562

(13,−69) 16837319246889384 5162 5162 2582 10322

(13,−42) 20497606039673280 5022 20082 2512 20082

(13,−17) 12444975095505720 3482 13922 3482 27842

(13,−5) 3660286792794360 15832 15832 15832 31662

(13,−3) 1464114717117648 23642 23642 11822 23642

(13, 60) 457535849098320 5522 11042 2762 5522

(13, 66) 32210523776515392 6182 24722 3092 24722

(13, 73) 610744996281840 4942 19642 2472 9882

(13, 96) 10765549390536 5882 11762 2942 5882

(13, 136) 264786704158368 2582 10322 2582 10322

(13, 544) 3111243773819208 9292 18582 9292 9292

(13, 708) 21595692076981920 8122 32482 4062 16242

(13, 876) 835002924582096 3402 13602 852 13602

(13, 928) 5307415849389480 4702 18802 4702 9402

(14,−948) 2033174929441680 3122 12482 1562 6242

(14,−800) 8235645283809960 3902 15602 1952 15602

(14,−672) 11529903397328568 23102 46202 23102 23102

(14,−596) 61355557364338608 5982 11962 5982 23922

(14,−281) 15300603799975032 2532 10122 2532 20242

(14,−212) 21824460002049648 5602 5602 5602 11202

(14,−33) 72473678497325160 10022 20042 10022 40082

(14,−12) 3294258113514528 10772 21542 10772 21542

(14,−11) 144947356994638704 18062 36122 9032 36122

(14,−3) 775119556121040 5882 11762 2942 11762

(14, 12) 205891132094640 5642 22562 2822 45122

(14, 96) 1647129056756616 3062 12242 1532 6122

(14, 100) 16471290567565920 11862 23722 5932 23722

(14, 240) 8235645283778760 11842 23682 5922 11842
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(n, p) N(n, p) |X| |X2| |X3| |X4|
(14, 268) 726037150017264 8582 17162 4292 17162

(14, 528) 18118419624294264 3562 14242 3562 7122

(14, 652) 33560254531348080 2682 21442 672 21442

(15,−852) 8222777088032880 5622 11242 2812 11242

(15,−248) 141399694410862368 11852 47402 11852 47402

(15,−240) 74120807554080840 9652 38602 9652 38602

(15,−212) 280600200026160 4982 19922 2492 39842

(15,−116) 107475170953411824 23682 47362 23682 94722

(15,−96) 14824161510815304 14342 28382 7172 28382

(15,−84) 3242785330490832 7752 16502 7752 16502

(15,−80) 74120807554076040 6792 13582 6792 13582

(15,−48) 14824161510815016 30572 30572 30572 30572

(15,−12) 5929664604325920 5762 11522 2882 11522

(15,−6) 237186584173036224 37052 37052 37052 74102

(15,−1) 59296646043258936 1622 6482 812 12962

(15, 1) 118593292086517776 40322 80642 20162 80642

(15, 12) 336912761609424 2402 19202 602 38402

(15, 60) 37060403777035920 22992 45982 22992 22992

(15, 88) 130452621295164960 12322 24642 12322 24642

(15, 172) 2489995878769488 12582 25162 6292 12582

(15, 375) 26953020928749960 11432 45722 11432 45722

(16,−408) 72579094756950240 18632 37262 37262 37262

(16,−96) 133417453597333128 38042 76082 19022 76082

(16,−33) 234814718331305640 37172 74372 37172 148682

(16,−32) 133417453597332744 54632 109262 54632 109262

(16,−8) 106733962877866080 8912 8912 8912 17822

(16, 12) 2084647712458320 7922 31682 3962 63362

(16, 48) 7021971241964856 46082 92162 23042 92162

(16, 92) 61372028654772720 10642 21282 5322 21282

(16, 268) 279342793469411664 29162 116642 14582 116642

(16, 300) 166771816996663440 10182 40722 5092 40722

(16, 472) 186310763603371680 31192 124762 31192 124762

(16, 588) 116740271897662896 5492 21962 5492 10982

(16, 592) 17950711938549720 22212 88842 22212 44422

(16, 624) 102025111574427912 11002 22002 5502 11002

(17,−404) 118434048164038608 32462 64922 16232 129482

(17,−68) 10206435200195943696 82842 331362 41422 331362

(19,−32) 19452264734491086120 317042 634082 317042 634082
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2 Values of the Goldfeld–Szpiro ratio GS(E)

The Goldfeld–Szpiro ratio was defined in (3). The articles of de Weger [We]
and Nitaj [Ni] produce altogether 58 examples of elliptic curves with GS(E)
greater than 1 (the record value being 42.265...). For all of these examples the
conductor does not exceed 1010. The largest values of GS(E) that we observed
for our curves are tabulated in Table 2.

Table 2. Elliptic curves Ei(n, p) (9 ≤ n ≤ 19; 0 < |p| ≤ 1000; 1 ≤ i ≤ 4) with the
largest GS(E). The notation Ei,j(n, p) means that the given values of |X(E)| and
GS(E) are shared by the isogeneous curves Ei(n, p) and Ej(n, p).

E |X(E)| GS(E)

E2(9, 544) 3442 1.20290...

E2,4(16, 48) 92162 1.01357...

E2(10, 204) 5042 0.98366...

E4(15,−212) 39842 0.94753...

E2,4(19,−32) 634082 0.91159...

E4(16, 12) 63362 0.87925...

E4(15, 12) 38402 0.80334...

E2(16, 592) 88822 0.58908...

E2(11, 160) 3222 0.57131...

E4(17,−404) 129842 0.48986...

E4(16,−33) 148682 0.45618...

E2(13, 96) 11762 0.42149...

E2,4(16, 472) 124762 0.36060...

E2,4(17,−68) 331362 0.34368...

E2,4(16,−32) 109262 0.32682...

E2(11, 336) 10582 0.28146...

E4(15,−116) 94722 0.27367...

E2,4(16, 268) 116642 0.25741...

3 Large and small (nonzero) values of L(E, 1)

In this section we produce elliptic curves of rank zero with L(E, 1) either
much smaller or much larger than in all previously known examples (Tables 3
and 4).
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Table 3. Elliptic curves E(n, p) (n ≤ 19; 0 < |p| ≤ 1000) with the largest values of
L(E, 1) known to us.

E L(E, 1)

E(11,−733) 88.203561907255071...
E(13,−160) 71.523635814751843...

E(12, 466) 56.224807584564927...
E(7,−433) 36.275918867296195...
E(10, 687) 30.274774697662334...
E(9, 767) 29.638568367562609...
E(9,−93) 28.032198538875886...
E(11, 336) 22.922225180212583...

Table 4. Elliptic curves E(n, p) (n ≤ 19; 0 < |p| ≤ 1000) with the smallest positive
values of L(E, 1) known to us.

E L(E, 1)

E(12,800) 0.0001706491750110...
E(10,142) 0.0002457348122099...
E(11,168) 0.0003276464160384...
E(14,672) 0.0006067526222261...
E(9,160) 0.0007372044423472...

E(10,-534) 0.0009829392448696...
E(10,408) 0.0009829392504019...

Note that

L(E(10, 408), 1)− L(E(10,−534), 1) = 0.00000000000553237117... .

This is the smallest known difference between the values of L(E, 1) of two el-
liptic curves of rank zero. The analytic orders of the Tate–Shafarevich group
are 22, 42, 12, 42 for the isogeneous curves E(10, 408) and Ei(10, 408), re-
spectively, and 22, 82, 82, 82 for the curves E(10,−534) and Ei(10,−534),
repectively, where i = 2, 3, or 4.

We observed that for a large percentage of rank-zero curves Ei(n, p) with
7 ≤ n ≤ 19 and 0 < |p| ≤ 1000, one has

L(E, 1) ≥ 1
(logN(E))2

. (5)

We verified, in particular, that (5) holds for every single curve E(7, p) of rank
zero when 0 < |p| ≤ 1000. This is consistent with results of Iwaniec and
Sarnak, who proved [IS] that

L(f, 1) ≥ 1
(logN)2

,
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for a large percentage of newforms of weight 2, with the level N of a newform
f playing the role of the conductor of an elliptic curve.

On the other hand, we have

L(E(8,−131), 1) = 0.0002764516... < 0.0012048710... = (logN(8,−131))−2,

L(E(9, 160), 1) = 0.0007372044... < 0.0015186182... = (logN(9, 160))−2,

L(E(10, 142), 1) = 0.0002457384... < 0.0009026601... = (logN(10, 142))−2,

L(E(11, 168), 1) = 0.0003276464... < 0.0009902333... = (logN(11, 168))−2,

L(E(12, 800), 1) = 0.0001706491... < 0.0009613138... = (logN(12, 800))−2.

An estimate much weaker than (5) was proposed by Hindry [H], see Conjecture
6 below.

4 Remarks on Conjecture 3

Below we sketch how to utilize the curves E(n, p) in order to establish the
first of the two conjectures of de Weger (Conjecture 3 above).

According to Chen [Ch], every sufficiently large even integer can be rep-
resented as the sum p + q where p is an odd prime and q is the product of at
most two primes. Apply this, for sufficiently large n, to the number

4 · 32n+1 = p + q. (6)

The factors c∞(E(n, p)) and cfin(E(n, p)) on the right-hand side of the
formula for the analytic order of the Tate–Shafarevich group, (4), are given
by the following lemma.

Lemma. Assume p < q, with q having at most two prime factors. Then we
have

(i) c∞(E(n, p)) = π

3n+1/2·AGM(1,
√

q/(p+q))
,

(ii) cfin(E(n, p)) = 2c2c3cq,

where AGM (a, b) denotes the arithmetic-geometric mean of a and b,

c2 =
{

2 if p ≡ 1 mod 4
4 if p ≡ 3 mod 4 , c3 =

{
2(2n + 1) if p ≡ 2 mod 3

4 if p ≡ 1 mod 3 ,

and

cq =

{
2 if q is a prime
4 if q is a product of two primes

.
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The conductor is given by the formula

(iii) N(E(n, p)) = 2f2 · 3 · p · rad(q),

where rad(q) denotes the product of prime factors, and

f2 =

{
3 if p ≡ 1(mod 4)
4 if p ≡ 3(mod 4) .

This is easily proven using calculations of Nitaj [Ni, Propositions 2.1, 3.1,
and 3.2]. The following then seems to be a plausible conjecture.

Conjecture 5. For any ε > 0 there exists c(ε) > 0 and infinitely many n
admitting a decomposition (6) with

p ≤ c(ε)qε

such that the curve E(n, p) has rank zero.

If we accept Conjecture 5, then

1
c∞(E(n, p))

% N(E(n, p))1/2−ε and
1

cfin(E(n, p))
% N(E(n, p))−ε (7)

on an infinite set of curves E(n, p).
Since |E(Q)tors| ≥ 1 (in fact, |E(Q)tors| can take only twelve values be-

tween 1 and 16, cf. [Mz]) it remains to estimate L(E, 1). The result of Iwaniec
and Sarnak mentioned in Section 3 provides support for the following conjec-
ture recently proposed by Hindry [H, Conjecture 5.4].

Conjecture 6 (Hindry). One has

L(r)(E, 1)% N(E)−ε (r being the rank of E). (8)

Hindry observed that (8) implies that the distance from 1 to the nearest
zero of L(E, s) is % N(E)−ε.

The combination of inequalities (7) and (8), for curves of rank zero, yields
the assertion of Conjecture 3 for the analytic order of the Tate–Shafarevich
group. In order to pass to the actual order, one needs, of course, the equality
of the two, as predicted by the Birch and Swinnerton-Dyer Conjecture.

References

[BCDT] C. Breuil, B. Conrad, F. Diamond and R. Taylor, On the modu-
larity of elliptic curves over Q : wild 3-adic exercises, J. Amer. Math. Soc.
14 (2001), 843–939.

[Be] C.D. Beaver, 5-torsion in the Shafarevich-Tate group of a family of
elliptic curves, J. Number Theory 82 (2000), 25–46.



420 Andrzej Dąbrowski and Mariusz Wodzicki

[C] J.W. S. Cassels, Arithmetic on curves of genus 1. VI. The Tate-
Šafarevič group can be arbitrarily large, J. reine angew. Math. 214/215
(1964), 65–70.

[Ch] J.R. Chen, On the representation of a large even number as the sum
of a prime and the product of at most two primes, Sc. Sinica 16 (1973),
157–176.

[Co] H. Cohen, A course in Computational Algebraic Number Theory. Grad-
uate Texts in Math. 138 Springer-Verlag (1993).

[Cr1] J.E. Cremona, Algorithms for modular elliptic curves. Cambridge Uni-
versity Press 1997.

[Cr2] J.E. Cremona, Elliptic Curve Data (an online resource).
[CFNS2] J.E. Cremona, T.A. Fischer, C. O’Neil, D. Simon, M. Stoll,

Explicit n-descent on elliptic curves. I. Algebra, II. Geometry, preprints
2006.

[F] T. Fisher, Some examples of 5 and 7 descent for elliptic curves over Q,
J. Eur. Math. Soc. 3 (2001), 169–201.

[Fr1] G. Frey, Der Rang der Lösungen von y2 = x3 ± p3 über Q, Manuscr.
math. 48 (1984), 71–101.

[Fr2] G. Frey, A relation between the value of the L-series of the curve y2 =
x3 − k3 in s = 1 and its Selmer group, Arch. Math. 45 (1985), 232–238.

[GHP] D. Goldfeld, J. Hoffstein, S. J. Patterson, On automorphic func-
tions of half-integral weight with applications to elliptic curves. In: Num-
ber Theory Related to Fermat’s Last Theorem (Birkhäuser, Boston, MA,
1982), 153–193.

[GL] D. Goldfeld and D. Lieman, Effective bounds on the size of the Tate-
Shafarevich group, Math. Res. Letters 3 (1996), 309–318.

[GS] D. Goldfeld and L. Szpiro, Bounds for the order of the Tate-
Shafarevich group, Compos. math. 97 (1995), 71–87.

[GA] C. Gonzalez-Avilés, On the conjecture of Birch and Swinnerton-Dyer,
Trans. Amer. Math. Soc. 349 (1997), 4181–4200.

[GJPST] G. Grigorov, A. Jorza, S. Patrikis, W.A. Stein, C. Tarniţă, Ver-
ification of the Birch and Swinnerton-Dyer conjecture for specific elliptic
curves, Math. Comput. (to appear).

[H] M. Hindry, Why it is difficult to compute the Mordell-Weil group? In:
Diophantine Geometry. Proceedings (ed. Umberto Zannier, Edizioni della
Normale, Pisa, 2007).

[HL] J. Hoffstein, W. Luo, Nonvanishing of L-series and the combinatorial
sieve, Math. Res. Letters 4 (1997), 435–442.

[IS] H. Iwaniec and P. Sarnak, The non-vanishing of central values of
automorphic L-functions and Landau-Siegel zeros, Israel J. Math. 120
(2000), 155–177.

[K] V.A. Kolyvagin, Finiteness of E(Q) and X(E/Q) for a subclass of Weil
curves, Izv. Akad. Nauk SSSR, 52 (1988), 522-540; translation in Math.
USSR-Izv. 32 (1989), 523–541.

[L] S. Lang, Conjectured diophantine estimates on elliptic curves. In:
Arithmetic and Geometry–Papers dedicated to I.R. Shafarevich. Vol. 1
(Birkhäuser, Boston, MA, 1983), 155–171.

[Le] J. L. Lehman, Rational points on elliptic curves with complex multipli-
cation by the ring of integers in Q(

√
−7), J. Number Theory 27 (1987),

253–272.



Elliptic Curves with Large Analytic Order of X(E ) 421

[M2] L. Mai and M.R. Murty, On the Shafarevich-Tate group. (unpublished,
reported in [R]).

[MM2] L. Mai and M. R. Murty, A note on quadratic twists of an elliptic
curve. In: Elliptic Curves and Related Topics. CRM Proceed. and Lecture
Notes 4 (1994), 121–124.

[Ma] D.W. Masser, Note on a conjecture of Szpiro, Astérisque 183 (1990),
19–23.

[Mz] B. Mazur, Modular curves and the Eisenstein ideal, Publ. Math. IHES
47 (1977), 33–186.

[MSS] J.R. Merriman, S. Siksek, N. P. Smart, Explicit 4-descents on an
elliptic curve, Acta arithmetica 77 (1996), 385–404.

[N] J. Nekovář, Class numbers of quadratic fields and Shimura’s correspon-
dence, Math. Ann. 287 (1990), 577–594.

[Ni] A. Nitaj, Invariants des courbes de Frey-Hellegouarch et grands groupes
de Tate-Shafarevich, Acta arithmetica 93 (2000), 303–327.

[O] K. Ono, Tate-Shafarevich groups of the congruent number elliptic curves,
Acta arithmetica 81 (1997), 247–252.

[R] C.S. Rajan, On the size of the Shafarevich-Tate group of elliptic curves
over function fields, Compos. math. 105 (1997), 29–41.

[Ro] D.E. Rohrlich, Unboundedness of the Tate-Shafarevich group in fami-
lies of quadratic twists (an appendix to [HL]), Math. Res. Letters 4 (1997),
443–444.

[Rs] H.E. Rose, On some elliptic curves with large Sha, Experimental Math.
9 (2000), 85–89.

[Ru] K. Rubin, Tate-Shafarevich groups and L-functions of elliptic curves with
complex multiplication. Invent. math 89 (1987), 527–559.

[S] J.H. Silverman, The arithmetic of elliptic curves. Graduate Texts in
Math. 106, Springer, New York 1986.

[T] J. Tunnell, A classical diophantine problem and modular forms of weight
3/2, Invent. math. 72 (1983), 323–334.

[W] J. L. Waldspurger, Sur les coefficients de Fourier des formes modulaires
de poids demi-entiers, J. Math. Pure et Appl. 60 (1981), 375–484.

[We] B.M. M. de Weger, A + B = C and big X’s, Quart. J. Math. 49
(1998), 105–128.

[ZK] D. Zagier and G. Kramarz, Numerical investigations related to the
L-series of certain elliptic curves, Journal of the Indian Math. Soc. 52
(1987), 51–69.





p-adic Entropy and a p-adic
Fuglede–Kadison Determinant

Christopher Deninger

Mathematisches Institut, Einsteinstr. 62, 48149 Münster, Germany
c.deninger@math.uni-muenster.de

Dedicated to Yuri Ivanovich Manin

Summary. Using periodic points, we study a notion of entropy with values in
the p-adic numbers. This is done for actions of countable discrete residually finite
groups Γ . For suitable Γ = Z

d-actions we obtain p-adic analogues of multivariable
Mahler measures. For certain actions of more general groups, the p-adic entropy
can be expressed in terms of a p-adic analogue of the Fuglede–Kadison determinant
from the theory of von Neumann algebras. Many basic questions remain open.
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1 Introduction

In several instances, the entropy h(ϕ) of an automorphism ϕ on a space X
can be calculated in terms of periodic points:

h(ϕ) = lim
n→∞

1
n

log |Fix (ϕn)|. (1)

Here Fix (ϕn) is the set of fixed points of ϕn on X . Let logp : Q
∗
p → Zp be

the branch of the p-adic logarithm normalized by logp(p) = 0. The p-adic
analogue of the limit (1), if it exists, may be viewed as a kind of entropy with
values in the p-adic number field Qp,

hp(ϕ) = lim
n→∞

1
n

logp |Fix (ϕn)| . (2)

It depends only on the action of ϕ on X viewed as a set.
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An earlier, different, approach to a p-adic entropy theory was mentioned to
me by Amnon Besser. The usual definitions of measure-theoretic or topological
entropy have no obvious p-adic analogue, since lim and sup do not make sense
p-adically and since the cardinalities of partitions, coverings, and separating
or spanning sets do not behave reasonably in the p-adic metric.

Instead of actions of a single automorphism ϕ we look more generally at
actions of a countable discrete residually finite but not necessarily amenable
group Γ on a set X . Let us write Γn → e if (Γn) is a sequence of cofinite
normal subgroups of Γ such that only the neutral element e of Γ is contained
in infinitely many Γn’s. Let Fix Γn(X) be the set of points in X that are fixed
by Γn. If the limit

hp := lim
n→∞

1
(Γ : Γn)

logp |Fix Γn(X)| (3)

exists with respect to a choice of Γn → e, we call it the p-adic entropy of the
Γ -action on the set X (with respect to the sequence (Γn)).

In this note we show that for an interesting class of Γ -actions the p-adic
entropy exists independently of the choice of Γn → e. In these examples X
is an abelian group and Γ acts by automorphisms of groups. Namely, let
(R/Z)Γ be the full shift on Γ with values in the circle R/Z and left Γ -action
by γ(xγ′) = (xγ−1γ′). For an element f =

∑
γ aγγ in the integral group ring

ZΓ consider the closed subshift Xf ⊂ (R/Z)Γ consisting of all sequences (xγ′)
that satisfy the equation

∑
γ′

xγ′aγ−1γ′ = 0 in (R/Z)Γ for all γ ∈ Γ .

In fact, as in [ER01], we study more general systems defined by an r×r-matrix
over ZΓ . However, in this introduction, for simplicity, we describe only the
case r = 1. If Γ is amenable, we denote by h(f) the topological entropy of the
Γ -action on Xf .

The case Γ = Z
d is classical. Here we may view f as a Laurent polynomial,

and according to [LSW90], the entropy is given by the (logarithmic) Mahler
measure of f :

h(f) = m(f) :=
∫
Td

log |f(z)| dμ(z) . (4)

Here μ is the normalized Haar measure on the d-torus T d. According to
[LSW90], the Z

d-action on Xf is expansive if and only if f does not van-
ish at any point of T d. By a theorem of Wiener this is also equivalent to f
being a unit in L1(Zn). In this case h(f) can be calculated in terms of periodic
points, cf. [LSW90, Theorem 7.1]. See also [Sch95] for this theory.

What about a p-adic analogue? In [Den97] it was observed that in the ex-
pansive case, m(f) has an interpretation via the Deligne–Beilinson regulator
map from algebraic K-theory to Deligne cohomology. Looking at the analo-
gous regulator map from algebraic K-theory to syntomic cohomology one gets
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a suggestion of what a (purely) p-adic Mahler measure mp(f) of f should be;
cf. [BD99]. It can be defined only if f does not vanish at any point of the
p-adic d-torus T d

p = {z ∈ C
d
p | |zi|p = 1}, where Cp is the completion of a

fixed algebraic closure Qp of Qp. In this case mp(f) is given by the convergent
Snirelman integral

mp(f) =
∫
Td

p

logp f(z) . (5)

Recall that the Snirelman integral of a continuous function F : T d
p → Cp is

defined by the following limit if it exists:
∫
Td

p

F (z) := lim
N→∞

(N,p)=1

1
Nd

∑
ζ∈μd

N

F (ζ) .

Here μN is the group of N -th roots of unity in Q
∗
p.

For example, let P (t) = amtm + · · · + art
r be a polynomial in Cp[t]

with am, ar �= 0 whose zeros α satisfy |α|p �= 1. Then, according to [BD99,
Proposition 1.5] we have the following expression for the p-adic Mahler
measure:

mp(f) = logp ar −
∑

0<|α|p<1

logp α

= logp am +
∑
|α|p>1

logp α .
(6)

For d ≥ 2 there does not seem to be a simple formula for mp(f).
In [BD99] we mentioned the obvious problem to give an interpretation of

mp(f) as a p-adically valued entropy. This is now provided by the following
result:

Theorem 1. Assume that f ∈ Z[Zd] = Z[t±1
1 , . . . , t±1

d ] does not vanish at
any point of the p-adic d-torus T d

p . Then the p-adic entropy hp(f) of the
Γ = Z

d-action on Xf in the sense of (3) exists for all Γn → 0 and we have
hp(f) = mp(f).

Now we turn to more general groups Γ . In [DS] extending [Den06] it was
shown that for countable residually finite amenable groups Γ and elements f
in ZΓ that are invertible in L1(Γ ) we have

h(f) = log detNΓ f . (7)

Here detNΓ is the Fuglede–Kadison determinant [FK52] on the units of the
von Neumann algebra NΓ ⊃ L1Γ ⊃ ZΓ of Γ . In fact, equation (7) holds
without the condition of amenability if h(f) is replaced by the quantity

hper (f) := lim
n→∞

1
(Γ : Γn)

log |Fix Γn(X)| .
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For the Γ -action on Xf this limit exists and is independent of the choice
of sequence Γn → e.

In the p-adic case, instead of working with a p-adic L1-convolution algebra
it is more natural to work with the bigger convolution algebra c0(Γ ). It consists
of all formal series x =

∑
γ xγγ with xγ ∈ Qp and |xγ |p → 0 as γ →∞ in Γ .

For Γ = Z
d it is known that f ∈ Z[Zd] does not vanish in any point of

the p-adic d-torus T d
p if and only if f is a unit in the algebra c0(Zd). Hence in

general, it is natural to look for a p-adic analogue of formula (7) for all f ∈ ZΓ
that are units in c0(Γ ). In the p-adic case there is no analogue for the theory of
von Neumann algebras and for the functional calculus used to define detNΓ .
However, using some algebraic K-theory and the results of [FL03], [BLR], and
[KLM88] we can define a p-adic analogue logp detΓ of log detNΓ for suitable
classes of groups Γ . For example, we get the following result generalizing
Theorem 1:

Theorem 2. Assume that the residually finite group Γ is elementary
amenable and torsion-free. Let f be an element of ZΓ that is a unit in
c0(Γ ). Then the p-adic entropy hp(f) of the Γ -action on Xf in the sense of
(3) exists for all Γn → e and we have

hp(f) = logp detΓ f.

Acknowledgement: I would like to thank my colleagues Wolfgang Lück and
Peter Schneider for helpful conversations.

2 Preliminaries

Fix an integer r ≥ 1 and set T = T r = (R/Z)r. For a discrete group Γ let
T Γ be the full shift with left Γ -action by γ(xγ′) = (xγ−1γ′). Write Mr(R)
for the ring of r × r matrices over a ring R. For an element f =

∑
aγγ in

Mr(Z)[Γ ] = Mr(ZΓ ) the closed subshift Xf ⊂ T Γ is defined as the closed
subgroup consisting of all sequences with

∑
γ′

xγ′a∗γ−1γ′ = 0 in T Γ for all γ ∈ Γ .

Here a∗ denotes the transpose of a matrix a in Mr(Z). The group ring
Mr(Z)[Γ ] is equipped with an anti-involution ∗ defined by f∗ =

∑
γ a∗γ−1γ

for f =
∑

γ aγγ.
Let ρf be right multiplication by f∗ on the group T [[Γ ]] of formal T -valued

series on Γ . For x =
∑

γ xγγ in T [[Γ ]] we have

ρf (x) =
∑
γ

xγγ
∑
γ

a∗γ−1γ =
∑
γ

(∑
γ′

xγ′a∗γ−1γ′

)
γ .
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Hence we see that

Xf = Ker (ρf : T [[Γ ]] −→ T [[Γ ]]),

where on the right-hand side the group Γ acts by left multiplication. Let N
be a normal subgroup of Γ with quotient map ∼: Γ → Γ̃ = Γ/N . Set

f̃ =
∑
γ

aγ γ̃ =
∑
δ∈Γ̃

(∑
γ∈δ

aγ

)
δ in Mr(Z)[Γ̃ ] .

This is the image of f under the reduction map Mr(Z)[Γ ] →Mr(Z)[Γ̃ ]. Under
the natural isomorphism

T [[Γ̃ ]] ∼−→ FixN (T [[Γ ]])

mapping
∑

δ xδδ to
∑

γ xγ̃γ, the action ρf̃ corresponds to the restriction of
ρf . Hence we have

Fix N (Xf ) = Ker (ρf̃ : T [[Γ̃ ]] −→ T [[Γ̃ ]]) = Xf̃ .

If we assume that Γ̃ is finite we get that

Fix N (Xf ) = ρ−1

f̃ ,R
(ZΓ̃ )r/(ZΓ̃ )r

for the endomorphism ρf̃ ,R of right multiplication by f̃∗ on (RΓ̃ )r. This implies
the following fact, cf. [DS, Corollary 4.3]:

Proposition 3. Let Γ̃ be finite. Then ρf̃ is an isomorphism of (QΓ̃ )r if and
only if Fix N (Xf ) is finite. In this case the order is given by

|Fix N (Xf )| = ±detρf̃ .

This follows from the fact that for an isomorphism ϕ of a finite dimensional
real vector space V and a lattice Λ in V with ϕ(Λ) ⊂ Λ, we have

|ϕ−1Λ/Λ| = |Λ/ϕ(Λ)| = | det(ϕ |V )|.
For any countable discrete group Γ let c0(Γ ) be the set of formal series∑

γ xγγ with xγ ∈ Qp and |xγ |p → 0 for γ → ∞. This means that for any
ε > 0 there is a finite subset S ⊂ Γ such that |xγ |p < ε for all γ ∈ Γ \ S. The
set c0(Γ ) is a Qp-vector space, and it becomes a Qp-algebra with the product

∑
γ

xγγ ·
∑
γ

yγγ =
∑
γ

( ∑
γ′γ′′=γ

xγ′yγ′′
)
γ . (8)

Note that the sums
∑

γ′γ′′=γ

xγ′yγ′′ =
∑
γ′

xγ′yγ′−1γ
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converge p-adically for every γ, since limγ′→∞ |xγ′yγ′−1γ |p = 0. The value is
independent of the order of summation. Moreover, because of the inequality

∣∣∣∑
γ′

xγ′yγ′−1γ

∣∣∣
p
≤ sup

γ′
|xγ′yγ′−1γ |p , (9)

we have
lim

γ→∞

∑
γ′

xγ′yγ′−1γ = 0 ,

so that the product (8) is well defined. We may also view c0(Γ ) as an algebra
of Qp-valued functions on Γ under convolution.

The Qp-algebra c0(Γ ) is complete in the norm
∥∥∥∥∥
∑
γ

xγγ

∥∥∥∥∥ = sup
γ
|xγ |p = max

γ
|xγ |p .

The norm satisfies the following properties:

‖x‖ = 0 if and only if x = 0; (10)
‖x + y‖ ≤ max(‖x‖, ‖y‖); (11)
‖λx‖ = |λ|p ‖x‖ for all λ ∈ Qp; (12)
‖xy‖ ≤ ‖x‖ ‖y‖ and ‖1‖ = 1. (13)

Hence c0(Γ ) is a p-adic Banach algebra over Qp, i.e., a unital Qp-algebra B
that is complete with respect to a norm ‖ ‖ : B → R

≥0 satisfying conditions
(10)–(13).

We will consider only Banach algebras for which ‖ ‖ takes values in pZ∪{0}.
The subring A = B0 of elements x in B of norm ‖x‖ ≤ 1 is a p-adic Banach
algebra over Zp, defined similarly as before. An example is given by

c0(Γ,Zp) = c0(Γ )0 =
{∑

xγγ |xγ ∈ Zp with lim
γ→∞

|xγ |p = 0
}

.

In this case, the residue algebra A/pA over Fp is isomorphic to the group ring
of Γ over Fp:

c0(Γ,Zp)/pc0(Γ,Zp) = Fp[Γ ] . (14)

The 1-units U1 = 1 + pA form a subgroup of A∗, since

(1 + pa)−1 :=
∞∑

ν=0

(−pa)ν

provides an inverse of 1 + pa ∈ U1 in U1. It is easy to see that one has an
exact sequence of groups

1 −→ U1 −→ A∗ −→ (A/pA)∗ −→ 1 . (15)
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For A = c0(Γ,Zp) this is the exact seqence

1 −→ 1 + pc0(Γ,Zp) −→ c0(Γ,Zp)∗ −→ Fp[Γ ]∗ −→ 1 . (16)

Concerning the units of a p-adic Banach algebra over Qp, we have the following
known fact:

Proposition 4. Let B be a p-adic Banach algebra over Qp whose norm takes
values in pZ ∪ {0} and set A = B0. If the residue algebra A/pA has no zero
divisors, then we have

B∗ = pZA∗ and pZ ∩A∗ = 1 .

Proof. For f in B∗ set g = 1/f . Let ν, μ be such that f1 = pνf and g1 = pμg
have norm one. The reductions f1, g1 of f1, g1 are nonzero. In the equation
f1g1 = pν+μ we have ν + μ ≥ 0. Reducing mod p we find that 0 �= f1g1 =
pν+μ mod p in A/pA. Hence we have ν+μ = 0 and therefore f1g1 = 1. The first
assertion follows. Because of (13) we have ‖a‖ = 1 for a ∈ A∗ and ‖pν‖ = p−ν .
This implies the second assertion. ��
Example 5. For the group Γ = Z

d the algebra c0(Zd) can be identified with
the affinoid commutative algebra Qp〈t±1

1 , . . . , t±1
d 〉 of power series

∑
ν∈Zd xνt

ν

with xν ∈ Qp and lim|ν|→∞ |xν |p = 0. Note that these power series can be
viewed as functions on T d

p . The residue algebra is Fp[Zd] = Fp[t±1
1 , . . . , t±1

d ].
It has no zero divisors, and its groups of units is

Fp[Zd]∗ = F
∗
pt

Z

1 · · · tZd .

The preceeding proposition and the exact sequence (16) now give a decompo-
sition into a direct product of groups

c0(Zd)∗ = pZμp−1t
Z

1 · · · tZd(1 + p c0(Zd,Zp)) .

Proposition 6. For f in Qp[Zd] = Qp[t±1
1 , . . . , t±1

d ] the following properties
are equivalent:
(a) We have f(z) �= 0 for every z in T d

p ;
(b) f is a unit in c0(Zd)∗;
(c) f has the form f(t) = ctν(1 + pg(t)) for some c ∈ Q

∗
p, ν ∈ Z

d and g(t) in
c0(Zd,Zp).

Proof. We have seen that (b) and (c) are equivalent, and it is clear that
both (b) and (c) imply (a). For proving that (a) implies (b) note that the
maximal ideals of c0(Zd) = Qp〈t±1

1 , . . . , t±1
d 〉 correspond to the orbits of the

Gal (Qp/Qp)-operation on T d
p ∩(Q

∗
p)d. Hence f is not contained in any maximal

ideal of c0(Zd) by assumption (a) and therefore f is a unit. ��
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3 The Frobenius group determinant and a proof
of Theorem 1

The map ZΓ → ZΓ̃ for Γ̃ = Γ/N from the beginning of the last section can
be extended to a homomorphism of Qp-algebras c0(Γ ) → c0(Γ̃ ) by sending
f =

∑
aγγ to f̃ =

∑
aγ γ̃. Note that this is well defined by the ultrametric

inequality and that we have ‖f̃‖ ≤ ‖f‖. If Γ̃ is finite, we have c0(Γ̃ ) = QpΓ̃

and hence we obtain a homomorphism of groups GLr(c0(Γ )) → GLr(QpΓ̃ ). It
follows that for f in Mr(ZΓ )∩GLr(c0(Γ )) the endomorphism ρf̃ of (QΓ̃ )r is an
isomorphism. Together with Proposition 3 we have proved the first equation
in the following proposition:

Proposition 7. Let Γ be a discrete group and N a normal subgroup with
finite quotient group Γ̃ . For f in Mr(ZΓ ) ∩GLr(c0(Γ )) the set Fix N (Xf ) is
finite and we have

|Fix N (Xf )| = ± det ρf̃

= ±
∏
π

det
Qp

(∑
γ

a∗γ ⊗ ρπ(γ̃)
)dπ

.

Here π runs over the equivalence classes of irreducible representations ρπ of
Γ̃ on Qp-vector spaces Vπ, and dπ is the degree dimVπ of π.

Proof. It remains to prove the second equation, which is essentially due to
Frobenius. Consider QpΓ̃ as a representation of Γ̃ via the map γ̃ �→ ρ(γ̃) :=
right multiplication by γ̃−1. This (“right regular”) representation decomposes
as follows into irreducible representations; cf. [Sch95, I, 2.2.4]

QpΓ̃ ∼=
⊕
π

V dπ
π .

The endomorphism
ρf̃ =

∑
γ

a∗γ ⊗ ρ(γ̃)

on
(QpΓ̃ )r = Q

r

p ⊗QpΓ̃

therefore corresponds to the endomorphism

⊕
π

(∑
γ

a∗γ ⊗ ρπ(γ̃)
)dπ

on
⊕
π

Q
r

p ⊗ V dπ
π =

⊕
π

(Q
r

p ⊗ Vπ)dπ .

Hence the formula follows. ��
Remark 8. In the real case and for the Heisenberg group, Klaus Schmidt pre-
viously used the group determinant to calculate |Fix Γn(Xf )| for f in L1(Γ )∗

and certain Γn.
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The following result generalizes Theorem 1 from the introduction, at least
for a particular sequence Γn → 0:

Theorem 9. Let f =
∑

ν∈Zn aνt
ν in Mr(Z[t±1

1 , . . . , t±1
d ]) be invertible at ev-

ery point of the p-adic d-torus T d
p . Then the p-adic entropy hp(f) of the Γ =

Z
d-action on Xf exists in the sense of (3) for the sequence Γn = (nZ)d → 0

with n prime to p, and we have

hp(f) = mp(det f) .

Proof. By assumption, the Laurent polynomial det f does not vanish at any
point of T d

p . Hence det f is a unit in c0(Γ ) by Proposition 6. It follows from
Proposition 7 that we have

|Fix Γn(Xf )| = ±
∏
χ

det
Qp

( ∑
ν∈Zd

a∗ν ⊗ χ(ν)
)
,

where χ runs over the characters of Γ/Γn = (Z/nZ)d. These correspond via
χ(ν) = ζν to the elements ζ of μd

n. Viewing f as a matrix of functions on T d
p ,

we therefore get the formulas

|Fix Γn(Xf )| = ±
∏
ζ∈μd

n

det
Qp

( ∑
ν∈Zd

a∗νζ
ν
)

= ±
∏
ζ∈μd

n

det
Qp

(f(ζ))

= ±
∏
ζ∈μd

n

(det f)(ζ) .

Thus the p-adic entropy hp(f) of the Γ -action on Xf with respect to the above
sequence is given by

hp(f) = lim
n→∞

(n,p)=1

1
(Γ : Γn)

logp |Fix Γn(Xf )|

= lim
n→∞

(n,p)=1

1
nd

∑
ζ∈μd

n

logp(det f)(ζ)

=
∫
Td

p

logp det f = mp(det f) .

Note here that for the Laurent polynomials det f under consideration the
Snirelman integral exists by [BD99, Proposition 1.3]. ��
Remark 10. A suitable generalization of that proposition would give
Theorems 9 and 1 for general sequences Γn → 0 in Γ = Z

d. We leave
this to the interested reader, since the general case of Theorem 1 is also
a corollary of Theorem 2, which will be proved by a different method in
Section 5.
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Example 11. The polynomial in one variable f(T ) = 2T 2 − T + 2 does not
vanish at any point of the 2-adic circle T 1

2 . In this sense, Xf is “2-adically
expansive.” Consider the square root of −15 in Z2 given by the 2-adically
convergent series

√−15 = (1 + (−16))1/2 =
∞∑

ν=0

(
1/2
ν

)
(−1)ν24ν .

The zeros of f(T ) in Q2 are given by α± = 1
4 (1±√−15) ∈ Q2, where |α+|2 = 2

and |α−|2 = 1/2. Successive approximations for α+ coming from the series for√−15 are 1/2,−3/2,−19/2,−83/2. By Theorem 9 and formula (6) the 2-adic
entropy of Xf is given by

h2(f) = log2 α+ ∈ Z2 .

Note that f viewed as a complex-valued function has both its zeros on S1,
so that Xf is not expansive in the usual sense. The topological entropy is
h(f) = log 2.

4 The logarithm on the 1-units of a p-adic
Banach algebra

For a discrete group Γ we would like to define a homomorphism

logp detΓ : c0(Γ )∗ −→ Qp

that should be a p-adic replacement for the map

log detNΓ : L1(Γ )∗ ⊂ (NΓ )∗ −→ R .

More generally, we would like to define such a map on GLr(c0(Γ )). In this
section we give the definition on the subgroup of 1-units and relate logp detΓ
to p-adic entropy. The extension to a map on all of c0(Γ )∗ will be done in
the next section for suitable classes of groups Γ using rather deep facts about
group rings.

Let B be a p-adic Banach algebra over Qp whose norm ‖ ‖ takes values in
pZ ∪ {0}. A trace functional on B is a continuous linear map trB : B → Qp

that vanishes on commutators [a, b] = ab− ba of elements in B. For b ∈ B and
c ∈ B∗ we have

trB(cbc−1) = trB(b) . (1)

Set A = B0 = {b ∈ B | ‖b‖ ≤ 1} and let U1 be the normal subgroup of 1-units
in A∗. The logarithmic series

log : U1 −→ A , log u = −
∞∑

ν=1

(1− u)ν

ν
,
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converges and defines a continuous map. An argument with formal power
series shows that we have

log uv = log u + log v (2)

if the elements u and v in U1 commute with each other.
The next result is a consequence of the Campbell–Baker–Hausdorff

formula.

Theorem 13. The map
trB log : U1 −→ Zp

is a homomorphism. For u in U1 and a in A∗ we have

trB log(aua−1) = trB log(u) . (3)

Proof. Formula (3) follows from (1). From [Bou72, Ch. II, § 8] we get the
following information about log. Set G = {b ∈ B | ‖b‖ < p−

1
p−1 }. Then the

exponential series defines a bijection exp : G ∼−→ 1 + G with inverse exp−1 =
log |1+G. For x, y in G we have

expx · exp y = exph(x, y), (4)

where h(x, y) ∈ G is given by a convergent series in B. It has the form

h(x, y) = x + y + series of (iterated) commutators .

Elements u, v of 1 +G have the form u = expx and v = exp y. Taking the log
of relation (4) and applying trB, we get

trB log(uv) = trBh(x, y) = trB(x + y)
= trB log u + trB log v . (5)

Hence trB log is a homomorphism on the subgroup 1+G of U1. By assumption
the norm of B takes values in pZ∪{0}. For p �= 2 we therefore have 1+G = U1

and we are done.
For p = 2 the restriction of the map

ϕ = trB log : U1 → Q2

to 1 + G = 1 + 4A is a homomorphism by (5). We have to show that it is a
homomorphism on U1 = 1 + 2A as well. For u in U1 we have ϕ(u) = 1

2ϕ(u2)
by (2), and u2 lies in 1+4A. Now consider elements u, v in U1. Then we have

ϕ(uv) =
1
2
ϕ((uv)2) =

1
2
ϕ(uvuv)

(3)
=

1
2
ϕ(u2vuvu−1)

=
1
2
ϕ(u2) +

1
2
ϕ(vuvu−1)
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since u2 and vuvu−1 lie in 1 + 4A where ϕ is a homomorphism. By similar
arguments we get

ϕ(uv) = ϕ(u) +
1
2
ϕ(v2uvu−1v−1)

= ϕ(u) + ϕ(v) +
1
2
ϕ(uvu−1v−1) .

Thus we must show that ϕ(uvu−1v−1) = 0. By (3) we have ϕ(uvu−1v−1) =
ϕ(vu−1v−1u), and hence using that both uvu−1v−1 and vu−1v−1u lie in 1+4A
we obtain

2ϕ(uvu−1v−1) = ϕ(uvu−1v−1) + ϕ(vu−1v−1u)

= ϕ(uvu−2v−1u)
(3)
= ϕ(u−2v−1u2v)

= ϕ(u−2) + ϕ(v−1u2v)
(3)
= ϕ(u−2) + ϕ(u2) = ϕ(e)
= 0 .

��
For a discrete group Γ , the map

trΓ : c0(Γ ) −→ Qp , trΓ (
∑

aγγ) = ae

defines a trace functional on c0(Γ ). Let B = Mr(c0(Γ )) be the p-adic Banach
algebra over Qp of r × r matrices (aij) with entries in c0(Γ ) and equipped
with the norm ‖(aij)‖ = maxij ‖aij‖. The composition

trΓ : Mr(c0(Γ )) tr−→ c0(Γ ) trΓ−−→ Qp

defines a trace functional on Mr(c0(Γ )).
The algebra A = B0 is given by Mr(c0(Γ,Zp)) and we have U1 = 1 +

pMr(c0(Γ,Zp)). The exact sequence (15) becomes the exact sequence of groups

1 −→ 1 + pMr(c0(Γ,Zp)) −→ GLr(c0(Γ,Zp)) −→ GLr(FpΓ ) −→ 1 . (6)

According to Theorem 13, the map

logp detΓ := trΓ log : 1 + pMr(c0(Γ,Zp)) −→ Zp (7)

is a homomorphism of groups.

Example 14. For Γ = Z
d, in the notation of Example 5 we have a commu-

tative diagram, cf. [BD99, Lemma 1.1]

c0(Γ ) ∼ ��

trΓ

��

Qp〈t±1
1 , . . . , t±1

d 〉
∫

T d
p

��
Qp Qp .
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It follows that for a 1-unit f in Mr(c0(Γ )) we have

logp detΓ f =
∫
Td

p

log det f = mp(det f) . (8)

Here we have used the relation

tr log f = log det f in c0(Γ ) , (9)

where det : GLr(c0(Γ )) → c0(Γ )∗ is the determinant and tr the trace for
matrices over the commutative ring c0(Γ ). Note that det maps 1-units to
1-units. Relation (9) can be proved by embedding the integral domain c0(Γ ) =
Qp〈t±1

1 , . . . , t±1
d 〉 into its quotient field and applying [Har77, Appendix C,

Lemma 4.1].

For finite groups Γ the map logp detΓ can be calculated as follows. For
f in Mr(c0(Γ )) = Mr(QpΓ ) let ρf be the endomorphism of (QpΓ )r by right
multiplication by f∗ and detQp(ρf ) its determinant over Qp.

Proposition 15. Let Γ be finite. Then we have

logp detΓ f =
1
|Γ | logp detQp(ρf ) (10)

for f in 1 + pMr(ZpΓ ).

Remark 16. Since ρfg = ρfρg, the equation in the proposition shows that
logp detΓ is a homomorphism, something we know in general by Theorem 13.
For finite Γ the group GLr(FpΓ ) is finite. Hence, by (6) there is at most
one way to extend logp detΓ from 1 + pMr(ZpΓ ) to a homomorphism from
GLr(ZpΓ ) to Qp. Namely, we have to set

logp detΓ f :=
1
N

logp detΓ fN ,

where N ≥ 1 is any integer with f
N

= 1 in GLr(FpΓ ). Because of (2) this is
well defined, but it is not clear from the definition that we get a homomor-
phism. However, for the same f,N we have

logp detQp(ρf ) =
1
N

logp detQp(ρfN ).

Hence equation (10) holds for all f in GLr(ZpΓ ), and it follows that logp detΓ
extends to a homomorphism on GLr(ZpΓ ). In the next section such arguments
will be generalized to infinite groups with the help of K-theory.

Proof of Proposition 15. Under the continuous homomorphism

ρ : Mr(ZpΓ ) −→ End Zp(ZpΓ )r
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of p-adic Banach algebras over Zp, the groups of 1-units are mapped to each
other. Hence we have

log ρf = ρlog f (11)

for f in 1 + pMr(ZpΓ ).
On the other hand, we have

trΓ (g) =
1
|Γ | tr(ρg) (12)

for any element g of Mr(QpΓ ). This is proved first for r = 1 by checking the
cases in which g = γ is an element of Γ . Then one extends to arbitrary r by
thinking of ρg as a block matrix with blocks of size |Γ | × |Γ |.

Combining (11) and (12) we obtain

logp detΓ f = trΓ log f

=
1
|Γ |tr(ρlog f )

=
1
|Γ |tr(log ρf )

=
1
|Γ | logp detQp(ρf ) .

The last equation is proved by writing ρf in triangular form in a suitable basis
over Qp and observing that the eigenvalues of ρf are 1-units in Qp. �

The next result is necessary to prove the relation of logp detΓ f with p-adic
entropies.

Proposition 17. Let Γ be a residually finite countable discrete group and
Γn → e a sequence as in the introduction. For f in 1+pMr(c0(Γ,Zp)) consider
its image f (n) in 1+pMr(ZpΓ

(n)), where Γ (n) is the finite group Γ (n) = Γ/Γn.
Then we have

logp detΓ f = lim
n→∞

logp detΓ (n)f (n) in Zp .

Proof. The algebra map Mr(c0(Γ )) → Mr(c0(Γ (n))) sending f to f (n) is
continuous, since we have ‖f (n)‖ ≤ ‖f‖. For f in 1 + pMr(c0(Γ,Zp)) we
therefore get:

(log f)(n) = log f (n) in Mr(c0(Γ (n))) .

The next claim for g = log f thus implies the assertion. ��
Claim. For g in Mr(c0(Γ )) we have

trΓ (g) = lim
n→∞

trΓ (n)(g(n)) .
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Proof. We may assume that r =1. Writing g =
∑

aγγ with aγ ∈Qp, |aγ |p→ 0
for γ →∞, we have

|trΓ (g)− trΓ (n)(g(n))|p =
∣∣∣ae −

∑
γ=e

aγ

∣∣∣
p

=
∣∣∣ ∑
γ∈Γn\e

aγ

∣∣∣
p

≤ max
γ∈Γn\e

|aγ |p .

For ε > 0 there is a finite subset S = Sε of Γ such that |aγ |p < ε for γ ∈ Γ \S.
Only e is contained in infinitely many Γn’s. Hence there is some n0 such that
(Γn \ e) ∩ S = ∅, i.e., Γn \ e ⊂ Γ \ S for all n ≥ n0. It follows that for n ≥ n0

we have |trΓ (g)− trΓ (n)(g(n))|p ≤ ε. ��
Corollary 18. Let Γ be a residually finite countable discrete group and f an
element of Mr(ZΓ ) that is a 1-unit in Mr(c0(Γ )). Then the p-adic entropy
hp(f) of the Γ -action on Xf exists for all Γn → e, and we have

hp(f) = logp detΓ f in Zp .

Proof. By Propositions 7 and 15 we have

1
(Γ : Γn)

logp |Fix Γn(Xf )| = 1
(Γ : Γn)

logp detQp(ρf(n))

= logp detΓ (n)(f (n)) .

Hence the assertion follows from Proposition 17. ��

5 A p-adic logarithmic Fuglede–Kadison determinant
and its relation to p-adic entropy

Having defined a homomorphism logp detΓ on 1+ pc0(Γ,Zp) in (7) one would
like to use the exact sequence (16) to extend it to c0(Γ,Zp)∗. However, for
infinite groups Γ the abelianization of the group Fp[Γ ]∗ divided by the image
of Γ is not known to be torsion in any generality, as far as I know. However,
corresponding results are known for K1 of Fp[Γ ], and this determines our
approach, which even for r = 1 requires the preceding considerations for
matrix algebras.

For a unital ring R recall the embedding GLr(R) ↪→ GLr+1(R) mapping
a to ( a 0

0 1 ). Let GL∞(R) be the union of the GLr(R)’s. We will view ele-
ments of GL∞(R) as infinite matrices with 1’s on the diagonal and only
finitely many further nonzero entries. The subgroup Er(R) ⊂ GLr(R) of
elementary matrices is the subgroup generated by matrices that have 1’s
on the diagonal and at most one further nonzero entry. Let E∞(R) be
their union and set K1(R) = GL∞(R)/E∞(R). It is known that we have
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E∞(R) = (GL∞(R),GL∞(R)) and hence that K1(R) = GL∞(R)ab; cf.
[Mil71, § 3]. The Whitehead group over Fp of a discrete group Γ is defined
to be

WhFp(Γ ) := K1(Fp[Γ ])/〈Γ 〉 .
Here 〈Γ 〉 is the image of Γ under the canonical map Fp[Γ ]∗ → K1(Fp[Γ ]).

We can treat groups for which WhFp(Γ ) is torsion. According to [FL03,
Theorem 1.1], this is the case for torsion-free elementary amenable groups Γ .
Recently, in [BLR] it has been shown for a larger class of groups that WhFp(Γ )
is torsion. Apart from the elementary amenable groups, this class comprises all
word hyperbolic groups. It is closed under subgroups, finite products, colimits,
and suitable extensions.

Theorem 19. Let Γ be a countable discrete residually finite group such that
WhFp(Γ ) is torsion. Then there is a unique homomorphism

logp detΓ : K1(c0(Γ,Zp)) −→ Qp

with the following properties:
(a) For every r ≥ 1 the composition

1 + pMr(c0(Γ,Zp)) ↪→ GLr(c0(Γ,Zp)) → K1(c0(Γ,Zp))
logp detΓ−−−−−−→ Qp

coincides with the map logp detΓ introduced in (7).
(b) On the image of Γ in K1(c0(Γ,Zp)) the map logp detΓ vanishes.

Proof. Set A = c0(Γ,Zp) and A = A/pA = Fp[Γ ]. The reduction map A→ A
induces an exact sequence

0→ ΓE∞(A)(1 + pM∞(A))/ΓE∞(A) → K1(A)/〈Γ 〉 → K1(A)/〈Γ 〉 . (30)

Here M∞(A) is the (nonunital) algebra of infinite matrices (aij)i,j≥1 with
only finitely many nonzero entries. Note that 1 + pM∞(A) is a subgroup of
GL∞(A), since 1 + pMr(A) is a subgroup of GLr(A). Moreover, ΓE∞(A) is
a normal subgroup of GL∞(A). Hence the sequence (30) becomes an exact
sequence:

0 → (1 + pM∞(A))/ΓE∞(A) ∩ (1 + pM∞(A)) → K1(A)/〈Γ 〉 → K1(A)/〈Γ 〉 .
(31)

Since Qp is uniquely divisible, this implies the uniqueness assertion in the
theorem for any group Γ such that WhFp(Γ ) = K1(A)/〈Γ 〉 is torsion. For
the existence, we first note that the homomorphisms defined in (7) induce a
homomorphism

logp detΓ : 1 + pM∞(A) −→ Zp .

We have to show that logp detΓ f = 0 for every f in 1+pM∞(A) that also lies
in ΓE∞(A). Under our identification of GLr(A) with a subgroup of GL∞(A)
we find some r ≥ 1 such that we have

f = i(γ)e1 · · · eN in 1 + pMr(A) .
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Here the ei are elementary r × r matrices and i(γ) =
(

γ 0
0 1r−1

)
for some γ

in Γ .
According to Propositions 15 and 17 we have, for any choice of sequence

Γn → e,

logp detΓ f = lim
n→∞

1
(Γ : Γn)

logp detQp(ρf(n)) .

On the other hand,

detQp(ρf(n)) = detQp(ρ
i(γ)(n)e

(n)
1 ···e(n)

N

) = detQp(ρi(γ)(n))
∏
i

detQp(ρ
e
(n)
i

) .

Let b be a basis of Qp[Γ (n)]. In the basis (b, . . . , b) of Qp[Γ (n)]r the endomor-
phism ρ

e
(n)
i

is given by a matrix of |Γ (n)|× |Γ (n)|-blocks. The diagonal blocks
are identity matrices. At most one of the other blocks is nonzero. In particu-
lar, the matrix is triangular and we have detQp(ρ

e
(n)
i

) = 1. In the same basis
ρi(γ)(n) is a permutation matrix, and hence detQp(ρi(γ)(n)) = ±1. It follows
that we have logp detΓ f = 0, as we wanted to show. ��

I think that Theorem 19 should also hold without the condition that Γ is
residually finite.

Remark 20. For Γ = Z
d and f in GLr(c0(Γ,Zp)), writing [f ] for the class of

f in K1, we have
logp detΓ [f ] = mp(det f),

extending equation (8).

This follows from the uniqueness assertion in Theorem 19. Namely, the
map [f ] �→ mp(det f) defines a homomorphism on K1 that according to equa-
tion (8) satisfies condition (a). It satisfies condition (b) as well, since logp

vanishes on roots of unity, and hence we have mp(tν) = 0 for all ν in Z
d, cf.

Example 5.

Definition 21. For any group Γ as in the theorem we define the homomor-
phism logp detΓ on GLr(c0(Γ,Zp)) to be the composition

logp detΓ : GLr(c0(Γ,Zp)) −→ K1(c0(Γ,Zp))
logp detΓ−−−−−−→ Qp .

If we unravel the definitions we get the following description of this map.
Given a matrix f in GLr(c0(Γ,Zp)) there are integers N ≥ 1 and s ≥ r such
that in GLs(c0(Γ,Zp)) we have fN = i(γ)εg with ε in Es(c0(Γ,Zp)), g in
1 + pMs(c0(Γ,Zp)), and i(γ) the s× s matrix

(
γ 0
0 1s−1

)
. Then we have

logp detΓ f =
1
N

logp detΓ g =
1
N

trΓ log g . (32)

We can now prove the following extension of Corollary 18.
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Theorem 22. Let Γ be a residually finite countable discrete group such that
WhFp(Γ ) is torsion. Let f be an element of Mr(ZΓ ) ∩GLr(c0(Γ,Zp)). Then
hp(f) exists for all Γn → e and we have

hp(f) = logp detΓ f in Qp .

Proof. Let us write fN = i(γ)εg as above. Then by Proposition 7 we have

logp |Fix Γn(Xf )| = logp detQp(ρf(n))

=
1
N

logp detQp(ρi(γ)(n)) +
1
N

logp detQp(ρε(n))

+
1
N

logp detQp(ρg(n)) .

Note here that the composition

Ms(c0(Γ )) −→Ms(c0(Γ (n)))
ρ−→ End Qp(QpΓ

(n))s

is a homomorphism of algebras.
As in the proof of Theorem 19 we see that the terms logp detQp(ρi(γ)(n))

and logp detQp(ρε(n)) vanish. This gives

1
(Γ : Γn)

logp |Fix Γn(Xf )| = 1
(Γ : Γn)

1
N

logp detQp(ρg(n))

=
1
N

logp detΓ (n)(g(n)) by Proposition 15.

Using Proposition 17 we get in the limit n→∞ that

hp(f) =
1
N

logp detΓ (g)
(32)
= logp det f . ��

For groups Γ as in Theorem 22 whose group ring FpΓ has no zero divisors
it is possible to extend the definition of logp detΓ from c0(Γ,Zp)∗ to c0(Γ )∗.
Namely, by Proposition 4 we know that

c0(Γ )∗ = pZc0(Γ,Zp)∗ and pZ ∩ c0(Γ,Zp)∗ = 1 .

Hence there is a unique homomorphism

logp detΓ : c0(Γ )∗ −→ Qp

that agrees with logp detΓ previously defined on c0(Γ,Zp)∗ in Definition 21
and satisfies

logp detΓ (p) = 0 .

Let Γ be a torsion-free elementary amenable group. Then according to
[KLM88, Theorem 1.4] the group ring FpΓ has no zero divisors, and accord-
ing to [FL03, Theorem 1.1] the group WhFp(Γ ) is torsion. Hence logp detΓ is
defined on c0(Γ )∗, and this is the map used in Theorem 2.
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Proof of Theorem 2. Writing f in ZΓ ∩ c0(Γ )∗ as a product f = pνg with g
in c0(Γ,Zp)∗ it follows that g ∈ ZΓ , and Proposition 7 shows that we have

logp |Fix Γn(Xf )| = logp detQp(ρf(n))
= logp detQp(ρg(n))
= logp |Fix Γn(Xg)| .

Note here that we have logp(p) = 0. It follows from Theorem 22 applied to g
that for all Γn → e we get

hp(f) = hp(g) = logp detΓ g = logp detΓ f .

�
For Γ = Z

d it follows from Remark 20 that for any f in c0(Zd)∗ =
Qp〈t±1

1 , . . . , t±1
d 〉∗ we have

logp detΓ f = mp(f) .

Hence Theorem 1 is a special case of Theorem 2.
Concerning approximations of logp detΓ f we note that Proposition 17

extends to more general cases.

Proposition 23. Let Γ be a residually finite countable discrete group and let
Γn → e be as in the introduction. For f in Mr(c0(Γ )) let f (n) be its image in
Mr(QpΓ

(n)). Then the formula

logp detΓ f = lim
n→∞

1
(Γ : Γn)

logp detQp(ρf(n)) (33)

holds whenever logp detΓ f is defined. These are the cases
(a) in which f is in 1 + pMr(c0(Γ,Zp));
(b) in which WhFp(Γ ) is torsion and f is in GLr(c0(Γ,Zp));
(c) in which WhFp(Γ ) is torsion, FpΓ has no zero divisors and f is in c0(Γ )∗.

Proof. The assertions follow from Propositions 15 and 17 together with cal-
culations as in the proofs of Theorems 19 and 22. ��

We end the paper with some open questions: Is there a dynamical criterion
for the existence of the limit defining p-adic entropy? Is there a notion of “p-
adic expansiveness” for Γ -actions on compact spaces X that for the systems
Xf with f in Mr(ZΓ ) translates into the condition that f be invertible in
Mr(c0(Γ )) (or in Mr(c0(Γ,Zp)))? In fact, I assume that p-adic entropy can
be defined only for “p-adically expansive” systems; cf. [BD99, Remark after
Proposition 1.3]. What is the dynamical meaning of Proposition 12? Is there
a direct proof that the limit in formula (33) exists?

Finally, in [BD99] a second version of a p-adic Mahler measure was defined
that involves both the p-adic and the archimedian valuations of Q. Can this
be obtained for the systems Xf by doing something more involved with the
fixed points than taking their cardinalities and forming the limit (3)?
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1 Introduction

The Cremona group Crk(n) over a field k is the group of birational au-
tomorphisms of the projective space P

n
k , or equivalently, the group of

k-automorphisms of the field k(x1, x2, . . . , xn) of rational functions in n
independent variables. The group Crk(1) is the group of automorphisms of
the projective line, and hence it is isomorphic to the projective linear group
PGLk(2). Already in the case n = 2 the group Crk(2) is not well understood
in spite of extensive classical literature (e.g., [21], [35]) on the subject as well
as some modern research and expositions of classical results (e.g., [2]). Very
little is known about the Cremona groups in higher-dimensional spaces.

In this paper we consider the plane Cremona group over the field of com-
plex numbers, denoted by Cr(2). We return to the classical problem of classi-
fication of finite subgroups of Cr(2). The classification of finite subgroups of
PGL(2) is well known and goes back to F. Klein. It consists of cyclic, dihedral,
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tetrahedral, octahedral, and icosahedral groups. Groups of the same type and
order constitute a unique conjugacy class in PGL(2). Our goal is to find a
similar classification in the two-dimensional case.

The history of this problem begins with the work of E. Bertini [10],
who classified conjugacy classes of subgroups of order 2 in Cr(2). Already
in this case the answer is drastically different. The set of conjugacy classes
is parametrized by a disconnected algebraic variety whose connected compo-
nents are respectively isomorphic to either the moduli spaces of hyperelliptic
curves of genus g (de Jonquières involutions), or the moduli space of canonical
curves of genus 3 (Geiser involutions), or the moduli space of canonical curves
of genus 4 with vanishing theta characteristic (Bertini involutions). Bertini’s
proof was considered to be incomplete even according to the standards of
rigor of nineteenth-century algebraic geometry. A complete and short proof
was published only a few years ago by L. Bayle and A. Beauville [5].

In 1894, G. Castelnuovo [16], as an application of his theory of adjoint lin-
ear systems, proved that any element of finite order in Cr(2) leaves invariant
either a net of lines, or a pencil of lines, or a linear system of cubic curves with
n ≤ 8 base points. A similar result was claimed earlier by S. Kantor in his
memoir which was awarded a prize by the Accademia delle Scienze di Napoli
in 1883. However Kantor’s arguments, as was pointed out by Castelnuovo,
required justifications. Kantor went much further and announced a similar
theorem for arbitrary finite subgroups of Cr(2). He proceeded to classify pos-
sible groups in each case (projective linear groups, groups of de Jonquières
type, and groups of type Mn). A much clearer exposition of his results can
be found in a paper of A. Wiman [50]. Unfortunately, Kantor’s classification,
even with some correction made by Wiman, is incomplete for the following
two reasons. First, only maximal groups were considered, and even some of
them were missed. The most notorious example is a cyclic group of order 8
of automorphisms of a cubic surface, also missed by B. Segre [48] (see [34]).
Second, although Kantor was aware of the problem of conjugacy of subgroups,
he did not attempt to fully investigate this problem.

The goal of our work is to complete Kantor’s classification. We use a
modern approach to the problem initiated in the works of Yuri Manin and
the second author (see a survey of their results in [39]). Their work gives
a clear understanding of the conjugacy problem via the concept of a ratio-
nal G-surface. It is a pair (S,G) consisting of a nonsingular rational pro-
jective surface and a subgroup G of its automorphism group. A birational
map S− → P

2
k realizes G as a finite subgroup of Cr(2). Two birational iso-

morphic G-surfaces define conjugate subgroups of Cr(2), and conversely, a
conjugacy class of a finite subgroup G of Cr(2) can be realized as a bira-
tional isomorphism class of G-surfaces. In this way, classification of conjugacy
classes of subgroups of Cr(2) becomes equivalent to the birational classifica-
tion of G-surfaces. A G-equivariant analogue of a minimal surface allows one
to concentrate on the study of minimal G-surfaces, i.e., surfaces that cannot
be G-equivariantly birationally and regularly mapped to another G-surface.
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Minimal G-surfaces turn out to be G-isomorphic either to the projective plane,
or a conic bundle, or a Del Pezzo surface of degree d = 9 − n ≤ 6 and d = 8.
This leads to groups of projective transformations, or groups of de Jonquières
type, or groups of type Mn, respectively. To complete the classification one
requires

• to classify all finite groups G that may occur in a minimal G-pair (S,G);
• to determine when two minimal G-surfaces are birationally isomorphic.

To solve the first part of the problem one has to compute the full au-
tomorphism group of a conic bundle surface or a Del Pezzo surface (in the
latter case this was essentially accomplished by Kantor and Wiman), then
make a list of all finite subgroups which act minimally on the surface (this
did not come up in the works of Kantor and Wiman). The second part is less
straightforward. For this we use the ideas from Mori theory to decompose a
birational map of rational G-surfaces into elementary links. This theory was
successfully applied in the arithmetic case, where the analogue of the group
G is the Galois group of the base field (see [39]). We borrow these results
with obvious modifications adjusted to the geometric case. Here we use the
analogy between k-rational points in the arithmetic case (fixed points of the
Galois action) and fixed points of the G-action. As an important implication
of the classification of elementary G-links is the rigidity property of groups of
type Mn with n ≥ 6: any minimal Del Pezzo surface (S,G) of degree d ≤ 3
is not isomorphic to a minimal G-surface of different type. This allows us to
avoid much of the painful analysis of possible conjugacy for a lot of groups.

The large amount of group-theoretical computations needed for the clas-
sification of finite subgroups of groups of automorphisms of conic bundles
and Del Pezzo surfaces makes us expect some possible gaps in our classifica-
tion. This seems to be the destiny of enormous classification problems. We
hope that our hard work will be useful for the future faultless classification of
conjugacy classes of finite subgroups of Cr(2).

It is appropriate to mention some recent work on the classification of conju-
gacy classes of subgroups of Cr(2). We have already mentioned the work of L.
Bayle and A. Beauville on groups of order 2. The papers [8], [23], [52] study
groups of prime orders, Beauville’s paper [9] classifies p-elementary groups,
and a thesis of J. Blanc [6] contains a classification of all finite abelian groups.
The second author studies two nonconjugate classes of subgroups isomorphic
to S3 × Z/2Z. In the work of S. Bannai and H. Tokunaga [4], examples are
given of nonconjugate subgroups isomorphic to S4 and A5.

This paper is partly based on the lectures by the first author in workshops
on Cremona transformations in Torino in September 2005 and Lisbon in May
2006. He takes the opportunity to thank the organizers for the invitation and
for providing a good audience. We would both like to thank A. Beauville,
Chenyang Xu, and especially J. Blanc for pointing out some errors in the
previous versions of our paper.
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This paper is dedicated to Yuri Ivanovich Manin to whom both authors are
grateful for initiating them into algebraic geometry more than 40 years ago.
Through his seminars, inspiring lectures, and as the second author’s thesis
adviser, he was an immeasurable influence on our mathematical lives.

2 First examples

2.1 Homaloidal linear systems

We will be working over the field of complex numbers. Recall that a dominant
rational map χ : P

2− → P
2 is given by a 2-dimensional linear system H equal

to the proper transform of the linear system of lines H′ = |#| in the target
plane. A choice of a basis in H gives an explicit formula for the map in terms
of homogeneous coordinates

(x′0, x
′
1, x

′
2) = (P0(x0, x1, x2), P1(x0, x1, x2), P2(x0, x1, x2)),

where P0, P1, P2 are linearly independent homogeneous polynomials of de-
gree d, called the (algebraic) degree of the map. This is the smallest number
d such that H is contained in the complete linear system |OP2(d)| of curves
of degree d in the plane. By definition of the proper transform, the linear
system H has no fixed components, or equivalently, the polynomials Pi are
mutually coprime. The birational map χ is not a projective transformation
if and only if the degree is larger than 1, or equivalently, when χ has base
points, the common zeros of the members of the linear system. A linear sys-
tem defining a birational map is called a homaloidal linear system. Being a
proper transform of a general line under a birational map, its general mem-
ber is an irreducible rational curve. Also, two general curves from the linear
system intersect outside the base points at one point. These two conditions
characterize homaloidal linear systems (more about this later).

2.2 Quadratic transformations

A quadratic Cremona transformation is a birational map χ : P
2− → P

2

of degree 2. The simplest example is the standard quadratic transformation
defined by the formula

τ1 : (x0, x1, x2) �→ (x1x2, x0x2, x0x1). (2.1)

In affine coordinates this is given by τ1 : (x, y) �→ ( 1
x ,

1
y ). It follows from

the definition that τ−1
1 = τ1, i.e., τ1 is a birational involution of P

2. The
base points of τ1 are the points p1 = (1, 0, 0), p2 = (0, 1, 0), p3 = (0, 0, 1).
The transformation maps an open subset of the coordinate line xi = 0 to
the point pi. The homaloidal linear system defining τ1 is the linear system of
conics passing through the points p1, p2, p3.
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The Möbius transformation x �→ x−1 of P
1 is conjugate to the transforma-

tion x �→ −x (by means of the map x �→ x−1
x+1 ). This shows that the standard

Cremona transformation τ1 is conjugate in Cr(2) to a projective transforma-
tion given by

(x0, x1, x2) �→ (x0,−x1,−x2).
When we change the homaloidal linear system defining τ1 to the homa-

loidal linear system of conics passing through the point p2, p3 and tangent at
p3 to the line x0 = 0, we obtain the transformation

τ2 : (x0, x1, x2) �→ (x2
1, x0x1, x0x2). (2.2)

In affine coordinates it is given by (x, y) �→ ( 1
x ,

y
x2 ). The transformation τ2

is also a birational involution conjugate to a projective involution. To see
this we define a rational map χ : P

2− → P
3 by the formula (x0, x1, x2) �→

(x2
1, x0x1, x0x2, x1x2). The Cremona transformation τ2 acts on P

3 via this
transformation by (u0, u1, u2, u3) �→ (u1, u0, u3, u2). Composing with the pro-
jection of the image from the fixed point (1, 1, 1, 1) we get a birational map
(x0, x1, x2) �→ (y0, y1, y2) = (x1(x0 − x1), x0x2 − x2

1, x1(x2 − x1)). It de-
fines the conjugation of τ2 with the projective transformation (y0, y1, y2) �→
(−y0, y2 − y0, y1 − y0).

Finally, we could further “degenerate” τ1 by considering the linear system
of conics passing through the point p3 and intersecting at this point with
multiplicity 3. This linear system defines a birational involution

τ3 : (x0, x1, x2) �→ (x2
0, x0x1, x

2
1 − x0x2). (2.3)

Again it can be shown that τ3 is conjugate to a projective involution.
Recall that a birational transformation is not determined by the choice of

a homaloidal linear system; one has to choose additionally a basis of the linear
system. In the above examples, the basis is chosen to make the transformation
an involution.

2.3 De Jonquières involutions

Here we exhibit a series of birational involutions that are not conjugate to
each other and not conjugate to a projective involution. In affine coordinates
they are given by the formula

djP : (x, y) �→ (x,
P (x)
y

), (2.4)

where P (x) is a polynomial of degree 2g + 1 or 2g + 2 without multiple roots.
The conjugation by the transformation (x, y) �→ (ax+b

cx+d , y) shows that the
conjugacy class of djP depends only on the orbit of the set of roots of P with
respect to the group PGL(2), or in other words, on the birational class of the
hyperelliptic curve

y2 + P (x) = 0. (2.5)
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The transformation djP has the following beautiful geometric interpreta-
tion. Consider the projective model Hg+2 of the hyperelliptic curve (2.5) given
by the homogeneous equation of degree g + 2

x2
2Fg(T0, T1) + 2x2Fg+1(T0, T1) + Fg+2(x0, x1) = 0, (2.6)

where
D = F 2

g+1 − FgFg+2 = x2g+2
0 P (x1/x0)

is the homogenization of the polynomial P (x). The curve Hg+2 has an ordinary
singular point of multiplicity g at q = (0, 0, 1), and the projection from this
point to P

1 exhibits the curve as a double cover of P
1 branched over the 2g+2

zeroes of D.
Consider the affine set x2 = 1 with affine coordinates (x, y) =

(x0/x2, x1/x2). A general line y = kx intersects the curve Hg+2 at the
point q = (0, 0) with multiplicity g and at two other points (α, kα) and
(α′, kα′), where α, α′ are the roots of the quadratic equation

t2Fg+2(1, k) + 2tFg+1(1, k) + Fg(1, k) = 0.

Take a general point p = (x, kx) on the line and define the point p′ = (x′, kx′)
such that the pairs (α, kα), (α′, kα′) and (x, kx), (x′, kx′) are harmonic conju-
gate. This means that x, x′ are the roots of the equation at2+2bt+c = 0, where
aFg(1, k) + cFg+2(1, k) − 2bFg+1(1, k) = 0. Since x + x′ = −2b/a, xx′ = c/a
we get Fg(1, k) + xx′Fg+2(1, k) + (x + x′)Fg+1(1, k) = 0. We express x′ as
(ax + b)/(cx + d) and solve for (a, b, c, d) to obtain

x′ =
−Fg+1(1, k)x− Fg(1, k)
xFg+2(1, k) + Fg+1(1, k)

.

Since k = y/x, after changing the affine coordinates (x, y) = (x0/x2, x1/x2)
to (X,Y ) = (x1/x0, x2/x0) = (y/x, 1/x), we get

IHg+2 : (X,Y ) �→ (X ′, Y ′) :=
(
X,
−Y Pg+1(X)− Pg+2(X)

Pg(X)Y + Pg+1(X)
)
, (2.7)

where Pi(X) = Fi(1, X). Let T : (x, y) �→ (x, yPg + Pg+1). Taking P (x) =
P 2
g+1 − PgPg+2, we check that T−1 ◦ djP ◦ T = IHg+2. This shows that our

geometric de Jonquières involution IHg+2 given by (2.7) is conjugate to the
de Jonquières involution djP defined by (2.4).

Let us rewrite (2.7) in homogeneous coordinates:

x′0 = x0(x2Fg(x0, x1) + Fg+1(x0, x1)), (2.8)
x′1 = x1(x2Fg(x0, x1) + Fg+1(x0, x1)),
x′2 = −x2Fg+1(x0, x1)− Fg+2(x0, x1).
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Now it is clear that the homaloidal linear system defining IHg+2 consists
of curves of degree g + 2 which pass through the singular point q of the
hyperelliptic curve (2.6) with multiplicity g. Other base points satisfy

x2Fg(x0, x1) + Fg+1(x0, x1) = −x2Fg+1(x0, x1)− Fg+2(x0, x1) = 0.

Eliminating x2, we get the equation F 2
g+1 − FgFg+2 = 0, which defines the

set of the 2g + 2 ramification points p1, . . . , p2g+2 of the projection Hg+2 \
{q} → P

1.
Let

Γ : x2Fg(x0, x1) + Fg+1(x0, x1) = 0

be the first polar Γ of Hg+2 with respect to the point q. The transformation
IHg+2 blows down Γ and the lines 〈q, pi〉 to points. It follows immediately
from (1) that the set of fixed points of the involution IHg+2 outside the base
locus is equal to the hyperelliptic curve (2.6). Also we see that the pencil of
lines through q is invariant with respect to IHg+2.

Let σ : S → P
2 be the blowup of the point q and the points p1, . . . , p2g+2.

The full preimage of the line #i = 〈q, pi〉 consists of two irreducible compo-
nents, each isomorphic to P

1. They intersect transversally at one point. We
will call such a reducible curve a bouquet of two P

1’s. One component is the
exceptional curve Ri = σ−1(pi), and another one is the proper transform R′i
of the line #i. The proper transform of Hg+2 intersects σ−1(#i) at its singular
point. Thus the proper transform H̄g+2 of the hyperelliptic curve Hg+2 inter-
sects the exceptional curve E = σ−1(q) at the same points where the proper
transform of lines #i intersect E. The proper transform Γ̄ of Γ intersects Ri at
one nonsingular point, and intersects E at g points, the same points where the
proper inverse transform H̄g+2 of Hg+2 intersects E. The involution IHg+2

lifts to a biregular automorphism τ of S. It switches the components Ri and
R′i of σ−1(#i), switches E with Γ̄ , and fixes the curve H̄g+2 pointwise. The
pencil of lines through q defines a morphism φ : S → P

1 whose fibres over the
points corresponding to the lines #i are isomorphic to a bouquet of two P

1’s.
All other fibres are isomorphic to P

1. This is an example of a conic bundle
or a Mori fibration (or in the archaic terminology of [38], a minimal rational
surface with a pencil of rational curves).
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To show that the birational involutions IHg+2, g > 0, are not conjugate
to each other or to a projective involution we use the following.
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Lemma 2.1. Let G be a finite subgroup of Cr(2) and let C1, . . . , Ck be non-
rational irreducible curves on P

2 such that each of them contains an open
subset C0

i whose points are fixed under all g ∈ G. Then the set of birational
isomorphism classes of the curves Ci is an invariant of the conjugacy class of
G in Cr(2).

Proof. Suppose G = T ◦ G′ ◦ T−1 for some subgroup G′ of Cr(2) and some
T ∈ Cr(2). Then, replacing C0

i by a smaller open subset we may assume that
T−1(C0

i ) is defined and consists of fixed points of G′. Since Ci is not rational,
T−1(C0

i ) is not a point, and hence its Zariski closure is a rational irreducible
curve C′i birationally isomorphic to Ci that contains an open subset of fixed
points of G′. ��

Since a connected component of the fixed locus of a finite group of projec-
tive transformations is a line or a point, we see that IHg+2 is not conjugate to
a subgroup of projective transformations for any g > 0. Since IHg+2 is con-
jugate to some involution (2.4), where P (x) is determined by the birational
isomorphism class of Hg+2, we see from the previous lemma that IHg+2 is
conjugate to IH ′

g′+2 if and only if g = g′ and the curves Hg+2 and H ′
g+2

are birationally isomorphic. Finally, let us look at the involution IH2. It is
a quadratic transformation that is conjugate to the quadratic transformation
τ2 : (x, y) �→ (x, x/y).

A de Jonquières involution (2.4) is a special case of a Cremona transfor-
mation of the form

(x, y) �→
(

ax + b

cx + d
,
r1(x)y + r2(x)
r3(x)y + r4(x)

)
,

where a, b, c, d ∈ C, ad − bc �= 0, and ri(x) ∈ C(x) with r1(x)r4(x) −
r2(x)r3(x) �= 0. These transformations form a subgroup of Cr(2) called a de
Jonquières subgroup and denoted by dJ(2). Of course, its definition requires
a choice of a transcendence basis of the field C(P2). If we identify Cr(2) with
the group AutC(C(x, y)), and consider the field C(x, y) as a field K(y), where
K = C(x), then

dJ(2) ∼= PGLC(x)(2) � PGL(2),
where PGL(2) acts on PGLC(x)(2) via Möebius transformations of the vari-
able x.

It is clear that all elements from dJ(2) leave the pencil of lines parallel
to the y-axis invariant. One can show that a subgroup of Cr(2) that leaves a
pencil of rational curves invariant is conjugate to a subgroup of dJ(2).

2.4 Geiser and Bertini involutions

The classical definition of a Geiser involution is as follows [30]. Fix seven
points p1, . . . , p7 in P

2 in general position (we will make this more precise
later). The linear system L of cubic curves through the seven points is two-
dimensional. Take a general point p and consider the pencil of curves from L
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passing through p. Since a general pencil of cubic curves has nine base points,
we can define γ(p) as the ninth base point of the pencil. One can show that
the algebraic degree of a Geiser involution is equal to 8. Another way to see
a Geiser involution is as follows. The linear system L defines a rational map
of degree 2,

f : P
2− → |L|∗ ∼= P

2.

The points p and γ(p) lie in the same fibre. Thus γ is a birational deck trans-
formation of this cover. Blowing up the seven points, we obtain a Del Pezzo
surface S of degree 2 (more about this later), and a regular map of degree
2 from S to P

2. The Geiser involution γ becomes an automorphism of the
surface S.

It is easy to see that the fixed points of a Geiser involution lie on the
ramification curve of f . This curve is a curve of degree 6 with double points
at the points p1, . . . , p7. It is birationally isomorphic to a canonical curve
of genus 3. Applying Lemma 2.1, we obtain that a Geiser involution is not
conjugate to any de Jonquières involution IHg+2. Also, as we will see later,
the conjugacy classes of Geiser involutions are in a bijective correspondence
with the moduli space of canonical curves of genus 3.

To define a Bertini involution we fix eight points in P
2 in general position

and consider the pencil of cubic curves through these points. It has the ninth
base point p9. For any general point p there will be a unique cubic curve C(p)
from the pencil which passes through p. Take p9 for the zero in the group
law of the cubic C(p) and define β(p) as the negative −p with respect to
the group law. This defines a birational involution on P

2, a Bertini involution
[10]. One can show that the algebraic degree of a Bertini involution is equal
to 17. We will see later that the fixed points of a Bertini involution lie on a
canonical curve of genus 4 with vanishing theta characteristic (isomorphic to
a nonsingular intersection of a cubic surface and a quadric cone in P

3). So, a
Bertini involution is not conjugate to a Geiser involution or a de Jonquières
involution. It can be realized as an automorphism of the blowup of the eight
points (a Del Pezzo surface of degree 1), and the quotient by this involution
is isomorphic to a quadratic cone in P

3.

3 Rational G-surfaces

3.1 Resolution of indeterminacy points

Let χ : S− → S′ be a birational map of nonsingular projective surfaces. It
is well known (see [33]) that there exist birational morphisms of nonsingular
surfaces σ : X → S and φ : X → S′ such that the following diagram is
commutative:
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X
σ

		��
��
��
�

φ



�
��

��
��

�

S ��������� S′.

(3.1)

It is called a resolution of indeterminacy points of χ. Recall also that any bi-
rational morphism can be factored into a finite sequence of blowups of points.
Let

σ : X = XN
σN−→ XN−1

σN−1−→ · · · σ2−→ X1
σ1−→ X0 = S (3.2)

be such a factorization. Here σi : Xi → Xi−1 is the blowup of a point xi ∈
Xi−1. Let

Ei = σ−1
i (xi), Ei = (σi+1 ◦ . . . ◦ σN )−1(Ei). (3.3)

Let H ′ be a very ample divisor class on S′ and H′ be the corresponding
complete linear system |H ′|. Let HN = φ∗(H′). Define m(xN ) as the smallest
positive number such that HN + m(xN )EN = σ∗N (HN−1) for some linear
system HN−1 on XN−1. Then proceed inductively to define linear systems
Hk on each Xk such that Hk+1 + m(xk+1)Ek+1 = σ∗k+1(Hk), and finally a
linear system H = H0 on S such that H1 +m(x1)E1 = σ∗1(H). It follows from
the definition that

φ∗(H′) = σ∗(H)−
N∑
i=1

m(xi)Ei. (3.4)

The proper transform of H′ on S under χ is contained in the linear system H.
It consists of curves which pass through the points xi with multiplicity ≥ mi.
We denote it by

χ−1(H′) = |H −m(x1)x1 − · · · −m(xN )xN |,

where H ⊂ |H |. Here for a curve on S to pass through a point xi ∈ Xi−1

with multiplicity ≥ m(xi) means that the proper transform of the curve on
Xi−1 has xi as a point of multiplicity ≥ m(xi). The divisors Ei are called the
exceptional curves of the resolution σ : X → S of the birational map χ. Note
that Ei is an irreducible curve if and only if σi+1 ◦ . . . ◦ σN : X → Xi is an
isomorphism over Ei = σ−1(xi).

The set of points xi ∈ Xi, i = 1, . . . , N , is called the set of indeterminacy
points, or base points, or fundamental points of χ. Note that, strictly speaking,
only one of them, x1, lies in S. However, if σ1 ◦ . . . ◦ σi : Xi → S is an
isomorphism in a neighborhood of xi+1 we can identify this point with a
point in S. Let {xi, i ∈ I} be the set of such points. Points xj , j �∈ I, are
infinitely near points. A precise meaning of this classical notion is as follows.

Let S be a nonsingular projective surface and B(S) be the category of
birational morphisms π : S′ → S of nonsingular projective surfaces. Recall
that a morphism from (S′ π′→ S) to (S′′ π′′→ S) in this category is a regular
map φ : S′ → S′′ such that π′′ ◦ φ = π′.
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Definition 3.1. The bubble space Sbb of a nonsingular surface S is the factor
set

Sbb =
( ⋃

(S′π′
→S)∈B(S)

S′
)
/R,

where R is the following equivalence relation: x′ ∈ S′ is equivalent to x′′ ∈
S′′ if the rational map π′′−1 ◦ π′ : S′− → S′′ maps isomorphically an open
neighborhood of x′ to an open neighborhood of x′′.

It is clear that for any π : S′ → S from B(S) we have an injective map
iS′ : S′ → Sbb. We will identify points of S′ with their images. If φ : S′′ → S′

is a morphism in B(S) which is isomorphic in B(S′) to the blowup of a point
x′ ∈ S′, any point x′′ ∈ φ−1(x′) is called infinitely near point to x′ of the first
order. This is denoted by x′′ 1 x′. By induction, one defines an infinitely near
point of order k, denoted by x′′ 1k x′. This defines a partial order on Sbb.

We say that a point x ∈ Sbb is of height k if x 1k x0 for some x0 ∈ S.
This defines the height function on the bubble space

htS : Sbb → N.

Clearly, S = ht−1(0).
It follows from the known behavior of the canonical class under a blowup

that

KX = σ∗(KS) +
N∑
i=1

Ei. (3.5)

The intersection theory on a nonsingular surface gives

H′2 = (φ∗(H′))2 =

(
σ∗(H)−

N∑
i=1

m(xi)Ei
)2

= H2 −
N∑
i=1

m(xi)2, (3.6)

KS′ · H′ = KS · H +
N∑
i=1

m(xi).

Example 3.2. Let χ : P
2 − → P

2 be a Cremona transformation, H′ = |#| be
the linear system of lines in P

2, and H ⊂ |n#|. The formulas (3.6) give

n2 −
N∑
i=1

m(xi)2 = 1, (3.7)

3n−
N∑
i=1

m(xi) = 3.

The linear system H is written in this situation as H = |n# −∑N
i=1 mixi|.

For example, a quadratic transformation with three base points p1, p2, p3 is
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given by the linear system |2# − p1 − p2 − p3|. In the case of the standard
quadratic transformation τ1, the curves E1, E2, E3 are irreducible, the map
σ1 : X1 → X0 = P

2 is an isomorphism in a neighborhood of p2, p3, and the
map σ2 : X2 → X1 is an isomorphism in a neighborhood of σ−1(p3). This
shows that we can identify p1, p2, p3 with points on P

2. In the case of the
transformation (2.2), we have σ1(p2) = p1 and p3 can be identified with a
point on P

2. So in this case p2 1 p1. For the transformation (2.3) we have
p3 1 p2 1 p1.

For a Geiser involution (resp. a Bertini involution) we have H = |8# −
3p1 − · · · − 3p7| (respectively H = |17#− 6p1 − · · · − 6p8|).

3.2 G-surfaces

Let G be a finite group. A G-surface is a pair (S, ρ), where S is a nonsingular
projective surface and ρ is an isomorphism from G to a group of automor-
phisms of S. A morphism of the pairs (S, ρ) → (S′, ρ′) is defined to be a
morphism of surfaces f : S → S′ such that ρ′(G′) = f ◦ρ(G)◦f−1. In particu-
lar, two subgroups of Aut(S) define isomorphic G-surfaces if and only if they
are conjugate inside of Aut(S). Often, if no confusion arises, we will denote a
G-surface by (S,G).

Let χ : S → S′ be a birational map of G-surfaces. Then one can
G-equivariantly resolve χ, in the sense that one can find diagram (3.1) where
all maps are morphisms of G-surfaces. The group G acts on the surface X per-
muting the exceptional configurations Ei in such a way that Ei ⊂ Ej implies
g(Ei) ⊂ g(Ej). This defines an action of G on the set of indeterminacy points
of χ (g(xi) = xj if g(Ei) = g(Ej)). The action preserves the order, i.e. xi 1 xj

implies g(xi) 1 g(xj), so the function ht : {x1, . . . , xN} → N is constant on
each orbit Gxi.

Let H′ = |H ′| be an ample linear system on S′ and

φ∗(H′) = σ∗(H)−
N∑
i=1

m(xi)Ei

be its inverse transform on X as above. Everything here is G-invariant, so H
is a G-invariant linear system on S and the multiplicities m(xi) are constant
on the G-orbits. So we can rewrite the system in the form

φ∗(H′) = σ∗(H)−
∑
κ∈I

m(κ)Eκ,

where I is the set of G-orbits of indeterminacy points. For any κ ∈ I we set
m(κ) = m(xi), where xi ∈ κ and Eκ,=

∑
xi∈κ Ei. Similarly one can rewrite

the proper transform of H′ on S:

|H −
∑
κ∈I

m(κ)κ|. (3.8)
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Now we can rewrite the intersection formula (3.6) in the form

H ′2 = H2 −
∑
κ∈I

m(κ)2d(κ), (3.9)

KS′ ◦H ′ = KS ·H +
∑
κ∈I

m(κ)d(κ),

where d(κ) = #{i : xi ∈ κ}.
Remark 3.3. In the arithmetical analog of the previous theory all the nota-
tion become more natural. Our maps are maps over a perfect ground field k. A
blowup is the blowup of a closed point in the scheme-theoretic sense, not nec-
essary k-rational. An exceptional curve is defined over k but when we replace
k with an algebraic closure k̄, it splits into the union of conjugate exceptional
curves over k̄. So, in the above notation, κ means a closed point on S or an
infinitely near point. The analog of d(κ) is of course the degree of a point, i.e.,
the extension degree [k(x) : k], where k(x) is the residue field of x.

3.3 The G-equivariant bubble space

Here we recall Manin’s formalism of the theory of linear systems with base
conditions in its G-equivariant form (see [46]).

First we define the G-equivariant bubble space of a G-surface S as a G-
equivariant version (S,G)bb of Definition 3.1. One replaces the category B(S)
of birational morphisms S′ → S with the category B(S,G) of birational mor-
phisms of G-surfaces. In this way the group G acts on the bubble space
(S,G)bb. Let

Z∗(S,G) = lim−→Pic(S′), (3.10)

where the inductive limit is taken with respect to the functor Pic from the
category B(S,G) with values in the category of abelian groups defined by
S′ → Pic(S′). The group Z∗(S,G) is equipped with a natural structure of
G-module. Also it is equipped with the following natural structures.

(a) A symmetric G-invariant pairing

Z∗(S,G)× Z∗(S,G) → Z

induced by the intersection pairing on each Pic(S′).
(b) A distinguished cone of effective divisors classes in Z∗(S,G)

Z∗+(S,G) = lim−→Pic+(S′),

where Pic+(S′) is the cone of effective divisor classes on each S′ from
B(S,G).

(c) A distinguished G-equivariant homomorphism

K : Z∗(S,G) → Z, K(z) = KS′ · z, for any S′ → S from B(S,G).
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Let f : S′ → S be a morphism from B(S,G) and let E1, . . . , En be its
exceptional curves. We have a natural splitting

Pic(S′) = f∗(Pic(S))⊕ Z[E1]⊕ · · · ⊕ Z[En].

Now let Z0(S,G) = Z
(S,G)bb

be the free abelian group generated by the set
(S,G)bb. Identifying exceptional curves with points in the bubble space, and
passing to the limit we obtain a natural splitting

Z∗(S,G) = Z0(S,G)⊕ Pic(S). (3.11)

Passing to invariants we get the splitting

Z∗(S,G)G = Z0(S,G)G ⊕ Pic(S)G. (3.12)

Write an element of Z∗(S,G)G in the form

z = D −
∑
κ∈O

m(κ)κ,

where O is the set of G-orbits in Z0(S,G)G and D is a G-invariant divisor
class on S. Then

(a) z · z′ = D ·D′ −∑κ∈O m(κ)m′(κ)d(κ);
(b) z ∈ Z∗+(S,G) if and only if D ∈ Pic+(S)G,m(κ) ≥ 0, and m(κ′) ≤ m(κ)

if κ′ 1 κ;
(c) K(z) = D ·KS +

∑
κ∈O m(κ)d(κ).

Let φ : S′ → S be an object of B(S,G). Then we have a natural map φbb :
(S′, G)bb → (S,G)bb that induces an isomorphism φ∗bb : Z(S,G) → Z(S′, G).
We also have a natural isomorphism φbb

∗ : Z(S′, G) → Z(S,G). None of these
maps preserves the splitting (3.11). Resolving indeterminacy points of any
birational map χ : (S,G)− → (S′, G′) we can define

• proper direct transform map χ∗ : Z∗(S,G) ∼→ Z∗(S′, G);
• proper inverse transform map χ∗ : Z∗(S′, G) ∼→ Z∗(S,G).

The group Z∗(S,G) equipped with all above structures is one of the main G-
birational invariants of S. It can be viewed as the Picard group of the bubble
space (S,G)bb.

The previous machinery gives a convenient way to consider the linear sys-
tems defining rational maps of surfaces. Thus we can rewrite (3.4) in the form
|z|, where z = H −∑mixi is considered as an element of Z∗+(S,G). The
condition that |z| be homaloidal becomes equivalent to the conditions

z2 = H2 −
∑

m2
i = H ′2, (3.13)

K(z) = H ·KS +
∑

mi = H ′ ·KS′ .

When S = S′ = P
2 we get equalities (3.7).
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3.4 Minimal rational G-surfaces

Let (S, ρ) be a rational G-surface. Choose a birational map φ : S− → P
2. For

any g ∈ G, the map φ ◦ g ◦ φ−1 belongs to Cr(2). This defines an injective
homomorphism

ιφ : G→ Cr(2). (3.14)
Suppose (S′, ρ′) is another rational G-surface and φ′ : S′− → P

2 is a birational
map.

The following lemma is obvious.

Lemma 3.4. The subgroups ιφ(G) and ιφ′(G) of Cr(2) are conjugate if and
only if there exists a birational map of G-surfaces χ : S′− → S.

The lemma shows that a birational isomorphism class of G-surfaces defines
a conjugacy class of subgroups of Cr(2) isomorphic to G. The next lemma
shows that any conjugacy class is obtained in this way.

Lemma 3.5. Suppose G is a finite subgroup of Cr(2), then there exists a
rational G-surface (S, ρ) and a birational map φ : S → P

2 such that

G = φ ◦ ρ(G) ◦ φ−1.

Proof. We give two proofs. The first one is after A. Verra. Let D =
∩g∈Gdom(g), where dom(g) is an open subset on which g is defined. Then
U = ∩g∈Gg(D) is an open invariant subset of P

2 on which g ∈ G acts biregu-
larly. Order G in some way and consider a copy of P

2
g indexed by g ∈ G. For

any u ∈ U let g(u) ∈ P
2
g. We define a morphism

φ : U →
∏
g∈G

P
2
g, u �→ (g(u))g∈G.

Define an action of G on φ(U) by g′((xg)g∈G) = (xgg′ )g∈G. Then φ is obviously
G-equivariant. Now define V as the Zariski closure of φ(U) in the product. It
is obviously a G-invariant surface which contains an open G-invariant subset
G-isomorphic to U . It remains to replace V by its G-equivariant resolution of
singularities (which always exists).

The second proof is standard. Let U be as above and U ′ = U/G be the
orbit space. It is a normal algebraic surface. Choose any normal projective
completion X ′ of U ′. Let S′ be the normalization of X ′ in the field of rational
functions of U . This is a normal projective surface on which G acts by bireg-
ular transformations. It remains to define S to be a G-invariant resolution of
singularities (see also [24]).

Summing up, we obtain the following result.

Theorem 3.6. There is a natural bijective correspondence between birational
isomorphism classes of rational G-surfaces and conjugate classes of subgroups
of Cr(2) isomorphic to G.

So our goal is to classify G-surfaces (S, ρ) up to birational isomorphism of
G-surfaces.
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Definition 3.7. A minimal G-surface is a G-surface (S, ρ) such that any
birational morphism of G-surfaces (S, ρ) → (S′, ρ′) is an isomorphism. A
group G of automorphisms of a rational surface S is called a minimal group
of automorphisms if the pair (S, ρ) is minimal.

Obviously, it is enough to classify minimal rational G-surfaces up to bira-
tional isomorphism of G-surfaces.

Before we state the next fundamental result, let us recall some terminology.
A conic bundle structure on a rational G-surface (S,G) is a G-equivariant

morphism φ : S → P
1 such that the fibres are isomorphic to a reduced conic

in P
2. A Del Pezzo surface is a surface with ample anticanonical divisor −KS .

Theorem 3.8. Let S be a minimal rational G-surface. Then either S admits
a structure of a conic bundle with Pic(S)G ∼= Z

2, or S is isomorphic to a Del
Pezzo surface with Pic(S)G ∼= Z.

An analogous result from the classical literature is proven by using the
method of the termination of adjoints, first introduced for linear system of
plane curves in the work of G. Castelnuovo. It consists in replacing a linear
system |D| with the linear system |D+KS | and repeating this, stopping only if
the next step leads to the empty linear system. The application of this method
to finding a G-invariant linear system of curves in the plane was initiated in
the works of S. Kantor [42], who essentially stated the theorem above but
without the concept of minimality. In arithmetical situation this method was
first applied by F. Enriques [28]. A first modern proof of the theorem was given
by Yu. Manin [45] and by the second author [38] (an earlier proof of Manin
used the assumption that G is an abelian group). Nowadays the theorem
follows easily from a G-equivariant version of Mori theory (see [43, Example
2.18]), and the proof can be found in literature ([8], [23]). For this reason we
omit the proof.

Recall the classification of Del Pezzo surfaces (see [25], [46]). The number
d = K2

S is called the degree. By Noether’s formula, 1 ≤ d ≤ 9. For d ≥ 3,
the anticanonical linear system | −KS| maps S onto a nonsingular surface of
degree d in P

d. If d = 9, S ∼= P
2. If d = 8, then S ∼= P

1×P
1, or S ∼= F1, where

as always we denote by Fn the minimal ruled surface P(OP1 ⊕ OP1(n)). For
d ≤ 7, a Del Pezzo surface S is isomorphic to the blowup of n = 9− d points
in P

2 in general position that means that

• no three are on a line;
• no six are on a conic;
• if n = 8, then then the points are not on a plane cubic which has one of

them as its singular point.

For d = 2, the linear system |−KS| defines a finite morphism of degree 2 from
S to P

2 with a nonsingular quartic as the branch curve. Finally, for d = 1, the
linear system | − 2KS| defines a finite morphism of degree 2 onto a quadric
cone Q ⊂ P

3 with the branch curve cut out by a cubic.
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For a minimal Del Pezzo G-surface the group Pic(S)G is generated by KS

if S is not isomorphic to P
2 or P

1 × P
1. In the latter cases it is generated by

1
3KS or 1

2KS , respectively.
A conic bundle surface is either isomorphic to Fn or to a surface obtained

from Fn by blowing up a finite set of points, no two lying in a fibre of a ruling.
The number of blowups is equal to the number of singular fibres of the conic
bundle fibration. We will exclude the surfaces F0 and F1, considering them
as Del Pezzo surfaces.

There are minimal conic bundles with ample −KS (see Proposition 5.2).

4 Automorphisms of minimal ruled surfaces

4.1 Some of group theory

We employ the standard notations for groups used by group-theorists
(see [19]):

• Cn, a cyclic group of order n;
• n = Cn if no confusion arises;
• nr = Cr

n, the direct sum of r copies of Cn (not to be confused with cyclic
group of order nr);

• Sn, the permutation group of degree n;
• An, the alternating group of degree n;
• D2n, the dihedral group of order 2n;
• Q4n = 〈a, b | a2n = 1, b2 = an, b−1ab = a−1〉, dicyclic group of order 4n, a

generalized quaternion group if n = 2k;
• Hn(p), the Heisenberg group of unipotent n×n-matrices with entries in Fp;
• GL(n) = GL(n,C), general linear group over C;
• SL(n) = SL(n,C), special linear group over C;
• PGL(n) = GL(n,C)/C

∗, general projective linear group over C;
• O(n), the orthogonal linear group over C;
• PO(n), the projective orthogonal linear group over C,
• Ln(q) = PSL(n,Fq), where q = pr is a power of a prime number p;
• T ∼= A4, O ∼= S4

∼= PGL(2,F3), I ∼= A5
∼= L2(5) ∼= L2(22), tetrahedral,

octahedral, icosahedral subgroups of PGL(2);
• T ∼= SL(2,F3), Ō ∼= GL(2,F3), Ī ∼= SL(2,F5), D2n

∼= Q4n, binary tetra-
hedral, binary octahedral, binary icosahedral, binary dihedral subgroups of
SL(2);

• A•B is an upward extension of B with help of a normal subgroup A;
• A : B is a split extension A•B, i.e., a semidirect product A�B (it is defined

by a homomorphism φ : B → Aut(A));
• A•B is a nonsplit extension A•B;
• nA = n•A, where the normal group n is equal to the center;
• pa+b = Ca

p •Cb
p, where p is prime;
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• A2 B (or A2D B), the diagonal product of A and B over their common
homomorphic image D (i.e., the subgroup of A×B of pairs (a, b) such that
α(a) = β(b) for some surjections α : A → D, β : B → D); When D is
omitted it means that D is the largest possible;

• 1
m [A×B] = A2D B, where #D = m;

• A 3 Sn, the wreath product, i.e., An : Sn, where Sn is the symmetric group
acting on An by permuting the factors;

• μn, the group of nth roots of unity with generator εn = e2πi/n.

We will often use the following simple result from group theory which is
known as Goursat’s Lemma.

Lemma 4.1. Let G be a finite subgroup of the product A×B of two groups A
and B. Let p1 : A×B → A, p2 : A×B → B be the projection homomorphisms.
Let Gi = pi(G), Hi = Ker(pj |G), i �= j = 1, 2. Then Hi is a normal subgroup
in Gi. The map φ : G1/H1 → G2/H2 defined by φ(aH1) = p2(a)H2 is an
isomorphism, and

G = G1 2D G2,

where D = G1/H1, α : G1 → D, is the projection map to the quotient, and β
is the composition of the projection G2 → G2/H2 and φ−1.

Note some special cases:

G21 G′ ∼= G×G′, G2G′ G′ = {(g, α(g)) ∈ G×G′, g ∈ G1},
where α : G→ G′ is a surjection and G′ → G′ is the identity.

We will be dealing with various group extensions. The following lemma is
known in group theory as the Schur-Zassenhaus Theorem. Its proof can be
found in [31, 6.2].

Lemma 4.2. Let A•B be an extension of groups. Suppose that the orders of
A and B are coprime. Then the extension splits. If, moreover, A or B is
solvable, then all subgroups of A : B defining splittings are conjugate.

We will often use the following simple facts, their proofs are left to the
reader (or can be found in www.planetmath.org).

Lemma 4.3. A subgroup of D2n = 〈a, b | an = b2 = b−1aba = 1〉 is either
cyclic or dihedral. A normal subgroup H is either cyclic subgroup 〈a〉, or n =
2k and H is one of the following two subgroups 〈a2, b〉, 〈a2, ab〉 of index 2.
These two subgroups are interchanged under the outer automorphism a �→
a, b �→ ab. If H is cyclic of order n/k, the quotient group is isomorphic to
D2n/k.

The group of Aut(D2n) is isomorphic to (Z/n)∗ : n and it is generated by
the transformations a �→ as, b �→ atb. The subgroup of inner automorphisms
is generated by transformations a �→ a−1, b �→ b and a �→ a, b �→ a2b.
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It will be convenient to list all isomorphism classes of nonabelian groups
of order 16; see Table 1.

Table 1. Nonabelian groups of order 16.

Notation Center LCS Extensions Presentation
2×D8 22 16, 2, 1 21+3, 22+2, 23+1, a4 = b2 = c2 = 1,

(2× 4) : 2 [a, b]a2 = [a, c] = [b, c] = 1

2×Q8 22 16, 2, 1 22+2, a4 = a2b−2 = a2[a, b] = 1
(2× 4)•2

D16 2 16, 4, 2, 1 8 : 2, 2D8, a8 = b2 = a2[a, b] = 1
(22)•4, D•

82

SD16 2 16, 4, 2, 1 8 : 2, D•
82, a8 = b2 = [a, b]a−2 = 1

2D8, (2
2)•4

Q16 2 16, 4, 2, 1 8•2, 2D8, a8 = a4b−2 = [a, b]a2 = 1
4•(22)

AS16 4 16, 2, 1 21+3, D8 : 2 a4 = b2 = c2 = [a, b] = 1
4(22), (2× 4) : 2 [c, b]a−2 = [c, a] = 1

K16 22 16, 2, 1 22+2, (2× 4)•2 a4 = b4 = [a, b]a2 = 1
2•(2× 4), 4 : 4

L16 22 16, 2, 1 22 : 4, 2•(2× 4) a4 = b2 = c2 = 1,
(2× 4) : 2 [c, a]b = [a, b] = [c, b] = 1

M16 4 16, 2, 1 8 : 2, 4(22) a8 = b2 = 1, [a, b]a4 = 1
2•(2× 4)

Recall that there are two nonisomorphic nonabelian groups of order 8: D8

and Q8.
Finally, we describe the central extension of polyhedral and binary poly-

hedral groups. Recall that the isomorphism classes of central extensions A•G,
where A is an abelian group, are parametrized by the 2-cohomology group
H2(G,A). We will assume that A ∼= p, where p is prime. We will use the
following facts about the cohomology groups of polyhedral and binary poly-
hedral groups, which can be found in textbooks on group cohomology (see,
for example, [1]).

Lemma 4.4. Let G be a polyhedral group or a binary polyhedral group. If
G ∼= n is cyclic, then H2(G, p) ∼= p if p | n and zero otherwise. If G is not
cyclic, then H2(G, p) = 0 if p �= 2, 3. Moreover,

(i) If G is a polyhedral group, then

H2(G, 2) ∼=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2 if G ∼= D2n, n odd,
23 if G ∼= D2n, n even,
2 if G ∼= T,

22 if G ∼= O,

2 if G ∼= I.
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H2(G, 3) ∼=
{

3 if G ∼= T,

1 otherwise.

(ii) If G is a binary polyhedral group, then

H2(G, 2) ∼=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

2 if G ∼= D2n, n odd,
22 if G ∼= D2n, n even,
2 if G ∼= O,

1 otherwise.

H2(G, 3) ∼=
{

3 if G ∼= T ,

1 otherwise.

4.2 Finite groups of projective automorphisms

We start with the case S = P
2, where Aut(S) ∼= PGL(3). To save space we

will often denote a projective transformation

(x0, x1, x2) �→ (L0(x0, x1, x2), L1(x0, x1, x2), L2(x0, x1, x2))

by [L0(x0, x1, x2), L1(x0, x1, x2), L2(x0, x1, x2)].
Recall some standard terminology from the theory of linear groups. Let G

be a subgroup of the general linear group GL(V ) of a complex vector space V .
The group G is called intransitive if the representation of G in V is reducible.
Otherwise it is called transitive. A transitive group G is called imprimitive if it
contains an intransitive normal subgroup G′. In this case V decomposes into
a direct sum of G′-invariant proper subspaces, and elements from G permute
them. A group is primitive if it is neither intransitive, nor imprimitive. We
reserve this terminology for subgroups of PGL(V ), keeping in mind that each
such group can be represented by a subgroup of GL(V ).

Let G′ be a finite intransitive subgroup of GL(3) and G be its image in
PGL(3). Then G′ is conjugate to a subgroup C

∗ ×GL(2) of block matrices.
To classify such subgroups we have to classify subgroups of GL(2). We

will use the well-known classification of finite subgroups of PGL(2). They are
isomorphic to one of the following polyhedral groups:

• a cyclic group Cn;
• a dihedral group D2n of order 2n ≥ 2;
• the tetrahedral group T ∼= A4 of order 12;
• the octahedral group O ∼= S4 of order 24;
• the icosahedral group I ∼= A5 of order 60.

Two isomorphic subgroups are conjugate subgroups of PGL(2).
The pre-image of such group in SL(2,C) under the natural map

SL(2)→ PSL(2) = SL(2)/(±1) ∼= PGL(2)
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is a double extension G = 2•G. The group G = 2•G is called a binary poly-
hedral group. A cyclic group of odd order is isomorphic to a subgroup SL(2)
intersecting trivially the center.

Consider the natural surjective homomorphism of groups

β : C
∗ × SL(2)→ GL(2), (c, A) �→ cA.

Its kernel is the subgroup {(1, I2), (−1,−I2)}.
Let G be a finite subgroup of GL(2) with center Z(G). Since cA =

(−c)(−A) and det(cA) = c2 detA, we see that G̃ = β−1(G) is a subgroup
of μ2m × Ḡ′, where G′ is a binary polyhedral group with nontrivial center
whose image G′ in PGL(2) is isomorphic to G/Z(G). The homomorphism β

defines an isomorphism from the kernel H2 of the first projection G̃ → μ2m

onto the subgroup G0 = Ker(det : G → C
∗). Also it defines an isomorphism

from the kernel H1 of the second projection G̃ → Ḡ′ onto Z(G). Applying
Lemma 4.1, we obtain

G̃ ∼= μ2m 2D G
′
, D = Ḡ′/G0.

Lemma 4.5. Let G be a finite non-abelian subgroup of GL(2). Then G =
β(G̃), where G̃ ⊂ C

∗ × SL(2,C) is conjugate to one of the following groups.

(i) G̃ = μ2m × Ī , G ∼= m× Ī;
(ii) G̃ = μ2m ×O, G ∼= m×O;
(iii) G̃ = μ2m × T , G ∼= m× T ;
(iv) G̃ = μ2m ×Q4n, G ∼= m×Q4n;
(v) G̃ = 1

2 [μ4m ×O], G ∼= 2m•O ∼= (m× T )•2 (split if m = 1, 2);
(vi) G̃ = 1

3 [μ6m × T ], G ∼= 2m•T ∼= (m× 22)•3 (split if m = 1, 3);
(vii) G̃ ∼= 1

2 [μ4m ×Q8n], G ∼= 2m•D4n
∼= (m×Q4n)•2 (split if m = 1, 2);

(viii) G̃ = 1
2 [μ4m ×Q4n], G ∼= 2m•D2n

∼= (m× 2n)•2 (split if m = 1, 2);
(ix) G̃ = 1

4 [μ4m ×Q4n], n is odd, G ∼= m•D2n
∼= (m× n)•2 (split if m = 1, 2).

Note that although Q8n has two different non-cyclic subgroups of index 2, they
are conjugate under an element of SL(2), so they lead to conjugate subgroups
in GL(2).

Lemma 4.4 gives us some information when some of these extensions split.
An abelian subgroup G ⊂ GL(2) is conjugate to a subgroup of diagonal

matrices of the form (εam, εbn), where εm, εn are primitive roots of unity and
a, b ∈ Z. Let d = (m,n),m = du, n = dv, d = kq for some fixed positive
integer k. Let H1 = 〈εkm〉 ⊂ 〈εm〉, H2 = 〈εkn〉 ⊂ 〈εn〉 be cyclic subgroups of
index k. Applying Lemma 4.1 we obtain

G ∼= 〈εm〉 2k 〈εn〉,
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where the homomorphisms 〈εm〉 → k, 〈εn〉 → k differ by an automorphism of
the cyclic group 〈εk〉 ∼= k defined by a choice of a new generator εsm, (s, k) = 1.
In this case

G = (〈εkm〉 × 〈εkn〉•〈εk〉 (4.1)

is of order mn/k = uvkq2. In other words, G consists of diagonal matrices of
the form (εam, εbn), where a ≡ sb mod k.

Corollary 4.6. Let G be an intransitive finite subgroup of GL(3). Then its
image in PGL(3) consists of transformations [ax0 + bx1, cx0 + dx1, x2], where
the matrices

(
a b
c d

)
form a non-abelian finite subgroup H of GL(2) from Lemma

4.5 or an abelian group of the form (4.1).

Now suppose G is transitive but imprimitive subgroup of PGL(3). Let G′

be its largest intransitive normal subgroup. Then G/G′ permutes transitively
the invariant subspaces of G′; hence we may assume that all of them are one-
dimensional. Replacing G by a conjugate group we may assume that G′ is
a subgroup of diagonal matrices. We can represent its elements by diagonal
matrices g = (εam, εbn, 1), where a ≡ sb mod k as in (4.1). The group G con-
tains a cyclic permutation τ of coordinates. Since G′ is a normal subgroup
of G, we get τ−1gτ = (ε−b

n , ε−b
n εam, 1) ∈ G′. This implies that n|bm,m|an,

hence u|b, v|a. Since (εm, εsn, 1) or (εs
′

m, εn, 1), ss′ ≡ 1 mod k, belongs to G
we must have u = v = 1, i.e. m = n = d. Therefore G′ consists of diag-
onal matrices g = (εad, ε

sa
d , 1). Since τ−1gτ = (ε−sa

d , εa−sa
d , 1) ∈ G′, we get

a − sa ≡ −s2a mod k for all a ∈ Z/mZ. Hence the integers s satisfy the
congruence s2 − s + 1 ≡ 0 mod k. If, moreover, G/G′ ∼= S3, then we have an
additional condition s2 ≡ 1 mod k, and hence either k = 1 and G′ = μn×μn

or k = 3, s = 2, and G′ = n× n/k.
This gives the following.

Theorem 4.7. Let G be a transitive imprimitive finite subgroup of PGL(3).
Then G is conjugate to one of the following groups:

• G ∼= n2 : 3 generated by transformations

[εnx0, x1, x2], [x0, εnx1, x2], [x2, x0, x1];

• G ∼= n2 : S3 generated by transformations

[εnx0, x1, x2], [x0, εnx1, x2], [x0, x2, x1], [x2, x0, x1];

• G = Gn,k,s
∼= (n× n

k ) : 3, where k > 1, k|n and s2 − s + 1 = 0 mod k. It is
generated by transformations

[εn/kx0, x1, x2], [εsnx0, εnx1, x2], [x2, x0, x1].

• G  (n× n
3 ) : S3 generated by transformations

[εn/3x0, x1, x2], [ε2nx0, εnx1, x2], [x0, x2, x1], [x1, x0, x2].

The next theorem is a well-known result of Blichfeldt [11].
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Theorem 4.8. Any primitive finite subgroup G of PGL(3) is conjugate to one
of the following groups:

1. The icosahedral group A5 isomorphic to L2(5). It leaves invariant a non-
singular conic.

2. The Hessian group of order 216 isomorphic to 32 : T . It is realized as the
group of automorphisms of the Hesse pencil of cubics

x3 + y3 + z3 + txyz = 0.

3. The Klein group of order 168 isomorphic to L2(7) (realized as the full group
of automorphisms of the Klein quartic x3y + y3z + z3x = 0).

4. The Valentiner group of order 360 isomorphic to A6. It can be realized as
the full group of automorphisms of the nonsingular plane sextic

10x3y3 + 9zx5 + y5 − 45x2y2z2 − 135xyz4 + 27z6 = 0.

5. Subgroups of the Hessian group:
• 32 : 4;
• 32 : Q8.

4.3 Finite groups of automorphisms of F0

Since F0 is isomorphic to a nonsingular quadric in P
3, the group Aut(F0)

is isomorphic to the projective orthogonal group PO(4). The classification
of finite subgroups of O(4) is due to É. Goursat [32] (in the real case see a
modern account in [20]). Goursat’ Lemma 4.1 plays an important role in this
classification.

Obviously,
Aut(F0) ∼= PGL(2) 3 S2.

First we classify subgroups of PGL(2) × PGL(2) by applying Goursat’s
Lemma.

Observe the following special subgroups of PGL(2)× PGL(2):

1. G = G1 ×G2 is the product subgroup.
2. G21 G = {(g1, g2) ∈ G × G : α(g1) = g2} ∼= G is a α-twisted diagonal

subgroup. If α = idG, we get the diagonal subgroup.

Note that α-twisted diagonal groups are conjugate in Aut(F0) if α(g) =
xgx−1for some x in the normalizer of G inside Aut(P1). In particular, we
may always assume that α is an exterior automorphism of G.

We will use the notation [p1, . . . , pr] for the Coxeter group defined by the
Coxeter diagram

• • • • •
p1 p2 pr

· · ·
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Following [20] we write [p1, . . . , pr]+ to denote the index 2 subgroup of
even-length words in standard generators of the Coxeter group. If exactly
one of the numbers p1, . . . , pr is even, say pk, there are two other sub-
groups of index 2, denoted by [p1, . . . , p

+
r ] (respectively [+p1, . . . , pr]). They

consist of words which contain each generator R1, . . . , Rk−1 (respectively
Rk+1, . . . , Rr)an even number of times. The intersection of these two sub-
groups is denoted by [+p1, . . . , p

+
r ]. For example,

D2n = [n], T = [3, 3]+, O = [3, 4]+, I = [3, 5]+.

Recall that each group [p1, . . . , pr] has a natural linear representation in
R

r as a reflection group. If r = 3, the corresponding representation defines
a subgroup of PO(4). If r = 2, it defines a subgroup of PO(3) that acts
diagonally on P

2×P
2 and on P

1× P
1 embedded in P

2×P
2 by the product of

the Veronese maps. We denote by [p1, . . . , pr] the quotient of [p1, . . . , pr] by
its center. Similar notation is used for the even subgroups of [p1, . . . , pr].

Theorem 4.9. Let G be a finite subgroup of PGL(2)×PGL(2) not conjugate
to the product A×B of subgroups of PGL(2). Then G is conjugate to one of
the following groups or its image under the switching of the factors:

• 1
60 [I × I] ∼= I ∼= [3, 5]+;

• 1
60 [I × I] ∼= I ∼= [3, 3, 3]+;

• 1
24 [O ×O] ∼= O ∼= [3, 4]+;

• 1
24 [O ×O] ∼= O ∼= [2, 3, 3]+;

• 1
12 [T × T ] ∼= T ∼= [3, 3]+;

• 1
2 [O ×O] ∼= (T × T ) : 2 ∼= [3, 4, 3]+;

• 1
6 [O ×O] ∼= 24 : S3

∼= [3, 3, 4]+;

• 1
3 [T × T ] ∼= 24 : 3 ∼= [+3, 3, 4+];

• 1
2 [D2m ×D4n] ∼= (m×D2n)•2 (m,n ≥ 2);

• 1
4 [D4m ×D4n] ∼= (m× n) : 4 (m,n odd);

• 1
2k [D2mk ×D2nk]s ∼= (m× n) : D2k, (s, k) = 1);

• 1
2k [D2mk ×D2nk]s ∼= (m× n) : D2k, (s, 2k) = 1,m, n odd);

• 1
k [Cmk × Cnk]s ∼= (m× n)•k ((s, k) = 1);

• 1
k [Cmk × Cnk]s ∼= (m× n)•k ((s, 2k) = 1,m, n odd;);

• 1
2 [D2m ×O] ∼= (m× T ) : 2;

• 1
2 [D4m ×O] ∼= (D2m × T ) : 2(m ≥ 2);
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• 1
6 [D6n ×O] ∼= (m× 22) : S3(m ≥ 2);

• 1
2 [C2m ×O] ∼= (m× T )•2 (split if m = 1);

• 1
3 [C3m × T ] ∼= (m× 22)•3 (split if m = 1);

• 1
2 [D4m ×D4n] ∼= (D2m ×D2n)•2 (m,n ≥ 2);

• 1
2 [C2m ×D4n] ∼= (m×D2n)•2 (n ≥ 2);

• 1
2 [C2m ×D2n] ∼= (m× n) : 2 ∼= m•D2n.

All other finite subgroups of Aut(P1 ×P
1) are conjugate to a group G0•2,

where the quotient 2 is represented by an automorphism that interchanges
the two rulings of F0. It is equal to τ ◦ g, where τ is the switch (x, y) �→ (y, x)
and g ∈ PGL(2)× PGL(2).

4.4 Finite groups of automorphisms of Fn, n �= 0

Let S be a minimal ruled surface Fn, n �= 0. If n = 1, the group Aut(F1) is
isomorphic to a subgroup of Aut(P2) leaving one point fixed. We will not be
interested in such subgroups so we assume that n ≥ 2.

Theorem 4.10. Let S = Fn, n �= 0. We have

Aut(Fn) ∼= C
n+1 : (GL(2)/μn),

where GL(2)/μn acts on C
n+1 by means of its natural linear representation

in the space of binary forms of degree n. Moreover,

GL(2)/μn
∼=
{

C
∗ : PSL(2), if n is even,

C
∗ : SL(2), if n is odd.

Proof. This is of course well known. We identify Fn with the weighted pro-
jective plane P(1, 1, n). An automorphism is given by the formula

(t0, t1, t2) �→ (at0 + bt1, ct0 + dt1, et2 + fn(t0, t1)),

where fn is a homogeneous polynomial of degree n. The vector space C
n+1 is

identified with the normal subgroup of transformations [t0, t1, t2 + fn(t0, t1)].
The quotient by this subgroup is isomorphic to the subgroup of trans-
formations [at0 + bt1, ct0 + dt1, et2] modulo transformations of the form
[λt0, λt1, λnt2]. This group is obviously isomorphic to GL(2)/μn. Consider the
natural projection GL(2)/μn → PGL(2) ∼= PSL(2). Define a homomorphism
SL(2) → GL(2)/μn by assigning to a matrix A the coset of A modulo μn. If
n is even, the kernel of this homomorphism is 〈−I2〉, so we have a splitting
GL(2)/μn

∼= C
∗ : PGL(2). If n is odd, the homomorphism is injective and

defines a splitting GL(2)/μn
∼= C

∗ : SL(2). ��
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Suppose G is a finite subgroup of Aut(Fn). Obviously, G is contained in
the subgroup GL(2)/μn.

Suppose G ∩ C
∗ = {1}. Then G is isomorphic to a subgroup of PGL(2)

(resp. SL(2)) over which the extension splits. Note that the kernel C
∗ of the

projections GL(2)/μn → PGL(2) or GL(2)/μn → SL(2) is the center. Thus
each finite subgroup H of PGL(2) (respectively SL(2)) defines k conjugacy
classes of subgroups isomorphic to H , where k = #Hom(H,C∗) = #G/[G,G].

If G∩C
∗ ∼= μm is non-trivial, the group is a central extension m•H , where

H is a polyhedral group, if n is even, and a binary polyhedral group otherwise.
We can apply Lemma 4.4 to find some cases when the extension must split.
In other cases the structure of the group is determined by using Theorem 4.9.
We leave this to the reader.

5 Automorphisms of conic bundles

5.1 Geometry of conic bundles

Let φ : S → P
1 be a conic bundle with singular fibres over points in a finite

set Σ ⊂ P
1. We assume that k = #Σ > 0. Recall that each singular fibre

Fx, x ∈ Σ, is the bouquet of two P
1’s.

Let E be a section of the conic bundle fibration φ. The Picard group of S
is freely generated by the divisor classes of E, the class F of a fibre, and the
classes of k components of singular fibres, no two in the same fibre. The next
lemma follows easily from the intersection theory on S.

Lemma 5.1. Let E and E′ be two sections with negative self-intersection −n.
Let r be the number of components of singular fibres which intersect both E
and E′. Then k − r is even and

2E ·E′ = k − 2n− r.

In particular,
k ≥ 2n + r.

Since a conic bundle S is isomorphic to a blowup of a minimal ruled surface,
it always contains a section E with negative self-intersection −n. If n ≥ 2, we
obviously get k ≥ 4. If n = 1, since (S,G) is minimal, there exists g ∈ G such
that g(E) �= E and E ∩ g(E) �= ∅. Applying the previous lemma we get

k ≥ 4.

5.2 Exceptional conic bundles

We give three different constructions of the same conic bundle, which we will
call an exceptional conic bundle.
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First construction. Choose a ruling p : F0 → P
1 on F0 and fix two points

on the base, say 0 and ∞. Let F0 and F∞ be the corresponding fibres. Take
g + 1 points a1, . . . , ag+1 on F0 and g + 1 points ag+2, . . . , a2g+2 on F∞ such
that no two lie in the same fibre of the second ruling q : F0 → P

1. Let
σ : S → F0 be the blowup of the points a1, . . . , a2g+2. The composition
π = q ◦ σ : S → P

1 is a conic bundle with 2g + 2 singular fibres Ri + R′i over
the points xi = q(ai), i = 1, . . . , 2g+2. For i = 1, . . . , g+1, Ri = σ−1(ai), and
Rn+i is the proper transform of the fibre q−1(ai). Similarly, for i = 1, . . . , n,
R′i is the proper transform of the fibre q−1(ai), and R′g+1+i = σ−1(ag+1+i).

Let E0, E∞ be the proper transforms of F0, F∞ on S. Each is a section of
the conic bundle π. The section E0 intersects R1, . . . , R2g+2, and the section
E∞ intersects R′1, . . . , R

′
2g+2.

Let

D0 = 2E0 +
2g+2∑
i=1

Ri, D∞ = 2E∞ +
2g+2∑
i=1

R′i.

It is easy to check that D0 ∼ D∞. Consider the pencil P spanned by the
curves D0 and D∞. It has 2g + 2 simple base points pi = Ri ∩R′i. Its general
member is a nonsingular curve C. In fact, a standard formula for computing
the Euler characteristic of a fibred surface in terms of the Euler characteristics
of fibres shows that all members except D0 and D∞ are nonsingular curves.
Let F be a fibre of the conic bundle. Since C · F = 2, the linear system |F |
cuts out a g1

2 on C, so it is a hyperelliptic curve or the genus g of C is 0
or 1. The points pi are obviously the ramification points of the g1

2 . Computing
the genus of C we find that it is equal to g, thus p1, . . . , p2g+2 is the set of
ramification points. Obviously all nonsingular members are isomorphic curves.
Let σ : S′ → S be the blowup the base points p1, . . . , p2g+2 and let D denote
the proper transform of a curve on S. We have

2Ē0 + 2Ē∞ +
2g+2∑
i=1

(R̄i + R̄′i + 2σ−1(pi)) ∼ 2σ∗(C).

This shows that there exists a double cover X ′ → S′ branched along the
divisor

∑2g+2
i=1 (R̄i + R̄′i). Since R̄i

2 = R̄′i
2 = −2, the ramification divisor on

X ′ consists of 4g + 4 (−1)-curves. Blowing them down we obtain a surface X
isomorphic to the product C × P

1. This gives us the following.

Second construction. A pair (C, h) consisting of a nonsingular curve and an
involution h ∈ Aut(C) with quotient P

1 will be called a hyperelliptic curve.
If C is of genus g ≥ 2, then C is a hyperelliptic curve and h is its invo-
lution defined by the unique g1

2 on C. Let δ be an involution of P
1 defined

by (t0, t1) �→ (t0,−t1). Consider the involution τ = h × δ of the product
X = C × P

1. Its fixed points are 4g + 4 points ci × {0} and ci × {∞}, where
X〈h〉 = {c1, . . . , c2g+2}. Let X ′ be a minimal resolution of X/(τ). It is easy to
see that the images of the curves {ci} × P

1 are (−1)-curves on X ′. Blowing
them down we obtain our exceptional conic bundle.
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Third construction. Let us consider a quasi-smooth hypersurface Y of degree
2g+2 in weighted projective space P = P(1, 1, g+1, g+1) given by an equation

F2g+2(T0, T1) + T2T3 = 0, (5.1)

where F2g+2(T0, T1) is a homogeneous polynomial of degree 2g + 2 without
multiple roots. The surface is a double cover of P(1, 1, g + 1) (the cone over a
Veronese curve of degree g+1) branched over the curve F2g+2(T0, T1)+T 2

2 = 0.
The preimages of the singular point of P(1, 1, g + 1) with coordinates (0, 0, 1)
is a pair of singular points of Y with coordinates (0, 0, 1, 0) and (0, 0, 0, 1).
The singularities are locally isomorphic to the singular points of a cone of
the Veronese surface of degree g + 1. Let S be a minimal resolution of Y .
The preimages of the singular points are disjoint smooth rational curves E
and E′ with self-intersection −(g + 1). The projection P(1, 1, g + 1, g + 1) →
P

1, (t0, t1, t2, t3) �→ (t0, t1) lifts to a conic bundle on S with sections E,E′.
The pencil λT2 + μT3 = 0 cuts out a pencil of curves on Y which lifts to a
pencil of bisections of the conic bundle S with 2g + 2 base points (t0, t1, 0, 0),
where F2g+2(t0, t1) = 0.

It is easy to see that this is a general example of an exceptional conic
bundle. In Construction 2, we blow down the sections E0, E∞ to singular
points. Then consider an involution g0 of the surface which is a descent of the
automorphism of the product C × P

1 given by idC ×ψ, where ψ : (t0, t1) �→
(t1, t0). The quotient by (g0) gives P(1, 1, g+1) and the ramification divisor is
the image on S of the curve C × (1, 1) or C × (1,−1). On one of these curves
g0 acts identically, on the other one it acts as the involution defined by the g1

2 .

Proposition 5.2. Let φ : S → P
1 be a minimal conic G-bundle with k ≤ 5

singular fibres. Then S is a Del Pezzo surface, unless k = 4 and S is an
exceptional conic bundle.

Proof. Since k ≤ 5, we have K2
S = 8− k ≥ 3. By Riemann-Roch, | −KS| �= ∅.

Suppose S is not a Del Pezzo surface. Then there exists an irreducible curve
C such that −KS · C ≤ 0. Suppose, that equality holds. By Hodge’s Index
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Theorem, C2 < 0, and by the adjunction formula, C2 = −2 and C ∼= P
1.

If strict inequality holds, then C is a component of a divisor D ∈ | − KS|;
hence | −KS − C| �= ∅ and |KS + C| = ∅. Moreover, since K2

S > 0, we have
C �∈ |−KS |. Applying Riemann-Roch to the divisor KS +C, we easily obtain
that C is of arithmetic genus 0, and hence C ∼= P

1. By adjunction, C2 ≤ −2.
In both cases we have a smooth rational curve with C2 ≤ −2.

If k = 4 and S is an exceptional conic bundle, then S is not a Del Pezzo
surface since it has sections with self-intersection −2. Assume this is not the
case. Let C be the union of smooth rational curves with self-intersection < −2.
It is obviously a G-invariant curve, so we can write C ∼ −aKS−bf , where f is
the divisor class of a fibre of φ. Intersecting with f , we get a > 0. Intersecting
with KS , we get 2b > ad, where d = 8 − k ≥ 3. It follows from Lemma
5.1 that S contains a section E with self-intersection −2 or −1. Intersecting
C with E, we get 0 ≤ C · E = a(−KS · E) − b ≤ a − b. This contradicts
the previous inequality. Now let us take C to be the union of (−2)-curves.
Similarly, we get 2b = ad and C2 = −aKS ·C − bC · f = −bC · f = −2ab. Let
r be the number of irreducible components of C. We have 2a = C · f ≥ r and
−2r ≤ C2 = −2ab ≤ −br. If b = 2, we have the equality everywhere, hence C
consists of r = 2a disjoint sections, and 8 = rd. Since d ≥ 3, the only solution
is d = 4, r = 2, and this leads to the exceptional conic bundle. Assume b = 1.
Since C2 = −2a is even, a is a positive integer, and we get 2 = ad. Since
d ≥ 3, this is impossible.

5.3 Automorphisms of an exceptional conic bundle

Let us describe the automorphism group of an exceptional conic bundle. The
easiest way to do it to use Construction 3. We denote by Yg an exceptional
conic bundle given by equation (5.1). Since we are interested only in minimal
groups we assume that g ≥ 1.

Since KYg = OP(−2), any automorphism σ of Yg is a restriction of an
automorphism of P. Let G1 be the subgroup of SL(2) of transformations pre-
serving the zero divisor of F2g+2(T0, T1) and χ1 : G1 → C

∗ be the multiplica-
tive character of G1 defined by σ∗1(F2g+2) = χ1(σ1)F2g+2. Similarly, let G2

be the subgroup of GL(2) of matrices preserving the zeroes of T2T3 and let
χ2 : G2 → C

∗ be the character defined by σ∗(T2T3) = χ2(σ2)T2T3. Let

(G1 ×G2)0 = {(σ1, σ2) ∈ G1 ×G2 : χ1(σ1) = χ2(σ2)}.
In the notation of the diagonal products,

(G1 ×G2)0 =
1
m

[G1 ×G2],

where χ1(G1) = μm ⊂ C
∗. The subgroup

K = 〈(−I2, (−1)g+1I2)〉
acts identically on Yg and the quotient group is isomorphic to Aut(Yg).
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Let Aut(Yg) ∼= (G1 ×G2)0/K → PGL(2) be the homomorphism induced
by the projection of G1 to PGL(2). Its image is a finite subgroup P of PGL(2).
Its kernel H consists of cosets modulo K of pairs (±I2, σ2), where χ2(σ2) = 1.
Clearly, H ∼= Ker(χ2).

It is easy to see that Ker(χ2) ∼= C
∗ : 2 is generated by diagonal matrices

with determinant 1 and the matrix that switches the coordinates. Inside of
GL(2) it is conjugate to the normalizer N of the maximal torus in SL(2). So
we obtain an isomorphism

Aut(Yg) ∼= N•P . (5.2)

Suppose there exists a homomorphism η : G1 → C
∗ such that η(−1) =

(−1)g+1. Then the homomorphism

G1 → (G1 ×G2)0/K, σ1 �→ (σ1, η(σ1)I2) mod K

factors through a homomorphism P → (G1 ×G2)0/K and defines a splitting
of the extension (5.2). Since elements of the form (σ1, η(σ1)I2) commute with
elements of N , we see that the extension is trivial when it splits. It is easy
to see that the converse is also true. Since the trivial η works when g is odd,
we obtain that the extension always splits in this case. Assume g is even and
G1 admits a 1-dimensional representation η with η(−I2) = −1. If its kernel
is trivial, G1 is isomorphic to a subgroup of C

∗, hence cyclic. Otherwise, the
kernel is a subgroup of SL(2) not containing the center. It must be a cyclic
subgroup of odd order. The image is a cyclic group. Thus G1 is either cyclic,
or a binary dihedral group D2n with n odd.

To summarize we have proved the following.

Proposition 5.3. The group of automorphisms of an exceptional conic bun-
dle (5.1) is isomorphic to an extension N•P , where P is the subgroup of
PGL(2) leaving the set of zeroes of F2g+2(T0, T1) invariant and N ∼= C

∗ : 2 is
a group of matrices with determinant ±1 leaving T2T3 invariant. Moreover,
the extension splits and defines an isomorphism

Aut(Yg) ∼= N × P

if and only if g is odd, or g is even and P is either a cyclic group or a dihedral
group D4k+2.

Now let G be a finite minimal subgroup of Aut(Yg). Assume first that
Aut(Yg) ∼= N×P . Let N ′ be the projection of G to N and P ′ be the projection
to P . Since G is minimal, N ′ contains an element which switches V (T2) and
V (T3). Thus N ′ is isomorphic to a dihedral group D2n. Applying Goursat’s
Lemma we obtain that

G ∼= N ′ 2D Q,

where D is a common quotient of N ′ and Q. If N ′ is a dihedral group, then
D is either dihedral group or a cyclic of order 2. Using Goursat’s Lemma it is
easy to list all possible subgroups. We leave it as an exercise to the reader.
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If Aut(Yg) is not isomorphic to the direct product N ×P , we can only say
that

G ∼= H•Q,

where H is a subgroup of D2n or Q4n, and Q is a polyhedral group. Note that
we can write these extensions in the form n•(2•Q) or n•(22•Q).

Example 5.4. Let φ : S → P
1 be an exceptional conic bundle with g = 1. It

has 4 singular fibres. According to the first construction, the blow up S′ of S
at the four singular points of the singular fibres admits an elliptic fibration
f : S′ → P

1 with two singular fibres of type I∗0 in Kodaira’s notation. The
j-invariant of the fibration is zero, and after the degree 2 base change P

1 → P
1

ramified at two points, the surface becomes isomorphic to the product E×P
1,

where E is an elliptic curve. Its j-invariant corresponds to the cross ratio of
the four points, where a section of π with self-intersection −2 intersects the
singular fibres. Conversely, starting from the product, we can divide it by an
elliptic involution, to get the conic bundle. This is our second construction.

According to the third construction, the surface can be given by an
equation

F4(t0, t1) + t2t3 = 0

in the weighted projective space P(1, 1, 2, 2). The projection to (t0, t1) is a
rational map undefined at the four points Pi = (a, b, 0, 0), where F4(a, b) = 0.
After we blow them up we get the conic bundle. The projection to (t2, t3) is
a rational map undefined at the two singular points (0, 0, 1, 0) and (0, 0, 0, 1).
After we blow them up, we get the elliptic fibration. We have two obvious
commuting involutions σ1 = [t0, t1,−t2,−t3] and σ2 = [t0, t1, t3, t2]. The locus
of fixed points of each of them is an elliptic curve with equation t2 = t3 or
t3 = −t2. The group 〈σ1, σ2〉 ∼= 22 permutes these two curves.

The groups of automorphisms of S is easy to describe. It follows from
Proposition 5.3 that G is a finite subgroup of P ×K, where P is a subgroup of
PGL(2) leaving the zeros of F4 invariant and K is a subgroup of GL(2) leaving
the zeroes of t2t3 invariant. First we choose coordinates t0, t1 to write F4 in
the form t40 + t41 + at20t

2
1, a

2 �= 4. This is always possible if F4 has four distinct
roots (true in our case). Let P be the subgroup of PGL(2) leaving the set of
zeroes of F4 invariant. It is one of the following groups 1, 2, 4, 22, D8, A4. If
a2 �= 0,−12, 36, then P is a subgroup of 22. If a2 = 0, 36, then P is a subgroup
of D8. If a2 = −12, then P is a subgroup of A4.

Suppose a is not exceptional. Let P̄ be the corresponding binary group.
Then it leaves F4 invariant, so G is a subgroup of K ′ × P , where K ′ consists
of matrices leaving t2t3 invariant. It is generated by diagonal matrices with
determinant 1 and the transformations [t1, t0]. Thus

G ⊂ D2n × 22,

where we use that a finite subgroup of K ′ is either cyclic or binary dihedral.
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Suppose a2 = 0, 36 and G contains an element of order 4. The form can
be transformed to the form T 4

0 +T 4
1 . The value of the character at an element

τ of order 4 is equal to −1. We obtain

G ⊂ 1
2 [Q× P ] ∼= (Q′ × P ′)•2 ∼= Q′•P,

where Q is a finite subgroup of K and the diagonal product is taken with
respect to the subgroup Q′ = Q ∩K ′ of Q and the subgroup P ∩ 22 of index
2 of P . The group Q′ is cyclic or dihedral.

Suppose a = −2
√

3i and G contains an element g of order 3 given by
[1−i

2 t0 + 1−i
2 t1,− 1+i

2 t0 − 1+i
2 t1]. Its character is defined by χ(g) = ε3. We

obtain
G ⊂ 1

3
[Q× P ],

where the diagonal product is taken with respect to the subgroup Q = χ−1
2 (μ3)

of K and the subgroup P ′ = P ∩ 22 of index 3 of P . Again G is a subgroup
of D2n•P .

5.4 Minimal conic bundles G-surfaces

Now assume (S,G) is a minimal G-surface such that S admits a conic bundle
map φ : S → P

1. As we had noticed before, the number of singular fibres k is
greater or equal to 4. Thus

K2
S = 8− k ≤ 4. (5.3)

Let (S,G) be a rational G-surface and let

a : G→ O(Pic(X)), g �→ (g∗)−1, (5.4)

be the natural representation of G in the orthogonal group of the Picard
group. We denote by G0 the kernel of this representation. Since k > 2 and
G0 fixes any component of a singular fibre, it acts identically on the base of
the conic bundle fibration. Since G0 fixes the divisor class of a section, and
sections with negative self-intersection do not move in a linear system, we
see that G0 fixes pointwise any section with negative self-intersection. If we
consider a section as a point of degree 1 on the generic fibre, we see that G0

must be is a cyclic group.

Proposition 5.5. Assume G0 �= {1}. Then S is an exceptional conic bundle.

Proof. Let g0 be a non-trivial element from G0. Let E be a section with
E2 = −n < 0. Take an element g ∈ G such that E′ = g(E) �= E. Since g0 has
two fixed points on each component of a singular fibre we obtain that E and E′

do not intersect the same component. By Lemma 5.1, we obtain that k = 2n.
Now we blow down n components in n fibres intersecting E and n components
in the remaining n fibres intersecting E′ to get a minimal ruled surface with
two disjoint sections with self-intersection 0. It must be isomorphic to F0. So,
we see that S is an exceptional conic bundle (Construction 1) with n = g + 1.
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From now on in this section, we assume that G0 = {1}.
Let Sη be the general fibre of φ. By Tsen’s theorem it is isomorphic to P

1
K ,

where K = C(t) is the field of rational functions of the base. Consider Sη as
a scheme over C. Then

AutC(Sη) ∼= AutK(Sη) : PGL(2) ∼= dJ(2),

where dJ(2) is a de Jonquières subgroup of Cr(2) and AutK(Sη) ∼= PGL(2,K).
A finite minimal group G of automorphisms of a conic bundle is isomorphic
to a subgroup of AutC(Sη). Let GK = G∩AutK(Sη) and GB

∼= G/GK be the
image of G in PGL(2). We have an extension of groups

1 → GK → G→ GB → 1. (5.5)

Let R be the subgroup of Pic(S) spanned by the divisor classes of Ri −
R′i, i = 1, . . . , k. It is obviously G-invariant and RQ is equal to the orthogonal
complement of Pic(S)G

Q
in Pic(S)Q. The orthogonal group of the quadratic

lattice R is isomorphic to the wreath product 2 3Sk. The normal subgroup 2k

consists of transformations which switch some of the Ri’s with R′i. A subgroup
isomorphic to Sk permutes the classes Ri −R′i.

Lemma 5.6. Let G be a minimal group of automorphisms of S. There exists
an element g ∈ GK of order 2 which switches the components of some singular
fibre.

Proof. Since G is minimal, the G-orbit of any Ri cannot consist of disjoint
components of fibres. Thus it contains a pair Rj , R

′
j , and hence there exists

an element g ∈ G such that g(Rj) = R′j . If g is of odd order 2k + 1, then g2k

and g2k+1 fix Rj ; hence g fixes Rj . This contradiction shows that g is of even
order 2m. Replacing g by an odd power, we may assume that g is of order
m = 2a.

Assume a = 1. Obviously the singular point p = Rj ∩ R′j of the fibre
belongs to the fixed locus Sg of g. Suppose p is an isolated fixed point. Then
we can choose local coordinates at p such that g acts by (z1, z2) �→ (−z1,−z2),
and hence acts identically on the tangent directions. So it cannot switch the
components. Thus Sg contains a curve not contained in fibres which passes
through p. This implies that g ∈ GK .

Suppose a > 1. Replacing g by g′ = gm/2 we get an automorphism of order
2 that fixes the point xj and the components Rj , R

′
j . Suppose Sg′

contains one
of the components, say Rj . Take a general point y ∈ Rj . We have g′(g(y)) =
g(g′(y)) = g(y). This shows that g′ fixes R′j pointwise. Since Sg′

is smooth,
this is impossible. Thus g′ has three fixed points y, y′, p on Fj , two on each
component. Suppose y is an isolated fixed point lying on Rj . Let π : S → S′ be
the blowing down of Rj . The element g′ descends to an automorphism of order
2 of S′ that has an isolated fixed point at q = π(Rj). Then it acts identically
on the tangent directions at q, hence on Rj . This contradiction shows that Sg′
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contains a curve intersecting Fj at y or at p, and hence g′ ∈ GK . If g′ does not
switch components of any fibre then it acts identically on the Picard group.
By our assumption this implies that g′ is the identity, a contradiction. ��

The restriction of the homomorphism G→ O(R) ∼= 2k : Sk to GK defines
a surjective homomorphism

ρ : GK → 2s, s ≤ k.

An element from Ker(ρ) acts identically onR and hence on Pic(S). By Lemma
5.6, GK is not trivial and s > 0. A finite subgroup of PGL(2,K) does not
admit a surjective homomorphism to 2s for s > 2. Thus s = 1 or 2.

Case 1: s = 1. Let
∑′ be the nonempty subset of Σ such that GK switches

the components of fibers over Σ′. Since GK is a normal subgroup of G, the set
Σ′ is a G-invariant set. If Σ �= Σ′, we repeat the proof of Lemma 5.6 starting
from some component Ri of a fiber over a point x /∈ Σ′, and find an element
in GK of even order that switches the components of perhaps another fiber
Fx, where x /∈ Σ′. Since GK = 2, we get a contradiction.

Let GK = 〈h〉. The element h fixes two points on each nonsingular fi-
bre. The closure of these points is a one-dimensional component C of Sh.
It is a smooth bisection of the fibration. Since we know that h switches all
components, its trace on the subgroup R generated by the divisor classes
Ri − R′i is equal to -k. Thus its trace on H2(S,Q) is equal to 2 − k. Ap-
plying the Lefschetz fixed-point formula, we get e(Sh) = 4 − k. If C is the
disjoint union of two components, then Sh consists of k isolated fixed points
(the singular points of fibers) and C. We get e(Sh) = 4 + k. This contradic-
tion shows that C is irreducible and e(C) = 4 − k. Since h fixes C pointwise
and switches the components Ri and R′i, the intersection point Ri ∩R′i must
be on C. Thus the projection C → P

1 has ≥ k ramification points. Hence
4− k = e(C) = 4− (2 + 2g(C)) ≤ 4− k. This shows that k = 2g(C) + 2, i.e.,
the singular points of fibers are the ramification points of the g1

2 .

Case 2: s = 2. Let g1, g2 be two elements from GK which are mapped to
generators of the image of GK in 2k. Let C1 and C2 be the one-dimensional
components of the sets Sg1 and Sg2 . As in the previous case we show that C1

and C2 are smooth hyperelliptic curves of genera g(C1) and g(C2). Let Σ1 and
Σ2 be the sets of branch points of the corresponding double covers. Since the
group 22 does not have isolated fixed points, it is easy to see that Σ = Σ1∪Σ2.
For any point x ∈ Σ1∩Σ2 the transformation g3 = g1g2 fixes the components
of the fibre Fx. For any point x ∈ Σ1 \ Σ2, g3 switches the components of
Fx. Let C3 be the one-dimensional component of Sg3 and let Σ3 be the set
of branch points of C3. We see that Σi = Σj + Σk for distinct i, j, k, where
Σj + Σk = (Σj ∪Σk) \ (Σj ∩ Σk). This implies that there exist three binary

We thank V. Tsygankov for this observation.
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forms p1(t0, t1), p2(t0, t1), p3(t0, t1), no two of which have a common root, such
that Σ1 = V (p2p3), Σ2 = V (p1p3), Σ3 = V (p1p2). Setting di = deg pi, we get

2g(Ci) + 2 = dj + dk.

Let us summarize what we have learnt2.

Theorem 5.7. Let G be a minimal finite group of automorphisms of a conic
bundle φ : S → P

1 with a set Σ of singular fibres. Assume G0 = {1}. Then
k = #Σ > 3 and one of the following cases occurs.

(1) G = 2P , where the central involution h fixes pointwise an irreducible
smooth bisection C of π and switches the components in all fibres. The
curve C is a curve of genus g = (k − 2)/2. The conic bundle projection
defines a g1

2 on C with ramification points equal to singular points of fibers.
The group P is isomorphic to a group of automorphisms of C modulo the
involution defined by the g1

2.
(2) G ∼= 22•P , each nontrivial element gi of the subgroup 22 fixes pointwise

an irreducible smooth bisection Ci. The set Σ is partitioned into three
subsets Σ1, Σ2, Σ3 such that the projection ϕ : Ci → P

1 ramifies over
Σj + Σk, i �= j �= k. The group P is a subgroup of Aut(P1) leaving the set
Σ and its partition into 3 subsets Σi invariant.

It follows from Lemma 4.4 that in Case 1, the non-split extension is iso-
morphic to a binary polyhedral group, unless G = O or D2n, where n is even.

Remark 5.8. It follows from the previous description that any abelian group
G of automorphisms of a conic bundle must be a subgroup of some extension
Q•P , where Q is a dihedral, binary dihedral, or cyclic group, and P is a
polyhedral group. This implies that G is either a cyclic group, or a group
2×m, or 22 ×m, or 24. All these groups occur (see Example 5.12 and [6]).

5.5 Automorphisms of hyperelliptic curves

We consider a curve of genus g equipped with a linear series g1
2 as a curve C

of degree 2g + 2 in P(1, 1, g + 1) given by an equation

t22 + F2g+2(t0, t1) = 0.

An automorphism σ of C is defined by a transformation

(t0, t1, t2) �→ (at1 + bt0, ct1 + dt0, αt2),

where
(
a b
c d

) ∈ SL(2) and F (at0 + bt1, ct0 + dt1) = α2F (t0, t1). So to find the
group of automorphisms of C we need to know relative invariants Φ(t0, t1) for

2We thank J. Blanc for pointing out a mistake in the statement of this theorem
in an earlier version of this paper. The correct statement had appeared first in his
paper [7].



478 Igor V. Dolgachev and Vasily A. Iskovskikh

finite subgroups P̄ of SL(2,C) (see [49]). The set of relative invariants is a
finitely generated C-algebra. Its generators are called Gründformen. We will
list the Gründformen (see [49]). We will use them later for the description of
automorphism groups of Del Pezzo surfaces of degree 1.

• P̄ is a cyclic group of order n.

A generator is given by the matrix

g =
(
εn 0
0 ε−1

n

)
.

The Gründformen are t0 and t1 with characters determined by

χ1(g) = εn, χ2(g) = ε−1
n .

• P̄ ∼= Q4n is a binary dihedral group of order 4n.

Its generators are given by the matrices

g1 =
(
ε2n 0
0 ε−1

2n

)
, g2 =

(
0 i
i 0

)
.

The Gründformen are

Φ1 = t0t1(t40 − t41), Φ2, Φ3 = t40 ± 2
√−3t20t

2
1 + t41. (5.6)

The generators g1, g2, g3 act on the Gründformen with characters

χ1(g1) = χ1(g2) = χ1(g3) = 1,

χ2(g1) = χ2(g2) = 1, χ2(g3) = ε3,

χ3(g1) = χ3(g2) = 1, χ3(g3) = ε23.

• P̄ is a binary octahedral group of order 48.

Its generators are

g1 =
(
ε8 0
0 ε−1

8

)
, g2 =

(
0 i
i 0

)
, g3 =

1
i− 1

(
i i
1 −1

)
.

The Gründformen are

Φ1 = t0t1(t40 − t41), Φ2 = t80 + 14t40t
4
1 + t81,

Φ3 = (t40 + t41)((t
4
0 + t41)

2 − 36t40t
4
1).

The generators g1, g2, g3 act on the Gründformen with characters

χ1(g1) = −1, χ1(g2) = χ1(g3) = 1,
χ2(g1) = χ2(g2) = χ2(g3) = 1,
χ3(g1) = −1, χ3(g2) = χ(g3) = 1.
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• P̄ is a binary icosahedral group of order 120.

Its generators are

g1 =
(
ε10 0
0 ε−1

10

)
, g2 =

(
0 i
i 0

)
, g3 =

1√
5

(
ε5 − ε45 ε25 − ε35
ε25 − ε35 −ε5 + ε45

)
.

The Gründformen are

Φ1 = t300 + t301 + 522(t250 t51 − t50t
25
1 )− 10005(t200 t101 + t100 t201 ),

Φ2 = −(t200 + t201 ) + 228(t150 t51 − t50t
15
1 )− 494t100 t101 ,

Φ3 = t0t1(t100 + 11t50t
5
1 − t101 ).

Since P/(±1) ∼= A5 is a simple group and all Gründformen are of even degree,
we easily see that the characters are trivial.

5.6 Commuting de Jonquières involutions

Recall that a de Jonquières involution IHg+2 is regularized by an automor-
phism of the surface S that is obtained from F1 by blowing up 2g + 2 points.
Their images on P

2 are the 2g + 2 fixed points of the involution of Hg+2. Let
π : S → X = S/IHg+2. Since the fixed locus of the involution is a smooth
hyperelliptic curve of genus g, the quotient surface X is a nonsingular surface.
Since the components of singular fibres of the conic bundle on S are switched
by IHg+2, their images on X are isomorphic to P

1. Thus X is a minimal ruled
surface Fe. What is e?

Let C̄ = π(C) and Ē = π(E), where E is the exceptional section on S.
The curve Ē is a section on X whose preimage in the cover splits. It is either
tangent to C̄ at any of its of g intersection points (since IHg+2(E) · E = g)
or disjoint from C̄ if g = 0. Let s be the divisor class of a section on Fe with
self-intersection −e and f be the class of a fibre. It is easy to see that

C̄ = (g + 1 + e)f + 2s, Ē =
g + e− 1

2
f + s.

Let R̄ be a section with the divisor class s. Suppose R̄ = Ē; then R̄ · C̄ =
g + 1 − e = 2g implies g = 1 − e, so (g, e) = (1, 0) or (0, 1). In the first
case, we get an elliptic curve on F0 with divisor class 2f + 2s and S is a
non-exceptional conic bundle with k = 4. In the second case S is the conic
bundle (nonminimal) with k = 2.

Assume that (g, e) �= (1, 0). Let R = π−1(R̄) be the preimage of R̄. We have
R2 = −2e. If it splits into two sections R1+R2, then R1 ·R2 = C̄ ·R̄ = g+1−e;
hence −2e = 2(g + 1− e) + 2R2

1 gives R2
1 = −g − 1. Applying Lemma 5.1, we

get R1 · R2 = g + 1 − e = g − 1 + (2g + 2 − a)/2 = −a/2, where a ≥ 0. This
gives e = g+1, but intersecting Ē with R̄ we get e ≤ g−1. This contradiction
shows that R̄ does not split, and hence R is an irreducible bisection of the
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conic bundle with R2 = −2e. We have R ·E = (g−e−1)/2, R ·Ri = R ·R′i = 1,
where Ri + R′i are reducible fibres of the conic fibration.

This shows that the image of R in the plane is a hyperelliptic curve H ′
g′+2

of degree d = (g − e + 3)/2 and genus g′ = d − 2 = (g − e − 1)/2 with
the point q of multiplicity g′. It also passes through the points p1, . . . , p2g+2.
Its Weierstrass points p′1, . . . , p

′
2g′+2 lie on Hg+2. Here we use the notation

from Section 2.3. Also, the curve H ′
g′+2 is invariant with respect to the de

Jonquières involution.
Write the equation of H ′

g′+2 in the form

Ag′(t0, t1)t22 + 2Ag′+1(t0, t1)t2 + Ag′+2(t0, t1) = 0. (5.7)

It follows from the geometric definition of the de Jonquières involution that
we have the following relation between the equations of H ′

g′+2 and Hg+2 (cf.
[18], p.126):

FgAg′+2 − 2Fg+1Ag′+1 + Fg+2Ag′ = 0. (5.8)

Consider this as a system of linear equations with coefficients of Ag′+2, Ag′+1,
Ag′ considered as the unknowns. The number of the unknowns is equal to
(3g − 3e + 9)/2. The number of the equations is (3g − e + 5)/2. So, for a
general Hg+2 we can solve these equations only if g = 2k + 1, e = 0, d = k + 2
or g = 2k, e = 1, d = k + 1. Moreover, in the first case we get a pencil
of curves R satisfying these properties, and in the second case we have a
unique such curve (as expected). Also, the first case covers our exceptional
case (g, e) = (1, 0).

For example, if we take g = 2 we obtain that the six Weierstrass points
p1, . . . , p6 of Hg+2 must be on a conic. Or, if g = 3, the eight Weierstrass
points together with the point q must be the base points of a pencil of cubics.
All these properties are of course not expected for a general set of six or eight
points in the plane.

To sum up, we have proved the following.

Theorem 5.9. Let Hg+2 be a hyperelliptic curve of degree g + 2 and genus g
defining a de Jonquières involution IHg+2. View this involution as an auto-
morphism τ of order 2 of the surface S obtained by blowing up the singular
point q of Hg+2 and its 2g + 2 Weierstrass points p1, . . . , p2g+2. Then

(i) the quotient surface X = S/(τ) is isomorphic to Fe and the ramification
curve is C = Sτ ;

(ii) if Hg+2 is a general hyperelliptic curve, then e = 0 if g is odd and e = 1
if g is even;

(iii) the branch curve C̄ of the double cover S → Fe is a curve from the divisor
class (g + 1 + e)f + 2s;

(iv) there exists a section from the divisor class g+e−1
2 f + s which is tangent

to C̄ at each g intersection points unless g = 0, e = 1 in which case it is
disjoint from C̄;
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(v) the reducible fibres of the conic bundle on S are the preimages of the
2g + 2 fibres from the pencil |f | which are tangent to C̄;

(vi) the preimage of a section from the divisor class s either splits if (g, e) =
(1, 0) or a curve of genus g = 0, or a hyperelliptic curve C ′ of genus
g′ = (g− e−1)/2 ≥ 1 that is invariant with respect to τ . It intersects the
hyperelliptic curve C at its 2g′ + 2 Weierstrass points;

(vii) the curve C′ is uniquely defined if e > 0 and varies in a pencil if e = 0.

Let IH ′
g′+2 be the de Jonquières involution defined by the curve H ′

g′+2

from equation (5.7). Then it can be given in affine coordinates by formulas
(2.7), where Fi is replaced with Ai. Thus we have two involutions defined by
the formulas

IHg+2 : (x′, y′) =
(
x,
−yPg+1(x)− Pg+2(x)

Pg(x)y + Pg+1(x)
)
, (5.9)

IH ′
g′+2 : (x′, y′) =

(
x,
−yQg′+1(x) −Qg′+2(x)

Qg(x)y + Qg′+1(x)
)
,

where the Pi are the dehomogenizations of the Fi and the Qi are the de-
homogenizations of the Ai. Composing them in both ways, we see that the
relation (5.8) is satisfied if and only if the two involutions commute. Thus a
de Jonquières involution can always be included in a group of de Jonquières
transformations isomorphic to 22. In fact, for a general IHg+2 there exists a
unique such group if g is even and there is an ∞1 of such groups when g is
odd. It is easy to check that the involution IHg+2 ◦H ′

g′+2 is the de Jonquières
involution defined by the third hyperelliptic curve with equation

det

⎛
⎝ Fg Fg+1 Fg+2

Ag′ Ag′+1 Ag′′+2

1 −t2 t22

⎞
⎠ = Bg′′t22 + 2Bg′′−1t2 + Bg′′+2 = 0 (5.10)

(cf. [18], p.126).
If we blow up the Weierstrass point of the curve C′ (the proper trans-

form of H ′
g′+2 in S), then we get a conic bundle surface S′ from case (2) of

Theorem 5.7.

5.7 A question on extensions

It still remains to decide which extensions

1→ GK → G→ GB → 1 (5.11)

describe minimal groups of automorphisms of conic bundles. We do not have
the full answer and only make a few remarks and examples. Lemma 4.4 helps
to decide on splitting in the case that GK is abelian and central.
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Example 5.10. Consider a de Jonquières transformation

djP : (x, y) �→ (x, P (x)/y),

where P (t1/t0) = t−2g
0 F2g+2(t0, t1) is a dehomogenization of a homogenous

polynomial F2g+2(t0, t1) of degree 2g+2 defining a hyperelliptic curve of genus
g. Choose F2g+2 to be a relative invariant of a binary polyhedral group P̄ with
character χ : P̄ → C

∗. We assume that χ = α2 for some character α : P̄ → C
∗.

For any g =
(
a b
c d

) ∈ P̄ define the transformation

g : (x, y) �→
(

ax + b

cx + d
, α(g)(cx + d)−g−1y

)
.

We have
P

(
ax + b

cx + d

)
= α2(g)(cx + d)−2g−2P (x).

It is immediate to check that g and djp commute. The matrix −I2 defines the
transformation g0 : (x, y) �→ (x, α(−I2)(−1)g+1y). So, if

α(−I2) = (−1)g+1,

the action of P̄ factors through P and together with djP generate the group
2 × P . On the other hand, if α(−I2) = (−1)g, we get the group G = 2 × P̄ .
In this case the group G is regularized on an exceptional conic bundle with
G0
∼= 2. The generator corresponds to the transformation g0.

Our first general observation is that the extension G = 2P always splits if
g is even, and, of course, if P is a cyclic group of odd order. In fact, suppose
G does not split. We can always find an element g ∈ G which is mapped to
an element ḡ in P of even order 2d such that g2d = g0 ∈ GK . Now g1 = gd

defines an automorphism of order 2 of the hyperelliptic curve C = Sg0 with
fixed points lying over two fixed points of ḡ in P

1. None of these points belong
to Σ, since otherwise g0, being a square of g1, cannot switch the components
of the corresponding fibre. Since g1 has two fixed points on the invariant fibre
and both of them must lie on C, we see that g1 has 4 fixed points. However,
this contradicts the Hurwitz formula.

Recall that a double cover f : X → Y of nonsingular varieties with branch
divisor W ⊂ Y is given by an invertible sheaf L together with a section sW ∈
Γ (Y,L2) with zero divisor W . Suppose a group G acts on Y leaving invariant
W . A lift of G is a group G̃ of automorphisms of X such that it commutes
with the covering involution τ of X and the corresponding homomorphism
G̃→ Aut(Y ) is an isomorphism onto the group G.

The following lemma is well-known and is left to the reader.

Lemma 5.11. A subgroup G ⊂ Aut(Y ) admits a lift if and only if L admits a
G-linearization and in the corresponding representation of G in Γ (Y,L2) the
section sW is G-invariant.
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Example 5.12. Let pi(t0, t1), i = 0, 1, 2, be binary forms of degree d. Consider
a curve C in F0

∼= P
1 × P

1 given by an equation

F = p0(t0, t1)x2
0 + 2p1(t0, t1)x0x1 + p2(t0, t1)x2

1 = 0.

Assume that the binary form D = p2
1 − p0p2 does not have multiple roots.

Then C is a nonsingular hyperelliptic curve of genus d − 1. Suppose d = 2a
is even, so that the genus of the curve is odd. Let P be a polyhedral group
not isomorphic to a cyclic group of odd order. Let V = Γ (P1,OP1) and ρ :
P → GL(S2aV ⊗S2V ) be its natural representation, the tensor product of the
two natural representations of P in the space of binary forms of even degree.
Suppose that F ∈ S2aV ⊗ S2V is an invariant. Consider the double cover
S → F0 defined by the section F and the invertible sheaf L = OF0(a, 1). Now
assume additionally that P does not have a linear representation in SaV ⊗ V
whose tensor square is equal to ρ. Thus L does not admit a P -linearization and
we cannot lift P to a group of automorphisms of the double cover. However,
the binary polyhedral group P̄ lifts. Its central involution acts identically on
F0, hence lifts to the covering involution of S. It follows from the discussion
in the previous subsection that S is a non-exceptional conic bundle, and the
group P̄ is a minimal group of automorphisms of S with GK

∼= 2 and GB
∼= P .

Here is a concrete example. Take

p0 = t0t1(t20 + t21), p1 = t40 + t41, p2 = t0t1(t20 − t21).

Let P̄ ⊂ SL(2) be a cyclic group of order 4 that acts on the variables t0, t1 via
the transformation [it0,−it1] and on the variables x0, x1 via the transforma-
tion [ix0,−ix1]. Then P̄ acts on S2V ⊗V via [−1, 1,−1]⊗ [i,−i]. The matrix
−I2 acts as 1 ⊗ −1 and hence P = P̄ /(±I2) does not act on S2V ⊗ V . This
realizes the cyclic group C4 as a minimal group of automorphisms of a conic
bundle with k = 2g + 2 = 8.

The previous example shows that for any g ≡ 1 mod 4 one can realize a
binary polyhedral group P̄ = 2.P as a minimal group of automorphisms of a
conic bundle with 2g + 2 singular fibres. We do not know whether the same
is true for g ≡ 3 mod 4.

Example 5.13. Let pi(t0, t1), i = 1, 2, 3, be three binary forms of even degree
d with no multiple roots. Assume no two have common zeroes. Consider a
surface S in P

1 × P
2 given by a bihomogeneous form of degree (d, 2),

p1(t0, t1)z2
0 + p2(t0, t1)z2

1 + p3(t0, t1)z2
2 = 0. (5.12)

The surface is nonsingular. The projection to P
1 defines a conic bundle struc-

ture on S with singular fibres over the zeroes of the polynomials pi. The curves
Ci equal to the preimages of the lines zi = 0 under the second projection are
hyperelliptic curves of genus g = d− 1. The automorphisms σ1, σ2 defined by
the negation of one of the first two coordinates z0, z1, z2 form a subgroup of



484 Igor V. Dolgachev and Vasily A. Iskovskikh

Aut(S) isomorphic to 22. Let P be a finite subgroup of SL(2,C) and g �→ g∗

be its natural action on the space of binary forms. Assume that p1, p2, p3 are
relative invariants of P with characters χ1, χ2, χ3 such that we can write them
in the form η2

i for some characters η1, η2, η3 of P . Then P acts on S by the
formula

g((t0, t1), (z0, z1, z2)) = ((g∗(t0), g∗(t1)), (η1(g)−1z0, η2(g)−1z1, η3(g)−1z2)).

For example, let P = 〈g〉 be a cyclic group of order 4. We take p1 =
t20 + t21, p2 = t20 − t21, p3 = t0t1. It acts on S by the formula

g : ((t0, t1), (z0, z1, z2)) �→ ((it1, it0), (iz0, z1, iz2)).

Thus g2 acts identically on t0, t1, z1 and multiplies z0, z2 by −1. We see that
GK = 〈g2〉 and the extension 1 → GK → G → GB → 1 does not split. If we
add to the group the transformation (t0, t1, z0, z1, z2) �→ (t0, t1, z0,−z1, z2),
we get a non-split extension 22+1.

On the other hand, let us replace p2 with t20 + t21 + t0t1. Define g1 as acting
only on t0, t1 by [it1, it0], g2 acts only on z0 by z0 �→ −z0, and g3 acts only on
z1 by z1 �→ −z1. We get the groups 〈g1, g2〉 = 22 and 〈g1, g2, g3〉 = 23.

In another example we take P to be the dihedral group D8. We take
p1 = t20 + t21, p2 = t20 − t21, p3 = t0t1. It acts on S by the formula

(
i 0
0 −i

)
: ((t0, t1), (z0, z1, z2)) �→ ((it0,−it1), (iz0, iz1, z2)),

( 0 i
i 0 ) : ((t0, t1), (z0, z1, z2)) �→ ((it1, it0), (z0, iz1, z2)).

The scalar matrix c = −I2 belongs to GK
∼= 22 and the quotient P/(c) ∼= 22

acts faithfully on the base. This gives a non-split extension 22+2.
Finally, let us take

p1 = t40 + t41, p2 = t40 + t41 + t20t
2
1, p3 = t40 + t41 − t20t

2
1.

These are invariants for the group D4 acting via g1 : (t0, t1) �→ (t0,−t1), g2 :
(t0, t1) �→ (t1, t0). Together with transformations σ1, σ2 this generates the
group 24 (see another realization of this group in [9]).

6 Automorphisms of Del Pezzo surfaces

6.1 The Weyl group

Let S be a Del Pezzo surface of degree d not isomorphic to P
2 or F0. It

is isomorphic to the blowup of N = 9 − d ≤ 8 points in P
2 satisfying the

conditions of generality from section 3.4. The blowup of one or 2 points is
obviously nonminimal (since the exceptional curve in the first case and the
proper transform of the line through the two points is G-invariant). So we
may assume that S is a Del Pezzo surface of degree d ≤ 6.
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Let π : S → P
2 be the blowing-up map. Consider the factorization (3.2) of

π into a composition of blowups of N = 9−d points. Because of the generality
condition, we may assume that none of the points p1, . . . , pN is infinitely
near, or, equivalently, all exceptional curves Ei are irreducible curves. We
identify them with curves Ei = π−1(pi). The divisor classes e0 = [π∗(line], ei =
[Ei], i = 1, . . . , N, form a basis of Pic(S). It is called a geometric basis.

Let

α1 = e0 − e1 − e2 − e3, α2 = e1 − e2, . . . , αN = eN−1 − eN .

For any i = 1, . . . , N define a reflection isometry si of the abelian group
Pic(S) :

si : x �→ x + (x · αi)αi.

Obviously, s2
i = 1 and si acts identically on the orthogonal complement of αi.

Let WS be the group of automorphisms of Pic(S) generated by the transforma-
tions s1, . . . , sN . It is called the Weyl group of S. Using the basis (e0, . . . , eN)
we identify WS with a group of isometries of the odd unimodular quadratic
form q : Z

N+1 → Z of signature (1, N) defined by

qN (m0, . . . ,mN) = m2
0 −m2

1 − · · · −m2
N .

Since KS = −3e0 + e1 + · · ·+ eN is orthogonal to all αi’s, the image of WS in
O(qN ) fixes the vector kN = (−3, 1, . . . , 1). The subgroup of O(qN ) fixing kN

is denoted by WN and is called the Weyl group of type EN . The orthogonal
complement RN of kN equipped with the restricted inner-product is called
the root lattice of WN .

We denote by RS the sublattice of Pic(S) equal to the orthogonal comple-
ment of the vector KS . The vectors α1, . . . , αN form a Z-basis of RS . By re-
striction the Weyl group WS is isomorphic to a subgroup of O(RS). A choice of
a geometric basis α1, . . . , αN defines an isomorphism from RS to the root lat-
tice Q of a finite root system of type EN (N = 6, 7, 8), D5(N = 5), A4(N = 4)
and A2+A1(N = 3). The group WS becomes isomorphic to the corresponding
Weyl group W (EN ).

The next lemma is well-known and its proof goes back to Kantor [42] and
Du Val [28]. We refer for modern proofs to [2] or [26].

Lemma 6.1. Let (e′0, e
′
1, . . . , e

′
N ) be another geometric basis in Pic(S) defined

by a birational morphism π′ : S → P
2 and a choice of a factorization of π′ into

a composition of blowups of points. Then the transition matrix is an element of
WN . Conversely, any element of WN is a transition matrix of two geometric
bases in Pic(S).

The next lemma is also well-known and is left to the reader.

Lemma 6.2. If d ≤ 5, then the natural homomorphism

ρ : Aut(S) →WS

is injective.
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We will use the known classification of conjugacy classes in the Weyl
groups. According to [15] they are indexed by certain graphs. We call them
Carter graphs. One writes each element w ∈W as the product of two involu-
tions w1w2, where each involution is the product of reflections with respect to
orthogonal roots. LetR1,R2 be the corresponding sets of such roots. Then the
graph has vertices identified with elements of the set R1∪R2, and two vertices
α, β are joined by an edge if and only if (α, β) �= 0. A Carter graph with no
cycles is a Dynkin diagram. The subscript in the notation of a Carter graph
indicates the number of vertices. It is also equal to the difference between the
rank of the root lattice Q and the rank of its fixed sublattice Q(w).

Note that the same conjugacy classes may correspond to different graphs
(e.g., D3 and A3, or 2A3 + A1 and D4(a1) + 3A1).

The Carter graph determines the characteristic polynomial of w. In par-
ticular, it gives the trace Tr2(g) of g∗ on the cohomology space H2(S,C) ∼=
Pic(S)⊗C. The latter should be compared with the Euler-Poincarè character-
istic of the fixed locus Sg of g by applying the Lefschetz fixed-point formula.

Table 2. Carter graphs and characteristic polynomials.

Graph Order Characteristic polynomial
Ak k + 1 tk + tk−1 + · · ·+ 1

Dk 2k − 2 (tk−1 + 1)(t + 1)

Dk(a1) l.c.m(2k − 4, 4) (tk−2 + 1)(t2 + 1)

Dk(a2) l.c.m(2k − 6, 6) (tk−3 + 1)(t3 + 1)
...

...
...

Dk(a k
2 −1) even k (t

k
2 + 1)2

E6 12 (t4 − t2 + 1)(t2 + t + 1)

E6(a1) 9 t6 + t3 + 1

E6(a2) 6 (t2 − t + 1)2(t2 + t + 1)

E7 18 (t6 − t3 + 1)(t + 1)

E7(a1) 14 t7 + 1

E7(a2) 12 (t4 − t2 + 1)(t3 + 1)

E7(a3) 30 (t5 + 1)(t2 − t + 1)

E7(a4) 6 (t2 − t + 1)2(t3 + 1)

E8 30 t8 + t7 − t5 − t4 − t3 + t + 1

E8(a1) 24 t8 − t4 + 1

E8(a2) 20 t8 − t6 + t4 − t2 + 1

E8(a3) 12 (t4 − t2 + 1)2

E8(a4) 18 (t6 − t3 + 1)(t2 − t + 1)

E8(a5) 15 t8 − t7 + t5 − t4 + t3 − t + 1

E8(a6) 10 (t4 − t3 + t2 − t + 1)2

E8(a7) 12 (t4 − t2 + 1)(t2 − t + 1)2

E8(a8) 6 (t2 − t + 1)4
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Tr2(g) = s− 2 +
∑
i∈I

(2− 2gi), (6.1)

where Sg the disjoint union of smooth curves Ri, i ∈ I, of genus gi and s
isolated fixed points.

To determine whether a finite subgroup G of Aut(S) is minimal, we use
the well-known formula from the character theory of finite groups

rank Pic(S)G =
1

#G

∑
g∈G

Tr2(g).

The tables for conjugacy classes of elements from the Weyl group WS give
the values of the trace on the lattice RS = K⊥

S . Thus the group is minimal if
and only if the sum of the traces add up to 0.

6.2 Del Pezzo surfaces of degree 6

Let S be a Del Pezzo surface of degree 6. We fix a geometric basis e0, e1, e2, e3

which is defined by a birational morphism π : S → P
2 with indeterminacy

points p1 = (1, 0, 0), p2 = (0, 1, 0), and p3 = (0, 0, 1). The vectors

α1 = e0 − e1 − e2 − e3, α2 = e1 − e2, α3 = e2 − e3

form a basis of the lattice RS with Dynkin diagram of type A2 + A1. The
Weyl group

WS = 〈s1〉 × 〈s2, s3〉 ∼= 2× S3.

The representation ρ : Aut(S) → WS is surjective. The reflection s1 is real-
ized by the lift of the standard quadratic transformation τ1. The reflection
s2( respectively s3) is realized by the projective transformations [x1, x0, x2]
(respectively [x0, x2, x1]). The kernel of ρ is the maximal torus T of PGL(3),
the quotient of (C∗)3 by the diagonal subgroup C

∗. Thus

Aut(S) ∼= T : (S3 × 2) ∼= N(T ) : 2,

where N(T ) is the normalizer of T in PGL(2). It is easy to check that s1 acts
on T as the inversion automorphism.

Let G be a minimal finite subgroup of Aut(S). Obviously, ρ(G) contains s1

and s2s3 since otherwise, G leaves invariant α1 or one of the vectors 2α1 +α2,
or α1 +2α2. This shows that G∩N(T ) is an imprimitive subgroup of PGL(3).
This gives the following result.

Theorem 6.3. Let G be a minimal subgroup of a Del Pezzo surface of
degree 6. Then

G = H•〈s1〉,
where H is an imprimitive finite subgroup of PGL(3).
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Note that one of the groups from the theorem is the group 22 : S3
∼= S4.

Its action on S given by the equation

x0y0z0 − x1y1z1 = 0

in (P1)3 is given in [4].

6.3 Del Pezzo surfaces of degree d = 5.

In this case S is isomorphic to the blowup of the reference points p1 =
(1, 0, 0), p2 = (0, 1, 0), p3 = (0, 0, 1), p4 = (1, 1, 1). The lattice RS is of type
A4 and WS

∼= S5. It is known that the homomorphism ρ : Aut(S) → WS is
an isomorphism. We already know that it is injective. To see the surjectivity
one can argue, for example, as follows.

Let τ be the standard quadratic transformation with base points p1, p2, p3.
It follows from its formula that the point p4 is a fixed point. We know that
τ can be regularized on the Del Pezzo surface S′ of degree 6 obtained by the
blowup of the first three points. Since the preimage of p4 in S′ is a fixed point,
τ lifts to an automorphism of S. Now let φ be a projective transformation
such that φ(p1) = p1, φ(p2) = p2, φ(p4) = p3. For example, we take A =
[t0− t2, t1,−t2,−t2]. Then the quadratic transformation φ−1τφ is not defined
at the points p1, p2, p4 and fixes the point p3. As above, it can be lifted to an
involution of S. Proceeding in this way we define 4 involutions τ = τ1, . . . , τ4
of S; each fixes one of the exceptional curves. One checks that their images in
the Weyl group WS generate the group.

Another way to see the isomorphism Aut(S) ∼= S5 is to use a well-known
isomorphism between S and the moduli space M0,5

∼= (P1)5//SL(2). The
group S5 acts by permuting the factors.

Theorem 6.4. Let (S,G) be a minimal Del Pezzo surface of degree d = 5.
Then G = S5, A5, 5 : 4, 5 : 2, or C5.

Proof. As we have just shown Aut(S) ∼= W4
∼= S5. The group S5 acts on

RS
∼= Z

4 by means of its standard irreducible 4-dimensional representation
(view Z

4 as a subgroup of Z
5 of vectors with coordinates added up to zero and

consider the representation of S5 by switching the coordinates). It is known
that a maximal proper subgroup of S5 is equal (up to a conjugation) to one
of three subgroups S4, S3 × 2, A5, 5 : 4. A maximal subgroup of A5 is either
5×2 or S3 or D10 = 5 : 2. It is easy to see that the groups S4 and S3×2 have
invariant elements in the lattice Q4. It is known that an element of order 5
in S5 is a cyclic permutation, and hence has no invariant vectors. Thus any
subgroup G of S5 containing an element of order 5 defines a minimal surface
(S,G). So, if (S,G) is minimal, G must be equal to one of the groups from
the assertion of the theorem.
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6.4 Automorphisms of a Del Pezzo surface of degree d = 4

If the degree is 4, then R is of type D5 and WS
∼= 24 : S5. We use the following

well-known classical result.

Lemma 6.5. Let S be a Del Pezzo surface of degree 4. Then S is isomorphic
to a nonsingular surface of degree 4 in P

4 given by equations

F1 =
4∑

i=0

T 2
i = 0, F2 =

4∑
i=0

aiT
2
i = 0, (6.2)

where all ai’s are distinct.

Proof. It is known that a Del Pezzo surface in its anti-canonical embedding
is projectively normal. Using Riemann-Roch, one obtains that S is a com-
plete intersection Q1 ∩Q2 of two quadrics. Let P = λQ1 + μQ2 be the pencil
spanned by these quadrics. The locus of singular quadrics in the pencil is a
homogeneous equation of degree 5 in the coordinates λ, μ. Since S is nonsin-
gular, it is not hard to see that the equation has no multiple roots (otherwise;
P contains a reducible quadric or there exists a quadric in the pencil with
singular point at S; in both cases S is singular). Let p1, . . . , p5 be the singular
points of singular quadrics from the pencil. Suppose they are contained in a
hyperplane H . Since no quadrics in the pencil contains H , the restriction P|H
of the pencil of quadrics to H contains ≥ 5 singular members. This implies
that all quadrics in P|H are singular. By Bertini’s theorem, all quadrics are
singular at some point p ∈ H . This implies that all quadrics in P are tangent
to H at p. One of the quadrics must be singular at p, and hence S is singular
at p. This contradiction shows that p1, . . . , p5 span P

4. Choose coordinates in
P

4 such that the singular points of singular quadrics from P are the points
(1, 0, 0, 0, 0), (0, 1, 0, 0, 0), and so on. Then each hyperplane V (Ti) = (Ti = 0)
is a common tangent hyperplane of quadrics from P at the point pi. This
easily implies that the equations of quadrics are given by (6.2).

Let Qi = V (aiF1 − F2), i = 0, . . . , 4, be one of the singular quadrics in
the pencil P ; It is a cone over a nonsingular quadric in P

3; hence it contains
two families of planes. The intersection of a plane with any other quadric in
the pencil is a conic contained in S. Thus each Qi defines a pair of pencils of
conics |Ci| and |C′i|, and it is easy to see that |Ci + C′i| = | −KS|.
Proposition 6.6. Let S be a Del Pezzo surface given by equations (6.2). The
divisor classes ci = [Ci] together with KS form a basis of Pic(S) ⊗ Q. The
Weyl group WS acts on this basis by permuting the ci’s and sending ci to
c′i = [C′i] = −KS − ci.

Proof. If we choose a geometric basis (e0, e1, . . . , e5) in Pic(S), then the 5 pairs
of pencils of conics are defined by the classes e0 − ei, 2e0 − e1 − · · · − e5 + ei.
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It is easy to check that the classes [Ci]’s and KS form a basis in Pic(S)⊗Q. The
group WS contains a subgroup isomorphic to S5 generated by the reflections
in vectors e1−e2, . . . , e4−e5., It acts by permuting e1, . . . , e5, hence permuting
the pencils |Ci|. It is equal to the semi-direct product of S5 and the subgroup
isomorphic to 24 which is generated by the conjugates of the product s of
two commuting reflections with respect to the vectors e0 − e1 − e2 − e3 and
e4 − e5. It is easy to see that s([C4]) = [C′4], s([C5]) = [C′5] and s([Ci]) = [Ci]
for i �= 4, 5. This easily implies that WS acts by permuting the classes [Ci]
and switching even number of them to [C′i].

Corollary 6.7. Let W (D5) act in C
5 by permuting the coordinates and

switching the signs of even number of coordinates. This linear representation
of W (D5) is isomorphic to the representation of W (D5) on RS ⊗ C.

The group of projective automorphisms generated by the transformations
which switch xi to −xi generates a subgroup H of Aut(S) isomorphic to 24.
We identify the group H with the linear space of subsets of even cardinality of
the set J = {0, 1, 2, 3, 4}, or, equivalently, with the subspace of F

J
2 of functions

with support at a subset of even cardinality. We equip H with the symmetric
bilinear form defined by the dot-product in F

J
2 , or, equivalently, by (A,B) =

#A∩B mod 2. We denote elements of H by iA, where iA is the characteristic
function of A ⊂ J .

There are two kinds of involutions iA. An involution of the first kind
corresponds to a subset A of 4 elements. The set of fixed points of such an
involution is a hyperplane section of S, an elliptic curve. The trace formula
(6.1) gives that the the trace of iA in Pic(S) is equal to −2. The corresponding
conjugacy class in W5 is of type 4A1. There are 5 involutions of the first kind.
The quotient surface S/〈iA〉 = Q is isomorphic to a nonsingular quadric. The
map S → Q coincides with the map S → P

1 × P
1 that is given by the pencils

|Ci| and |C′i|.
Involutions of the second type correspond to subsets A of cardinality 2.

The fixed-point set of such involution consists of 4 isolated points. This gives
that the trace is equal to 2, and the conjugacy class is of type 2A1. The
quotient S/(iA) is isomorphic to the double cover of P

2 branched along the
union of two conics.

The subgroup of the Weyl group W (D5) generated by involutions from
the conjugacy class of type 2A1 is the normal subgroup 24 in the decomposi-
tion W (D5) ∼= 24 : S5. The product of two commuting involutions from this
conjugacy class is an involution of type 4A1. Thus the image of H in WS is a
normal subgroup isomorphic to 24.

Let G ∼= 2a be a subgroup of 24. All cyclic groups G are not minimal.
There are three kinds of subgroups H of order 4 in 24. A subgroup of the

first kind does not contain an involution of the first kind. An example is the
group generated by i01, i12. The trace of its nonzero elements equal to 1. So
this group is not minimal.
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A subgroup of the second type contains only one involution of the first
kind. An example is the group generated by i01, i23. The trace formula gives
rank Pic(S)H = 2. So it is also nonminimal.

A subgroup of the third kind contains two involutions of the first kind, for
example, a group generated by i1234, i0234. It contains 2 elements with trace
−3 and one element with trace 1. Adding up the traces, we see the group is a
minimal group. It is easy to see that SH consists of 4 isolated points.

Now let us consider subgroups of 24 of order 8. They are parametrized by
the same sets which parametrize involutions. A subgroup HA corresponding
to a subset A consists of involutions iB such that #A∩B is even. The subsets
A correspond to linear functions on 24. If #A = 2, say A = {0, 1}, we see that
HA contains the involutions i01, i01ab, icd, c, d �= 0, 1. Adding up the traces, we
obtain that these subgroups are minimal.

If #A = 4, say A = {1, 2, 3, 4}, the subgroup HA consists of i1234 and iab,
where a, b �= 0. Adding up the traces, we obtain that HA is not minimal.

Since 24 contains a minimal subgroup, it is minimal itself.
Now suppose that the image G′ of G in S5 is non-trivial. The subgroup

S5 of Aut(S) can be realized as the stabilizer of a set of 5 skew lines on
S (corresponding to the basis vectors e1, . . . , e5). Thus any subgroup H of
S5 realized as a group of automorphisms of S is isomorphic to a group of
projective transformations of P

2 leaving invariant a set of 5 points. Since
there is a unique conic through these points, the group is isomorphic to a
finite group of PGL(2) leaving invariant a set of 5 distinct points. In Section 4,
we listed all possible subgroups of GL(2), and in section 5 we described their
relative invariants. It follows that a subgroup leaves invariant a set of 5 distinct
points if and only if it is one of the following groups C2, C3, C4, C5, S3, D10.
The corresponding binary forms of degree 5 are projectively equivalent to the
following binary forms:

• C2 : t0(t20 − t21)(t
2
0 + at21), a �= −1, 0, 1;

• C4 : t0(t20 − t21)(t
2
0 + t21);

• C3, S3 : t0t1(t0 − t1)(t0 − ε3t1)(t0 − ε23t1);

• C5, D10 : (t0 − t1)(t0 − ε5t1)(t0 − ε25t1)(t0 − ε35t1)(t0 − ε45t1).

The corresponding surfaces are projectively equivalent to the following sur-
faces

C2 : x2
0 + x2

1 + x2
2 + x2

3 + x2
4 = x2

0 + ax2
1 − x2

2 − ax2
3 = 0, a �= −1, 0, 1, (6.3)

C4 : x2
0 + x2

1 + x2
2 + x2

3 + x2
4 = x2

0 + ix2
1 − x2

2 − ix2
3 = 0, (6.4)

S3 : x2
0 + ε3x

2
1 + ε23x

2
2 + x2

3 = x2
0 + ε23x

2
1 + ε3x

2
2 + x2

4 = 0, (6.5)

D10 :
4∑

i=0

εi5x
2
i =

4∑
i=0

ε4−i
5 x2

i = 0. (6.6)
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Remark 6.8. Note that equations (6.4), (6.5) and (6.6) are specializations
of equation (6.3) . It is obvious for equation (6.4) where we have to take
a = i. Equation (6.3) specializes to equation (6.5) when we take a = ± 1√

−3

(use that the Möbius transformation of order 3 x �→ ax+1
x+a permutes cyclically

∞, a,−a and fixes 1,−1). Equation (6.3) specializes to equation (6.6) if we
take a = −2±√5 (use that the Möbius transformation x �→ x+2a−1

x+1 permutes
cyclically (∞, 1, a,−a,−1)). We thank J. Blanc for this observation.

Since the subgroup S5 leaves the class e0 invariant, it remains to consider
subgroups G of 24 : S5 which are not contained in 24 and not conjugate to a
subgroup of S5. We use the following facts.

1) Suppose G contains a minimal subgroup of 24. Then G is minimal.
2) Let G be the image of G in S5. Then it is a subgroup of one of the

groups listed above.
3) The group W (D5) is isomorphic to the group of transformations of R

5

which consists of permutations of coordinates and changing even number of
signs of the coordinates. Each element w ∈ W (D5) defines a permutation of
the coordinate lines which can be written as a composition of cycles (i1 . . . ik).
If w changes signs of even number of the coordinates xi1 , . . . , xik , the cycle is
called positive. Otherwise it is called a negative cycle. The conjugacy class of
w is determined by the lengths of positive and negative cycles, except when
all cycles of even length and positive in which case there are two conjugacy
classes. The latter case does not occur in the case when n is odd. Assign to a
positive cycle of length k the Carter graph Ak−1. Assign to a pair of negative
cycles of lengths i ≥ j the Carter graph of type Di+1 if j = 1 and Di+j(aj−1)
if j > 1. Each conjugacy class is defined by the sum of the graphs. We identify
D2 with 2A1, and D3 with A3. In Table 2 below we give the conjugacy classes
of elements in W (D5), their characteristic polynomials and the traces in the
root lattice of type D5.

In the following, G denotes the image of G in K = W (D5)/24 ∼= S5.
Case 1. G ∼= C2.

It follows from the description of the image of Aut(S) in W (D5) given
in Corollary 6.7 that G is generated by the permutation s = (02)(13). Let
g �∈ G ∩ 24. Then g = s or g = siA for some A. It follows from Table 3
that g is either of type 2A1, or of type A1 + A3, or of type D4(a1). Let
K = G ∩ 24 ∼= 2a. If a = 0 or 1, the group is not minimal.

a = 2.
Suppose first that s acts identically on K. Then the group is commutative

isomorphic to 23 if it does not contain elements of order 4, and 2×4 otherwise.
In the first case,

K = F := 〈i02, i13〉. (6.7)

is the subspace of fixed points of s in 24. Since (siA)2 = iA+s(A), we see that
G \ K = {siA, A ∈ K}. Consulting Table 3, we compute the traces of all
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Table 3. Conjugacy classes in W (D5).

Order Notation Characteristic polynomial Trace Representatives
2 A1 t + 1 3 (ab)

2 2A1 (t + 1)2 1 (ab)(cd), (ab)(cd)iabcd

2 2A∗
1 (t + 1)2 1 (ab)(cd), (ab)(cd)iab

2 3A1 (t + 1)3 -1 (ab)icd

2 4A1 (t + 1)4 -3 iabcd

3 A2 t2 + t + 1 2 (abc), (abc)iab

4 A3 t3 + t2 + t + 1 1 (abcd), (abcd)iab, (abcd)iabcd

4 A1 + A3 (t3 + t2 + t + 1)(t + 1) -1 (ab)(cd)iae

4 D4(a1) (t2 + 1)2 1 (ab)(cd)iac

5 A4 (t4 + t3 + t2 + t + 1) 0 (abcde), (abcde)iA
6 A2 + A1 (t2 + t + 1)(t + 1) 0 (ab)(cde)

6 A2 + 2A1 (t2 + t + 1)(t + 1)2 -2 (abc)iabde, (abc)ide

6 D4 (t3 + 1)(t + 1) 0 (abc)iabce

8 D5 (t4 + 1)(t + 1) -1 (abcd)iabce, (abcd)ide

12 D5(a1) (t3 + 1)(t2 + 1) 0 (abc)(de)iac

elements from G to conclude that the total sum is equal to 8. Thus the group
is not minimal.

In the second case G contains 4 elements of order 4 of the form siA, where
A �∈ K. Suppose A + s(A) = {0, 1, 2, 3}. Since K is a subspace of the second
type, it contributes 4 to the total sum of the traces. Thus the sum of the
traces of the elements of order 4 must be equal to −4. In other words they
have to be elements with trace −1 of the form siA, where #A = 2, 4 ∈ A.
This gives the unique conjugacy class of a minimal group isomorphic to 2×4.
It is represented by the group G = 〈K, si04〉.

Assume now that G is non-abelian, obviously isomorphic to D8. The sub-
space K contains one element from the set F . The nontrivial coset contains 2
elements of order 4 and two elements of order 2. Suppose K is of the second
type with the sum of the traces of its elements equal to 4. Two elements of
order 2 in G \K have the trace equal to 1. Elements of order 4 have the trace
equal to 1 or −1. So the group cannot be minimal. Thus K must be of the
third type, the minimal one. This gives us the minimal group conjugate to
the subgroup G = 〈i1234, i02, si04〉 isomorphic to D8.

a = 3.
There are three s invariant subspaces of 24 of dimension 3. Their orthog-

onal complements are spanned by the one of the vectors in the set (6.7). As
we saw earlier, if K⊥ = 〈iA〉, where #A = 2, the subspace K is a minimal
group. Otherwise, the total sum of the traces of elements from K is equal to
8. In the first case we may assume that K = 〈i14, i34, i02〉. All elements of
order 2 in the nontrivial coset have the trace equal to 1. Thus we must have
elements of order 4 in the coset with trace −1. Let siA be such an element,
where we may assume that A = {0, 4}. Thus G = 〈K, si04〉. Its nontrivial
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coset has 4 elements of order 4 with trace 1, and four elements of order 4 with
trace −1. The group is minimal. It is a non-split extension (23)•2. Its center is
isomorphic to 22. The classification of groups of order 16 from Table 1 shows
that this is group is isomorphic to L16.

a = 4.
In this case G = 24 : 2, where the extension is defined by the action of s in

24. The group has 2-dimensional center with the quotient isomorphic to 23.
Case 2. G ∼= C3.
We may assume that G = 〈s〉, where s = (012). Applying Lemma 4.2, we

obtain that G is a split extension K : 3, where K = G ∩ 24 ∼= 2a. Since there
are no minimal elements of order 3, we must have a > 0. If a = 1, the group
is 2 : 3 ∼= 6. There are no minimal elements of order 6, so we may assume that
a > 1.

Assume a = 2. The group is abelian 22 × 3 or non-abelian 22 : 3 ∼= A4. In
the first case, K = 〈i0123, i0124〉 is the subspace of the third type, the minimal
one. Thus the total number of elements in the nontrivial cosets is equal to 0.
An element of order 3 has the trace equal to 1. An element of order 6 has
trace equal to −2 of 0. So we must have an element of order 6 with trace −2.
It must be equal to si34. Its cube is i34 ∈ K. So we get one conjugacy class of
a minimal group isomorphic to 22 × 3. It is equal to 〈K, si34〉.

If G ∼= A4, the subspace K is not minimal. The group does not contain
elements of order 6. So the traces of all elements not from K are positive.
This shows that the group cannot be minimal.

Assume a = 3. The subspace K is minimal if and only if its orthogo-
nal complement is generated by i34. Again the group must contain si34 with
trace −2 and hence equal to 〈K, si34〉 = 〈K, s〉. The group G is minimal and
is isomorphic to 2× (22 : 3) ∼= 2×A4.

Finally, assume that K = 〈i0123〉⊥ is not minimal. We have computed
earlier the sum of the traces of its elements. It is equal to 8. Again it must
contain an element of order 6 equals si0123. Since K contains i0123, the group
contains s. Now we can add all the traces and conclude that the group is not
minimal.

Of course we should not forget the minimal group 24 : 3.
Case 3. G ∼= S3.
The group G is generated by the permutations of coordinates (012) and

(12)(34). It is immediately checked that H = G∩ 24 is not trivial for minimal
G. The only subgroup of H invariant with respect to the conjugation action
of G on H is H itself. This gives a minimal group isomorphic to 24 : S3.
The extension is defined by the restriction to S3 of the natural action of
S4 = W (A4) on its root lattice modulo 2.

Case 4. G ∼= C4.
The group 24 : 4 contains 24 : 2, so all minimal groups of the latter group

are minimal subgroups of 24 : 4. Without loss of generality, we may assume
that the group G is generated by the permutations of coordinates s = (0123).
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The only proper subgroup of 24 invariant with respect to the conjugation
action of G on K = G ∩ 24 is either 〈i0123〉 or its orthogonal complement. In
the first case G ∼= 2•4 ∼= 2× 4 or 8. In the first case the group is not minimal.
In the second case G = 〈(0123)i0123〉 is minimal.

Assume K = 〈i0123〉⊥. If s �∈ G, then siA ∈ G, where A �∈ K. The Table 3
shows that all such elements are minimal of order 8. This gives a minimal
group G ∼= 23 : 4 = 22 : 8.

Next we have to consider the case when s ∈ G so that G = 〈K, s〉. The
total number of traces of elements from K is equal to 8. Consulting the Table 3
we obtain that the elements in the cosets sK, s2K, s3K have the trace equal
to 1. So the group is not minimal.

Our last minimal group in this case is 24 : 4.
Case 5. G = C5 or D10.
Again, we check using the table of conjugacy classes that no group iso-

morphic to D10 is minimal. Also, no proper subgroup of H is invariant with
respect to conjugation by a permutation of order 5, or by a subgroup of S5

generated by (012) and (12)(34). Thus we get two minimal groups isomorphic
to 24 : 5 or 24 : D10.

The following theorem summarizes what we have found.

Theorem 6.9. Let (S,G) be a minimal Del Pezzo surface of degree d = 4.
Then G is isomorphic to one of the following groups:

1. Aut(S) ∼= 24:
24, 23, 22.

2. Aut(S) ∼= 24 : 2:
2× 4, D8, L16, 24 : 2,

and from the previous case.
3. Aut(S) ∼= 24 : 4:

8, 22 : 8, 24 : 4,

and from the previous two cases.
4. Aut(S) ∼= 24 : S3:

22 × 3, 2×A4, 24 : 3, 24 : S3,

and from Cases (1) and (2).
5. Aut(S) ∼= 24 : D10

24 : D10, 24 : 5,

and from Cases (1) and (2).
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6.5 Cubic surfaces

The following theorem gives the classification of cyclic subgroups of Aut(S)
and identifies the conjugacy classes of their generators.

Theorem 6.10. Let S be a nonsingular cubic surface admitting a non-trivial
automorphism g of order n. Then S is equivariantly isomorphic to one of the
following surfaces V (F ) with

g = [t0, εant1, ε
b
nt2, ε

c
nt3]. (6.8)

• 4A1 (n = 2), (a, b, c) = (0, 0, 1),

F = T 2
3 L1(T0, T1, T2) + T 3

0 + T 3
1 + T 3

2 + αT0T1T2.

• 2A1 (n = 2), (a, b, c) = (0, 1, 1),

F = T0T2(T2 + αT3) + T1T3(T2 + βT3) + T 3
0 + T 3

1 .

• 3A2 (n = 3), (a, b, c) = (0, 0, 1),

F = T 3
0 + T 3

1 + T 3
2 + T 3

3 + αT0T1T2.

• A2 (n = 3), (a, b, c) = (0, 1, 1),

F = T 3
0 + T 3

1 + T 3
2 + T 3

3 .

• 2A2 (n = 3), (a, b, c) = (0, 1, 2),

F = T 3
0 + T 3

1 + T2T3(T0 + aT1) + T 3
2 + T 3

3 .

• D4(a1) (n = 4), (a, b, c) = (0, 2, 1),

F = T 2
3 T2 + L3(T0, T1) + T 2

2 (T0 + αT1).

• A3 + A1 (n = 4), (a, b, c) = (2, 1, 3),

F = T 3
0 + T0T

2
1 + T1T

2
3 + T1T

2
2 .

• A4 (n = 5), (a, b, c) = (4, 1, 2),

F = T 2
0 T1 + T 2

1 T2 + T 2
2 T3 + T 2

3 T0.

• E6(a2) (n = 6), (a, b, c) = (0, 3, 2),

F = T 3
0 + T 3

1 + T 3
3 + T 2

2 (αT0 + T1).

• D4 (n = 6), (a, b, c) = (0, 2, 5),

F = L3(T0, T1) + T 2
3 T2 + T 3

2 .
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• A5 + A1 (n = 6), (a, b, c) = (4, 2, 1),

F = T 2
3 T1 + T 3

0 + T 3
1 + T 3

2 + λT0T1T2.

• 2A1 + A2 (n = 6), (a, b, c) = (4, 1, 3),

F = T 3
0 + βT0T

2
3 + T 2

2 T1 + T 3
1 .

• D5 (n = 8), (a, b, c) = (4, 3, 2),

F = T 2
3 T1 + T 2

2 T3 + T0T
2
1 + T 3

0 .

• E6(a1) (n = 9), (a, b, c) = (4, 1, 7),

F = T 2
3 T1 + T 2

1 T2 + T 2
2 T3 + T 3

0 .

• E6 (n = 12), (a, b, c) = (4, 1, 10),

F = T 2
3 T1 + T 2

2 T3 + T 3
0 + T 3

1 .

We only sketch a proof, referring for the details to [27]. Let g be a non-
trivial projective automorphism of S = V (F ) of order n. All possible values
of n can be obtained from the classification of conjugacy classes of W (E6).
Choose coordinates to assume that g acts as in (6.8). Then F is a sum of
monomials which belong to the same eigensubspace of g in its action in the
space of cubic polynomials. We list all possible eigensubspaces. Since V (F ) is
nonsingular, the square or the cube of each variable divides some monomial
entering in F . This allows one to list all possible nonsingular V (F ) admitting
an automorphism g. Some obvious linear change of variables allows one to find
normal forms. Finally, we determine the conjugacy class by using the trace
formula (6.1) applied to the locus of fixed points of g and its powers.

The conjugacy class labeled by the Carter graph with 6 vertices defines a
minimal cyclic group.

Corollary 6.11. The following conjugacy classes define minimal cyclic
groups of automorphisms of a cubic surface S.

• 3A2 of order 3,
• E6(a2) of order 6,
• A5 + A1 of order 6,
• E6(a1) of order 9,
• E6 of order 12.

Next we find all possible automorphism groups of nonsingular cubic sur-
faces. Using a normal form of a cubic admitting a cyclic group of automor-
phisms from given conjugacy class, we determine all other possible symmetries
of the equation. We refer for the details to [27]. The list of possible automor-
phism groups of cubic surfaces is given in Table 4.
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Table 4. Groups of automorphisms of cubic surfaces.

Type Order Structure F (T0, T1, T2, T3) Parameters
I 648 33 : S4 T 3

0 + T 3
1 + T 3

2 + T 3
3

II 120 S5 T 2
0 T1 + T0T

2
2 + T2T

2
3 + T3T

2
1

III 108 H3(3) : 4 T 3
0 + T 3

1 + T 3
2 + T 3

3 + 6aT1T2T3 20a3 + 8a6 = 1

IV 54 H3(3) : 2 T 3
0 + T 3

1 + T 3
2 + T 3

3 + 6aT1T2T3 a− a4 �= 0,
8a3 �= −1,

20a3 + 8a6 �= 1

V 24 S4 T 3
0 + T0(T

2
1 + T 2

2 + T 2
3 ) 9a3 �= 8a

+aT1T2T3 8a3 �= −1,

VI 12 S3 × 2 T 3
2 + T 3

3 + aT2T3(T0 + T1) + T 3
0 + T 3

1 a �= 0

VII 8 8 T 2
3 T2 + T 2

2 T1 + T 3
0 + T0T

2
1

VIII 6 S3 T 3
2 + T 3

3 + aT2T3(T0 + bT1) + T 3
0 + T 3

1 a �= 0, b �= 0, 1

IX 4 4 T 2
3 T2 + T 2

2 T1 + T 3
0 + T0T

2
1 + aT 3

1 a �= 0

X 4 22 T 2
0 (T1 + T2 + aT3) + T 3

1 + T 3
2

+T 3
3 + 6bT1T2T3 8b3 �= −1

XI 2 2 T 3
1 + T 3

2 + T 3
3 + 6aT1T2T3 b3, c3 �= 1

+T 2
0 (T1 + bT2 + cT3) b3 �= c3

8a3 �= −1,

Remark 6.12. Note that there are various ways to write the equation of cubic
surfaces from the table. For example, using the identity

(x + y + z)3 + ε3(x + ε3y + ε23z)3 + ε23(x + ε23y + ε3z)3 = 9(x2z + y2x + z2y)

we see that the Fermat cubic can be given by the equation

T 3
0 + T 2

1 T3 + T 2
3 T2 + T 2

2 T1 = 0.

Using Theorem 6.10, this exhibits a symmetry of order 9 of the surface, whose
existence is not obvious in the original equation.

Using the Hesse form of an equation of a nonsingular plane cubic curve we
see that a surface with equation

T 3
0 + F3(T1, T2, T3) = 0

is projectively equivalent to a surface with the equation

T 3
0 + T 3

1 + T 3
2 + T 3

3 + 6aT0T1T2 = 0.

The special values of the parameters a = 0, 1, ε3, ε23 give the Fermat cubic. The
values a satisfying 20a3 +8a6 = 1 give a plane cubic with an automorphism of
order 4 (a harmonic cubic). Since a harmonic cubic is isomorphic to the cubic
with equation T 3

1 + T1T
2
2 + T 3

3 = 0, using Theorem 6.10 we see symmetries
of order 6 from the conjugacy class E6(a2) for surfaces of type III,IV and of
order 12 for the surface

T 2
3 T1 + T 2

2 T3 + T 3
0 + T 3

1 = 0

of type III.
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It remains to classify minimal groups G. Note that if G is realized as a
group of projective (or weighted projective) automorphisms of a family of
surfaces (St), then G is a subgroup of the group of projective automorphisms
of any surface St0 corresponding to a special value t0 of the parameters. We
indicate this by writing S′ → S. The types of S′ when it happens are

IV → III, IV → I, VI,VIII, IX → I, XI→ X.

So it suffices to consider the surfaces of types I, II, III, V, VII, X.
We will be using the following lemma, kindly communicated to us by R.

Griess. For completeness sake, we provide its proof.

Lemma 6.13. Let Sn+1 act naturally on its root lattice Rn={(a1, . . . , an+1)∈
Z

n+1 : a1 + · · ·+ an+1 = 0}. Let Rn(p) ∼= F
n
p be the reduction of Rn modulo a

prime number p > 2 not dividing n + 1. Then the set of conjugacy classes of
subgroups dividing a splitting of F

n
p : Sn+1 is bijective to the set Fp if p | n+1

and consists of one element otherwise.

Proof. It is easy to see that, fixing a splitting, there is a natural bijection
between conjugacy classes of splitting subgroups in A : B and the cohomology
set H1(B,A), where B acts on A via the homomorphism B → Aut(A) defining
the semi-direct product. So, it suffices to prove that H1(Sn+1,Rn(p)) ∼= Fp if
p | n+1 and zero otherwise. Consider the permutation representation of Sn+1

on M = F
n+1
p . We have an exact sequence of Sn+1-modules

0→Rn(p)→M → Fp → 0

defined by the map (a1, . . . , an+1) → a1 + · · · + an+1. The module M is the
induced module of the trivial representation of the subgroup Sn of Sn+1. By
Eckmann-Shapiro’s Lemma,

H1(Sn+1,M) = H1(Sn,Fp) = Hom(Sn,Fp).

Suppose p 
 n + 1, then the exact sequence splits, and we get

0 = H1(Sn+1,M) = H1(Sn+1,Rn(p))⊕H1(Sn+1,Fp).

Since H1(Sn+1,Fp) = Hom(Sn+1,Fp) = 0, we get the result. If p | n+ 1, then
H0(Sn+1,M) = 0, H0(Sn+1,Fp) = Fp and the exact sequence of cohomology
gives the desired result.

Type I.
Let us first classify F3-subspaces of the group K = 33. We view 33 as the

S4-module R3(3) ∼= F
3
3 from the previous lemma. We denote the image of a

vector (a, b, c, d) in K by [a, b, c, d]. In our old notations

[a, b, c, d] = [εat0, εbt1, εct2, εdt3].
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There are 13 (= #P
2(F3)) one-dimensional subspaces in 33. The group

S4 acts on this set with 3 orbits. They are represented by vectors
[1, 2, 0, 0], [1, 1, 1, 0], [1, 1, 2, 2] with respective stabilizer subgroups 22, S3 and
D8. We call them lines of type I, II, III, respectively. As subgroups they are
cyclic groups of order 3 of the following types.

⎧⎪⎨
⎪⎩

2A2 Type I,
3A2 Type II,
A2 Type III.

The conjugacy class of a 2-dimensional subspace K is determined by its
orthogonal complement in 33 with respect to the dot-product pairing on F

4
3.

Thus we have 3 types of 2-dimensional subspaces of types determined by the
type of its orthogonal complement.

An easy computation gives the following table.

Type 3A2 2A2 A2 Trace
I 4 2 2 0
II 2 6 0 0
III 0 4 4 2

(6.9)

Here we list the types of the nontrivial elements in the subspace and the last
column is the sum 1

9

∑
g∈L Tr(g|RS). This gives us two conjugacy classes of

minimal subgroups isomorphic to 32.
Let G be a subgroup of Aut(S), G be its image in S4 and K = G∩ 33. Let

k = dimF3 K.
Case 1 : k = 0.
In this case G defines a splitting of the projection 33 : S4 → S4. Assume

G ∼= S4. It follows from Lemma 6.13 that there are 3 conjugacy classes of
subgroups isomorphic to S4 which define a splitting. Let us show each of
them is minimal.

We start with the standard S4 generated by permutations of the coor-
dinates. It contains 6 elements of type 4A1, 8 elements of type 2A2, three
elements of type 2A1, and 6 elements of type A3 + A1. Adding up the traces,
we obtain that the group is minimal.

Suppose G is another subgroup isomorphic but not conjugate to the pre-
vious S4. It corresponds to a 1-cocylce φ : S4 → F

3
3 defined by a vector

v = (a1, a2, a3, a4) with a1 + a2 + a3 + a4

φv(σ) = (a1, a2, a3, a4)− (aσ(1), aσ(2), aσ(3), aσ(4)) = (a, b, c, d).

The cohomology class of this cocycle depends only on the sum of the coordi-
nates of the vector v. Without loss of generality we may choose v = (1, 0, 0, 0)
and drop the subscript in φ. Thus a new S4 consists of transformation σ◦φ(σ).
We check that the type of an element σφ(σ) is equal to the type of σ for each
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σ ∈ S4. This shows that the representation of a new S4 in RS has the same
character as that of the old S4. This shows that all three S4’s are minimal.

Let G be mapped isomorphically to a subgroup G′ of S4. If G′ is a 2-group,
then it is contained in a 2-Sylow subgroup of one of the S4’s. By the above its
representation in RS is the same as the restriction of the representation of S4.
A 2-Sylow subgroup of S4 contains three elements of type 2A1, two element
of type 4A1, and 2 elements of type A3 + A1. Adding up the traces we get 8.
Thus the group is not minimal.

If G′ is not a 2-group, then G′ is either S3 or 3. A lift of a permutation
(i23) is given by a matrix ⎛

⎝ 0 0 εa3
εb3 0 0
0 εc3 0

⎞
⎠ ,

where a + b + c ≡ 0 mod 3. It is immediately checked that all such matrices
define an element of type 2A2. Adding up the traces, we see that a lift of S3

is minimal.
Case 2 : k = 1.
Let G′ be the image of G in S4 and K = G ∩ 33. Clearly, the subspace

K must be invariant with respect to the restriction of the homomorphism
S4 → Aut(33) to G′.

Assume K is of type I, say generated by nK = [1, 2, 0, 0]. Then its stabilizer
in S4 is generated by (12), (34), (123) isomorphic to 22. The conjugation by
(12) sends nK to −nK , and the conjugation by (34) fixes nK . Thus the group
K : 22 is isomorphic S3 × 2. It is easy to check that the product g = (34)nK

is of order 6, of minimal type A5 + A1. Thus the groups K : 22 and its cyclic
subgroup of order 6 are minimal. Also its subgroup of order 6 is minimal. Its
subgroup 〈nK , (12)〉 ∼= S3 contains three elements of type 4A1 and 2 elements
of type 2A2. Adding up the traces we see that S3 is also minimal. It is obviously
not conjugate to S3 from the previous case.

Assume K is of type II, say generated by nK = [1, 1, 1, 0]. Since nK is
minimal, any subgroup in this case is minimal. The stabilizer of K in S4 is
generated by (123), (12) and is isomorphic to S3. Our group G is a subgroup
of 3•S3 with K contained in the center. There are three non-abelian groups
of order 18: D18, 3 × S3, 32 : 2. The extension in the last group is defined by
the automorphism of 32 equal to the minus identity. In our case the image
of G in S3 acts identically on K. Since the center of D18 or 32 : 2 is trivial,
this implies that either G is a cyclic subgroup of D18 of order 9 or 3, or a
subgroup of S3 × 3, in which case G ∼= 3, 32, 6, 3× S3. Note that the group 32

is not conjugate to a subgroup of 33. To realize a cyclic subgroup of order 9,
it is enough to take g = nK(234). Note that the Sylow subgroup of 3•S3 is of
order 9, so all 3-subgroups of order 9 are conjugate.

Assume K is of type III, say generated by nK = [1, 1, 2, 2]. The sta-
bilizer group is generated by (12), (34), (13)(24) and is isomorphic to D8.
Our group G is a subgroup of 3 : D8. The split extension is defined by
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the homomorphism D8 → 2 with kernel 〈(12), (34)〉 ∼= 22. The subgroup
isomorphic to D8 is contained in a nonminimal S4, hence is not minimal. Let
H = 〈nK , (12), (34)〉 ∼= 6×2 so that 3 : D8

∼= H : 2. The subgroup H contains
4 elements of type D4, 4 elements of type A2, 2 elements of type A1 and one
element of type 2A1. Adding up the traces of elements from H , we get the
sum equal to 24. The nontrivial coset contains eight elements of type A3 +A1,
4 elements of type 4A1 and one element of type 2A1. Adding up the traces
we get 0. Thus the group is not minimal. So this case does not reveal any
minimal groups.

Case 3 : k = 2.
The image of G in S4 is contained in the stabilizer of the orthogonal vector

nK . Thus G is a subgroup of one of the following groups

G =

⎧⎪⎨
⎪⎩

K : 22 if K is of type I,
K•S3 if K is of type II,
K : D8 if K is of type III.

Since K of type I or II contains a minimal element of order 3, the subgroups
of K : 22 and K•S3 are minimal. Recall that they all contain K.

Assume K is of type I. Recall that the S4-module 33 is isomorphic to the
root lattice R3(3) of A3 modulo 3. A permutation σ of order 2 represented by
the transposition (12) decomposes the module into the sum of one-dimensional
subspaces with eigenvalues −1, 1, 1. So, if σ fixes nK it acts on K with eigen-
values −1, 1. Otherwise it acts identically on K. The product (12)(34) acts
with eigenvalues (−1,−1, 1), so if it fixes nK then it acts as the minus identity
on K. In our case nK = [1, 2, 0, 0] and (12), (12)(34) ∈ 22 fix nK . Accordingly,
(12) acts as (−1, 1) giving a subgroup K : 2 ∼= 3× S3, (12)(34) gives the sub-
group K : 2 ∼= 32 : 2 �∼= 32 : 2. Finally, (34) acts identically on K, giving the
subgroup 32× 2. So we obtain 3 subgroups of index 2 of K : 22 isomorphic to
32 : 2, 32×2, S3×3. The remaining subgroups are K ∼= 32 and K : 22 ∼= 32 : 22.

Assume K is of type II. Again we have to find all subgroups H of G = K•S3

containing K. Elements of order 2 are transpositions in S3. They fix nK .
Arguing as above we see that K : 2 ∼= 3 × S3. An element of order 3 in S3

fixes nK . Hence it acts in the orthogonal complement as an element of type
A2 in the root lattice of type A2 modulo 3. This defines a unique non-abelian
group of order 27 isomorphic to the Heisenberg group H3(3). The third group
is K•S3

∼= H3(2) : 2 ∼= 3(32 : 2).
Assume K is of type III. This time K is not minimal. Each subgroup of

order 2 of type 4A1 of D8 defines a subgroup K : 2 ∼= 3 × S3 of K : D8. It
contains three elements of order 2, of type 4A1, six elements of order 6, of type
D4, and the elements from K. Adding up the traces we get the sum equal to
18. So the subgroup is not minimal. An element of order 2 of type 2A1 defines
a subgroup 32 : 2 not isomorphic to 3× S3. It contains nine elements of type
2A1, and the elements from K. Adding up the traces we get the sum equal to
36. So the group is not minimal.
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Assume G ∼= K : 4. It contains the previous group 32 : 2 as a subgroup of
index 2. It has nine 2-Sylow subgroups of order 4. Thus the nontrivial coset
consists of 18 elements of order 4. Each element of order 4 has the trace equal
tom 0. This shows that the group is not minimal.

Finally it remains to investigate the group K : D8. It contains the previous
group K : 4 as a subgroup of index 2. The sum of the traces of its elements
is equal to 36. The nontrivial coset consists of the union of 4 subsets; each is
equal to the set of nontrivial elements in the group of type K : 2 ∼= 3 × S3.
The sum of traces of elements in each subset is equal to 12. So the total sum
is 72 and the group is not minimal.

Case 3 : k = 3.
This gives the groups 33 : H , where H is a subgroup of S4 which acts on 33

via the restriction of the homomorphism S4 → Aut(33) describing the action
of W (A3) on its root lattice modulo 3. We have the groups

33 : S4, 33 : D8, 33 : S3, 33 : 22(2), 33 : 3, 33 : 4, 33 : 2(2).

Type II.
The surface is isomorphic to the Clebsch diagonal cubic surface in P

4 given
by the equations

4∑
i=0

T 3
i =

4∑
i=0

Ti = 0.

The group S5 acts by permuting the coordinates. The orbit of the line x0 =
x1 + x2 = x3 + x4 = 0 consists of 15 lines. It is easy to see that the remaining
12 lines form a double-six. The lines in the double-six are described as follows.

Let ω be a primitive 5th root of unity. Let σ = (a1, . . . , a5) be a permuta-
tion of {0, 1, 2, 3, 4}. Each line #σ is the span by a pair of points (ωa1 , . . . , ωa5)
and (ω−a1 , . . . , ω−a5). This gives 12 different lines. One immediately checks
that #σ ∩ #σ′ �= ∅ if and only if σ′ = σ ◦ τ for some odd permutation τ . Thus
the orbit of the alternating subgroup A5 of any line defines a set of 6 skew
lines (a sixer) and therefore A5 is not minimal. Let #1, . . . , #6 be a sixer. It
is known that the divisor classes #i,KS span Pic(S) ⊗ Q. This immediately
implies that Pic(S)A5 is spanned (over Q) by KS and the sum

∑
#i. Since S5

does not leave this sum invariant, we see that S5 is a minimal group.
A maximal subgroup of S5 not contained in A5 is isomorphic to S4, or 5 : 4,

or 2 × S3. The subgroups isomorphic to S4 are conjugate so we may assume
that it consists of permutations of 1, 2, 3, 4. The group has six elements of
type 4A1 conjugate to (12), three elements of type 2A1 conjugate to (12)(34),
eight elements of type 2A2 conjugate to (123), and 6 elements of type A3 +A1

conjugate to (1234). The total sum of the traces is equal to 0. So the group
is minimal. This gives another, non-geometric proof of the minimality of S5.

Consider a 2-Sylow subgroup G of S4 isomorphic to D8. It consists of five
elements of order 2, two of type 4A1 (from the conjugacy class of (12)), and
3 of type 2A1 (from the conjugacy class of (12)(34)). Its cyclic subgroup of
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order 4 is generated by an element of type A3 + A1. Adding up the traces,
we see that the subgroup is not minimal. Thus S4 has no minimal proper
subgroups.

A subgroup isomorphic to 5 : 4 is conjugate to a subgroup generated by
two cycles (01234) and (0123). Computing the traces, we find that the group
is not minimal. The subgroup isomorphic to 2×S3 is conjugate to a subgroup
generated by (012), (01), (34). Its element of order 6 belongs to the conjugacy
class D4. So this group is different from the isomorphic group in the previous
case. Computing the traces, we find that it is not minimal.

Type III.
The surface is a specialization of a surface of type IV. Recall that each

nonsingular plane cubic curve is isomorphic to a member of the Hesse pencil

T 3
1 + T 3

2 + T 3
3 + 6aT1T2T3 = 0.

The group of projective automorphisms leaving the pencil invariant is the
Hesse group G216 of order 216. It is isomorphic to 32 : T . The stabilizer of a
general member of the pencil is isomorphic to a non-abelian extension 32 : 2.
It is generated by

g1 = [t1, ε3t2, ε23t3], g2 = [t2, t3, t1], g3 = [t2, t1, t3].

The pencil contains 6 members isomorphic to a harmonic cubic. They
correspond to the values of the parameters satisfying the equation
8a6 + 20a3 − 1=0. The stabilizer of a harmonic member is the group 32 : 4.
The additional generator is given by the matrix

g4 =
1√
3

⎛
⎝1 1 1

1 ε3 ε23
1 ε23 ε3

⎞
⎠ .

The pencil also contains four anharmonic cubics isomorphic to the Fermat
cubic. They correspond to the parameters a satisfying the equation a4−a = 0.
The stabilizer of an anharmonic member is isomorphic to 32 : 6. The additional
generator is given by g5 = [x1, ε3x2, ε3x3].

All curves from the Hesse pencil have nine common inflection points. If we
fix one of them, say (1,−1, 0), all nonsingular members acquire a group law.
The group of automorphisms generated by g1, g2 correspond to translations
by 3-torsion points. The automorphism g3 is the negation automorphism. The
automorphism g4 is the complex multiplication by

√−1. The automorphism
g5 is the complex multiplication by e2πi/3.

The Hesse group admits a central extension 3G216
∼= H3(3) : T realized as

the complex reflection group in C
3. It acts linearly on the variables T1, T2, T3

leaving the polynomial T 3
1 + T 3

2 + T 3
3 + 6aT1T2T3 unchanged. We denote by

g̃i the automorphism of the cubic surface obtained from the automorphism gi
of the Hesse pencil by acting identically on the variable T0. The center of the
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group 3G216 is generated by c = [g̃1, g̃2] = [1, ε3, ε3, ε3]. This is an element of
order 3, of minimal type 3A2.

Now we have a complete description of the automorphism group of a
surface of type IV. Any minimal subgroup of H3(3) : 2 can be found among
minimal subgroups of surfaces of type I. However, we have 2 non conjugate
subgroups of type S3 equal to 〈g̃1, g̃3〉 and 〈g̃2, g̃3〉, and two non-conjugate
subgroups in S3 × 3 obtained from the previous groups by adding the central
element c.

Surfaces of type III acquire additional minimal subgroups of the form
A : 4, where A is a subgroup of H3(3). The element g̃4 acts by conjugation
on the subgroup H3(3) via (g̃1, g̃2) �→ (g̃2

2 , g̃1). Using g̃4, we can conjugate the
subgroups isomorphic to S3, 3× S3, 32. Also we get two new minimal groups
H3(3) : 4 and 12.

Type V.
The group S4

∼= 22 : S3 acts by permuting the coordinates T1, T2, T3 and
multiplying them by −1, leaving the monomial T1T2T3 unchanged. To make
the action explicit, we identify 22 with the subspace of F

3
2 of vectors whose

coordinates add up to 0. The semi-direct product corresponds to the natural
action of S3 by permuting the coordinates. Thus g = ((a, b, c), σ) ∈ 22 : S3

acts as the transformation [t0, (−1)atσ(1), (−1)btσ(2), (−1)ctσ(3)]. It is easy to
compute the types of elements of S4 in their action on S. The group contains
three elements of type 2A1, six elements of type 4A1, eight elements of type
2A2 and six elements of type A3 + A1. Adding up the traces we see that the
group is minimal. The subgroup S3 is minimal. No other subgroup is minimal.

Type VII.
The automorphism group of the surface of type VII is a nonminimal cyclic

group of order 8.

Type X.
The automorphism group of the surface of type X consists of the identity,

two involutions of type 4A1, and one involution of type 2A1. Adding up the
traces, we get that the group is not minimal.

Let us summarize our result in the following.

Theorem 6.14. Let G be a minimal subgroup of automorphisms of a nonsin-
gular cubic surface. Then G is isomorphic to one of the following groups.

1. G is a subgroup of automorphisms of a surface of type I:

S4(3), S3(2), S3 × 2, S3 × 3 (2), 32 : 2 (2), 32 : 22,

H3(3):2, H3(3), 33:2 (2), 33:22 (2), 33:3, 33:S3, 33:D8, 33:S4, 33:4,

33, 32 (3), 32 × 2, 9, 6 (2), 3.

2. G is a subgroup of automorphisms of a surface of type II:

S5, S4.
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3. G is a subgroup of automorphisms of a surface of type III:

H3(3) : 4, H3(3) : 2, H3(3), S3 × 3, S3, 32, 12, 6, 3.

4. G is a subgroup of automorphisms of a surface of type IV:

H3(3) : 2, H3(3), S3 (2), 3× S3 (2), 32 (2), 6, 3.

5. G is a subgroup of automorphisms of a surface of type V:

S4, S3.

6. G is a subgroup of automorphisms of a surface of type VI:

6, S3 × 2, S3.

7. G is a subgroup of automorphisms of a surface of type VIII:

S3.

6.6 Automorphisms of Del Pezzo surfaces of degree 2

Recall that the center of the Weyl group W (E7) is generated by an element
w0 which acts on the root lattice as the negative of the identity. Its con-
jugacy class is of type A7

1. The quotient group W (E7)′ = W (E7)/〈w0〉 is
isomorphic to the simple group Sp(6,F2). The extension 2.Sp(6,F2) splits by
the subgroup W (E7)+ equal to the kernel of the determinant homomorphism
det : W (E7) → {±1}. Thus we have

W (E7) = W (E7)+ × 〈w0〉.
Let H be a subgroup of W (E7)′. Denote by H+ its lift to an isomorphic

subgroup of W+. Any other isomorphic lift of H is defined by a nontrivial ho-
momorphism α : H → 〈w0〉 ∼= 2. Its elements are the products hα(h), h∈H+.
We denote such a lift by Hα. Thus all lifts are parametrized by the group
Hom(H, 〈w0〉) and H+ corresponds to the trivial homomorphism. Note that
wHαw

−1 = (w′Hw′−1)α, where w′ is the image of w in W (E7)′. In particular,
two lifts of the same group are never conjugate.

Now we apply this to our geometric situation. Let S be a Del Pezzo surface
of degree 2. Recall that the map S → P

2 defined by |−KS | is a degree 2 cover.
Its branch curve is a nonsingular curve of degree 4. It is convenient to view
a Del Pezzo surface of degree 2 as a hypersurface in the weighted projective
space P(1, 1, 1, 2) given by an equation of degree 4

T 2
3 + F4(T0, T1, T2) = 0. (6.10)

The automorphism of the cover γ = [t0, t1, t2,−t3] defines the conjugacy class
of a Geiser involution of P

2. For any divisor class D on S we have D+γ∗0(D) ∈
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| −mKS| for some integer m. This easily implies that γ∗ acts as the minus
identity in RS . Its image in the Weyl group W (E7) is the generator w0 of its
center. Thus the Geiser involution is the geometric realization of w0.

Let ρ : Aut(S) → W (E7) be the natural injective homomorphism corre-
sponding to a choice of a geometric basis in Pic(S). Denote by Aut(S)+ the
full preimage of W (E7)+. Since W (E7)+ is a normal subgroup, this definition
is independent of a choice of a geometric basis. Under the restriction homo-
morphism Aut(S) → Aut(B), the group Aut(S)+ is mapped isomorphically
to Aut(B), and we obtain

Aut(S)+ ∼= Aut(S)/〈γ〉 ∼= Aut(B).

From now on we will identify any subgroup G of Aut(B) with a subgroup
of Aut(S) which we call the even lift of G. Under the homomorphism ρ :
Aut(S) → W (E7), all elements of G define even conjugacy classes, i.e. the
conjugacy classes of elements from W (E7)+. It is immediate to see that a
conjugacy class is even if and only if the sum of the subscripts in its Carter
graph is even. An isomorphic lift of a subgroup G to a subgroup of Aut(S)
corresponding to some nontrivial homomorphism G → 〈γ〉 (or, equivalently;
to a subgroup of index 2 of G) will be called an odd lift of G.

The odd and even lifts of the same group are never conjugate, two minimal
lifts are conjugate in Aut(S) if and only if the groups are conjugate in Aut(B).
Two odd lifts of G are conjugate if and only if they correspond to conjugate
subgroups of index 2 (inside of the normalizer of G in Aut(B)).

The following simple lemma will be heavily used.

Lemma 6.15. Let G be a subgroup of Aut(B) and H be its subgroup of index
2. Assume H is a minimal subgroup of Aut(S) (i.e., its even lift is such a
subgroup). Then G is minimal in its even lift and its odd lift corresponding to
H. Conversely, if G is minimal in both lifts, then H is a minimal subgroup.

Proof. Let Tr(g)± be the trace of g ∈ G in the representation of G in RS

corresponding to the minimal (respectively odd) lift. Suppose G is minimal in
both lifts. Then ∑

g∈G
Tr+(g) =

∑
g∈H

Tr+(g) +
∑
g �∈H

Tr+(g) = 0,

∑
g∈G

Tr−(g) =
∑
g∈H

Tr−(g) +
∑
g �∈H

Tr−(g)

=
∑
g∈H

Tr+(g)−
∑
g �∈H

Tr+(g) = 0.

This implies that
∑

g∈H Tr+(g) = 0, i.e. H is minimal. The converse is obvi-
ously true. ��

Since γ generates a minimal subgroup of automorphisms of S, any group
containing γ is minimal. So we classify first subgroups of Aut(B) which admit
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minimal lifts. These will be all minimal subgroups of Aut(S) which do not
contain the Geiser involution γ. The remaining minimal groups will be of the
form 〈γ〉 × G̃, where G̃ is any lift of a subgroup G of Aut(B). Obviously, the
product does not depend on the parity of the lift.

As in the case of cubic surfaces we first classify cyclic subgroups.

Lemma 6.16. Let g be an automorphism of order n > 1 of a nonsingular
plane quartic C = V (F ). Then one can choose coordinates in such a way that
g = [t0, εant1, ε

b
nt2] and F is given in the following list.

(i) (n = 2), (a, b) = (0, 1),

F = T 4
2 + T 2

2 L2(T0, T1) + L4(T0, T1).

(ii) (n = 3), (a, b) = (0, 1),

F = T 3
2 L1(T0, T1) + L4(T0, T1).

(iii) (n = 3), (a, b) = (1, 2),

F = T 4
0 + αT 2

0 T1T2 + T0T
3
1 + T0T

3
2 + βT 2

1 T 2
2 .

(iv) (n = 4), (a, b) = (0, 1),

F = T 4
2 + L4(T0, T1).

(v) (n = 4), (a, b) = (1, 2),

F = T 4
0 + T 4

1 + T 4
2 + αT 2

0 T 2
2 + βT0T

2
1 T2.

(vi) (n = 6), (a, b) = (3, 2),

F = T 4
0 + T 4

1 + αT 2
0 T 2

1 + T0T
3
2 .

(vii) (n = 7), (a, b) = (3, 1),

F = T 3
0 T1 + T 3

1 T2 + T 3
2 T0.

(viii) (n = 8), (a, b) = (3, 7),

F = T 4
0 + T 3

1 T2 + T1T
3
2 .

(ix) (n = 9), (a, b) = (3, 2),

F = T 4
0 + T0T

3
1 + T 3

2 T1.

(x) (n = 12), (a, b) = (3, 4),

F = T 4
0 + T 4

1 + T0T
3
2 .

Here the subscript in polynomial Li indicates its degree.
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Also observe that the diagonal matrix (t, t, t, t2) acts identically on S.
Let g ∈ Aut(B) be an element of order n of type (∗) from the previous

Lemma. The following Table identifies the conjugacy class of two lifts g̃ of g in
the Weyl group W (E7). If n is even, then g admits two lifts in Aut(S) of order
n. If n is odd, then one of the lifts is of order n and another is of order 2n.
We denote by (∗)+ the conjugacy class of the lift which is represented by an
element from W (E7)+ (of order n if n is odd). The conjugacy class of another
lift is denoted by (∗)−. The last column of the Table gives the trace of g onRS .

Table 5. Conjugacy classes of automorphisms of a Del Pezzo surface of degree 2.

Type Order Notation Trace
(0)− 2 7A1 -7
(i)+ 2 4A1 -1
(i)− 2 3A1 1
(ii)+ 3 3A2 -2
(ii)− 6 E7(a4) 2
(iii)+ 3 2A2 1
(iii)− 6 D6(a2) + A1 -1
(iv)+ 4 D4(a1) 3
(iv)− 4 2A3 + A1 -3
(v)+ 4 2A3 -1
(v)− 4 D4(a1) + A1 1
(vi)+ 6 E6(a2) 2
(vi)− 6 A2 + A5 -2
(vii)+ 7 A6 0
(vii)− 14 E7(a1) 0
(viii)+ 8 D5 + A1 -1
(viii)− 8 D5 1
(ix)+ 9 E6(a1) 1
(ix)− 18 E7 -1
(x)+ 12 E6 0
(x)− 12 E7(a2) 0

The following is the list of elements of finite order which generate a mini-
mal cyclic group of automorphisms. To identify the conjugacy class of a min-
imal lift we use the trace formula (6.1). If both lifts have the same trace, we
distinguish them by computing the traces of their powers.

1. Order 2 (A7
1) (The Geiser involution) g = [t0, t1, t2,−t3],

F = T 2
3 + F4(T0, T1, T2).

2. Order 4 (2A3 + A1) g = [t0, t1, it2, t3],

F = T 2
3 + T 4

2 + L4(T0, T1).
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3. Order 6 (E7(a4)) g = [t0, t1, ε3t2,−t3],

F = T 2
3 + T 3

2 L1(T0, T1) + L4(T0, T1).

4. Order 6 (A5 + A2) g = [t0,−t1, ε3t2,−t3],

F = T 2
3 + T 4

0 + T 4
1 + T0T

3
2 + aT 2

0 T 2
1 .

5. Order 6 (D6(a2) + A1) g = [t0, ε3x1, ε
2
3x2,−x3],

F = T 2
3 + T0(T 3

0 + T 3
1 + T 3

2 ) + T1T2(αT 2
0 + βT1T2).

6. Order 12 (E7(a2)) g = [t0, ε4t1, ε3t2, t3],

F = T 2
3 + T 4

0 + T 4
1 + T0T

3
2 , (t0, t1, t2, t3).

7. Order 14 (E7(a1)) g = [t0, ε4t1, ε3t2, t3],

F = T 2
3 + T 3

0 T1 + T 3
1 T2 + T 3

2 T0.

8. Order 18 (E7) g = [t0, ε3t1, ε29t2,−t3],

F = T 2
3 + T 4

0 + T0T
3
1 + T 3

2 T1.

Using the information about cyclic groups of automorphisms of plane quar-
tics, it is not hard to get the classification of possible automorphism groups
(see [27]). It is given in Table 5.

Table 6. Groups of automorphisms of Del Pezzo surfaces of degree 2.

Type Order Structure Equation Parameters
I 336 2× L2(7) T 2

3 + T 3
0 T1 + T 3

1 T2 + T 3
2 T0

II 192 2× (42 : S3) T 2
3 + T 4

0 + T 4
1 + T 4

2
III 96 2× 4A4 T 2

3 + T 4
2 + T 4

0 + aT 2
0 T 2

1 + T 4
1 a2 = −12

IV 48 2× S4 T 2
3 + T 4

2 + T 4
1 + T 4

0 + a �= −1±√−7
2

+a(T 2
0 T 2

1 + T 2
0 T 2

2 + T 2
1 T 2

2 )

V 32 2×AS16 T 2
3 + T 4

2 + T 4
0 + aT 2

0 T 2
1 + T 4

1 a2 �= 0,−12, 4, 36

VI 18 18 T 2
3 + T 4

0 + T0T
3
1 + T1T

3
2

VII 16 2×D8 T 2
3 + T 4

2 + T 4
0 + T 4

1 + aT 2
0 T 2

1 + bT 2
2 T0T1 a, b �= 0

VIII 12 2× 6 T 2
3 + T 3

2 T0 + T 4
0 + T 4

1 + aT 2
0 T 2

1
IX 12 2× S3 T 2

3 + T 4
2 + aT 2

2 T0T1 + T2(T 3
0 + T 3

1 ) + bT 2
0 T 2

1
X 8 23 T 2

3 + T 4
2 + T 4

1 + T 4
0 distinct a, b, c �= 0

+aT 2
2 T 2

0 + bT 2
1 T 2

2 + cT 2
0 T 2

1
XI 6 6 T 2

3 + T 3
2 T0 + L4(T0, T1)

XII 4 22 T 2
3 + T 4

2 + T 2
2 L2(T0, T1) + L4(T0, T1)

XIII 2 2 T 2
3 + F4(T0, T1, T2)

Next we find minimal subgroups of automorphisms of a Del Pezzo surface
of degree 2.
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As in the previous case it is enough to consider surfaces S′ which are not
specialized to surfaces S of other types. When this happens we write S′ → S.
We have

IX→ IV → I, II,

XII → X → VII → V → II, III,

XI → VIII → III.

All of this is immediate to see, except the degeneration V III → III. This is
achieved by some linear change of variables transforming the form x3y + y4

to the form u4 + 2
√

3iu2v2 + v4. So it suffices to consider surfaces of types I,
II, III, VI.

Before we start the classification we advice the reader to go back to the
beginning of the section and recall the concepts of odd and even lifts of sub-
groups of Aut(B).

Type I.
Since L2(7) has no subgroups of index 2 (in fact, it is a simple group), it

admits a unique lift to a subgroup of Aut(S). It is known that the group L2(7)
is generated by elements of order 2, 3 and 7. Consulting Table 4, we find that
an element of order 2 must be of type 4A1, an element of order 3 must be of
types 3A2 or 2A2, and element of order 7 is of type A6. To decide the type
of a generator g of order 3, we use that it acts as a cyclic permutation of the
coordinates in the plane, hence has 3 fixed points (1, 1, 1), (1, η3, η

2
3), (1, η2

3 , η3).
The last two of them lie on the quartic. This easily implies that g has four
fixed points on S, hence its trace in Pic(S) is equal to 2. This implies that
g is of type 2A2. Comparing the traces with the character table of the group
L2(7), we find that the representation of L2(7) in (RS) ⊗ C is an irreducible
7-dimensional representation of L2(7). Thus the group is minimal.

Assume G is a proper subgroup of L2(7). It is known that maximal sub-
groups of L2(7) are isomorphic to S4 or 7 : 3. There are two conjugacy classes
of subgroups isomorphic to S4 (in the realization L2(7) ∼= L3(2) they occur
as the stabilizer subgroups of a point or a line in P

2(F2)). Since S4 contains a
unique subgroup of index 2, each subgroup can be lifted in two ways. Consider
the even lift of S4 lying in L2(7). To find the restriction of the 7-dimensional
representation V7 = (RS)C to G we apply the Frobenius Reciprocity formula.
Let χk denote a k-dimensional irreducible representation of L2(7) and χ̄k be
its restriction to S4. It is known that the induced character of the trivial
representation of S4 is equal to χ1 + χ6 (see [19]). Applying the Frobenius
Reciprocity formula we get 〈χ̄1, χ̄7〉 = 〈χ1 + χ6, χ7〉 = 0. This computation
shows that the even lifts of the two conjugacy classes of S4 in L2(7) are mini-
mal subgroups. It follows from Lemma 6.15 the the odd lifts are minimal only
if the lift of the subgroup A4 of S4 is minimal. One checks that the induced
character of the trivial representation of A4 is equal to χ1 + χ6 + χ7. By the
Frobenius Reciprocity formula, the restriction of V7 to A4 contains the trivial
summand. Thus A4 is not minimal, and we conclude that there are only two
non conjugate lifts of S4 to a minimal subgroup of Aut(S).
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Next consider the subgroup 7 : 3. It admits a unique lift. The induced
representation of its trivial representation has the character equal to χ1 +χ7.
Applying the Frobenius Reciprocity formula, we see that this group is not
minimal.

Let H be any subgroup of L2(7) which admits a minimal lift. Since Aut(S)
does not contain minimal elements of order 3 or 7, H must be a subgroup of S4.
Since A4 does not admit a minimal lift, H is either a cyclic group or isomorphic
to either 22 or D8. The only cyclic group which may admit a minimal lift is
a cyclic group of order 4. However, the character table for L2(7) shows that
the value of the character χ7 at an element of order 4 is equal to −1; hence
it is of type 2A3. It follows from the Table that this element does not admit
minimal lifts.

Suppose G ∼= 22. In the even lift, it contains 3 nontrivial elements of type
4A1. Adding up the traces we see that this group is not minimal. In the odd
lift, it contains one element of type 4A1 and two of type 3A1. Again, we see
that the group is not minimal.

Assume G ∼= D8. The group S4 is the normalizer of D8. This shows that
there are two conjugacy classes of subgroups isomorphic to D8. The group G
admits 2 lifts. In the even lift it contains two elements of type 2A3 and five
elements of type 4A1. Adding up the traces, we obtain that the lift is minimal.
Since the lift of 4 is not minimal, the odd lift of D8 is not minimal.

Type II.
The group Aut(B) is generated by the transformations

g1 = [t0, it1, t2,−t3], τ = [t1, t0, t2, t3], σ = [t0, t2, t1, t3]

of types D4(a1), 4A1, 4A1, respectively. Let g2 = σg1σ
−1 = [t0, t1, it2,−t3].

We have
τg1τ

−1 = g−1
1 g−1

2 , τg2τ
−1 = g2.

The elements g1, g2, γ generate a normal subgroup isomorphic to 42. The quo-
tient group is isomorphic to S3. Its generators of order 2 can be represented
by τ and σ. The elements g2

1 , g
2
2 , τ, σ generate a subgroup (not normal) iso-

morphic to S4. Thus

Aut(B) ∼= 42 : S3 (6.11)

and
Aut(S) ∼= 2× (42 : S3). (6.12)

Consider the natural homomorphism f : Aut(B) → S3 with kernel 42. We
will consider different cases corresponding to a possible image of a subgroup
G ⊂ Aut(B) in S3. For the future use we observe that Aut(B) does not
contain elements of order 6 because its square is an element of type 3A2 but all
our elements of order 3 are of type 2A2. Also it does not contain 23 (this follow
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from the presentation of the group). We will also use that Aut(B) contains
two conjugacy classes of elements of order 4 of types D4(a1) (represented by
g1) and 2A3 (represented by g1g2).

Case 3 : f(G) = {1}.
In this case, G is a subgroup of 42. The group itself contains three elements

of type 4A1, six elements of type D4(a1) and six elements of type 2A3. The sum
of the traces is equal to 16. Thus the group is not minimal. So no subgroup is
minimal in the even lift. An odd lift corresponding to the homomorphism 42 →
〈γ〉 sending an element of type D4(a1) to γ defines an odd lift. There is only one
conjugacy class of subgroups of index 2 in 42. It defines an odd lift of 42. We
may assume that the subgroup of index 2 is generated by g1, g

2
2. It admits two

odd lifts corresponding to the subgroups 〈g2
1 , g

2
2〉 and 〈g1g

2
2〉. Finally a cyclic

subgroup 4 of type D4(a1) admits an odd lift. No other subgroup admits a
minimal lift.

Case 2 : |f(G)| = 2.
Replacing the group by a conjugate group, we may assume that f(G) =

〈τ〉. We have

G1 = f−1(〈τ〉) = 〈τ, g1, g2〉 ∼= 42 : 2 ∼= 4D8,

where the center is generated by g2.
Let H = 〈τ, g2

1g2〉. One immediately checks that H is normal in G1 and
isomorphic to D8. We have G1

∼= D8 : 4. The subgroup H consists of five
elements of type 4A1 and two elements of type 2A3. Adding up the traces we
obtain that H is minimal in its even lift. Thus G1 is minimal in its even lift.
The subgroup G2 = 〈τ, g2

1 , g2〉 is of order 16. It contains H defining a split
extension D8 : 2 with center generated by g2. It is isomorphic to the group
AS16 (see Table 1) and is of index 2 in G1. Since it is minimal, the odd lift of
G1 corresponding to this subgroup is minimal.

We check that τg1 is of order 8 and the normalizer of the cyclic group
〈τg1〉 is generated by this subgroup and g2

1 . This gives us another subgroup
G3 of index 2 of G1. It is a group of order 16 isomorphic to M16. An element
of order 8 is of type D5(a1) + A1. Thus the sum of the traces is equal to 8.
Adding up the traces of elements in the nontrivial coset of 〈τg1〉 we get that
the sum is equal to −8 (all elements have the trace equal to −1). This shows
that G3 is minimal. Thus the corresponding odd lift of G1 is minimal.

Let G be a subgroup of index 2 of G1 and g = τga
1g

b
2 ∈ G be the element

of largest possible order in H . We verify that g2 = g2b−a
2 . If g is of order 8,

we check that it generates either 〈τg1〉 considered earlier or its conjugate
subgroup. Its normalizer is conjugate to the subgroup G3 considered earlier.
If g is of order 4, then 2b−a ≡ 2 mod 4. We list all possible cases and find that
all elements of order 4 are conjugate. Thus we may assume that G contains
g = τg2

1 . Now we check that the normalizer of this group is our group G2.
So, all subgroups of index 2 are accounted for. They are two of them

isomorphic to AS16 and M16. They are all minimal in their even lift, and
hence define odd lifts of G1.
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Let G be a subgroup of index 4 of f−1(τ). It follows from above argument
that G is conjugate to a subgroup of index 2 of G2 or G3. It could be D8, 8,
or 2× 4. The first group is minimal; hence D8 : 2 admits an odd minimal lift.
other two groups are not minimal. The last group admits an odd minimal lift.
Note that it is not conjugate to odd 2× 4 from Case 1. Finally a cyclic group
of type D4(a1) admits an odd minimal lift. It is not conjugate to a group from
Case 1.

Case 3 : |f(G)| = 3.
Without loss of generality we may assume that f(G) = 〈στ〉. By

Lemma 4.2, G is a split extension H : 3, where H is a subgroup of 〈g1, g2〉.
Let G1 = f−1(〈στ〉). It is a split extension 42 : 3. By Sylow’s Theorem, all
subgroups of order 3 are conjugate. Thus we may assume that H contains στ .
The possibilities are G1 or G2 = 〈g2

1 , g
2
2, στ〉 ∼= 22 : 3 ∼= A4. The group A4 has

three elements of type 4A1, four elements of type 2A2, and four elements of
type 3A2. Adding up the traces, we see that the group is minimal. Thus G1 is
minimal too. The group G1 does not have subgroups of index 2, so it does not
admit odd lifts. Other groups in this case are conjugate to the nonminimal
group 〈στ〉.

Case 4 :f(G) = S3.
In this case G∩f−1(〈στ〉) is a subgroup of index 2 equal to one of the two

groups considered in the previous case. We get G = Aut(B), or G ∼= 22 : S3
∼=

S4, or S3. Considering the preimage of 〈τ〉, we find that all groups isomorphic
to S4 are conjugate and their Sylow 2-subgroup is D8 from the previous case.
Thus both Aut(B) and S4 admit two minimal lifts. A group isomorphic to S3

contains two elements of type 2A2, and it is not minimal in any lift.

Type III.
We assume that a = 2

√
3i in the equation of the surface. The group Aut(B)

is isomorphic to 4A4. It is generated (as always in its even lift) by

g1 = [t1, t0, t2,−t3], g2 = [it1,−it0, t2,−t3],

g3 = [ε78t0 + ε78t1, ε
5
8t0 + ε8t1,

√
2ε12t2, 2ε6t3], c = [t0, t1, it2,−t3].

The “complicated” transformation g3 is of order 3 (see our list of Gründformen
for binary polyhedral groups). The generators g1, g2 are of type 4A1, the
generator g3 is of type 2A2, and the generator c is of type D4(a1).

The element c generates the center. We have g1g2 = g2g1c
2. This shows

that the quotient by 〈c〉 is isomorphic to A4 and the subgroup 〈c, g1, g2〉 ∼= 4D4

is a group of order 16 isomorphic to the group AS16 (see Table 1).
Let f : Aut(B) → A4 be the natural surjection with kernel 〈c〉. Let G be

a subgroup of Aut(B).
Case 1 : G ⊂ Ker(f) ∼= 4.
There are no even minimal subgroups. The whole kernel admits a minimal

odd lift.
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Case 2 : #f(G) = 2.
Without loss of generality we may assume that f(G) = 〈g1〉. The subgroup

f−1(〈g1〉) is generated by c, g1 and is isomorphic to 4× 2. It is not minimal in
the even lift and minimal in the unique odd lift. Its subgroup 〈cg1〉 of order 4
is of type 2A3 and does not admit minimal lifts.

Case 3 :f(G) = 〈g3〉.
We have G = f−1(〈g3〉) = 〈c, g3〉 = 〈cg3〉 ∼= 12. The element cg3 is of

type E6, hence not minimal. Its square is an element of type E6(a2), also not
minimal. The subgroup 〈(cg3)2〉 ∼= 6 defines an odd minimal lift of G. The
subgroup 〈(cg3)4〉 is of order 3. It defines an odd minimal lift of 〈(cg3)2〉. The
group 〈g3〉 admits an odd minimal lift.

Case 4 : f(G) = 〈g1, g2〉 ∼= 22.
The subgroup H = f−1(〈g1, g2〉) is generated by c, g1, g2. As we observed

earlier, it is isomorphic to the group AS16 from Table 1. A proper subgroup is
conjugate in Aut(B) to either 〈g1, g2〉 ∼= D8 or 〈cg1, g2〉. All of the subgroups
are isomorphic to D8 with center generated by c2. The cyclic subgroup of
order 4 is of type 2A3; thus the subgroups are minimal in the even lift (we
have done this computation for surfaces of type II). Thus the group H is
minimal in the even lift and also minimal in two odd lifts corresponding to its
two subgroups of index 2.

Case 5 : f(G) = A4.
It is easy to see that G has non-trivial center (the center of its Sylow

2-subgroup). It is equal to 〈c〉 or 〈c2〉. In the first case, G = Aut(B). Since it
contains minimal subgroups it is minimal.

A subgroup G of index 2 is isomorphic to 2A4
∼= D8 : 3. Its Sylow 2-

subgroup is equal to one of the two subgroups isomorphic to D8 from Case 4.
Thus Aut(B) admits two odd lifts. Since G has no subgroups of index 2, the
odd lifts of G do not exist.

Type VI.
In this case Aut(B) ∼= 9 is not minimal so does not admit minimal lifts.
To summarize our investigation we give two lists. In the first we list all

groups that do not contain the Geiser involution γ. We indicate by + or −
the types of their lifts. Also we indicate the number of conjugacy classes.

All other minimal groups are of the form 〈γ〉 × G, where G is one of the
lifts of a subgroup of Aut(B). In the second list we give only groups 2 × G,
where G does not admit a minimal lift. All other groups are of the form 2×G,
where G is given in the previous table.

Theorem 6.17. Let G be a minimal group of automorphisms of a Del Pezzo
surface of degree 2. Then G is either equal to a minimal lift of a subgroup
from Table 7 or equal to γ ×G′, where G′ is either from the Table or is one
of the following groups of automorphisms of the branch quartic curve B:

1. Type I: 7 : 3, A4, S3, 7, 4, 3, 2.
2. Type II: 22, S3, 8, 4, 3, 2.
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Table 7. Minimal groups of automorphisms not containing γ.

Type of S Group Lift Conjugacy classes
I L2(7) + 1

S4 + 2
D8 + 2

II 42 : S3 +,− 2
S4 +,− 2

42 : 3 + 1
A4 + 1

42 : 2 ∼= D8 : 4 +,−,− 3
M16 + 1

AS16 +,− 2
D8 + 1
42 − 1

2× 4 − 2
4 − 2

III 4A4 +,− 2
2A4
∼= D8 : 3 + 1

AS16 +,− 2
D8 + 1
12 − 1
6 − 1

2× 4 − 1
4 − 1

IV S4 + 1
D8 + 1

V AS16 +,− 2
D8 + 1

2× 4 − 2
4 − 1

VII D8 + 1
VIII 6 − 1

3. Type III: 22, 4, 2.
4. Type IV: S3, 22, 3, 2.
5. Type V: 22, 2.
6. Type VI: 9, 3.
7. Type VII: 22, 4, 2
8. Type VIII: 3.
9. Type IX: S3, 3, 2.

10. Type X: 22, 2.
11. Type XI: 3.
12. Type XII: {1}.
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6.7 Automorphisms of Del Pezzo surfaces of degree 1

Let S be a Del Pezzo surface of degree 1. The linear system | − 2KS| defines
a finite map of degree 2 onto a quadric cone Q in P

3. Its branch locus is
a nonsingular curve B of genus 4 cut out by a cubic surface. Recall that
a singular quadric is isomorphic to the weighted projective space P(1, 1, 2).
A curve of genus 4 of degree 6 cut out in Q by a cubic surface is given by
equation F (T0, T1, T2) of degree 6. After change of coordinates it can be given
by an equation T 3

2 +F4(T0, T1)T2+F6(T0, T1) = 0, where F4 and F6 are binary
forms of degree 4 and 6. The double cover of Q branched along such curve is
isomorphic to a hypersurface of degree 6 in P(1, 1, 2, 3)

T 2
3 + T 3

2 + F4(T0, T1)T2 + F6(T0, T1) = 0. (6.13)

The vertex of Q has coordinates (0, 0, 1) and its preimage in the cover
consists of one point (0, 0, 1, a), where a2 + 1 = 0 (note that (0, 0, 1, a) and
(0, 0, 1,−a) represent the same point on P(1, 1, 2, 3)). This is the base point
of | − KS |. The members of | − KS | are isomorphic to genus 1 curves with
equations y2 + x3 + F4(t0, t1)x + F6(t0, t1) = 0. The locus of zeros of Δ =
4F 3

4 + 27F 2
6 is the set of points in P

1 such that the corresponding genus-1
curve is singular. It consists of a simple roots and b double roots. The zeros of
F4 either are common zeros with F6 and Δ, or represent nonsingular elliptic
curves isomorphic to an anharmonic plane cubic curve. The zeros of F6, are
either common zeros with F4 and Δ, or represent nonsingular elliptic curves
isomorphic to a harmonic plane cubic curve.

Observe that no common root of F4 and F6 is a multiple root of F6, since
otherwise the surface is singular.

Since the ramification curve of the cover S → Q (identified with the branch
curve B) is obviously invariant with respect to Aut(S) we have a natural
surjective homomorphism

Aut(S)→ Aut(B). (6.14)

Its kernel is generated by the deck involution β, which we call the Bertini
involution. It defines the Bertini involution in Cr(2). The Bertini involution
is the analogue of the Geiser involution for Del Pezzo surfaces of degree 2.
The same argument as above shows that β acts in RS as the negative of the
identity map. Under the homomorphism Aut(S) →W (E8) defined by a choice
of a geometric basis, the image of β is the elements w0 generating the center
of W (E8). This time w0 is an even element, i.e., belongs to W (E8)+. The
quotient group W (E8)+/〈w0〉 is isomorphic to the simple group O(8,F2)+.

Since Q is a unique quadric cone containing B, the group Aut(B) is a
subgroup of Aut(Q). Consider the natural homomorphism

r : Aut(B) → Aut(P1).

Let G be a subgroup of Aut(B) and P be its image in Aut(P1). We assume
that elements from G act on the variables T0, T1 by linear transformations with
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determinant 1. The polynomials F4 and F6 are the relative invariants of the
binary group P̄ . They are polynomials in Gründformen that were listed in
Section 5.5. Let χ4, χ6 be the corresponding characters of P̄ defined by the
binary forms F4, F6. Let χ2, χ3 be the characters of G defined by the action
on the variables T2, T3. Assume that F4 �= 0. Then

χ4χ2 = χ6 = χ3
3 = χ2

3.

If g ∈ G∩Ker(r)\{1}, then g acts on the variables T0, T1 by either the identity
or the minus identity. Thus χ4(g) = χ6(g) = 1 and we must have χ2(g) =
χ3(g)2 = 1. This shows that g = [t0, t1, t3,−t3] = [−t0,−t1, t2,−t3] = β.

If F4 = 0, then we must have only χ2(g)3 = χ3(g)2 = 1. Since
[−t0,−t1, t2,−t3] is the identity transformation, we may assume that
χ3(g) = 1 and represent g by g = [t0, t1, ε3t3,±t3]. Thus G ∩ Ker(r) =
〈β, α〉 ∼= 6.

Conversely, start with a polyhedral group P such that its lift to a binary
polyhedral group P̄ acts on the variables T0, T1 leaving V (F4) and V (F6)
invariant. Let χ4, χ6 be the corresponding characters. Assume that there exist
character χ2, χ3 : P̄ → C

∗ such that

χ2
0 = χ4χ1 = χ6 = χ3

1. (6.15)

Then g = [at0+bt1, ct0+t1] ∈ P̄ acts on S by [at0+bt1, ct0+t1, χ2(g)t2, χ3(t3)].
This transformation is the identity in Aut(S) if and only if g = [−t0,−t1]
and χ2(−1) = 1, χ3(−1) = −1. This shows that P̄ can be identified with a
subgroup of Aut(S) with −I2 = β if and only if χ3(−1) = −1. If χ3(−1) = 1,
then P can be identified with a subgroup of Aut(S) not containing β. In the
latter case,

r−1(P ) =

{
P × 〈β〉 if F4 �= 0
P × 〈β, α〉 otherwise.

In particular, if F4 = 0, there are three subgroups of Aut(S) which are mapped
surjectively to P .

In the former case

r−1(P ) =

{
P̄ if F4 �= 0,
P̄ × 〈α〉 otherwise.

Of course it could happen that neither P nor P̄ lifts to a subgroup of
Aut(S). In this case r−1(P ) ∼= 2P �∼= P̄ or r−1(P ) ∼= 3× 2P (if F4 = 0).

In the following list we give a nontrivial subgroup P of Aut(P1) as a group
of automorphisms of B and a smallest lift P̃ of P to a subgroup of r−1(P ).
If F4 �= 0 then we will see that P̃ = r−1(P ) or P̃ ∼= P . In the latter case,
r−1(P ) ∼= 2 × P . If F4 = 0, and P̃ ∼= P , then r−1(P ) ∼= 6 × P̃ . Otherwise,
r−1(P ) ∼= 3× P̃ .

Also we give generators of P̃ to Aut(S) as a group acting on t0, t1 with
determinant 1 and the Bertini involution as an element of the lift.
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1. Cyclic groups P

(i) P = {1}, F4 = 0, r−1(P ) = 〈β, α〉 ∼= 6;
(ii) P ∼= 2, g = [it0,−it1,−t2, it3],

F4 = F2(T 2
0 , T 2

1 ) �= 0, F6 = F3(T 2
0 , T 2

1 );

(iii) P ∼= 2, P̃ ∼= 4, g = [it0,−it1, t2, t3], β = g2,

F4 = a(T 4
0 + T 4

1 ) + bT 2
0 T 2

1 , F6 = T0T1F2(T 2
0 , T 2

1 );

(iv) P ∼= 2, P̃ = 4, g = [−t1, t0, t2, t3], β = g2,

F4 as in (iii), F6 = (T 2
0 + T 2

1 )(a(T 4
0 + T 4

1 ) + T0T1(bT0T1 + c(T 2
0 − T 2

1 ));

(v) P ∼= 2, g = [−t1, t0,−t2, it3],

F4 as in (iii), F6 = a(T 6
0 − T 6

1 ) + bT0T1(T 4
0 + T 4

1 );

(vi) P ∼= 3, g = [ε3t0, ε23t1, ε
2
3t2, t3],

F4 = T0(aT 3
0 + bT 3

1 ), F6 = F2(T 3
0 , T 3

1 );

(vii) P ∼= 3, g = [ε3t0, ε23t1, t2, t3],

F4 = aT 2
0 T 2

1 , F6 = F2(T 3
0 , T 3

1 );

(viii) P ∼= 4, g = [ε8t0, ε−1
8 t1, it2, ε

3
8t3],

F4 = aT 4
0 + bT 4

1 , F6 = T 2
0 (cT 4

0 + dT 4
1 );

(ix) P ∼= 4, P̃ ∼= 8, g = [ε8t0, ε−1
8 t1,−t2, t3], β = g4,

F4 = aT 2
0 T 2

1 , F6 = T0T1(T 4
0 + T 4

1 );

(x) P ∼= 5, g = [ε10t0, ε−1
10 t1, ε5t2, ε

3
10t3],

F4 = aT 4
0 , F6 = T0(T 5

0 + T 5
1 );

(xi) P ∼= 6, g = [ε12t0, ε−1
12 t1, ε6t2, it3],

F4 = aT 4
0 , F6 = bT 6

0 + T 6
1 , b �= 0;

(xii) P ∼= 6, g = [ε12t0, ε−1
12 t1,−t2, it3],

F4 = aT 2
0 T 2

1 , F6 = T 6
0 + T 6

1 ;

(xiii) P ∼= 10, P̃ ∼= 20, g = [ε20t0, ε−1
20 t1, ε

8
10t2, ε

−1
10 t3], g10 = β,

F4 = T 4
0 , F6 = T0T

5
1 ;
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(xiv) P ∼= 12, g = [ε24t0, ε−1
24 t1, ε12t2, ε24t3],

F4 = T 4
0 , F6 = T 6

1 .

2. Dihedral groups
(i) P ∼= 22, P̃ ∼= D8, g1 = [it1, it0,−t2, it3], g2 = [−t1, t0,−t2, it3], β =

(g1g2)2, g2
1 = g2

2 = 1,

F4 = a(T 4
0 + T 4

1 ) + bT 2
0 T 2

1 , F6 = T0T1[c(T 4
0 + T 4

1 ) + dT 2
0 T 2

1 ];

(ii) P ∼= 22, P̃ ∼= Q8, g1 = [it1, it0, t2, t3], g2 = [−t1, t0, t2, t3], β = g2
1 = g2

2 ,

F4 = a(T 4
0 + T 4

1 ) + bT 2
0 T 2

1 , F6 = T0T1(T 4
0 − T 4

1 );

(iii) P ∼= D6, g1 = [ε6t0, ε−1
6 t1, t2,−t3], g2 = [it1, it0,−t2, it3],

F4 = aT 2
0 T 2

1 , F6 = T 6
0 + T 6

1 + bT 3
0 T 3

1 ;

(iv) P ∼= D8, P̃ ∼= D16, g1 = [ε8t0, ε−1
8 t1,−t2, it3], g2 = [−t1, t0,−t2, it3],

g4
1 = β, g2

2 = 1,

F4 = aT 2
0 T 2

1 , F6 = T0T1(T 4
0 + T 4

1 );

(v) P ∼= D12, P̃ ∼= 2D12
∼= (2 × 6)•2, g1 = [ε12t0, ε−1

12 t1,−t2, it3], g2 =
[−t1, t0, t2, t3], g6

1 = 1, g2
2 = β,

F4 = aT 2
0 T 2

1 , F6 = T 6
0 + T 6

1 .

3. Other groups
(i) P ∼= A4, P̃ ∼= T , g1 = [ε78t0 + ε78t1, ε

5
8t0 + ε8t1, 2ε3t2, 2

√
2t3], g2 =

[it0,−it1, t2, t3], g3
1 = g2

2 = β,

F4 = T 4
0 + 2

√−3T 2
0 T 2

1 + T 4
2 , F6 = T0T1(T 4

0 − T 4
1 ),

(ii) P ∼= O, P̃ ∼= T : 2, g1 = [ε78t0 + ε78t1, ε
5
8t0 + ε8t1, 2ε3t2, 2

√
2t3], g2 =

[ε8t0, ε−1
8 t1,−t2, it3], g3 = [−ε8t1, ε

7
8t0,−t2, it3], g3

1 = g4
2 = β, g2

3 =
1, r−1(P ) = 3× Ō,

F4 = 0, F6 = T0T1(T 4
0 − T 4

1 ),

Table 8 gives the list of the full automorphism groups of Del Pezzo surfaces
of degree 1.

The following is the list of cyclic minimal groups 〈g〉 of automorphisms of
Del Pezzo surfaces V (F ) of degree 1.

1. Order 2:
• A8

1 (the Bertini involution) g = [t0, t1, t2,−t3],

F = T 2
3 + T 3

2 + F4(T0, T1)T2 + F6(T0, T1);
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Table 8. Groups of automorphisms of Del Pezzo surfaces of degree 1.

Type Order Structure F4 F6 Parameters
I 144 3 × (T : 2) 0 T0T1(T 4

0 − T 4
1 )

II 72 3 × 2D12 0 T 6
0 + T 6

1

III 36 6 × D6 0 T 6
0 + aT 3

0 T 3
1 + T 6

1 a �= 0

IV 30 30 0 T0(T 5
0 + T 5

1 )

V 24 T a(T 4
0 + αT 2

0 T 2
1 + T 4

1 ) T0T1(T 4
0 − T 4

1 ) α = 2
√−3

VI 24 2D12 aT 2
0 T 2

1 T 6
0 + T 6

1 a �= 0

VII 24 2 × 12 T 4
0 T 6

1

VIII 20 20 T 4
0 T0T 5

1

IX 16 D16 aT 2
0 T 2

1 T0T1(T 4
0 + T 4

1 ) a �= 0

X 12 D12 T 2
0 T 2

1 T 6
0 + aT 3

0 T 3
1 + T 6

1 a �= 0

XI 12 2 × 6 0 G3(T 2
0 , T 2

1 )

XII 12 2 × 6 T 4
0 aT 6

0 + T 6
1 a �= 0

XIII 10 10 T 4
0 T0(aT 5

0 + T 5
1 ) a �= 0

XIV 8 Q8 T 4
0 + T 4

1 + aT 2
0 T 2

1 bT0T1(T 4
0 − T 4

1 ) a �= 2
√−3

XV 8 2 × 4 aT 4
0 + T 4

1 T 2
0 (bT 4

0 + cT 4
1 )

XVI 8 D8 T 4
0 + T 4

1 + aT 2
0 T 2

1 T0T1(b(T 4
0 + T 4

1 ) + cT 2
0 T 2

1 ) b �= 0

XVII 6 6 0 F6(T0, T1)

XVIII 6 6 T0(aT 3
0 + bT 3

1 ) cT 6
0 + dT 3

0 T 3
1 + T 6

1

XIX 4 4 G2(T 2
0 , T 2

1 ) T0T1F2(T 2
0 , T 2

1 )

XX 4 22 G2(T 2
0 , T 2

1 ) G3(T 2
0 , T 2

1 )

XXI 2 2 F4(T0, T1) F6(T0, T1)

2. Order 3:
• 4A2 g = [t0, t1, ε3t2, t3],

F = T 2
3 + T 3

2 + F6(T0, T1);

3. Order 4:
• 2D4(a1) g = [t0,−t1,−t2,±it3],

F = T 2
3 + T 3

2 + (aT 4
0 + bT 2

0 T 2
1 + cT 4

1 )T2 + T0T1(dT 4
0 + eT 4

1 );

4. Order 5:
• 2A4 g = [t0, ε5t1, t2, t3],

F = T 2
3 + T 3

2 + aT 4
0 T2 + T0(bT 5

0 + T 5
1 );

5. Order 6:
• E6(a2) + A2 g = [t0,−t1, ε3t2, t3],

F = T 2
3 + T 3

2 + G3(T 2
0 , T 2

1 );

• E7(a4) + A1 g = [t0, ε3t1, t2,−t3],

F = T 2
3 + T 3

2 + (T 4
0 + aT0T

3
1 )T2 + bT 6

0 + cT 3
0 T 3

1 + dT 6
1 ;
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• 2D4 g = [ε6t0, ε−1
6 t1, t2, t3],

F = T 2
3 + T 3

2 + aT 2
0 T 2

1 T2 + bT 6
0 + cT 3

0 T 3
1 + eT 6

1 ;

• E8(a8) g = [t0, t1, ε3t2,−t3],

F = T 2
3 + T 3

2 + F6(T0, T1);

• A5 + A2 + A1 g = [t0, ε6t1, t2, t3],

F = T 2
3 + T 3

2 + aT 4
0 T2 + T 6

0 + bT 6
1 ;

6. Order 8:
• D8(a3) g = [it0, t1,−it2,±ε8t3],

F = T 2
3 + T 3

2 + aT 2
0 T 2

1 T2 + T0T1(T 4
0 + T 4

1 );

7. Order 10:
• E8(a6) g = [t0, ε5t1, t2,−t3],

F = T 2
3 + T 3

2 + aT 4
0 T2 + T0(bT 5

0 + T 5
1 );

8. Order 12:
• E8(a3) g = [−t0, t1, ε6t2, it3],

F = T 2
3 + T 3

2 + T0T1(T 4
0 + aT 2

0 T 2
1 + T 4

1 );

9. Order 15:
• E8(a5) g = [t0, ε5t1, ε3t2, t3],

F = T 2
3 + T 3

2 + T0(T 5
0 + T 5

1 );

10. Order 20:
• E8(a2) g = [t0, ε10t1,−t2, it3],

F = T 2
3 + T 3

2 + aT 4
0 T2 + T0T

5
1 ;

11. Order 24:
• E8(a1) g = [it0, t1, ε12t2, ε8t3],

F = T 2
3 + T 3

2 + T0T1(T 4
0 + T 4

1 );

12. Order 30:
• E8 g = [t0, ε5t1, ε3t2,−t3],

F = T 2
3 + T 3

2 + T0(T 5
0 + T 5

1 ).

To list all minimal subgroups of Aut(S) is very easy. We know that any
subgroup in Ker(r) contains one of the elements α, β, αβ, which are all minimal
of types 8A1, 4A2, E8(a8). So, a subgroup is not minimal only if its image P
in Aut(B) can be lifted isomorphically to Aut(S).



Finite Subgroups of the Plane Cremona Group 523

We will use the following lemma.

Lemma 6.18. Let P ⊂ Aut(P1) and G ⊂ Aut(S) be contained in r−1(P ).
Then G is a minimal group unless G = P̃ ∼= P and G is a nonminimal cyclic
group or nonminimal dihedral group D6.

Proof. It follows from above classification of possible subgroups of Aut(B)
and its lifts to Aut(S) that any non isomorphic lift contains β, α, or βα which
generate minimal cyclic groups. If the lift is isomorphic to P , then P is either
a cyclic group or P ∼= D6. The group D6 contains three elements of type 4A1

and two elements of type 2A2. Adding up the traces, we see that the group is
not minimal. ��

Let us classify minimal groups of automorphisms of a Del Pezzo surface
of degree 1. As in the previous cases, to find a structure of such groups it is
enough to consider the types of surfaces that are not specialized to surfaces of
other types. The notation Type A→Type B indicates that a surface of type
A specializes to a surface of type B.

V, IX,XIV,XVI,XVII,XIX,XXI → I,

III,VI,X,XI,XII,XVI,XVII,XVIII,XX,XXI → II

XIII,XXI → IV, XIII,XXI → VIII,

XII,XX,XXI → VII, XX,XI → XV.

It remains to consider surfaces of types I, II, IV, VII, VIII, XV.

Type I. P ∼= S4.
Possible conjugacy classes of subgroups H are {1}, 2, 2, 3, 22, 4, D8, D6,

A4, S4. Groups of order 2 have two conjugacy classes in P represented by
[it0,−it1] and [−t1, t0]. The groups are realized in cases (iii) and (iv). None of
them lifts isomorphically. A cyclic group of order 3 is generated by a nonmin-
imal element realized in case (vii). Its isomorphic minimal lift is not minimal.
A cyclic group of order 4 does not admit an isomorphic lift. The dihedral sub-
group 22 is of type (ii). This information, together with Lemma 6.18, allows
us to classify all minimal subgroups:

• P = {1}: 〈βα〉 ∼= 6, 〈α〉 ∼= 3, 〈β〉 ∼= 2;
• P = 2: 4, 12;
• P = 2: 4, 12;
• P = 3: 32, 3× 6;
• P = 22: Q8, Q8 × 3;
• P = 22: D8, D8 × 3;
• P = 4: 8, 8× 3;
• P = D8: D16, D8 × 3;
• P = D6: D6 × 2, D6 × 3, D6 × 6;
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• P = A4: T , T × 3;
• P = S4: T : 2, 3× (T : 2).

Surfaces specializing to a surface of type I have the following minimal
subgroups.

V: 4, 6, Q8, T .
IX: 4(2), 8, D16.
XIV: 4, Q8.
XVI: D8.
XVII: 2, 3, 6.
XIX: 2, 4.
XXI: 2.
Type II: P = D12.
Possible subgroups are {1}, 2, 2, 3, 22, 6, D6, D12. Cyclic subgroups of order

2, 3 and 6 admit isomorphic nonminimal lifts. All these groups are not mini-
mal. There are two conjugacy classes of subgroups of order 2 in P , represented
by [it0,−it1] and [−t1, t0]. One subgroups lifts isomorphically, while the other
one does not. The cyclic group of order 6 admits an isomorphic lift and is not
minimal. The dihedral group D6 admits a nonminimal isomorphic lift.

• P = {1}: 〈βα〉 ∼= 6, 〈α〉 ∼= 3, 〈β〉 ∼= 2;
• P = 2: 4, 12;
• P = 2: 22, 22 × 3, 6;
• P = 3: 32, 32 × 2;
• P = 22: Q8, Q8 × 3;
• P = 6: 2× 6,
• P = D6: 2×D6, D6 × 3, D6 × 6;
• P = D12: 2D12, 3× 2D12.

Surfaces specializing to a surface of type II have the following subgroups:
III: 4, 12, 22, 22 × 3, 6, 32, 32 × 2, Q8, Q8 × 3, 2×D6, D6 × 3, D6 × 6.
VI: 4, 22, 32, Q8, 2× 6, 2×D6, 2D12

∼= (2× 6)•2.
X: 2, 2×D6.
XI: 2, 3, 6, 22, 2× 6.
XII: 6× 2, 6, 22, 2× 6.
XVI: 2, 4, D8.
XVII: 2, 3, 6.
XVIII: 2, 6.
XX: 2, 22.
XXI: 2.
Type IV: P = 5 This is easy. We have P ∼= 5. It admits an isomorphic lift

to a nonminimal subgroup.

• P = {1}: 〈βα〉 ∼= 6, 〈α〉 ∼= 3, 〈β〉 ∼= 2;
• P = 5: 5, 10, 15, 30;
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Surfaces specializing to a surface of type IV have the following subgroups:
XIII: 5, 10.
XXI: 2.
Type VII: P ∼= 12.

• P = 2: 22;
• P = 3: 6;
• P = 4: 2× 4;
• P = 6: 2× 6;
• P = 12: 2× 12.

Surfaces specializing to a surface of type VII have the following subgroups:
XII: 2, 6, 2× 6. XX: 2, 22.
XXI: 2.
Type VIII: P ∼= 10.

• P = {1}: 〈βα〉 ∼= 6, 〈α〉 ∼= 3, 〈β〉 ∼= 2;
• P = 2: 22;
• P = 5: 10;
• P = 10: 20.

Surfaces specializing to a surface of type VIII have the following subgroups:
XIII: 5, 10.
XXI: 2.
Type XV: P ∼= 4.

• P = {1}: 〈βα〉 ∼= 6, 〈α〉 ∼= 3, 〈β〉 ∼= 2;
• P = 2: 22;
• P = 4: 2× 4.

Surfaces specializing to a surface of type VIII have the following subgroups:
XX: 2, 22.
XXI: 2.

7 Elementary links and factorization theorem

7.1 Noether-Fano inequality

Let |d# −m1x1 − · · · −mNxN | be a homaloidal net in P
2. The following is a

well-known classical result.

Lemma 7.1. (Noether’s inequality) Assume d > 1,m1 ≥ · · · ≥ mN ≥ 0.
Then

m1 + m2 + m3 ≥ d + 1,

and the equality holds if and only if either m1 = · · · = mN or m1 = n−1,m2 =
· · · = mN .
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Proof. We have

m2
1 + · · ·+ m2

N = d2 − 1, m1 + · · ·+ mN = 3d− 3.

Multiplying the second equality by m3 and subtracting from the first one, we
get

m1(m1 −m3) + m2(m2 −m3)−
∑
i≥4

mi(m3 −mi) = d2 − 1− 3m3(d− 1).

From this we obtain

(d− 1)(m1 + m2 + m3 − d− 1) = (m1 −m3)(d− 1−m1)

+(m2 −m3)(d− 1−m2) +
∑
i≥4

mi(m3 −mi).

Since d− 1−mi ≥ 0, this obviously proves the assertion. ��
Corollary 7.2.

m1 > d/3.

Let us generalize Corollary 7.2 to birational maps of any rational surfaces.
The same idea works even for higher-dimensional varieties. Let χ : S → S′ be
a birational map of surfaces. Let σ : X → S, φ : X → S′ be its resolution. Let
|H ′| be a linear system on S′ without base points. Let

φ∗(H ′) ∼ σ∗(H)−
∑
i

miEi

for some divisor H on S and exceptional curves Ei of the map σ.

Theorem 7.3. (Noether-Fano inequality) Assume that there exists some in-
teger m0 ≥ 0 such that |H ′ + mKS′ | = ∅ for m ≥ m0. For any m ≥ m0 such
that |H + mKS | �= ∅ there exists i such that

mi > m.

Proof. We know that KX = σ∗(KS) +
∑

i Ei. Thus we have in Pic(X) the
equality

φ∗(H ′) + mKX = (σ∗(H + mKS)) +
∑

(m−mi)Ei.

Applying ∗ to the left-hand side, we get the divisor class H ′ + mKS′ , which,
by assumption, cannot be effective. Since |σ∗(H +mKS)| �= ∅, applying φ∗ to
the right-hand side, we get the sum of an effective divisor and the image of
the divisor

∑
i(m−mi)Ei. If all m−mi are nonnegative, it is also an effective

divisor, and we get a contradiction. Thus there exists i such that m−mi < 0.
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Example 7.4. Assume S = S′ = P
2, H = d#, and H ′ = #. We have |H ′ +

KS′ | = | − 2#| = ∅. Thus we can take m0 = 1. If d ≥ 3, we have for any
1 ≤ a ≤ d/3, |H ′ + aKS| = |(d − 3a)#| �= ∅. This gives mi > d/3 for some i.
This is Corollary 7.2.

Example 7.5. Let χ : S− → S′ be a birational map of Del Pezzo surfaces.
Assume that S′ is not a quadric or the plane. Consider the complete linear
system H ′ = |−KS′|. Then |H ′+mKS′| = ∅ for m ≥ 2. Let χ−1(H ′) = |D−η|
be its proper transform on S. Choose a standard basis (e0, . . . , ek) in Pic(S)
corresponding to the blowup S → P

2. Since KS = −3e0 + e1 + · · · + ek,
we can write χ−1(H ′) = | − aKS −

∑
mixi|, where a ∈ 1

3Z. Assume that
χ−1(H ′) = −aKS. Then there exists a point with multiplicity > a if a > 1,
that we assume.

Remark 7.6. The Noether inequality is of course well-known (see, for
example, [2], [35]). We give it here to express our respect of this impor-
tant and beautiful result of classical algebraic geometry. Its generalization
from Theorem 7.3 is also well known (see [39, 1.3]). Note that the result can
be also applied to G-equivariant maps χ provided that the linear system |H ′|
is G-invariant. In this case the linear system |H − η| is also G-invariant and
the bubble cycle η =

∑
mixi consists of the sum of G-orbits.

The existence of base points of high multiplicity in the linear system
|H − η| = χ−1(H ′) follows from the classical theory of termination of the ad-
joint system for rational surfaces, which goes back to G. Castelnuovo. Nowa-
days, this theory has an elegant interpretation in the Mori theory, which we
give in the next section.

7.2 Elementary links

We will be dealing with minimal Del Pezzo G-surfaces or minimal-conic-
bundles G-surfaces. In the G-equivariant version of the Mori theory they are
interpreted as extremal contractions φ : S → C, where C = pt is a point in
the first case and C ∼= P

1 in the second case. They are also two-dimensional
analogs of rational Mori G-fibrations.

A birational G-map between Mori fibrations are diagrams

S

φ

��

χ ����� S′

φ′

��
C C′

(7.1)

which in general do not commute with the fibrations. These maps are decom-
posed into elementary links. These links are divided into the four following
four types.
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• Links of type I:

They are commutative diagrams of the form

S

φ

��

Z = S′

φ′

��

σ��

C = pt C′ = P
1α��

(7.2)

Here σ : Z → S is the blowup of a G-orbit, S is a minimal Del Pezzo surface,
φ′ : S′ → P

1 is a minimal conic bundle G-fibration, α is the constant map.
For example, the blowup of a G-fixed point on P

2 defines a minimal conic
G-bundle φ′ : F1 → P

1 with a G-invariant exceptional section.

• Links of type II:

They are commutative diagrams of the form

S

φ

��

Z
σ�� τ �� S′

φ′

��
C = C′

(7.3)

Here σ : Z → S, τ : Z → S′ are the blowups of G-orbits such that
rank Pic(Z)G = rank Pic(S)G + 1 = rank Pic(S′)G + 1, C = C′ is either
a point or P

1. An example of a link of type II is the Geiser (or Bertini) involu-
tion of P

2, where one blows up seven (or eight) points in general position that
form one G-orbit. Another frequently used link of type II is an elementary
transformation of minimal ruled surfaces and conic bundles.

• Links of type III:

These are the birational maps which are the inverses of links of type I.

• Links of type IV:

They exist when S has two different structures of G-equivariant conic bundles.
The link is the exchange of the two conic bundle structures

S

φ

��

= S′

φ′

��
C C′

(7.4)

One uses these links to relate elementary links with respect to one conic
fibration to elementary links with respect to another conic fibration. Often the
change of the conic-bundle structures is realized via an involution in Aut(S),
for example, the switch of the factors of S = P

1 × P
1 (see the following

classification of elementary links).



Finite Subgroups of the Plane Cremona Group 529

7.3 The factorization theorem

Let χ : S− → S′ be a G-equivariant birational map of minimal G-surfaces.
We would like to decompose it into a composition of elementary links. This is
achieved with help of G-equivariant theory of log-pairs (S,D), where D is a G-
invariant Q-divisor on S. It is chosen as follows. Let us fix a G-invariant very
ample linear system H ′ on S′. If S′ is a minimal Del Pezzo surface, we take
H′ = |−a′KS′ |, a′ ∈ Z+. If S′ is a conic bundle we take H′ = |−a′KS′ +b′f ′|,
where f ′ is the class of a fibre of the conic bundle, a′, b′ are some appropriate
positive integers.

Let H = HS = χ−1(H′) be the proper transform of H′ on S. Then

H = | − aKS −
∑

mxx|

if S is a Del Pezzo surface, a ∈ 1
2Z+ ∪ 1

3Z+, and

H = | − aKS + bf −
∑

mxx|

if S is a conic bundle, a ∈ 1
2Z+, b ∈ 1

2Z. The linear system H is G-invariant,
and the 0-cycle

∑
mxx is a sum of G-orbits with integer multiplicities. One

uses the theory of log-pairs (S,D), where D is a general divisor from the linear
system H, by applying some “untwisting links” to χ in order to decrease the
number a, the algebraic degree of H. Since a is a rational positive number
with bounded denominator, this process terminates after finitely many steps
(see [22], [39]).

Theorem 7.7. Let f : S− → S′ be a birational map of minimal G-surfaces.
Then χ is equal to a composition of elementary links.

The proof of this theorem is the same as in the arithmetic case ([39],
Theorem 2.5). Each time one chooses a link to apply and the criterion used
for termination of the process is based on the following version of Noether’s
inequality in Mori theory.

Lemma 7.8. In the notation from above, if mx ≤ a for all base points x of
H and b ≥ 0 in the case of conic bundles, then χ is an isomorphism.

The proof of this lemma is the same as in the arithmetic case ([39],
Lemma 2.4).

We will call a base point x of H with mx > a a maximal singularity
of H. It follows from 3.2 that if H has a maximal singularity of height > 0,
then it also has a maximal singularity of height 0. We will be applying the
“untwisting links” of types I-III to these points. If φ : S → P

1 is a conic
bundle with all its maximal singularities with the help of links of type II, then
either the algorithm terminates, or b < 0. In the latter case the linear system
|KS + 1

aH| = | baf | is not nef and has canonical singularities (i.e. no maximal
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singularities). Applying the theory of log-pairs to the pair (S, | baf |), we obtain
an extremal contraction φ′ : S → P

1, i.e., another conic-bundle structure on S.
Rewriting H in a new basis −KS, f

′, we obtain the new coefficient a′ < a.
Applying the link of type IV relating φ and φ′, we begin the algorithm again
with decreased a.

It follows from the proofs of Theorem 7.7 and Lemma 7.8 that all maximal
singularities of H are in general position in the following sense.

(i) If S is a minimal Del Pezzo G-surface, then the blowup of all maximal
singularities of H is a Del Pezzo surface (of course, this agrees with the
description of points in general position at the end of Section 3.8).

(ii) If φ : S → P
1 is a conic bundle, then none of the maximal singularities

lie on a singular fiber of φ and no two lie on one fiber.

The meaning of these assertions is that the linear system |H | has no fixed
components. In the case of Del Pezzo surfaces with an orbit of maximal sin-
gular points we can find a link by blowing up this orbit to obtain a surface Z
with Pic(Z)G ∼= Z⊕Z and two extremal rays. By applying Kleiman’s criterion
this implies that −KZ is ample. The similar situation occurs in the case of
conic bundles (see [39, Comment 2]).

Let S be a minimal Del Pezzo G-surface of degree d. Let us write HS =
| − aKS −

∑
mκκ| as in (3.8).

Lemma 7.9. Let κ1, . . . , κn be the G-orbits of maximal multiplicity. Then

n∑
i=1

d(κi) < d.

Proof. Let D1, D2 ∈ HS be two general divisors from HS . Since HS has no
fixed components, we have

0 ≤ D1 ·D2 = a2d−
∑

m2
κd(κ) ≤ a2d−

n∑
i=1

m2
κi

d(κi)

= a2(d−
n∑

i=1

d(κi))−
n∑

i=1

(m2
κi
− a2)d(κi).

It follows from Example 7.5 that mκi > a for all i = 1, . . . , n. This implies
that d >

∑n
i=1 d(κi).

Definition 7.10. A minimal Del Pezzo G-surface is called superrigid (re-
spectively rigid) if any birational G-map χ : S− → S′ is a G-isomorphism
(respectively there exists a birational G-automorphism α : S− → S such that
χ ◦ α is a G-isomorphism).

A minimal conic bundle φ : S → P
1 is called superrigid (respectively rigid)

if for any birational G-map χ : S− → S′, where φ′ : S′ → P
1 is a minimal
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conic bundle, there exists an isomorphism δ : P
1 → P

1 such that the following
diagram is commutative

S

φ

��

χ ����� S′

φ′

��
P

1 δ ��
P

1

(7.5)

(respectively there exists a birational G-automorphism α : S− → S′ such that
the diagram is commutative after we replace χ with χ ◦ α).

Applying Lemma 7.8 and Lemma 7.9, we get the following.

Corollary 7.11. Let S be a minimal Del Pezzo G-surface of degree d = K2
S.

If S has no G-orbits κ with d(κ) < d, then S is superrigid. In particular, a
Del Pezzo surface of degree 1 is always superrigid and a Del Pezzo surface of
degree 2 is superrigid unless G has a fixed point.

A minimal conic G-bundle with K2
S ≤ 0 is superrigid.

The first assertion is clear. To prove the second one, we untwist all maximal
base points ofHS with help of links of type II to get a conic bundle φ′ : S′ → P

1

with b′ < 0. Since H2
S′ = a2K2

S′ +4ab′−∑m′x
2 ≥ 0 and K2

S′ = K2
S ≤ 0, 4ab′ <

0, we get a contradiction with Lemma 7.8. Thus χ after untwisting maximal
base points terminates at an isomorphism (see [36], [37], [39, Theorem 1.6]).

7.4 Classification of elementary links

Here we consider an elementary link f : S− → S′ defined by a resolution
(S σ← Z

τ→ S′). We take HS′ to be the linear system | − aKS′ | if S′ is a Del
Pezzo surface and |f | if S′ is a conic bundle, where f is the divisor class of a
fiber. It is assumed that the points that we blow up are in general position in
sense of the previous subsection.

We denote by DPk (respectively Ck) the set of isomorphism classes of mini-
mal Del Pezzo surfaces (respectively conic bundles) with k = K2

S (respectively
k = 8−K2

S).

Proposition 7.12. Let S, S′ be as in Link I of type I. The map σ : Z = S′ →
S is the blowing up of a G-invariant bubble cycle η with ht(η) = 0 of some
degree d. The proper transform of the linear system |f | on S′ is equal to the
linear system HS = | − aKS −mη|. Here f is the class of a fiber of the conic
bundle structure on S′. The following cases are possible:

1. K2
S = 9

• S = P
2, S′ = F1, d = 1,m = 1, a = 1

3 .• S = P
2, S′ ∈ C3, d = 4,m = 1, a = 2

3 .
2. K2

S = 8
• S = F0, π : S′ → P

1 a conic bundle with k = 2, d = 2, m = 1, a = 1
2 .
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3. K2
S = 4

• S ∈ DP4, p : S′ → P
1 a conic bundle with f = −KS′ − l, where l is a

(−1)−curve, d = a = 1,m = 2.

Proof. Let HS = | − aKS − bη|, where η is a G-invariant bubble cycle of
degree d. We have

(−aKS − bη)2 = a2K2
S − b2d = 0, (−aKS − bη,−KS) = aK2

S − bd = 2.

Let t = b/a. We have

(td)2 = dK2
S , K2

S − td = 2/a > 0.

The second inequality, gives td < K2
S , hence d < K2

S . Giving the possible
values for K2

S and using that a ∈ 1
3Z, we check that the only possibilities are

(K2
S , d, t) = (9, 1, 3), (8, 2, 2), (4, 1, 2), (4, 2, 1).

This gives our cases and one extra case (4, 2, 1). In this case a = 2 and
HS = | − 2KS− 2x1| contradicting the primitiveness of f . Note that this case
is realized in the case that the ground field is not algebraically closed (see
[39]). ��
Proposition 7.13. Let S, S′ be as in Link of type II. Assume that S, S′ are
both minimal Del Pezzo surfaces. Then (S σ← Z

τ→ S′), where σ is the blowup
of a G-invariant bubble cycle η with ht(η) = 0 and some degree d. The proper
transform of the linear system | −KS′ | on S is equal to | − aKS −mη|. And
d′,m′, a′ for τ are similarly defined. The following cases are possible:

1. K2
S = 9

• S′ ∼= S = P
2, d = d′ = 8,m = m′ = 18, a = a′ = 17 (S ← Z → S′) is a

minimal resolution of a Bertini involution).
• S′ ∼= S = P

2, d = d′ = 7,m = m′ = 9, a = a′ = 8 (S ← Z → S′) is a
minimal resolution of a Geiser transformation).

• S′ ∼= S = P
2, d = d′ = 6,m = m′ = 6, a = a′ = 5 (S ← Z → S′) is

a minimal resolution of a Cremona transformation given by the linear
system |5#− 2p1 − 2p2 − 2p3 − 2p4 − 2p5|.

• S ∼= P
2, S′ ∈ DP5, d = 5,m′ = 6, a = 5

3 , d
′ = 1,m = 2, a′ = 3.

• S ∼= S′ = P
2, d = d′ = 3,m = m′ = 1, a = a′ = 2

3 , (S ← Z → S′) is a
minimal resolution of a standard quadratic transformation.

• S = P
2, S′ = F0, d = 2,m = 3, a′ = 3

2 , d
′ = 1, a = 4

3 .
2. K2

S = 8
• S ∼= S′ ∼= F0, d = d′ = 7, a = a′ = 15,m = m′ = 16.
• S ∼= S′ ∼= F0, d = d′ = 6, a = a′ = 7,m = m′ = 8.
• S ∼= F0, S

′ ∈ DP5, d = 5, d′ = 2, a = 5
2 ,m = 4, a′ = 4,m′ = 6.

• S ∼= F0, S
′ ∼= F0, d = d′ = 4, a = a′ = 3,m = m′ = 4.
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• S ∼= F0, S
′ ∈ DP6, d = 3, d′ = 1, a = 3

2 ,m = 2,m′ = 4, a′ = 2.
• S ∼= F0, S

′ ∼= P
2, d = 1, d′ = 2, a = 3

2 ,m = 3, a′ = 4
3 ,m

′ = 2. This link
is the inverse of the last case from the preceding list.

3. K2
S = 6

• S ∼= S′ ∈ DP6, d = d′ = 5, a = 11,m = 12.
• S ∼= S′ ∈ DP6, d = d′ = 4, a = 5,m = 6.
• S ∼= S′ ∈ DP6, d = d′ = 3, a = 3,m = 4.
• S ∼= S′ ∈ DP6, d = d′ = 2, a = 2,m = 3.
• S ∈ DP6, S

′ = F0, d = 1, d′ = 3, a = 3
2 ,m = 2. This link is the inverse

of the link from the preceding list with S′ ∈ DP6, d = 3.
4. K2

S = 5
• S ∼= S′ ∈ DP5, d = d′ = 4,m = m′ = 10, a = a′ = 5..
• S = S′ ∈ DP5, d = d′ = 3,m = m′ = 5, a = a′ = 4.
• S ∈ DP5, S

′ = F0, d = 2, d′ = 5. This link is inverse of the link with
S = F0, S

′ ∈ DP5, d = 5.
• S ∈ DP5, S

′ = P
2, d = 1, d′ = 5. This link is inverse of the link with

S = P
2, S′ ∈ DP5, d = 5.

5. K2
S = 4

• S ∼= S′ ∈ DP4, d = d′ = 3. This is an analogue of the Bertini involution.
• S ∼= S′ ∈ DP4, d = d′ = 2. This is an analogue of the Geiser involution.

6. K2
S = 3

• S ∼= S′ ∈ DP3, d = d′ = 2. This is an analogue of the Bertini involution.
• S ∼= S′ ∈ DP3, d = d′ = 1. This is an analogue of the Geiser involution.

7. K2
S = 2

• S = S′ ∈ DP2, d = d′ = 1. This is an analogue of the Bertini involution.

Proof. Similar to the proof of the previous proposition, we use that

H2
S = a2K2

S − b2d = K2
S′ , aK2

S − bd = K2
S′ ,

H2
S′ = a′2K2

S′ − b′2d = K2
S , a′K2

S − b′d = K2
S .

Since the link is not a biregular map, by Noether’s inequality we have
a > 1, a′ > 1, b > a, b′ > a′. This implies

d < K2
S −

1
a
K2

S′ , d′ < K2
S′ − 1

a′
K2

S .

It is not difficult to list all solutions. For example, assume K2
S = 1. Since d

is a positive integer, we see that there are no solutions. If K2
S = 2, we must

have d = d′ = 1. ��
Proposition 7.14. Let S, S′ be as in Link of type II. Assume that S, S′ are
both minimal conic bundles. Then (S ← Z → S′) is a composition of ele-
mentary transformations elmx1 ◦ . . .◦ elmxs , where (x1, . . . , xs) is a G-orbit of
points not lying on a singular fiber with no two points lying on the same fiber.
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We skip the classification of links of type III. They are the inverses of links
of type I.

Proposition 7.15. Let S, S′ be as in Link of type IV. Recall that they consist
of changing the conic bundle structure. The following cases are possible:

• K2
S = 8, S′ = S, f ′ = −KS′−f ; it is represented by a switch automorphism;

• K2
S = 4, S′ = S, f ′ = −KS′ − f ;

• K2
S = 2, S′ = S, f ′ = −2KS′ − f ; it is represented by a Geiser involution;

• K2
S = 1, S′ = S, f ′ = −4KS′ − f ; it is represented by a Bertini involution;

Proof. In this case, S admits two extremal rays and rank Pic(S)G = 2, so that
−KS is ample. Let |f ′| be the second conic bundle. Write f ′ ∼ −aKS + bf .
Using that f ′2 = 0, f ·KS = f ′ ·KS = −2, we easily get b = −1 and aK2

S = 4.
This gives all possible cases from the assertion. ��

8 Birational classes of minimal G-surfaces

8.1

Let S be a minimal G-surface S and d = K2
S . We will classify all isomorphism

classes of (S,G) according to the increasing parameter d. Since the number
of singular fibers of a minimal conic bundle is at least 4, we have d ≤ 4 for
conic bundles.

• d ≤ 0.

By Corollary 7.11, S is a superrigid conic bundle with k = 8 − d singular
fibers. The number k is a birational invariant. The group G is of de Jonquières
type, and its conjugacy class in Cr(2) is determined uniquely by Theorem 5.7
or Theorem 5.3.

Also observe that if φ : S → P
1 is an exceptional conic bundle and G0 =

Ker(G → O(Pic(S)) is non trivial, then no links of type II is possible. Thus
the conjugacy class of G is uniquely determined by the isomorphism class of S.

• d = 1, S is a Del Pezzo surface.

By Corollary 7.11, the surface S is superrigid. Hence the conjugacy class of
G is determined uniquely by its conjugacy class in Aut(S). All such conjugacy
classes are listed in Subsection 6.7.

• d = 1, S is a conic bundle.

Let φ : S → P
1 be a minimal conic bundle on S. It has k = 7 singular

fibers. If −KS is ample, i.e., S is a (nonminimal) Del Pezzo surface, then the
center of Aut(S) contains the Bertini involution β. We know that β acts as
−1 on RS , thus β does not act identically on Pic(S)G, hence β �∈ G. Since
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k is odd, the conic bundle is not exceptional, so we cam apply Theorem 5.7,
Case (2). It follows that G must contain a subgroup isomorphic to 22, adding
β, we get that S is a minimal Del Pezzo 23-surface of degree 1. However, the
classification shows that there are no such surfaces.

Thus −KS is not ample. It follows from Proposition 7.13 that the struc-
ture of a conic bundle on S is unique. Any other conic bundle birationally
G-isomorphic to S is obtained from S by elementary transformations with
G-invariant set of centers.

• d = 2, S is a Del Pezzo surface.

By Corollary 7.11, S is superrigid unless G has a fixed point on S. If
χ : S− → S′ is a birational G-map, then HS has only one maximal base point
and it does not lie on a (−1)-curve. We can apply an elementary link Z → S,
Z → S of type II, which together with the projections S → P

2 resolves the
Bertini involution. These links together with the G-automorphisms (including
the Geiser involution) generate the group of birational G-automorphisms of
S (see [39], Theorem 4.6). Thus the surface is rigid. The conjugacy class of G
in Cr(2) is determined uniquely by the conjugacy class of G in Aut(S). All
such conjugacy classes are listed in Table 7 and Theorem 6.17.

• d = 2, φ : S → P
1 is a conic bundle.

If −KS is ample, then φ is not exceptional. The center of Aut(S) contains the
Geiser involution γ. Since γ acts non-trivially on Pic(S)G = Z

2, we see that
γ �∈ G. Applying γ, we obtain another conic-bundle structure. In other words,
γ defines an elementary link of type IV. Using the factorization theorem;
we show that the group of birational G-automorphisms of S is generated by
links of type II, the Geiser involution, and G-automorphisms (see [37], [40],
Theorem 4.9). Thus φ : S → P

1 is a rigid conic bundle.
If S is not a Del Pezzo surface, φ could be an exceptional conic bundle

with g = 2. In any case, the group G is determined in Theorem 5.3. We do not
know whether S can be mapped to a conic bundle with −KS ample (see [37]).

Applying Proposition 5.2, we obtain that any conic bundle with d ≥ 3 is
a nonminimal Del Pezzo surface, unless d = 4 and S is an exceptional conic
bundle. In the latter case, the group G can be found in Theorem 5.3. It is
not known whether it is birationally G-isomorphic to a Del Pezzo surface. It
is true in the arithmetic case.

• d = 3, S is a minimal Del Pezzo surface.

The classification of elementary links shows that S is rigid. Birational
G-automorphisms are generated by links of type (6) from Proposition 7.12.
The conjugacy class of G in Cr(2) is determined by the conjugacy class of G
in Aut(S).
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• d = 3, S is a minimal conic bundle.

Since k = 5 is odd, G has three commuting involutions; the fixed-point locus
of one of them must be a rational 2-section of the conic bundle. It is easy to
see that it is a (−1)-curve C from the divisor class −KS − f . The other two
fixed-point curves are of genus 2. The group G leaves the curve C invariant.
Thus blowing it down, we obtain a minimal Del Pezzo G-surface S′ of degree 4.
The group G contains a subgroup isomorphic to 22. Thus G can be found in
the list of minimal groups of degree-4 Del Pezzo surfaces with a fixed point.
For example, the group 22 has four fixed points.

• d = 4, S is a minimal Del Pezzo surface.

If SG = ∅, then S admits only self-links of type II, so it is rigid or super-
rigid. The conjugacy class of G in Cr(2) is determined by the conjugacy class
of G in Aut(S), and we can apply Theorem 6.9. If x is a fixed point of G, then
we can apply a link of type I to get a minimal conic bundle with d = 3. So, all
groups with SG �= ∅ are conjugate to groups of de Jonquières type realized on
a conic bundle S ∈ C5. Among minimal ones there are only two such groups
isomorphic to a cyclic group of order 8 of type D5 or 22.

• d = 4, S is a minimal conic bundle.

Since k = 4, it follows from Lemma 5.1 that either S is an exceptional conic
bundle with g = 1, or S is a Del Pezzo surface with two sections with self-
intersection −1 intersecting at one point. In the latter case, S is obtained by
regularizing a de Jonquéres involution IH3 (see Section 2.3). In the case that
S is an exceptional conic bundle, the groups of automorphisms are described
in Example 5.4. They are minimal if and only if the kernel of the map G →
PGL(2) contains an involution not contained in G0 = Ker(G→ O(Pic(S)). If
G0 is not trivial, then no elementary transformation is possible. So, S is not
birationally isomorphic to a Del Pezzo surface.

• d = 5, S is a Del Pezzo surface, G ∼= 5.

Let us show that (S,G) is birationally isomorphic to (P2, G). Since rational
surfaces are simply connected, G has a fixed point x on S. The anti canonical
model of S is a surface of degree 5 in P

5. Let P be the tangent plane of S
at x. The projection from P defines a birational G-equivariant map S− → P

2

given by the linear system of anti canonical curves with double point at x.
It is an elementary link of type II.

• d = 5, S is a Del Pezzo surface, G ∼= 5 : 2, 5 : 4.

The cyclic subgroup of order 5 of G has two fixed points on S. This im-
mediately follows from the Lefschetz fixed-point formula. Since it is normal
in G, the groups G has an orbit κ with d(κ) = 2. Using an elementary link of
type II with S′ = F0, we obtain that G is conjugate to a group acting on F0.
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• d = 5, S is a Del Pezzo surface, G ∼= A5, S5.

It is clear that SG = ∅, since otherwise, G admits a faithful 2-dimensional
linear representation. It is known that it does not exist. Since A5 has no
index 2 subgroups G does not admit orbits κ with d(κ) = 2. The same is
obviously true for G = S5. It follows from the classification of links that
(S,G) is superrigid.

• d = 6.

One of the groups from this case, namely G ∼= 2× S3, was considered in [40],
[41] (the papers also discuss the relation of this problem to some questions in
the theory of algebraic groups raised in [44]). It is proved there that (S,G)
is not birationally isomorphic to (P2, G) but birationally isomorphic to min-
imal (F0, G). The birational isomorphism is easy to describe. We know that
G contains the lift of the standard Cremona involution. It has 4 fixed points
in S, the lifts of the points given in affine coordinates by (±1,±1). The group
S3 fixes (1, 1) and permutes the remaining points p1, p2, p3. The proper trans-
forms of the lines 〈pi, pj〉 in S are disjoint (−1)-curves Ei. The anti canonical
model of S is a surface of degree 6 in P

6. The projection from the tangent
plane to S at the fixed point is a link of type II with S′ = F0. It blows up
the fixed point and then blows down the preimages of the curves Ei. Now the
group G acts on F0 with FG

0 = ∅.
If minimal G contains some non trivial imprimitive projective transforma-

tions, then G has no fixed points. It follows from the classification of links that
S is rigid. If G ∼= 6 or S3, then it acts on F0 with a fixed point. The projection
from this point defines a birational isomorphism (S,G) and (P2, G). Thus the
only groups that are not conjugate to a group of projective transformations
are the groups which are mapped surjectively onto WS = S3 × 2. Those of
them that are mapped isomorphically are conjugate to subgroups of F0.

• d = 8.

In this case, S = F0 or Fn, n > 1. In the first case (S,G) is birationally isomor-
phic to (P2, G) if SG �= ∅ (via the projection from the fixed point). This implies
that the subgroup G′ of G belonging to the connected component of the iden-
tity of Aut(F0) is an extension of cyclic groups. As we saw in Theorem 4.9 this
implies that G′ is an abelian group of transformations (x, y) �→ (εankx, ε

b
mky),

where a = sb mod k for some s coprime to k. If G �= G′, then we must have
m = n = 1 and s = ±1 mod k.

If FG
0 = ∅ and Pic(F0)G ∼= Z, then the classification of links shows that

links of type II with d = d′ = 7, 6, 5, d = 3, d′ = 1 map F0 to F0 or to
minimal Del Pezzo surfaces of degrees 5 or 6. These cases have already been
considered. If rank Pic(S)G = 2, then any birational G-map S− → S′ is
composed of elementary transformations with respect to one of the conic-
bundle fibrations. They do not change K2

S and do not give rise a fixed points.
So, G is not conjugate to any subgroup of Aut(P2).



538 Igor V. Dolgachev and Vasily A. Iskovskikh

Assume n > 1. Then G = A.B, where A ∼= n acts identically on the base
of the fibration and B ⊂ PGL(2). The subgroup B fixes pointwise two disjoint
sections, one of them is the exceptional one. Let us consider different cases
corresponding to possible groups B.

B ∼= Cn. In this case B has two fixed points on the base; hence G has
two fixed points, on the non exceptional section. Performing an elementary
transformation with center at one of these points, we descend G to a subgroup
of Fn−1. Proceeding in this way, we arrive to the case n = 1, and then obtain
that G is a group of automorphisms of P

2.
B ∼= Dn. In this case B, has an orbit of cardinality 2 in P

1. A similar argu-
ment shows that G has an orbit of cardinality 2 on the non exceptional section.
Applying the product of the elementary transformations at these points, we
descend G to a subgroup of automorphisms of Fn−2. Proceeding in this way
we obtain that G is conjugate to a subgroup of Aut(P2) or of Aut(F0). In the
latter case it does not have fixed points, and hence is not conjugate to a linear
subgroup of Cr(2).

B ∼= T . The group B has an orbit of cardinality 4 on the non excep-
tional section. A similar argument shows that G is conjugate to a group of
automorphisms of F2,F0, or P

2.
B ∼= O. The group B has an orbit of cardinality 6. As in the previous

case we show that G is conjugate to a group of automorphisms of P
2, F0, F2,

or F3.
B ∼= I. The group B has an orbit of cardinality 12. We obtain that G is con-

jugate to a group of automorphisms of P
2 or of Fn, where n = 0, 2, 3, 4, 5, 6.3

• d = 9.

In this case, S = P
2 and G is a finite subgroup of PGL(3). The methods of

representation theory allows us to classify them up to conjugacy in the group
PGL(3). However, some of non conjugate groups can still be conjugate inside
the Cremona group.

For example, all cyclic subgroups of PGL(3) of the same order n are con-
jugate in Cr(2). Any element g of order n in PGL(3) is conjugate to a trans-
formation g given in affine coordinates by the formula (x, y) �→ (εnx, εany).
Let T ∈ dJ(2) be given by the formula (x, y) �→ (x, xa/y). Let g′ : (x, y) �→
(ε−1

n x, y). We have

g′ ◦ T ◦ g : (x, y) �→ (εnx, εany) �→ (εnx, xa/y) �→ (x, xa/y) = T.

This shows that g′ and g are conjugate.
We do not know whether any two isomorphic non conjugate subgroups of

PGL(3) are conjugate in Cr(2).

3A better argument due to I. Cheltsov shows that in this and the previous cases
B is conjugate to a group of automorphisms of P

2, or F0, or F2.
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9 What is left?

Here we list some problems which have not been yet resolved.

• Find the conjugacy classes in Cr(2) of subgroups of PGL(3). For example,
there are two non conjugate subgroups of PGL(3) isomorphic to A5 or A6

that differ by an outer automorphism of the groups. Are they conjugate in
Cr(2)?

• Find the finer classification of the conjugacy classes of de Jonquières groups.

We already know that the number of singular fibers in a minimal conic-bundle
G-surface is an invariant. Even more, the projective equivalence class of the
corresponding k points on the base of the conic fibration is an invariant. Are
there other invariants? In the case GK

∼= 2, we know that the quotient of the
conic bundle by the involution generating GK is a minimal ruled surface Fe.
Is the number e a new invariant?

• Give a finer geometric description of the algebraic variety parametrizing
conjugacy classes.

Even in the case of Del Pezzo surfaces we give only normal forms. What is
precisely the moduli space of Del Pezzo surfaces with a fixed isomorphism
class of a minimal automorphism group?

We know that conic bundles (S,G) with k ≥ 8 singular fibers are super-
rigid, so any finite subgroup G′ of Cr(2) conjugate to G is realized as an
automorphism group of a conic bundle obtained from S by a composition of
elementary transformations with G-invariant centers. If S is not exceptional
and G ∼= 2.P , then the invariant of the conjugacy class is the hyperelliptic
curve of fixed points of the central involution. If G ∼= 22.P , then we have three
commuting involutions, and their curves of fixed points are the invariants of
the conjugacy class. Do they determine the conjugacy class?

When k = 6, 7 we do not know whether (S,G) is birationally isomorphic
to (S′, G), where S′ is a Del Pezzo surface. This is true when k ∈ {0, 1, 2, 3, 5}
or k = 4 and S is not exceptional.

• Find more explicit description of groups G as subgroups of Cr(2).

This has been done in the case of abelian groups in [6]. For example,
one may ask to reprove and revise Autonne’s classification of groups whose
elements are quadratic transformations [3]. An example of such non cyclic
group is the group of automorphisms S5 of a Del Pezzo surface of degree 5.

• Finish the classical work on the birational classification of rational cyclic
planes zn = f(x, y).

More precisely, the quotient S/G of a rational surface S by a cyclic group
of automorphisms defines a cyclic extension of the fields of rational functions.
Thus there exists a rational function R(x, y) such that there exists an iso-
morphism of fields C(x, y)( n

√
R(x, y)) ∼= C(x, y), where n is the order of G.
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Obviously we may assume that R(x, y) is a polynomial f(x, y), hence we ob-
tain an affine model of S in the form zn = f(x, y). A birational isomorphism
of G-surfaces replaces the branch curve f(x, y) = 0 by a Cremona equivalent
curve g(x, y). The problem is to describe the Cremona equivalence classes of
the branch curves that define rational cyclic planes.

For example, when (S,G) is birationally equivalent to (P2, G), we may take
f(x, y) = x, since all cyclic groups of given order are conjugate in Cr(2). When
n = 2, the problem was solved by M. Noether [47], and later, G. Castelnuovo
and F. Enriques [17] realized that the classification follows from Bertini’s
classification of involutions in Cr(2). When n is prime, the problem was studied
by A. Bottari [12]. We refer for modern work on this problem to [13], [14].

• Extend the classification to the case of non-algebraically closed fields, e.g.,
Q, and algebraically closed fields of positive characteristic.

Note that there could be more automorphism groups in the latter case.
For example, the Fermat cubic surface T 3

0 + T 3
1 + T 3

2 + T 3
3 = 0 over a field of

characteristic 2 has the automorphism group isomorphic to U(4,F4), which is
a subgroup of index 2 of the Weyl group W (E6).

10 Tables

In the following tables we give the tables of conjugacy classes of subgroups in
Cr(2) that are realized as minimal automorphism groups of Del Pezzo surfaces
of degree d ≤ 5 and not conjugate to subgroups of automorphisms of minimal
rational surfaces or conic bundles. The information about other groups can
be found in the corresponding sections of the paper. The tables contain the
order of a group G, its structure, the type of a surface on which the group is
realized as a minimal group of automorphisms, the equation of the surface,
and the number of conjugacy classes, if finite, or the dimension of the variety
parametrizing the conjugacy classes.
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Table 9. Cyclic subgroups.

Order Type Surface Equation Conjugacy

2 A7
1 DP2 XIII ∞6

2 A8
1 DP1 XXI

3 3A2 DP3 I,III,IV ∞1

3 4A2 DP1 XVII ∞3

4 2A3 + A1 DP2 II,III,V ∞1

4 2D4(a1) DP1 I,V, IX,XVI,XIX ∞5

5 2A4 DP1 XIII ∞2

6 E6(a2) DP3 I,VI ∞1

6 A5 + A1 DP3 I, III, IV ∞1

6 E7(a4) DP2 XI ∞1

6 A5 + A2 DP2 VIII ∞1

6 D6(a2) + A1 DP2 II,III,IV,IX ∞1

6 A5 + A2 + A1 DP1 II,VII,XII ∞2

6 E6(a2) + A2 DP1 II,XI ∞2

6 E8(a8) DP1 XVII ∞3

6 2D4 DP1 VI,X ∞1

6 E7(a4) + A1 DP1 II,VII,XVIII ∞4

8 D8(a3) DP1 IX 1

9 E6(a1) DP3 I 1

10 E8(a6) DP1 IV,VIII,XIII ∞2

12 E6 DP3 III 1

12 E7(a2) DP2 III 1

12 E8(a3) DP1 I,V ∞2

14 E7(a1) DP2 I 1

15 E8(a5) DP1 IV 1

18 E7 DP2 VI 1

20 E8(a2) DP1 VIII 1

24 E8(a1) DP1 I 1

30 E8 DP1 IV 1
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Table 10. Abelian noncyclic subgroups.

Order Structure Surface Equation Conjugacy classes

4 22 DP2 XII ∞5

4 22 DP1 XX ∞5

4 22 DP1 V, VI,X,XV,XVII ∞3

8 2× 4 DP4 (38) ∞1

8 2× 4 DP2 V 2×∞1

8 2× 4 DP2 I-V ∞1

8 2× 4 DP2 VII ∞2

8 2× 4 DP1 VII,XV ∞2

8 23 DP4 ∞2

8 23 DP2 I-V,X ∞3

9 32 DP3 I 1

9 32 DP3 I,IV 2×∞1

9 32 DP3 III 1

9 32 DP1 I,II,III ∞1

12 2× 6 DP4 (6.5) 1

12 2× 6 DP2 III, VII ∞1

12 2× 6 DP1 II,VIII,XII ∞2

12 2× 6 DP1 III,XI ∞2

12 2× 6 DP1 II,VII ∞1

16 24 DP4 ∞2

16 22 × 4 DP2 II,III,V ∞1

16 42 DP2 II 1

16 2× 8 DP2 II 1

18 3× 6 DP3 I 1

18 3× 6 DP1 III ∞1

18 3× 6 DP1 II 1

24 2× 12 DP1 VIII ∞1

24 2× 12 DP2 III 1

27 33 DP3 I 1

32 2× 42 DP2 II 1

36 62 DP1 II 1
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Table 11. Products of cyclic groups and polyhedral or binary polyhedral noncyclic
group.

Order Structure Surface Equation Conjugacy classes
6 D6 DP3 III,IV,VIII,XI ∞2

6 D6 DP3 I 1

8 D8 DP4 (6.4) ∞1

8 D8 DP2 II,III,V,VII ∞2

8 D8 DP1 I, XVI ∞3

8 Q8 DP1 II,V,VI,XIV ∞2

8 3×D8 DP1 I, XVI ∞3

8 3×Q8 DP1 II,III ∞1

12 2×D6 DP3 I,VI ∞1

12 T DP2 II 1
12 2×D6 DP2 I,II,IV,IX ∞2

12 2×D6 DP2 II 1

12 2×D6 DP1 I,II,III,VI ∞1

16 2×D8 DP2 II,III,V,VII ∞2

16 D16 DP1 I,IX ∞1

18 3×D6 DP3 III 1
18 3×D6 DP3 I,IV 2×∞1

18 3×D6 DP1 I,II,III ∞1

24 T DP1 I,V ∞1

24 2× T DP4 (6.5) 1
24 S4 DP3 I 3
24 S4 DP3 II 1
24 S4 DP2 II 1
24 S4 DP2 I, II,IV ∞1

24 2× T DP2 II 1
24 3×Q8 DP1 I 1

24 3×Q8 DP1 II 1

24 3×D8 DP1 I ∞2

36 6×D6 DP1 I,II,III ∞1

48 2×O DP2 I,II,III,V ∞1

48 2× T DP1 I 1

72 3× T DP1 I 1
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Table 12. Nonabelian p-groups.

Order Structure Surface Equation Conjugacy classes

8 D8 DP4 (6.3) ∞1

8 D8 DP2 II,III,IV,V,VII ∞2

8 Q8 DP1 I,V,XIV ∞2

8 D8 DP1 I,V,XVI ∞2

16 L16 DP4 (6.3) 2×∞1

16 2×D8 DP2 II,III,IV,V,VII 1

16 2×D8 DP2 I 1

16 AS16 DP2 II,III,V 2×∞1

16 M16 DP2 II 1

16 D16 DP1 I,IX ∞1

32 22 : 8 DP4 (6.4) 1

32 24 : 2 DP4 (6.3) ∞1

32 D8 : 4 DP2 II 1

32 2×AS16 DP2 III,V 3×∞1

32 2×M16 DP2 II 1

64 24 : 4 DP4 (6.4) 1

64 2× (D8 : 4) DP2 II 1

27 H3(3) DP3 I,III,IV ∞1

81 33 : 3 DP3 I 1
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Table 13. Other groups.

Order Structure Surface Equation Conjugacy classes

18 32 : 2 DP3 I 2

24 2D12 DP1 II,VI ∞1

24 D8 : 3 DP2 III 1

36 32 : 22 DP3 I 1

42 2× (7 : 3) DP1 II 1

48 24 : 3 DP4 (6.5) 1

48 2×D8 : 3 DP2 III 1

48 T : 2 DP1 I 1

48 42 : 3 DP2 II 1

54 H3(3) : 2 DP3 IV ∞1

54 33 : 2 DP3 I 2

60 A5 DP5 1

72 3× 2D12 DP1 II 1

80 24 : 5 DP4 (6.6) 1

96 24 : S3 DP4 (6.5) 1

96 42 : S3 DP2 I 2

96 2× (42 : 3) DP2 II 1

108 33 : 4 DP3 I 2

108 33 : 22 DP3 I 2

120 S5 DP5 1

120 S5 DP3 II 1

144 3× (T : 2) DP1 I 1

160 24 : D10 DP4 (6.6) 1

162 33 : S3 DP3 I 2

168 L2(7) DP2 I 1

192 2× (42 : S3) DP3 I 1

216 33 : D8 DP3 I 2

336 2× L2(7) DP2 I 1

648 33 : S4 DP3 I 2
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1 Introduction

This is an entirely expository piece: the main results discussed are very well
known and the approach we take is not really new, although the presentation
may be somewhat different from what is in the literature. The author’s main
motivation for writing this piece comes from a feeling that the ideas deserve
to be more widely known.

Let g be a Lie algebra over R or C. A vector subspace I ⊂ g is an ideal if
[I,g] ⊂ I. The Lie algebra is called simple if it is not abelian and contains no
proper ideals. A famous result of Cartan asserts that any simple complex Lie
algebra has a compact real form (that is to say, the complex Lie algebra is the
complexification of the Lie algebra of a compact group). This result underpins
the theory of real Lie algebras, their maximal compact subgroups, and the
classification of symmetric spaces. In the standard approach, Cartan’s result
emerges after a good deal of theory: the theorems of Engel and Lie, Cartan’s
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criterion involving the nondegeneracy of the Killing form, root systems, etc.
On the other hand, if one assumes this result known—by some means—then
one can immediately read off much of the standard structure theory of complex
Lie groups and their representations. Everything is reduced to the compact
case (Weyl’s “unitarian trick”), and one can proceed directly to develop the
detailed theory of root systems etc.

In [4], Cartan wrote:

J’ai trouvé effectivement une telle forme pour chacun des types de
groupes simples. M. H. Weyl a démontré ensuite l’existence de cette
forme par une raisonnement général s’appliquant à tous les cas à fois.
On peut se demander si les calculs qui l’ont conduit à ce résultat ne
pourraient pas encore se simplifier, ou plutôt si l’on ne pourrait pas,
par une raissonnement a priori, démontrer ce théorème; une telle dé-
monstration permettrait de simplifier notablement l’exposition de la
theorie des groupes simples. Je ne suis à cet égard arrivé à aucun ré-
sultat; j’indique simplement l’idée qui m’a guidé dans mes recherches
infructueuses.

The direct approach that Cartan outlined (in which he assumed known
the nondegeneracy of the Killing form) was developed by Helgason [5, p. 196],
and a complete proof was accomplished by Richardson in [15]. In this article
we revisit these ideas and present an almost entirely geometric proof of the
result. This is essentially along the same lines as Richardson’s, so it might
be asked what we can add to the story. One point is that, guided by modern
developments in geometric invariant theory and its relations with differential
geometry, we can nowadays fit this into a much more general context and
hence present the proofs in a (perhaps) simpler way. Another is that we are
able to remove more of the algebraic theory, in particular, the nondegeneracy
of the Killing form. We show that the results can be deduced from a general
principle in Riemannian geometry (Theorem 4). The arguments apply directly
to real Lie groups, and in our exposition we will work mainly in that setting.
In the real case the crucial concept is the following. Suppose V is a Euclidean
vector space. Then there is a transposition map A �→ AT on the Lie algebra
End V . We say that a subalgebra g ⊂ End V is symmetric with respect to
the Euclidean structure if it is preserved by the transposition map.

Theorem 1. Let g be a simple real Lie algebra. Then there are a Euclidean
vector space V , a Lie algebra embedding g ⊂ End(V ), and a Lie group
G ⊂ SL(V ) with Lie algebra g such that g is symmetric with respect to the
Euclidean structure. Moreover, any compact subgroup of G is conjugate in G
to a subgroup of G ∩ SO(V ).

We explain in Section 5.1 below how to deduce the existence of the compact
real form, in the complex case. Theorem 1 also leads immediately to the
standard results about real Lie algebras and symmetric spaces, as we will
discuss further in Section 5.1.
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2 More general setting

Consider any representation

ρ : SL(V )→ SL(W ),

where V,W are finite-dimensional real vector spaces. Let w be a nonzero vector
in W and let Gw be the identity component of the stabilizer of w in SL(V ).

Theorem 2. If V is an ireducible representation of Gw then there is a Eu-
clidean metric on V such that the Lie algebra of Gw is symmetric with respect
to the Euclidean structure, and any compact subgroup of Gw is conjugate in
Gw to a subgroup of Gw ∩ SO(V ).

Now we will show that Theorem 2 implies Theorem 1. Given a simple
real Lie algebra g, consider the action of SL(g) on the vector space W of
skew-symmetric bilinear maps from g × g to g. The Lie bracket of g is a
point w in W . The group Gw is the identity component of the group of Lie
algebra automorphisms of g, and the Lie algebra of Gw is the algebra Der(g)
of derivations of g, that is, linear maps δ : g → g with

δ[x, y] = [δx, y] + [x, δy].

The adjoint action gives a Lie algebra homomorphism

ad : g → Der(g).

The kernel of ad is an ideal in g. This is not the whole of g (since g is not
abelian), so it must be the zero ideal (since g is simple). Hence ad is injective.
If U is a vector subspace of g preserved by Gw then any derivation δ must
map U to U . In particular, adξ maps U to U for any ξ in g, so [g, U ] ⊂ U and
U is an ideal. Since g is simple we see that there can be no proper subspace
preserved by Gw and the restriction of the representation is irreducible. By
Theorem 2 there is a Euclidean metric on g such that Der(g) is preserved by
transposition. Now we want to see that in fact Der(g) = g. For α ∈ Der(g)
and ξ ∈ g we have

[adξ, α] = adα(ξ),

so g is an ideal in Der(g). Consider the bilinear form

B(α1, α2) = Tr(α1α2)

on Der(g). This is nondegenerate, since Der(g) is preserved by transposition
and B(α, αT ) = |α|2. We have

B([α, β], γ) + B(β, [α, γ]) = 0
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for all α, β, γ ∈ Der(g). Thus the subspace

gperp = {α ∈ Derg : B(α, adξ) = 0 for all ξ ∈ g}
is another ideal in Der(g). On the other hand, the map α �→ −αT is an
automorphism of Der(g), so gT is also an ideal in Der(g). Suppose that g ∩
gT �= 0. Then we can find a nonzero element α of g ∩ gT with αT = ±α and
then B(α, α) = ±|α|2 �= 0, so the restriction of B to g is not identically zero.
This means that I = g∩ gperp is not the whole of g, but I is an ideal in g, so
since g is simple, we must have I = 0.

We conclude from the above that if g were a proper ideal in Der(g) there
would be another proper ideal J in Der(g) such that J ∩g = 0. (We take J to
be either gT or gperp.) But then for α ∈ J we have [α,g] = 0, but this means
that α acts trivially on g, which gives a contradiction.

Finally, the statement about compact subgroups in Theorem 1 follows
immediately from that in Theorem 2.

(The argument corresponding to the above in the complex case (see
Section 5.1) is more transparent.)

3 Lengths of vectors

We will now begin the proof of Theorem 2. The idea is to find a metric by
minimizing the associated norm of the vector w. In the Lie algebra situation,
which we are primarily concerned with here, this is in essence the approach
suggested by Cartan and carried through by Richardson. In the general situa-
tion considered in Theorem 2 the ideas have been studied and applied exten-
sively over the last quarter century or so, following the work of Kempf–Ness
[9], Ness [13], and Kirwan [7]. Most of the literature is cast in the setting of
complex representations. The real case has been studied by Richardson and
Slodowy [14] and Marian [12] and works in just the same way.

Recall that we have a representation ρ of SL(V ) in SL(W ), where V and
W are real vector spaces, a fixed vector w in W , and we define Gw to be the
identity component of the stabilizer of w in SL(V ). Suppose we also have some
compact subgroup (which could be trivial) K0 ⊂ Gw. We fix any Euclidean
metric | |1 on V that is preserved by K0. Now it is standard that we can
choose a Euclidean metric | |W on W that is invariant under the restriction
of ρ to SO(V ). We want to choose this metric | |W with the further property
that the derivative dρ intertwines transposition in EndV (defined by | |1) and
transposition in EndW (defined by | |W ); that is to say,

dρ(ξT ) = (dρ(ξ))T .

To see that this is possible we can argue as follows. We complexify the rep-
resentation to get ρC : SL(V ⊗C) → SL(W ⊗ C). Then the compact group
generated by the action of SU(V ⊗C) and complex conjugation acts on W⊗C
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and we can choose a Hermitian metric on W ⊗ C whose norm function is
invariant under this group. Invariance under complex conjugation means that
this Hermitian metric is induced from a Euclidean metric on W . Then the
fact that ρC maps SU(V ⊗C) to SU(W ⊗C) implies that dρ has the prop-
erty desired. (The author is grateful to Professors He and Zhang for pointing
out the need for this argument. In our main application, to Theorem 1, the
standard metric on W already has the desired property.)

Now define a function F̃ on SL(V ) by

F̃ (g) = |g(w)|2W .

For u ∈ SO(V ) and γ ∈ Gw we have

F̃ (ugγ) = |ugγ(w)|2W = |ug(w)|2W = F̃ (g).

So F̃ induces a function F on the quotient spaceH = SL(V )/SO(V ), invariant
under the natural action of Gw ⊂ SL(V ). We can think about this in another,
equivalent, way. We identify H with the Euclidean metrics on V of a fixed
determinant. Since ρ : SL(V ) → SL(W ) maps SO(V ) to SO(W ) it induces a
map from SL(V )/SO(V ) to SL(W )/SO(W ), and so a metric on V with the
same determinant as | |1 induces a metric on W . Then F is given by the
square of the induced norm of the fixed vector w. Explicitly, the identification
of SL(V )/SO(V ) with metrics is given by [g] �→ | |g, where

|v|2g = |gv|21 = 〈v, gT gv〉1.
This function F has two crucial, and well-known, properties, which we

state in the following lemmas.

Lemma 3. Suppose F has a critical point at H ∈ H. Then the Lie algebra
of the stabilizer Gw is symmetric with respect to the Euclidean structure H
on V .

To prove this, there is no loss in supposing that H is the original metric | |1.
(For we can replace w by gw for any g ∈ SL(V ).) The fact that ρ maps SO(V )
to SO(W ) implies that its derivative takes transposition in EndV (defined by
| |1) to transposition in EndW defined by | |W . The condition for Ṽ to be
stationary is that

〈dρ(ξ)w,w〉W = 0

for all ξ in the Lie algebra of SL(V ). In particular, consider elements of the
form ξ = [η, ηT ] and write A = dρ(η). Then we have

0 = 〈dρ[η, ηT ]w,w〉W = 〈[A,AT ]w,w〉W = |ATw|2W − |Aw|2W .

By definition η lies in the Lie algebra of Gw if and only if Aw = 0. By the
identity above, this occurs if and only if ATw = 0, which is just when ηT lies
in the Lie algebra of Gw.
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For the second property of the function we need to recall the standard no-
tion of geodesics in H. We can identify H with the positive definite symmetric
elements of SL(V ), with the quotient map SL(V ) → H given by g �→ gT g.
Then the geodesics in H are paths of the form

γ(t) = gT exp(St)g, (1)
where g and S are fixed, with g ∈ SL(V ) and S a trace-free endomorphism
that is symmetric with respect to | |1. Another way of expressing this is that a
geodesic through any point H ∈ H is the orbit of H under a 1-parameter sub-
group e(t) in SL(V ), where e(t) = exp(σt) with σ a symmetric endomorphism
with respect to the metric H .
Lemma 4. 1. For any geodesic γ the function F ◦ γ is convex, i.e.,

d2

dt2
F (γ(t)) ≥ 0.

2. If F achieves its minimum in H then Gw acts transitively on the set of
minima.
To prove the first part, note that, replacing w by gw, we can reduce to

considering a geodesic through the base point [1] ∈ H, so of the form exp(St),
where S is symmetric with respect to | |1. Now the derivative dρ maps the
symmetric endomorphism S to a symmetric endomorphism A ∈ End(W ). We
can choose an orthonormal basis in W so that A is diagonal, with eigenvalues
λi say. Then if w has coordinates wi in this basis we have

F (exp(St)) = F̃ (exp(St/2)) =
∑

| exp(λit/2)wi|2W =
∑

|wi|2 exp(λit),

and this is obviously a convex function of t.
To prove the second part note that in the above, the function F (exp(St) is

either strictly convex or constant, and the latter occurs only when λi = 0 for
each index i such that wi �= 0, which is the same as saying that exp(St)w = w
for all t, or that the 1-parameter subgroup exp(St) lies in Gw. More generally,
if we write a geodesic through a point H as the orbit of H under a 1-parameter
subgroup e(t) in SL(V ), then the function is constant if and only if the 1-
parameter subgroup lies in Gw. Suppose that H1, H2 are two points inH where
F is minimal. Then F must be constant on the geodesic between H1, H2. Thus
H2 lies in the orbit of H1 under a 1-parameter subgroup in Gw. So Gw acts
transitively on the set of minima.

We now turn back to the proof of Theorem 2. Suppose that the con-
vex function F on H achieves a minimum at H1 ∈ H. Then by Lemma 3
the Lie algebra of Gw is symmetric with respect to the Euclidean structure
H1 on V . It remains only to see that the compact subgroup K0 of Gw is
conjugate to a subgroup of the orthogonal group for this Euclidean struc-
ture. For each H ∈ H we have a corresponding special orthogonal group
SO(H,V ) ⊂ SL(V ). For g ∈ SL(V ) the groups SO(H,V ), SO(g(H), V ) are
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conjugate by g in SL(V ). Recall that we chose the metric | |1 to be K0-
invariant. This means that K0 fixes the base point [1] in H. Suppose we can
find a point H0 in H that minimizes F and that is also K0-invariant. Then
K0 is contained in SO(H0, V ). But by the second part of Lemma 4 there is
a γ ∈ Gw such that γ(H0) = H1. Thus conjugation by γ takes SO(H0, V ) to
SO(H1, V ) and takes K0 to a subgroup on SO(H1, V ), as required.

To sum up, Theorem 2 will be proved if we can establish the following
result.

Theorem 5. Let F be a convex function on H, invariant under a group Gw ⊂
SL(V ). Let K0 be a compact subgroup of Gw and let [1] ∈ H be fixed by K0.
Then if V is an ireducible representation of Gw there is a point H0 ∈ H where
F achieves its minimum and that is fixed by K0.

(Notice that the hypothesis here that there is a point [1] ∈ H fixed by
K0 is actually redundant, since any compact subgroup of SL(V ) fixes some
metric.)

4 Riemannian geometry argument

In this section we will see that Theorem 5 is a particular case of a more general
result in Riemannian geometry. Let M be a complete Riemannian manifold,
so for each point p ∈M we have a surjective exponential map

expp : TMp →M.

We suppose M has the following property:

Property (∗)
For each point p in M the exponential map expp is distance-increasing:

d(expp(ξ), expp(η)) ≥ |ξ − η|.
Readers with some background in Riemannian geometry will know that

it is equivalent to say that M is simply connected with nonpositive sectional
curvature, but we do not need to assume knowledge of these matters. The
crucial background we need to know is the following.

Fact
There is a metric on H = SL(V )/SO(V ) for which the action of SL(V ) is

isometric, with the geodesics described in (1) above and having Property (∗).
This Riemannian metric on H can be given by the formula

‖δH‖2H = Tr
(
δHH−1

)2
.

The distance-increasing property can be deduced from the fact that H has
nonpositive curvature and standard comparison results for Jacobi fields. For
completeness, we give a self-contained proof of the Fact in the appendix.
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The piece of theory we need to recall in order to state our theorem is the
notion of the “sphere at infinity” associated to a manifold M with Property (∗).
This will be familiar in the prototype cases of Euclidean space and hyperbolic
space. In general, for x ∈M write Sx for the unit sphere in the tangent space
TMx and define

Θx : M \ {x} → Sx

by

Θx(z) =
exp−1

x (z)
| exp−1

x (z)| .

If y is another point in M and R is greater than the distance d = d(x, y) we
define

FR,x,y : Sy → Sx

by
FR,x,y(ν) = Θx expy(Rν).

Lemma 6. For fixed x, y, ν the norm of the derivative of FR,x,y,ν with respect
to R is bounded by

| ∂

∂R
FR,x,y(ν)| ≤ d

R(R− d)
.

Let γ be the geodesic γ(t) = expy(tν), let w be the point γ(R), and let σ
be the geodesic from x to w. The distance-increasing property of expx implies
that the norm of the derivative appearing in the statement is bounded by
d(x,w)−1 times the component of γ′(R) orthogonal to the tangent vector of
σ at w. Thus

| ∂

∂R
FR,x,y(ν)| ≤ sinφ

d(x,w)
,

where φ is the angle between the geodesics γ, σ at w. By the triangle in-
equality, d(x,w) ≥ R − d. In a Euclidean triangle with side lengths d,R the
angle opposite the side of length d is at most sin−1(d/R). It follows from the
distance-increasing property of expz that sinφ ≤ d/R. Thus

sinφ

d(x,w)
≤ d

R(R− d)
,

as required.
Since the integral of the function 1/R(R − d), with respect to R, from

R = 2d (say) to R = ∞, is finite, it follows from the lemma that FR,x,y

converges uniformly as R → ∞ to a continuous map Fx,y : Sy → Sx, and
obviously Fx,x is the identity. Let z be another point in M , and ν a unit
tangent vector at z. Then we have an identity that follows immediately from
the definitions:

FR,x,z(ν) = FR′,x,y ◦ FR,y,z(ν),
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where R′ = d(y, expz(Rν)). Since, by the triangle inequality again,

R′ ≥ R− d(y, z),

we can take the limit as R→∞ to obtain

Fx,z = Fx,y ◦ Fy,z : Sz → Sx.

In particular, Fy,x is inverse to Fx,y, so the maps Fx,y give a compatible
family of homeomorphisms between spheres in the tangent spaces. We define
the sphere at infinity S∞(M) to be the quotient of the unit sphere bundle of
M by these homeomorphisms, with the topology induced by the identification
with Sx0 for any fixed base point x0.

Now suppose that a topological group Γ acts by isometries on M . Then Γ
acts on S∞(M), as a set. Explicitly, if we fix a base point x0 and identify the
sphere at infinity with Sx0 , the action of a group element g ∈ Γ is given by

g(ν) = lim
R→∞

Θx0g(expx0
Rν).

Write the action as
A : Γ × Sx0 → Sx0 .

Given a compact set P ⊂ Γ we can define

AR : P × Sx0 → Sx0 ,

for sufficiently large R, by

AR(g, ν) = Θx0g(expx0
Rν).

Since g(expx0
Rν) = expg(x0)(Rg∗ν), the maps AR converge uniformly as

R → ∞ to the restriction of A to P × Sx0 . It follows that the action A is
continuous. With these preliminaries in place we can state our main technical
result.

Theorem 7. Suppose that the Riemannian manifold M has Property (∗).
Suppose that Γ acts by isometries on M and that F is a convex Γ -invariant
function on M . Then either there is a fixed point for the action of Γ on S∞(M)
or the function F attains its minimum in M . Moreover, in the second case, if
K0 is a subgroup of Γ that fixes a point x ∈M , then there is a point x′ ∈M
where F attains its minimum in M and with x′ fixed by K0.

Return now to our example H. The tangent space at the identity matrix
[1] is the set of trace-free symmetric matrices. We define a weighted flag (F , μ)
to be a strictly increasing sequence of vector subspaces

0 = F0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fr = V
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with associated weights μ1 > μ2 > · · · > μr, subject to the conditions∑
niμi = 0,

∑
niμ

2
i = 1,

where ni = dimFi/Fi−1. If S is a trace-free symmetric endomorphism with
Tr S2 = 1 then we associate a weighted flag to S as follows. We take μi to be
the eigenvalues of S, with eigenspaces Ei, and form a flag with

F1 = E1, F2 = E1 ⊕ E2, . . . .

It is clear then that the unit sphere S[1] in the tangent space of H at [1] can
be identified with the set of all weighted flags. Now there is an obvious action
of SL(V ) on the set of weighted flags and we have the following:

Lemma 8. The action of SL(V ) on the sphere at infinity in H coincides with
the obvious action under the identifications above.

This is clearly true for the subgroup SO(V ). We use the fact that given any
weighted flag (F , μ) and g ∈ SL(V ) we can write g = uh, where u ∈ SO(V )
and h preserves F . (This is a consequence of the obvious fact that SO(V )
acts transitively on the set of flags of a given type.) Thus it suffices to show
that such h fix the point S in the unit sphere corresponding to (F , μ) in the
differential-geometric action. By the SO(V ) invariance of the setup we can
choose a basis so that F is the standard flag

0 ⊂ Rn1 ⊂ Rn1 ⊕Rn2 ⊂ · · · ⊂ Rn.

Then S is the diagonal matrix with diagonal entries μ1, . . . , μr, repeated ac-
cording to the multiplicities n1, . . . , nr. The matrix h is upper triangular in
blocks with respect to the flag. Now consider, for a large real parameter R,
the matrix

MR = exp
(
−RS

2

)
h exp

(
RS

2

)
.

Consider a block hij of h. The corresponding block of MR is

(MR)ij = eR(μi−μj)/2hij .

Since h is upper-triangular in blocks and the μi are increasing, we see that
MR has a limit as R tends to infinity, given by the diagonal blocks in h. Since
these diagonal blocks are invertible, the limit of M(R) is invertible; hence

δR = Tr (log(MRM∗
R))2

is a bounded function of R. But δ
1/2
R is the distance in Hn between exp(RS)

and h exp(RS)hT . It follows from the comparison argument, as before, that
the angle between Θ[1](h exp(RS)hT ) and S tends to zero as R → ∞; hence
h fixes S in the differential-geometric action.

Now Theorem 3 is an immediate consequence of Theorem 7 and Lemma 8,
since if Gw fixes a point on the sphere at infinity in H, it fixes a flag, hence
some nontrivial subspace of V , and V is reducible as a representation of Gw.
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Remarks 9. • The advantage of this approach is that Theorem 4 seems
quite accessible to geometric intuition. For example, it is obviously true
in the case that M is hyperbolic space, taking the ball model, and we
suppose that F extends continuously to the boundary of the ball. For
then F attains its minimum on the closed ball, and if there are no min-
imizing points in the interior, the minimizer on the boundary must be
unique (since there is a geodesic asymptotic to any two given points in
the boundary).

• The author has not found Theorem 7 in the literature, but it does not seem
likely that it is new. There are very similar results in [1], for example. The
author has been told by Martin Bridson that a more general result of this
nature holds, in the context of proper CAT(0) spaces. The proof of this
more general result follows in an obvious way from Lemma 8.26 of [3] (see
also Corollary 8.20 in that reference).

• The hypothesis on the existence of a fixed point x for K0 in the statement
of Theorem 7 is redundant, since any compact group acting on a manifold
with Property (∗) has a fixed point, by a theorem of Cartan (see the
remarks at the end of Section 3 above, and at the end of Section 5.2
below). However, we do not need to use this.

We now prove Theorem 7. We begin by disposing of the statement involv-
ing the compact group K0. Suppose that F attains its minimum somewhere
in M . Then, by convexity, the minimum set is a totally geodesic submanifold
Σ ⊂M . The action of K0 preserves Σ, since F is Γ -invariant and K0 is con-
tained in Γ . Let x′ be a point in Σ that minimizes the distance to the K0

fixed-point x. Then if x′′ is any other point in Σ the geodesic segment from
x′ to x′′ lies in Σ and is orthogonal to the geodesic from x to x′ at x′. By the
distance-increasing property of the exponential map at x′ it follows that the
distance from x to x′′ is strictly greater than the distance from x to x′. Thus
the distance-minimizing point x′ is unique, hence fixed by K0.

To prove the main statement in Theorem 7 we use the following lemma.

Lemma 10. Suppose that M has Property (∗) and N is any set of isometries
of M . If there is a sequence xi in M with d(x0, xi) →∞ and for each g ∈ N
there is a Cg with d(xi, gxi) ≤ Cg for all i, then there is a point in S∞(M)
fixed by N .

Set Ri = d(x0, xi) and νi = Θx0(xi) ∈ Sx0 . By the compactness of this
sphere we may suppose, after perhaps taking a subsequence, that the νi con-
verge as i tends to infinity to some ν ∈ Sx0 . Then for each g ∈ N we have,
from the definitions,

ARi(g, νi) = Θx0(gxi).

Fixing g, let φi be the angle between the unit tangent vectors νi = Θx0(xi)
and Θx0(gxi). The distance-increasing property implies, as in Lemma 6, that

sinφi ≤ Cg/Ri.
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The angle φi can be regarded as the distance dist( , ) between the points νi
and ARi(g, νi) in the sphere Sx0 . In other words, we have

dist ((νi, ARi(g, νi)) ≤ sin−1(
Cg

Ri
).

Now take the limit as i → ∞: we see that dist (ν,A(g, ν)) = 0, which is to
say that ν is fixed by g.

To prove Theorem 7, consider the gradient vector field grad F of the
function F , and the associated flow

dx

dt
= −grad Fx

on M . By the standard theory, given any initial point there is a solution x(t)
defined for some time interval (−T, T ).

Lemma 11. If x(t) and y(t) are two solutions of the gradient flow equation,
for t ∈ (−T, T ), then d(x(t), y(t)) is a nonincreasing function of t.

If x(t) and y(t) coincide for some t then they must do so for all t, by uniqueness
of the solution of the flow equation, and in that case the result is certainly true.
If x(t) and y(t) are always different, then the function D(t) = d(x(t), y(t)) is
smooth: we compute the derivative at some fixed t0. Let γ(s) be the geodesic
from x(t0) = γ(0) to y(t0) = γ(D). Clearly

D′(t0) = 〈gradFx(t), γ
′(0)〉 − 〈gradFy(t), γ

′(D)〉.
But 〈gradFγ(s), γ

′(s)〉 is the derivative of the function F ◦ γ(s), which is non-
decreasing in s by the convexity hypothesis, so D′(t0) ≥ 0, as required.

A first consequence of this lemma—applied to y(t) = x(t + δ) and taking
the limit as δ → 0—is that the velocity |dx

dt |of a gradient path is decreasing.
Thus for finite positive time, x(t) stays in an a priori determined compact
subset of M (since this manifold is complete). It follows that the flow is
actually defined for all positive time, for any initial condition. Consider an
arbitrary initial point x0 and let x(t) be this gradient path, for t ≥ 0. If there
is a sequence ti →∞ such that x(ti) is bounded, then, taking a subsequence,
we can suppose that x(ti) converges and it follows in a standard way that
the limit is a minimum of F . If there is no such minimum then we can take
a sequence such that xi = x(ti) tends to infinity. Suppose that g is in Γ , so
the action of g on M preserves F and the metric. Then y(t) = g(x(t)) is a
gradient path with initial value g(x0) and d(xi, gxi) ≤ Cg = d(x0, gx0). Then,
by Lemma 10, there is a fixed point for the action of Γ on S∞(M).

There is an alternative argument that is perhaps more elementary, al-
though it takes more space to write down in detail. With a fixed base point
x0 choose c with infM F < c < F (x0) and let Σc be the hypersurface F−1(c).
Let zc ∈ Σc be a point that minimizes the distance to x0, so that x0 lies
on a geodesic γ from zc normal to Σc. The convexity of F implies that the
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second fundamental form of Σc at zc is positive with respect to the normal
given by the geodesic from zc to x0. A standard comparison argument in
“Fermi coordinates” shows that the exponential map on the normal bundle
of Σc is distance-increasing on the side toward x0. In particular, let w be
another point in Σc and y = exp(Rξ), where ξ is the unit normal to Σc at
w pointing in the direction of increasing F and R = d(x0, zc). Then we have
d(zc, w) ≤ d(x0, y). Now suppose g is in Γ . Then g preserves Σc and if we
take w = g(zc) above we have y = g(x0). So we conclude from this comparison
argument that d(zc, g(zc)) ≤ d(x0, gx0). Now take a sequence ci decreasing to
inf F (which could be finite or infinite). We get a sequence xi = zci of points
in M . If (xi) contains a bounded subsequence then we readily deduce that
there is a minimum of F . If xi tends to infinity we get a sequence to which
we can apply Lemma 5, since d(xi, gxi) ≤ Cg = d(x0, gx0).

5 Discussion

5.1 Consequences of Theorem 1

• We start with a simple Lie algebra g and use Theorem 1 to obtain an
embedding g ⊂ End(V ), for a Euclidean space V , with g preserved by the
transposition map. We also have a corresponding Lie group G ⊂ SL(V ).
We write K for the identity component of G ∩ SO(V ). It follows immedi-
ately from Theorem 1 that K is a maximal compact connected subgroup
of G, and any maximal compact connected subgroup is conjugate to K.

• The involution α �→ −αT on End(V ) induces a Cartan involution of g, so
we have an eigenspace decomposition

g = k⊕ p

with k = Lie(K) and

[k,k] ⊂ k , [k,p] ⊂ p , [p,p] ⊂ k. (1)

Notice that k is nontrivial, for otherwise g would be abelian.
• Consider the bilinear form B(α, β) = Tr(αβ) on g. Clearly this is positive

definite on p, negative definite on k, and the two spaces are B-orthogonal.
Thus B is nondegenerate. The Killing form B̂ of g is negative definite on
k (since the restriction of the adjoint action to K preserves some metric
and k is not an ideal). So the Killing form is not identically zero and must
be a positive multiple of B (otherwise the relative eigenspaces would be
proper ideals). In fact, we do not really need this step, since in our proof
of Theorem 1 the vector space W is g itself, and B is trivially equal to
the Killing form.

• Either p is trivial, in which case G is itself compact, or there is a non-
trivial Riemannian symmetric space of negative type M−

g = G/K asso-
ciated to g. This can be described rather explicitly. Let us now fix on
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the specific representation g ⊂ End(g) used in the proof of Theorem 1.
Say a Euclidean metric on g is “optimal” if the adjoint embedding is sym-
metric with respect to the metric, as in Theorem 1. (It is easy to see
that the optimal metrics are exactly those that minimize the norm of
the bracket, among all metrics of a given determinant.) Then M−

g can be
identified with the set of optimal metrics, a totally geodesic submanifold
of H = SL(g)/SO(g).

• So far we have worked exclusively in the real setting. We will now see
how to derive the existence of compact real forms of a simple complex Lie
algebra.

Lemma 12. If g is a simple complex Lie algebra then it is also simple
when regarded as a real Lie algebra.

To see this, suppose that A ⊂ g is a proper real ideal: a real vector
subspace with [A,g] ⊂ A. By complex linearity of the bracket, A ∩ iA is
a complex ideal, so we must have A ∩ iA = 0. But then since ig = g we
have [A,g] = [A, ig] = i[A,g] ⊂ iA, so [A,g] = 0. But A + iA is another
complex ideal, so we must have g = iA⊕A, and g is abelian.

Lemma 13. Let g be a simple complex Lie algebra and let g = Lie(G) ⊂
EndV be an embedding provided by Theorem 1, regarding g as a real Lie
algebra. Then g is the complexification of the Lie algebra of the compact
group K = G ∩ SO(V ).

The inclusions (2) imply that

I = (p ∩ ik) + (k ∩ ip)

is a complex ideal in g, so either I = g or I = 0. In the first case we have
ik = p, and g is the complexification of k, as required. So we have to rule
out the second case. If this were to hold we would have k ∩ ip = 0, so
g = k⊕(ip). Then [ip, ip] ⊂ k, so the map σ on g given by multiplication
by 1 on k and by −1 on ip is another involution of g, regarded as a real
Lie algebra. Now let B̂C be the Killing form regarded as a complex Lie
algebra. So B̂ = 2ReB̂C. The fact that σ is an involution of g means that
B̂(k, ip) = 0. But we know that p is the orthogonal complement of k with
respect to B and B̂, so we must have ip = p. But B̂ is positive definite
on p, while B̂(iα, iα) = 2ReB̂C(iα, iα) = −B̂(α, α) so p ∩ ip = 0. This
means that p = 0 and g = k which is clearly impossible (by the same
argument with the Killing form).

• The argument above probably obscures the picture. If one is interested
in the complex situation it is much clearer to redo the whole proof in
this setting, working with Hermitian metrics on complex representation
spaces. The proof goes through essentially word for word, using the fact
that the standard metric on SL(n,C)/SU(n) has Property (∗).Then one
can deduce the real case from the complex case rather than the other way
around, as we have done above.
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• Returning to the case of a simple real Lie algebra g that is not the Lie
algebra of a compact group, we can also give an explicit description of the
symmetric space M+

g of positive type dual to M−
g . Fix an optimal metric

on g and extend it to a Hermitian metric H on g ⊗C. Then M+
g is the

set of real forms g′ ⊂ g⊗C that are conjugate by Gc to g and such that
the restriction of Re H to g′ is an optimal metric on g′. This is a totally
geodesic submanifold of SU(g ⊗C)/SO(g).

5.2 Comparison with other approaches

The approach we have used, minimizing the norm of the Lie bracket, is essen-
tially the same as that suggested by Cartan, and carried through by Richard-
son, with the difference that we do not assume known that the Killing form
is nondegenerate, so we operate with a special linear group rather than an or-
thogonal group. The crucial problem is to show that the minimum is attained
when the Lie algebra is simple. This can be attacked by considering points
in the closure of the relevant orbit for the action on the projectivized space.
Richardson gives two different arguments. One uses the fact that a semisimple
Lie algebra is rigid with respect to small deformations; the other uses the fact
that a semisimple Lie algebra is its own algebra of derivations, so the orbits
in the variety of semisimple Lie algebras all have the same dimension.

There is a general procedure for testing when an orbit contains a minimal
vector, using Hilbert’s 1-parameter subgroup criterion for stability in the sense
of geometric invariant theory [10]. In the Lie algebra situation this gives a cri-
terion involving the nonexistence of filtrations of a certain kind, but the author
does not know an easy argument to show that simple Lie algebras do not have
such filtrations. However, it is also a general fact that in the unstable case,
there is a preferred maximally destabilizing 1-parameter subgroup. This the-
ory was developed by Kempf [8], Hesselink [6], Bogomolov [2], and Rousseau
[16] in the algebraic setting, and—in connection with the moment map and
the length function—by Kirwan [7] and Ness [13]. The argument we give in
Section 4 is essentially a translation of this theory into a differential-geometric
setting. Lauret [11] has applied this general circle of ideas (geometric invari-
ant theory/moment maps/minimal vectors) to more sophisticated questions
in Lie algebra theory—going beyond the case of simple algebras.

One advantage of this method, in the real case, is that the uniqueness of
maximal compact subgroups up to conjugacy emerges as part of the package.
In the usual approach [5, Theorem 13.5], this is deduced from a separate
argument: Cartan’s fixed-point theorem for spaces of negative curvature. We
avoid this, although the techniques we apply in Section 4 are very similar in
spirit.
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6 Appendix

We give a simple proof of the well-known fact stated in Section 4 that the
manifold H has Property (∗). We identify H with n × n positive definite
symmetric matrices of determinant 1. It suffices to prove the statement for
the exponential map at the identity matrix. Recall that the metric on H is
given by |δH |2H = Tr

(
(δH)H−1

)2. For fixed symmetric matrices S, α and a
small real parameter h define

H(h) = (exp(S + hα)− exp(S)) exp(−S)

and
v =

dH

dh
|h=0.

we need to show that for any S and α, we have

Tr v2 ≥ Tr α2.

To see this we introduce another real parameter t and set

H(t, h) = (exp(t(S + hα)) − exp(tS)) exp(−tS).

Then one readily computes

∂H

∂t
= [S,H ] + hα exp(t(S + hα)) exp(−tS).

Now differentiate with respect to h and evaluate at h = 0 to get a matrix-
valued function V (t). Then we have

dV

dt
=

∂2H

∂h∂t
|h=0 = [S, V ] + α.

Clearly v = V (1) and V (0) = 0, so our result follows from the following
lemma:

Lemma 14. Let S, α be real symmetric n × n matrices and let V (t) be the
matrix-valued function that is the solution of the ODE

dV

dt
= [S, V ] + α

with V (0) = 0. Then
Tr V (t)2 ≥ t2Tr α2

for all t.

To see this, consider first a scalar equation

df+

dt
= λf+ + a,
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with λ, a constants and with the initial condition f+(0) = 0. The solution is

f+(t) =
(

eλt − 1
λ

)
a,

where we understand that the expression in parentheses is to be interpreted
as t in the case λ = 0. Let f−(t) satisfy the similar equation

df−

dt
= −λf− + a,

with f−(0) = 0. Then
f+(t)f−(t) = t2a2Q(t),

where

Q(t) =
(eλt − 1)(1− e−λt)

λ2t2
=

2(cosh(λt) − 1)
λ2t2

.

It is elementary that Q(t) ≥ 1, so f+(t)f−(t) ≥ t2a2.
Now consider the operator adS acting on n× n matrices. We can suppose

that S is diagonal with eigenvalues λi. Then a basis of eigenvectors for adS is
given by the standard elementary matrices Eij and

adS(Eij) = λijEij ,

where λij = λi−λj . Thus the matrix equation reduces to a collection of scalar
equations for the components Vij(t). Since λji = −λij and αij = αji, each
pair Vij , Vji satisfies the conditions considered for f+, f− above and we have

Vij(t)Vji(t) ≥ α2
ijt

2.

(This is also true, with equality, when i = j.) Now summing over i, j gives the
result.

This proof is not very different from the usual discussion of the Jacobi
equation in a symmetric space. It is also much the same as the proof of Hel-
gason’s formula for the derivative of the exponential map [5, Theorem 1.7].
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Summary. We introduce a stratification on the space of symplectic flags on the
de Rham bundle of the universal principally polarized abelian variety in positive
characteristic. We study its geometric properties, such as irreducibility of the strata,
and we calculate the cycle classes. When the characteristic p is treated as a formal
variable these classes can be seen as a deformation of the classes of the Schubert
varieties for the corresponding classical flag variety (the classical case is recovered
by putting p equal to 0). We relate our stratification with the E-O stratification on
the moduli space of principally polarized abelian varieties of a fixed dimension and
derive properties of the latter. Our results are strongly linked with the combinatorics
of the Weyl group of the symplectic group.

Key words: moduli space, abelian variety, E-O-stratification, cycle classes,
Weyl group.
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1 Introduction

The moduli space Ag of principally polarized abelian varieties of dimension g
is defined over the integers. For the characteristic-zero fiber Ag ⊗ C we have
an explicit description as an orbifold Sp2g(Z)\Hg with Hg the Siegel upper
half-space of degree g. It is a recent insight, though, that perhaps the positive
characteristic fibres Ag ⊗ Fp are more accessible than the characteristic-zero
one. A good illustration of this is provided by the E-O stratification of Ag⊗Fp,
a stratification consisting of 2g quasi-affine strata. It was originally defined by
Ekedahl and Oort (see [Oo01]) by analyzing the structure of the kernel of
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multiplication by p of an abelian variety. It turns out that this group scheme
can assume 2g forms only, and this led to the strata. For g = 1 the two
strata are the loci of ordinary and of supersingular elliptic curves. Some strata
possess intriguing properties. For example, the stratum of abelian varieties of
p-rank 0 is a complete subvariety of Ag ⊗ Fp of codimension g, the smallest
codimension possible. No analogue in characteristic 0 of either this stratum
or the stratification is known. In fact, Keel and Sadun [KS03] proved that
complete subvarieties of Ag ⊗ C of codimension g do not exist for g ≥ 3.

While trying to find cycle classes for the E-O strata we realized that the
strata could be described as degeneration loci for maps between vector bun-
dles, and since such loci are indexed by Young diagrams, our attention was
turned towards the combinatorics of the Weyl group. When considered in this
light it is clear that much of the combinatorics of [Oo01] is closely related to
the Weyl group Wg of Sp2g, which is the semisimple group relevant for the
analytic description of Ag ⊗C. The main idea of this paper is to try to make
this connection more explicit. More precisely, the combinatorics of the E-O
strata is most closely related to the combinatorics associated to Wg and the
Weyl subgroup corresponding to the maximal parabolic subgroup P of ele-
ments of Sp2g stabilizing a maximal isotropic subspace in the 2g-dimensional
symplectic vector space. Indeed, this sub-Weyl group is Sg, the group of per-
mutations on g letters (embedded as a sub-Weyl group in Wg), and the E-O
strata are in bijection with the cosets in Wg/Sg; we shall use the notation Vν

for the (open) stratum of Ag ⊗ Fp corresponding to ν ∈ Wg/Sg (and Vν for
its closure). The coset space Wg/Sg is also in bijection with the set of Bruhat
cells in the space of maximal totally isotropic flags Sp2g /P and we believe
this to be no accident. (The formal relation between Ag and Sp2g /P is that
Sp2g /P is the compact dual of Hg.)

In order to push the analogy further we introduce a “flag space” Fg → Ag

whose fibers are isomorphic to the fibers of the quotient morphism Sp2g /B →
Sp2g /P , where B is a Borel subgroup of P . In positive characteristic we define
(and this definition makes sense only in positive characteristic) a stratifica-
tion of Fg, whose open strata Uw and their corresponding closures Uw are
parametrized by the elements of Wg. This stratification is very similar to
the stratification by Bruhat cells of Sp2g /B and their closures, the Schubert
strata, which are also parametrized by the elements of Wg. Our first main re-
sult is that this is more than a similarity when one works locally; we show (cf.,
Therorem 8.2) that for each point of Fg there is a stratum-preserving local
isomorphism (in the étale topology) taking the point to some point of Sp2g /B.
Since much is known about the local structure of the Schubert varieties we
immediately get a great deal of information about the local structure of our
strata. The first consequence is that Uw is equidimensional of dimension equal
to the length of w. A very important consequence is that the Uw are all normal;
this situation differs markedly from the case of the closed E-O strata, which
in general are not normal. Another consequence is that the inclusion relation
between the strata is given exactly by the Bruhat–Chevalley order on Wg .
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(A much more sophisticated consequence is that the local structure of the
#-adic intersection complex for a closed stratum is the same as for the Schu-
bert varieties and in particular that the dimensions of its fibers over the open
strata of the closed stratum are given by the Kazhdan–Lusztig polynomials.
We shall not, however, pursue that in this article.)

We give several applications of our results to the structure of the strata
Uw. The first, and most important, is that by construction the strata Uw

are defined as the loci where two symplectic flags on the same vector bundle
are in relative position given by w. After having shown that they have the
expected codimension and are reduced, we can use formulas of Fulton, as well
as those of Pragacz and Ratajski, as crystallized in the formulas of Kresch
and Tamvakis, to get formulas for the cycle classes of the strata. A result of
Fulton gives such formulas (cf., Theorem 12.1) for all strata but in terms of
a recursion formula that we have not been able to turn into a closed formula;
however, these formulas should have independent interest and we use them
to get formulas for the E-O strata as follows. If w ∈ Wg is minimal for the
Bruhat–Chevalley order in its coset wSg, then Uw maps by a finite étale map
to the open E-O stratum Vν corresponding to the coset ν := wSg . We can
compute the degree of this map in terms of the combinatorics of the element
w and we then can push down our formulas for Uw to obtain formulas for the
cycle classes of the E-O strata. Also the formulas of Kresch and Tamvakis can
be used to give the classes of E-O strata. One interesting general consequence
(cf., Theorem 13.1) is that each class is a polynomial in the Chern classes λi

of the Hodge bundle, the cotangent bundle of the zero-section of the universal
abelian variety, and the coefficients are polynomials in p. This is a phenomenon
already visible in the special cases of our formula that were known previously;
the oldest such example being Deuring’s mass formula for the number of
supersingular elliptic curves (weighted by one over the cardinalities of their
groups of automorphisms) that says that this mass is (p−1)/12. This appears
in our context as the combination of the formula (p− 1)λ1 for the class of the
supersingular locus and the formula deg λ1 = 1/12. We interpret these results
as giving rise to elements in the p-tautological ring; this is the ring obtained
from the usual tautological ring, the ring generated by the Chern classes of
the Hodge bundle, by extending the scalars to Z{p}, the localization of the
polynomial ring Z[p] at the polynomials with constant coefficient 1. Hence
we get elements parametrized by Wg/Sg in the p-tautological ring and we
show that they form a Z{p}-basis for the p-tautological ring. Putting p equal
to 0 maps these elements to elements of the ordinary tautological ring that
can be identified with the Chow ring of Sp2g /P , and these elements are the
usual classes of the Schubert varieties. It seems that these results call for a
p-Schubert calculus in the sense of a better understanding of these elements
of the p-tautological ring and their behavior under multiplication.

However, there seems to be a more intriguing problem. We have for each
w ∈ Wg a stratum in our flag space and these strata push down to elements
of the p-tautological ring under the projection map to Ãg (a suitable toroidal
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compactification of Ag). When setting p to 0 these elements specialize to the
classes of the images of the Schubert varieties of Sp2g /Bg in Sp2g /P , and for
them the situation is very simple: either w is minimal in its Sg coset and then
the Schubert variety maps birationally to the corresponding Schubert variety
of Sp2g /P or it is not and then it maps to 0. When it comes to the elements of
the p-tautological ring this allows us to conclude only – in the nonminimal case
– that the coefficients are divisible by p, and indeed in general, they are not
zero. We show that unless they map to 0 they will always map to a multiple
of a class of an E-O stratum. When the element w is minimal in its Sg-coset,
this stratum is indexed by the coset spanned by w. Our considerations give an
extension of this map from elements minimal in their cosets to a larger class
of elements. We give some examples of this extension, but in general it seems
a very mysterious construction.

Another application is to the irreducibility of our strata (and hence also
to the strata of the E-O stratification, since they are images of some of our
strata). Since the strata are normal, this is equivalent to the connectedness
of a stratum, and this connectedness can sometimes (cf. Theorem 11.5) be
proved via an arithmetic argument. It is natural to ask whether this method
produces all the irreducible strata, and for the characteristic large enough (the
size depending on g) we can show that indeed it does. This is done using a
Pieri-type formula for our strata obtained by applying a result of Pittie and
Ram. A Pieri-type formula for multiplying the class of a connected cycle by
an ample line bundle has as a consequence that a part of the boundary is
supported by an ample line bundle and hence that this part of the boundary
is connected. Applying this to λ1, which is an ample line bundle on Ag, allows
us to show that our results are optimal; cf. [Ha07]. We are forced to assume
that the characteristic is large (and are unable to specify how large), since we
do not know by which power of λ1 one needs to twist the exterior powers of
the dual of the Hodge bundle to make these generated by global sections.

There is a particular element of w∅ ∈Wg that is the largest of the elements
that are minimal in their right Sg-cosets and that has the property that Uw∅
maps generically of finite degree onto Ag. It is really the strata that are
contained in this stratum that seem geometrically related to Ag, and indeed
the elements w ∈ Wg lying below w∅ are the ones of most interest. (The rest of
Fg appears mostly as a technical device for relating our strata to the Schubert
varieties.) It should be of particular interest to understand the composite map
Uw∅ ⊂ Fg → Ag. It follows from a result of Oort on Dieudonné modules that
the inverse image of an open E-O stratum under this map is a locally constant
fibration. This focuses interest on its fibers, a fiber depending only on the
element of ν ∈ Wg/Sg that specifies the E-O stratum. We call these fibers
punctual flag spaces (see Section 9 for details). We determine their connected
components, showing in particular that two points in the same connected
component can be connected by a sequence of quite simple rational curves.
We also show that knowing which strata Uw have nonempty intersections with
a given punctual flag space would determine the inclusion relations between
the E-O strata.
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A geometric point x of the stratum Uw∅ corresponds to a symplectic flag
of subgroup schemes of the kernel of multiplication by p on the principally
polarized abelian variety that is the image of x in Ag under the map Fg →
Ag. This is reminiscent of de Jong’s moduli stack S(g, p) of Γ0(p)-structures;
cf. [Jo93]. The major difference (apart from the fact that Uw∅ makes sense
only in positive characteristic) is that the g-dimensional element of the flag
is determined by the abelian variety in our case. We shall indeed identify
Uw∅ with the component of the fiber at p of S(g, p) that is the closure of the
ordinary abelian varieties provided with a flag on the local part of the kernel
of multiplication by p. As a consequence we get that that component of S(g, p)
is normal and Cohen–Macaulay.

This paper is clearly heavily inspired by [Oo01]. The attentive reader will
notice that we re-prove some of the results of that paper, sometimes with
proofs that are very close to the proofs used by Oort. We justify such dupli-
cations by our desire to emphasize the relations with the combinatorics of Wg

and the flag spaces. Hence, we start with (a rather long) combinatorial section
in which the combinatorial aspects have been separated from the geometric
ones. We hope that this way of presenting the material will be as clarifying to
the reader as it has been to us. We intend to continue to exploit the approach
using the flag spaces in a future paper that will deal with K3 surfaces. Since
its announcement in [Ge99], our idea of connecting the E-O stratification on
Ag with the Weyl group and filtrations on the de Rham cohomology has been
taken up in other work. In this connection we want to draw attention to papers
by Moonen and Wedhorn; cf. [Mo01,MW04].

We would like to thank Piotr Pragacz for some useful comments.

Conventions. We shall exclusively work in positive characteristic p > 0 (note,
however, that in Section 13 the symbol p will also be a polynomial variable).
After having identified final types and final elements in Section 2 we shall often
use the same notation for the final type (which is a function on {1, . . . , 2g})
and the corresponding final element (which is an element of the Weyl group
Wg). In Sections 10 and 11 our strata will be considered in flag spaces over
not just Ag and Ãg but also over the corresponding moduli stacks with a level
structure. We shall define several natural objects, such as the Hodge bundle,
over several different spaces (such as the moduli space of abelian varieties as
well as toroidal compactifications of it). In order not to make the notation
overly heavy, the same notation (such as E) will normally be used for the
objects on different spaces. Since the objects in question will be compatible
with pullback, this should not cause confusion. Sometimes, when there might
still be such a risk we shall use subscripts (such as EAg and EÃg

) to distinguish
between them. Also, when there is no risk of confusion we shall use the same
name (like Uw and Uw) for a stratum and its extension to the compactified
moduli space.

Our moduli objects such as Ag are really Deligne–Mumford stacks. How-
ever, in order to avoid what we have found to be a sometimes awkward
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terminology (such as “flag stacks”), we shall usually speak of them as spaces
rather than stacks. In a similar vein, by for instance a “locally closed subset”
of an algebraic stack we shall mean a reduced locally closed substack.

2 Combinatorics

This section is of a preparatory nature and deals with the combinatorial as-
pects of the E-O stratification. The combinatorics is determined by the Weyl
group of the symplectic group of degree g. A general reference for the combi-
natorics of Weyl groups is [BL00]. We start by recalling some general notation
and facts about Wg and its Bruhat–Chevalley order. We then go on to give var-
ious descriptions of the minimal elements in the Sg cosets (which we presume
are well known). The short subsection on shuffles will be used to understand
the rôle that the multiplicative and étale parts of the Barsotti–Tate group
play in our stratification in the case of positive p-rank.

2.1 Final Elements in the Weyl Group

The Weyl group Wg of type Cg in Cartan’s terminology is isomorphic to the
semidirect product Sg � (Z/2Z)g, where the symmetric group Sg on g letters
acts on (Z/2Z)g by permuting the g factors. Another description of this group,
and the one we shall use here, is as the subgroup of the symmetric group S2g

formed by elements that map any symmetric 2-element subset of {1, . . . , 2g}
of the form {i, 2g + 1− i} to a subset of the same type:

Wg = {σ ∈ S2g : σ(i) + σ(2g + 1− i) = 2g + 1 for i = 1, . . . , g}.
The function i �→ 2g + 1 − i on the set {1, . . . , 2g} will occur frequently. We
shall sometimes use the notation ı for 2g + 1 − i. Using it we can say that
σ ∈ S2g is an element of Wg precisely when σ(ı) = σ(i) for all i. This makes
the connection with another standard description of Wg, namely as a group
of signed permutations. An element w in this Weyl group has a length and a
codimension defined by

#(w) = #{i < j ≤ g : w(i) > w(j)} + #{i ≤ j ≤ g : w(i) + w(j) > 2g + 1},
and

codim(w) = #{i < j ≤ g : w(i) < w(j)}+#{i ≤ j ≤ g : w(i)+w(j) < 2g+1}
and these satisfy the equality

#(w) + codim(w) = g2.

We shall use the following notation for elements in Wg. By [a1, a2, . . . , a2g] we
mean the permutation of {1, 2, . . . , 2g} with σ(i) = ai. Since σ(i) determines
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σ(2g +1− i) for 1 ≤ i ≤ g, sometimes we use the notation [a1, . . . , ag] instead
(when the ai are single digits we shall often dispense with the commas and
write [a1 . . . ag], which should cause no confusion). We shall also use cycle
notation for permutations. In particular, for 1 ≤ i < g we let si ∈ S2g be the
permutation (i, i+ 1)(2g− i, 2g + 1− i) in Wg, which interchanges i and i+ 1
(and then also 2g − i and 2g + 1 − i) and we let sg = (g, g + 1) ∈ S2g. Then
the pair (W = Wg, S = {s1, . . . , sg}) is a Coxeter system.

Let (W,S) be a Coxeter system and a ∈ W . If X is a subset of S we
denote by WX the subgroup of W generated by X . It is well known that for
any subset X of S there exists precisely one element w of minimal length in
aWX and it has the property that every element w′ ∈ aWX can be written in
the form w′ = wx with x ∈ WX and #(w′) = #(w) + #(x). Such an element w
is called an X-reduced element ; cf. [GrLie4-6, Chapter IV, Exercises §1].

Let W = Wg be the Weyl group and S the set of simple reflections. If we
take X = S\{sg}, then we obtain

WX = {σ ∈Wg : σ{1, 2, . . . , g} = {1, 2, . . . , g}} ∼= Sg.

There is a natural partial order on Wg with respect WX , the Bruhat–
Chevalley order. It is defined in terms of Schubert cells X(wi) by

w1 ≤ w2 ⇐⇒ X(w1) ⊆ X(w2).

Equivalently, if for w ∈Wg we define

rw(i, j) := #{a ≤ i : w(a) ≤ j}, (1)

then we have the combinatorial characterization

w1 ≤ w2 ⇐⇒ rw1(i, j) ≥ rw2(i, j) for all 1 ≤ i, j ≤ 2g.

(Indeed, it is easy to see that it is enough to check this for all 1 ≤ i ≤ g and
1 ≤ j ≤ 2g.) Chevalley has shown that w1 ≥ w2 if and only if any (hence
every) X-reduced expression for w1 contains a subexpression (obtained by just
deleting elements) that is a reduced expression for w2; here reduced means
that w2 is written as a product of #(w2) elements of S. Again, a reference for
these facts is [BL00].

We now restrict to the following case. Let V be a symplectic vector space
over Q and consider the associated algebraic group G = Sp(V ). If E ⊂ V is
a maximal isotropic subspace, then the stabilizer of the flag (0) ⊂ E ⊂ V
is a parabolic subgroup conjugate to the standard parabolic subgroup corre-
sponding to X . Since X is a heavily used letter we shall use H := S\{sg} ⊂ S
instead. Hence WH will denote the subgroup of Wg generated by the elements
of H and we will also use the notation PH for the parabolic subgroup cor-
responding to WH , i.e., the subgroup of the symplectic group stabilizing a
maximal totally isotropic subspace. Note that WH consists of the permuta-
tions of Wg that stabilize the subsets {1, . . . , g} and {g + 1, . . . , 2g} and that
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the restriction of the action of an element of WH to {1, . . . , g} determines
the full permutation. Therefore, we may identify WH with Sg, the group of
permutations of {1, . . . , g}, and we shall do so without further notice. (This is
of course compatible with the fact that H spans an Ag−1-subdiagram of the
Dynkin diagram of G.) There are 2g = |Wg|/|WH | elements in Wg that are
H-reduced elements. These 2g elements will be called final elements of Wg .
The Bruhat–Chevalley order between elements in Wg as well as the condition
for being H-reduced can be conveniently expressed in terms of the concrete
representation of elements of Wg as permutations in the following way.

Let A,B be to two finite subsets of {1, 2, . . . , g} of the same cardinality.
We shall write A ≺ B if for all 1 ≤ i ≤ |A| the ith-largest element of A is at
most equal to the ith-largest element of B.

Lemma 2.1. (i) If w = [a1a2 . . . ag] and w′ = [b1b2 . . . bg] are two elements
of Wg, then w ≤ w′ in the Bruhat–Chevalley order precisely when for all
1 ≤ d ≤ g we have {a1, a2, . . . , ad} ≺ {b1, b2, . . . , bd}.

(ii) Let w = [a1a2 . . . ag] ∈ Wg. Denote the final element of wWH by wf .
For w′ = [b1b2 . . . bg] ∈ Wg we have wf ≤ w′ in the Bruhat–Chevalley order
precisely when {a1, a2, . . . , ag} ≺ {b1, b2, . . . , bg}.

(iii) An element σ ∈Wg is H-reduced (or final) if and only if σ(i) < σ(j)
for all 1 ≤ i < j ≤ g. Also, σ is H-reduced if and only if σ sends the first
g − 1 simple roots into positive roots.

Proof. See for instance [BL00, p. 30]. ��

2.2 Final Types and Young Diagrams

There are other descriptions of final elements that are sometimes equally use-
ful. They involve maps of {1, 2, . . . , 2g} to {1, 2, . . . , g} and certain Young
diagrams. We begin with the maps.

Definition 2.2. A final type (of degree g) is a nondecreasing surjective map

ν : {0, 1, 2, . . . , 2g} → {0, 1, 2, . . . , g}

satisfying
ν(2g − i) = ν(i)− i + g for 0 ≤ i ≤ g.

We always have ν(0) = 0 and ν(2g) = g. Note that we have either ν(i + 1) =
ν(i) and then ν(2g − i) = ν(2g − i − 1) + 1 or ν(i + 1) = ν(i) + 1 and
then ν(2g − i) = ν(2g − i − 1). A final type is determined by its values on
{0, 1, . . . , g}. There are 2g final types of degree g corresponding to the vectors
(ν(i + 1) − ν(i))g−1

i=0 ∈ {0, 1}g. The notion of a final type was introduced by
Oort [Oo01].

To an element w ∈ Wg we can associate the final type νw defined by

νw(i) := i− rw(g, i).
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This is a final type because of the rule rw(g, 2g − i)− rw(g, i) = g − i, which
follows by induction on i ∈ {1, . . . , g} from the fact that w(2g + 1 − a) =
2g + 1 − w(a). It depends only on the coset wWH of w, since a permutation
of {a : 1 ≤ a ≤ g} does not change the definition of

rw(g, i) = #{a ≤ g : w(a) ≤ i}.
Conversely, to a final type ν we now associate an element wν of the Weyl

group, a permutation of {1, 2, . . . , 2g}, as follows. Let

β = {i1, i2, . . . , ik} = {1 ≤ i ≤ g : ν(i) = ν(i− 1)}
with i1 < i2 < · · · given in increasing order and let

βc = {j1, j2, . . . , jg−k}
be the elements of {1, 2, . . . , g} not in ξ, in decreasing order. We then define a
permutation wν by mapping 1 ≤ s ≤ k to is and k+1 ≤ s ≤ g to 2g+1−js−k.
The requirement that wν belong to Wg now completely specifies wν and by
construction wν(i) < wν(j) if 1 ≤ i < j ≤ g. Thus wν is a final element of
Wg. It is clear from Lemma 2.1 that we get in this way all final elements of
Wg. The Bruhat–Chevalley order for final elements can also be read off from
the final type ν. We have w ≥ w′ if and only if νw ≥ νw′ . This follows from
Lemma 2.1, (ii).

We summarize:

Lemma 2.3. By associating to a final type ν the element wν and to a final
element w ∈Wg the final type νw we get an order-preserving bijection between
the set of 2g final types and the set of final elements of Wg.

The final types are in bijection with certain Young diagrams. Our Young
diagrams will be put in a position that is opposite to the usual positioning, i.e.,
larger rows will be below smaller ones and the rows will be lined up to the right
(see next example). Furthermore, we shall make Young diagrams correspond
to partitions by associating to a diagram the parts that are the lengths of its
rows. Given g we shall say that a Young diagram is final of degree g if its parts
are ≤ g and no two parts are equal. They therefore correspond to subsets ξ
of {1, 2, . . . , g}. We write such a ξ as {ξ1, . . . , ξr} with g ≥ ξ1 > · · · > ξr.

To a final type ν we now associate the Young diagram Yν whose associated
subset ξ is defined by

ξj = #{i : 1 ≤ i ≤ g, ν(i) ≤ i− j}.
A pictorial way of describing the Young diagram is by putting a stack of
i− ν(i) squares in vertical position i for 1 ≤ i ≤ g.

Example 2.4. This example corresponds to

{ν(i) : i = 1, . . . , g} = {1, 2, . . . , g − 5, g − 5, g − 4, g − 4, g − 3, g − 3}
and hence ξ = {5, 3, 1} (see Figure 1).
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1 2 3 . . . g − 1 g

Fig. 1. Young diagram with ξ = {5, 3, 1}.

The final elements w in Wg are in one-to-one correspondence with the elements
of Wg/WH . The group Wg acts on Wg/WH by multiplication on the left, i.e.,
by the permutation representation. Therefore Wg also acts on the set of final
types and the set of final Young diagrams. To describe these actions we need
the notion of a break point.

By a break point of a final type ν we mean an integer i with 1 ≤ i ≤ g
such that either

1. ν(i− 1) = ν(i) �= ν(i + 1), or
2. ν(i− 1) �= ν(i) = ν(i + 1).

If i is not a break point of ν = νw then either ν(i+1) = ν(i− 1) or ν(i+1) =
ν(i− 1) + 2 and therefore νsiw = νw. In particular, g is always a break point.
The set of break points of ν is

{1 ≤ i ≤ g : νsiw �= νw}.

Since ν = νw determines a coset wWH , we have that i is not a break point of
ν if and only if w−1siw ∈ WH , i.e., if and only if wWH is a fixed point of si
acting on Wg/WH . The action of si on a final type ν is as follows: if i is not a
break point then ν is fixed; otherwise, replace the value of ν at i by ν(i) + 1
if ν(i− 1) = ν(i) and ν(i)− 1 otherwise.

If w is a final element given by the permutation [a1, a2, . . . , ag], then it
defines a second final element, called the complementary permutation, defined
by the permutation [b1, b2, . . . , bg], where b1 < b2 < · · · < bg are the elements
of the complement {1, 2, . . . , 2g}\{a1, . . . , ag}. If ξ is the partition defining the
Young diagram of w then ξc defines the Young diagram of the complementary
permutation. The set of break points of w (that is, of the corresponding ν)
and its complementary element are the same.

Lemma 2.5. Let w ∈ Wg be a final element with associated final type ν and
complementary element v.

(i) We have that v = σ1wσ0 = wσ1σ0, where σ0 (respectively σ1) is the
element of Sg (respectively Wg) that maps i with 1 ≤ i ≤ g to g + 1− i (resp.
to 2g + 1− i).

(ii) Let i ∈ {1, . . . , g}. If ν(i−1) �= ν(i) then v−1(i) = ν(i) and if ν(i−1) =
ν(i) then v−1(i) = 2g + 1− ν(2g + 1− i).
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Proof. Since w maps i to ai we have that 2g + 1 − ai is not among the aj

and hence bi = 2g + 1− ag+1−i (using that both the ai and bi are increasing
sequences). This gives σ1wσ0(i) = σ1(ag+1−i) = 2g + 1− ag+1−i = bi, but we
note that since w ∈ Wg, it commutes with σ1. Thus (i) holds.

If ν(i − 1) �= ν(i) and, say, ν(i) = i − k then we have k natural numbers
1 ≤ i1 < i2 < · · · < ik < i such that ν(ij − 1) = ν(ij). By the definition of v
we then have v(i − k) = (i − k) + k, since the k values ij (j = 1, . . . , k) are
values for v, hence not of w. The second part is checked similarly. ��
Remark 2.6. The elements σ1 and σ0 of course have clear root-theoretic
relevance: they are respectively the longest elements of Wg and Sg. Multi-
plication by σ1σ0 reverses the Bruhat–Chevalley order. Similarly it is clear
that going from a final element to its complementary element also reverses
the Bruhat–Chevalley order among the final elements and the first part of
our statement says that that operation is obtained by multiplying by σ1 and
σ0. Somewhat curiously, our use of the complementary permutation seems
unrelated to these facts.

In terms of Young diagrams the description is analogous and gives us a
way to write the element wν as a reduced product of simple reflections. To
each si we can associate an operator on final Young diagrams. If Y is a final
diagram, si is defined on Y by adding or deleting a box in the ith column
if this gives a final diagram (only one of the two can give a final diagram)
and then siY will be that new diagram; if neither adding nor deleting such a
box gives a final Young diagram we do nothing. In terms of the description as
subsets ξ, adding a box corresponds to g+1− i ∈ ξ and g+2− i /∈ ξ and then
siξ = (ξ \ {g + 1− i}) ∪ {g + 2− i}. It is then clear that for any final Young
diagram Y there is a word si1si2si3 · · · sik such that Y = si1si2si3 · · · sik∅,
where ∅ denotes the empty Young diagram. Comparison with the action of si
on final types and the correspondence between final types and Young diagrams
shows that the action of si on diagrams is indeed obtained from that on final
types. If we now have a word t = si1 · · · sik in the si we can make it act on
Young diagrams by letting each individual si act as specified. Note that this
action depends only on the image of t in Wg, but for the moment we want to
consider the action by words. We define the area of a Young diagram Y to be
the number of boxes it contains. We shall say that the word t is building if the
area of t∅ is equal to k, the length of the word (not the resulting element).
This is equivalent to the action of sir adding a box to sir+1 · · · sik∅ for all r.

Lemma 2.7. (i) If ν is a final type and t is a word in the si such that Y c
ν = t∅

then wν = w, where w is the image of t in Wg and #(wν) = g(g + 1)/2 −
area(Yν).

(ii) t is H-reduced if and only if t is building.

Proof. To prove (i) we begin by noting that t∅ depends only on the image of t
in Wg, so that (i) is independent of the choice of t. Hence we may prove it by
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choosing a particular t using induction on the area of Y c
ν . Note that g(g+1)/2−

area(Yν) = area(Y c
ν ), so that the last part of (i) says that #(wν) = area(Y c

ν ).
The final type ν with ν(i) = 0 for i ≤ g corresponds to a final diagram Yν with
an empty complementary diagram. We have wν = 1 ∈ Wg, the empty product,
and it has length 0. This proves the base case of the induction. Suppose we
have proved the statement for diagram Yν with area(Y c

ν ) ≤ a. Adding one
block to Y c

ν to obtain Y c
ν′ means that for some i we have g + 1 − i ∈ ξc and

g +2− i /∈ ξc, where ξc is the subset corresponding to Y c
ν , and the new subset

is (ξ′)c = (ξ\{g−i})∪{g−i+1}. This means that if i < g there are b < a ≤ g
such that wν(b) = i, wν(a) = 2g−i, wν′(b) = i+1, and wν′(a) = 2g+1−i, and
the rest of the integers between 1 and g remain unchanged. (The case i = g is
similar and left to the reader.) This makes it clear that we have wν′ = siwν , so
by the induction t maps to wν . It remains to establish the formula for #(wν). In
the definition of #(wν) only the second term contributes, since wν(i) < wν(j)
if i < j ≤ g. Now, the only difference in the collections of sums w(i) + w(j)
for i ≤ j and w equal to wν and wν′ appears for (i, j) = (b, a), and we have
wν(b) + wν(a) = 2g and wν′(b) + wν′(a) = 2g + 2, so that the length of wν′ is
indeed one larger than that of wν .

As for (ii), we have that t∅ = Y c
ν , where ν is the final type of w and then

(ii) is equivalent to t being H-reduced if and only if area(Y c
ν ) is equal to the

length of t. However, by (i) we know that area(Y c
ν ) is equal to #(wν), and t is

indeed H-reduced precisely when its length is equal to #(wν). ��
Example 2.8. Consider again the Young diagram of the previous example
but now for g = 5 (see Figure 2). We have ξ = {5, 3, 1} and thus ξc = {2, 4},
so wν = [13579] and wν can be written as s4s5s2s3s4s5 (we emphasize that
permutations act from the left on diagrams).

We now characterize final types. Besides the function ν = νw defined by

ν(i) = i−#{a ≤ g : w(a) ≤ i} = i− rw(g, i)

and extended by ν(2g− i) = ν(i)− i + g for i = 0, . . . , g, we define a function
μ = μw on the integers 1 ≤ i ≤ 2g by

μ(i) :=
(
max{w−1(a) : 1 ≤ a ≤ i} − g

)+
,

1 2 3 4 5
Fig. 2. Young diagram with g = 3 and ξ = {5, 3, 1}.
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where (x)+ := max(x, 0). Alternatively, we have

μ(i) = min {0 ≤ j ≤ g : rw(g + j, i) = i }.
Note that both μ and ν are nondecreasing functions taking values between 0
and g. Also for i = 1, . . . , 2g− 1 we have ν(i + 1) = ν(i) or ν(i + 1) = ν(i) + 1
and ν(2g) = μ(2g) = g. If w is a final element then νw is the final type
associated to w. For an arbitrary w the function ν is the final type of the final
element in the coset wSg .

Lemma 2.9. We have μw(i) ≥ νw(i) for 1 ≤ i ≤ 2g with equality precisely
when w is a final element and then νw is the final type of w.

Proof. We suppress the index w and first prove the inequality μ ≥ ν. Let
1 ≤ i ≤ g. Suppose that μ(i) = m, i.e., the maximal j with w(j) in [1, i] is
g + m. Then there are at most m elements from [g + 1, 2g] that map under
w into [1, i] and there are at least i−m elements from [1, g] with their image
under w in [1, i], so i− ν(i) ≥ i−m; in other words, ν(i) ≤ μ(i). For i in the
interval [g+1, 2g] we consider ν(2g−i) = #{a ≤ g : w(a) > i}. If μ(2g−i) = m
then there are at least g−m elements from [1, g] mapping into [1, 2g− i] and
thus ν(2g − i) is at most equal to m.

If w is final then w respects the order on [1, g], and this implies that if
#{a ≤ g : w(a) ≤ t} = n then t− n elements from [g + 1, 2g] map under w to
[1, t], so the maximum element from [g + 1, 2g] mapping into [1, t] is g + t−n.
Hence μ(t) = t− n = ν(t).

Conversely, if μ(i) = ν(i) then this guarantees that w(i) < w(j) for all
pairs 1 ≤ i < j ≤ g. Thus w is a final element. ��
Corollary 2.10. Let w ∈Wg. Then w is a final element if and only if
rw(g + νw(i), i) = i for all 1 ≤ i ≤ g.

Proof. Lemma 2.9 says that if w is final then we have

ν(i) = μ(i) = min {0 ≤ j ≤ g : rw(g + j, i) = i }
and in particular that ν(i) ∈ {0 ≤ j ≤ g : rw(g + j, i) = i }, which gives one
direction.

Conversely, if we have rw(g + νw(i), i) = i, then νw(i) ≥ μw(i), and then
Lemma 2.9 gives that w is final. ��

2.3 Canonical Types

We now deal with an iterative way of constructing the function ν starting
from its values on the endpoints and applying it repeatedly.

A final type ν is given by specifying ν(j) for j = 1, . . . , 2g. But it suffices
to specify the values of ν for the break points of ν. Under ν an interval [i1, i2]
between two consecutive break points of ν is mapped either to an interval of
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length i2− i1 or to one point. However, the image points ν(i1) and ν(i2) need
not be break points of ν. Therefore we enlarge the set of break points to a
larger set Cν , called the canonical domain. We define Cν to be the smallest
subset of {0, 1, . . . , 2g} containing 0 and 2g such that if j ∈ Cν then also
2g − j ∈ Cν and if j ∈ Cν then ν(j) ∈ Cν . It is obtained by starting from
R = {0, 2g} and adding the values ν(k) and ν(2g−k) for k ∈ R and continuing
till this stabilizes. The restriction of ν to Cν is called a canonical type. We
wish to see that the canonical domain Cν contains the break points of ν and
hence that we can retrieve ν from the canonical type of ν. To see this we need
a technical lemma (its formulation is somewhat obscured by the fact that we
also want to use it in another slightly different context).

Definition-Lemma 2.11. We shall say that a subset S ⊆ {0, 1, . . . , 2g} is
stable if it has the property that it contains 0 and is stable under i �→ i⊥ :=
2g− i. For a stable subset S a map f : S → S ∩ {0, 1, . . . , g} is adapted to S if
f(0) = 0 and f(2g) = g, if it is contracting, i.e., it is increasing and we have
f(j) − f(i) ≤ j − i for i < j and if it fulfills the following complementarity
condition: For any two consecutive i, j ∈ S (i.e., i < j and there are no k ∈ S
with i < k < j) we have f(j)− f(i) = j − i⇒ f(j⊥) = f(i⊥).

(i) If S is stable and f is a nonsurjective function adapted to S then there
is a proper subset T ⊂ S such that f|T is adapted to T .

(ii) If S is stable and f is a surjective function adapted to S then for any
two consecutive i, j ∈ S we have either f(i) = f(j) or f(j)− f(i) = j − i.

(iii) We say that (S, f) is minimally stable if S is stable and f is adapted
to S and furthermore there is no proper stable subset T ⊂ S for which f|T
is adapted to it, then the function ν : {1, 2, . . . , 2g} → {1, 2, . . . , g} obtained
from f by extending it linearly between any two consecutive i, j ∈ S is a final
type, S = Cν , and ν is the unique final extension of f . Conversely, if f is
the canonical type of a final type ν, then (Cν , f) is minimally stable and in
particular ν is the linear extension of its canonical type.

Proof. For (i) consider T = f(S) ∪ (f(S))⊥. It is clearly stable under f and
⊥ and contains 0. If f is not surjective, then T is a proper subset of S.

Assume now that we are in the situation of (ii). We show that if i < j ∈ S
are consecutive then either f(j) − f(i) = j − i or f(i) = f(j) by descending
induction on j − i.

By induction we are going to construct a sequence ik < jk ∈ S,
k = 1, 2, . . . , of consecutive elements such that either (ik−1, jk−1) = (j⊥k , i⊥k )
or (f(ik), f(jk)) = (ik−1, jk−1) but not both (ik−1, jk−1) = (j⊥k , i⊥k ) and
(ik−2, jk−2) = (j⊥k−1, i

⊥
k−1) and in any case jk − ik = j − i. We start by

putting i1 := i, j1 := j. Assume now that ik < jk have been constructed.
If we do not have ik, jk ≤ g, then since g ∈ S, we must have j⊥k , i⊥k ≤ g
and then we put (ik+1, jk+1) = (j⊥k , i⊥k ). If we do have ik, jk ≤ g then
by the surjectivity of f there are ik+1, jk+1 ∈ S such that f(ik+1) = ik
and f(jk+1) = jk. Since f is increasing, ik+1 < jk+1, and by choosing
ik+1 to be maximal and jk+1 to be minimal we may assume that they
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are neighbors. We must have that jk+1 − ik+1 = j1 − i1. Indeed, we have
f(jk+1)− f(ik+1) ≤ jk− ik, since f is contracting. If we have strict inequality
we have j− i = jk− ik < jk+1− ik+1, and hence by the induction assumption
we have either that jk− ik = f(jk+1)− f(ik+1) = jk+1− ik+1, which is a con-
tradiction, or that jk = f(jk+1) = f(ik+1) = ik, which is also a contradiction.
Hence we have jk+1− ik+1 = jk− ik = j− i and we have verified the required
properties of (ik+1, jk+1).

There must now exist 1 ≤ k < # such that (ik, jk) = (i�, j�), and we pick
k minimal for this property. If k = 1 we have either j − i = j�−1 − i�−1 =
f(j�) − f(i�) = f(j) − f(i) or j − i = j�−2 − i�−2 = f(j�−1) − f(i�−1) =
f(i⊥)− f(j⊥), which implies that f(i) = f(j) by assumptions on f . We may
hence assume that k > 1. We cannot have both (ik−1, jk−1) = (j⊥k , i⊥k ) and
(i�−1, j�−1) = (j⊥� , i⊥� ), since that would contradict the minimality of k. If
(ik−1, jk−1) = (j⊥k , i⊥k ) and (i�−1, j�−1) = (f(i�), f(j�)) then we get jk−1 −
ik−1 = j − i = j�−1 − i�−1 = f(i⊥k−1) − f(j⊥k−1), which implies f(jk−1) =
f(ik−1), which is either what we want in case k = 2 or a contradiction.
Similarly, the case (i�−1, j�−1) = (j⊥� , i⊥� ) and (ik−1, jk−1) = (f(ik), f(jk))
leads to a contradiction, as does the case (i�−1, j�−1) = (f(i�), f(j�)) and
(ik−1, jk−1) = (f(ik), f(jk)).

Finally, to prove the first part of (iii) we note that by (ii), for i < j ∈ S
consecutive we have either f(i) = f(j) or f(j) − f(i) = j − i. This means
that the linear extension ν of f has the property that for 1 ≤ i ≤ 2g we have
either ν(i) = ν(i− 1) or ν(i) = ν(i− 1) + 1, and if ν(i) = ν(i− 1) + 1 we get
by the conditions on f that ν(2g − i + 1) = ν(2g − i). If for some i we have
ν(i) = ν(i−1) and ν(2g−i+1) = ν(2g−i), we get that g = f(2g) = ν(2g) < g,
which is impossible by assumption, and hence ν is indeed a final type. It is
clear that S fulfills the defining property of Cν , so that S = Cν . The conditions
on a final element imply that ν(j)− ν(i) ≤ j− i for j < i and thus that f has
a unique final extension.

Conversely, if ν is a final type then Cν clearly fulfills the required conditions
and we have just noted that ν(j) − ν(i) ≤ j − i for j < i. The complemen-
tarity condition for f |Cν follows from the equivalence ν(i) = ν(i − 1)⇐⇒
ν(2g − i + 1) = ν(2g − i) + 1. ��

We now give an interpretation of the canonical domain in terms of the
Weyl group. Let v ∈ Wg be a final element. A canonical fragment of v is an
interval ]i, j] := [i + 1, . . . , j] ⊆ {1, 2, . . . , 2g} that is maximal with respect to
the requirement that for all k ≥ 1 the set vk(]i, j]) be an interval.

Proposition 2.12. Let v ∈ Wg be a final element, w its complementary ele-
ment, and ν the final type of w.

(i) The set {1, 2, . . . , 2g} is the disjoint union of the canonical fragments of
v. Moreover, the canonical fragments of v are permuted by v.

(ii) If ]i, j] is a canonical fragment of v, and if ν(j) �= ν(j − 1), then ν maps
]i, j] bijectively to ]ν(i), ν(j)].
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(iii) If ]i, j] is a canonical fragment of v, then so is ]j, ı].
(iv) The upper endpoints of the canonical fragments of v together with 0 form

exactly the canonical domain for w.

Proof. If two canonical fragments I and J meet, their union K will be an
interval, and since vk(K) = vk(I) ∪ vk(J), we see that vk(K) will be an
interval for all k. By the maximality we get that I = J . On the other hand,
]i − 1, i] fulfills the stability condition, so that i lies in a fragment. Hence
{1, 2, . . . , 2g} is the disjoint union of fragments.

Now let R be the set of upper endpoints of fragments together with 0. Since
{1, 2, . . . , 2g} is the disjoint union of the fragments of v, it follows that if ]i, j]
is a fragment, then i is also the upper endpoint of a fragment. Thus it follows
from (iii) that R is stable under i �→ ı. Let now i be an upper endpoint of a
fragment. We want to show that ν(i) ∈ R, and we may certainly assume that
ν(i) �= 0, and we may also, by way of contradiction, assume that i is a minimal
upper endpoint for which ν(i) is not an upper endpoint. If ν(i) �= ν(i − 1),
then v−1(i) = ν(i) and hence ν(i) is an upper endpoint of a fragment. Hence
we may pick j < i such that ν(i) = ν(i − 1) = · · · = ν(j) �= ν(j − 1). Then
j cannot belong to the same fragment as i, and thus there must be an upper
endpoint j ≤ k < i. Then ν(k) = ν(i) and by minimality of i we see that ν(k)
is an upper endpoint, which is a contradiction.

We therefore have shown that R contains 0 and is stable under i �→ ı and ν.
Hence it contains the canonical domain. Let now j ∈ Cν \ {0} and let i be the
largest j ∈ Cν such that i < j. We now want to show by induction on k that
v−k(I), I :=]i, j], remains an interval for all k and that also v−k(j) is one of its
endpoints. Now, it follows from Lemma 2.5 that Cν \{0} is stable under v and
hence v−k(j) will be the only element of Cν in v−k(I). Under the induction
assumption, v−k(I) is an interval with v−k(j) as one of its endpoints, and
hence ν is constant on v−k(I) by Lemma 2.11. By Lemma 2.5, an interval v−1

maps v−k(I) to the interval with v−k−1(j) as one of its endpoints. This means
that I is contained in a fragment and R∩ I = {j}. This means that there are
no elements of R between consecutive elements of Cν and hence R ⊆ Cν . ��
Corollary 2.13. By associating to a final type ν its canonical type, its Young
diagram, and the element wν we obtain a bijection between the following sets
of cardinality 2g: the set of final types, the set of canonical types, the set of
final Young diagrams, and the set of final elements of Wg.

2.4 Admissible Elements

The longest final element of Wg is the element

w∅ := sgsg−1sgsg−2sg−1sg . . . sgs1s2s3 . . . sg,

which as a permutation equals [g+1, g+2, . . . , 2g]. Elements of Wg that satisfy
w ≤ w∅ are called admissible. We now characterize these.
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Lemma 2.14. (i) An element w ∈ Wg fulfills w ≤ w∅ if and only if we have
w(i) ≤ g + i for all 1 ≤ i ≤ g.

(ii) The condition that w ≤ w∅ is equivalent to rw(i, g + i) = i for all
1 ≤ i ≤ g.

Proof. The first part follows immediately from the description of the Bruhat–
Chevalley order (Lemma 2.1) and the presentation of w∅.

For the second part one easily shows that w(i) ≤ w∅(i) = g + i for all
1 ≤ i ≤ g is equivalent to rw(i, g + i) = i for all 1 ≤ i ≤ g, which gives the
first equivalence. ��
Remark 2.15. The number of elements w ∈ Wg with w ≤ w∅ and of given
length has recently been determined by J. Sjöstrand [Sj07]. This implies in
particular that the number of elements w ∈Wg with w ≤ w∅ equals

(
x

d

dx

)g ( 1
1− x

)
∣∣x=1/2

,

a fact that we originally guessed from a computation for small g and a search
in [S] leading to the sequence A000629.

We give an illustration of the various notions for the case g = 2.

Example 2.16. g = 2. The Weyl group W2 consists of eight elements. We
list (see Figure 3) the element, a reduced expression as a word (i.e., a decom-
position w = si1 · · · sik with k = #(w)), its length, the functions ν and μ, and
for final elements we also give the partition defining the Young diagram.

The orbits of the complementary element will play an important role in our
discussion of the canonical flag. Here we introduce some definitions pertaining
to them.

w s � ν μ Y

[4321] s1s2s1s2 4 {1, 2} {2, 2}
[4231] s1s2s1 3 {1, 1} {2, 2}
[3412] s2s1s2 3 {1, 2} {1, 2} ∅
[2413] s1s2 2 {1, 1} {1, 1} {1}
[3142] s2s1 2 {0, 1} {0, 2}
[2143] s1 1 {0, 0} {0, 0}
[1324] s2 1 {0, 1} {0, 1} {2}
[1234] 1 0 {0, 0} {0, 0} {1, 2}

Fig. 3. The g = 2 case.
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Definition 2.17. Let w ∈Wg be a final element and let v be its complemen-
tary element. Assume that S is an orbit of the action of v on its fragments.
Since v commutes with i �→ ı, we have either that S is invariant under i �→ ı,
in which case we say that it is an odd orbit, or that S is another orbit, in
which case we say {S, S} is an even orbit pair.

2.5 Shuffles

Recall that a (p, q)-shuffle is a permutation σ of {1, 2, . . . , p + q} for which
we have σ(i) < σ(j) whenever i < j ≤ p or p < i < j. It is clear that for
each subset I of {1, 2, . . . , g} there is a unique (|I|, g − |I|)-shuffle σI such
that I = {σI(1), σI(2), . . . , σI(|I|)}, and we will call it the shuffle associated
to I. We will use the same notation for the corresponding element in Wg

(i.e., fulfilling σI(2g + 1 − i) = 2g + 1 − σI(i) for 1 ≤ i ≤ g). By doing the
shuffling from above instead of from below we get another shuffle σI given by
σI(i) = g + 1− σI(g + 1− i). We will use the same notation for its extension
to Wg. Note that σI will shuffle the elements {g + 1, g + 2, . . . , 2g} in the
same way that σI shuffles {1, 2, . . . , g}, i.e., σI(g + i) = g +σI(i), which is the
relation with σI that motivates the definition. Note that if I = {i1 < · · · < ir}
and if we assume that ir > r (if this does not hold then σI and σI are the
identity elements) and we let k be the smallest index such that ik > k, then
σI = sik−1σ

I′
and σI = sg+1−(ik−1)σI′ , where I ′ = {i1, . . . , ik−1, . . . , ir}. We

call the element si−1wsg+1−(i−1) for w ∈Wg the ith elementary shuffle of w,
and say that I ′ is the elementary reduction of I whose reduction index is ik.

We define the height of a shuffle associated to a subset {i1, i2, . . . , ik} ⊆
{1, 2, . . . , g} to be

∑
s(is − s). Using w′ = siwsg+1−t ⇐⇒ siw

′sg+1−t = w,
we see that starting with an element w obtained by applying a shuffle to a
final element we arrive at a final element after ht(w) elementary shuffles.

Definition 2.18. Let Y be a final Young diagram of degree g. The shuffles of
Y are the elements of Wg of the form σIwY σ−1

I for I ⊆ {1, 2, . . . , g}.
If w ≤ w∅ we say that i with 1 ≤ i ≤ g is a semi-simple index for w if
w(i) = g+ i (note that since w ≤ w∅, we always have w(i) ≤ g+ i). The set of
semi-simple indices will be called the semi-simple index set and its cardinality
the semi-simple rank . We say that w is semi-simply final if the semi-simple
index set has the form [g−f+1, g] (where then f is the semi-simple rank). This
is equivalent to w having the form [. . . , 2g−f+1, 2g−f+2, . . . , 2g]. If w = wY ,
Y a final Young diagram, then w is semi-simply final and the semi-simple rank
is equal to g minus the length of the largest row of Y (defined to be zero if Y
is empty).

Proposition 2.19. Let w ≤ w∅ be a semi-simply final element of semi-
simple rank f and let I ⊆ {1, 2, . . . , 2g} be a subset with #I = f . Put
Ĩ := {g + 1− i : i ∈ I }. Then w′ := σIwσ−1

I is an element with w′ ≤ w∅
of semi-simple rank f and semi-simple index set Ĩ. Conversely, all w′ ≤ w∅
whose semi-simple index set is equal to I are of this form.
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Proof. Put j := σ−1
I (i). Note that j > g− f ⇐⇒ i ∈ Ĩ. If j > g− f we have

w(j) = g + j and hence σIwY σ−1
I (i) = σI(g + j) = g +σI(j) = g + i. If on the

other hand, j ≤ g − f , then if wY (j) ≤ g holds there is nothing to prove, and
if it does not hold we may write wY (j) = g+k, and since the semi-simple rank
of Y is f , we have k < j. Then σIwY σ−1

I (i) = σI(g + j) = g+σI(k) and since
k < j ≤ g − f , we have σI(k) < σI(j) = i, which gives σIwY σ−1

I (i) < g + i.
The converse is easy and left to the reader. ��

Finally, we define the a-number of an element w ∈ Wg by the rule

a(w) := rw(g, g).

If w is final with associated Young diagram Y then its a-number, also denoted
by aY , is the largest integer a with 0 ≤ a ≤ g such that Y contains the diagram
that corresponds to the set ξ = {a, a− 1, a− 2, . . . , 1}.

3 The Flag Space

3.1 The Flag space of the Hodge bundle

In this section we introduce the flag space of a principally polarized abelian
scheme over a base scheme of characteristic p. We use the Frobenius morphism
to produce from a chosen flag on the de Rham cohomology a second flag, whose
position with respect to the first flag will be the object of study.

We let S be a scheme (or Deligne–Mumford stack) in characteristic p and
let X → S be an abelian scheme over S with principal polarization (everything
would go through using a polarization of degree prime to p but we shall stick
to the principally polarized case). We consider the de Rham cohomology sheaf
H1

dR(X/S). It is defined as the hyper-direct image R1π∗(OX → Ω1
X/S) and

is a locally free sheaf of rank 2g on S. The polarization (locally in the étale
topology given by a relatively ample line bundle on X/S) provides us with
a symmetric homomorphism ρ : X → X̂ , and the Poincaré bundle defines
a perfect pairing between H1

dR(X/S) and H1
dR(X̂ /S), and thus HdR(X/S)

comes equipped with a nondegenerate alternating form (cf. [Oo95])

〈, 〉 : H1
dR(X/S)×H1

dR(X/S)→ OS .

Moreover, we have an exact sequence of locally free sheaves on S:

0 → π∗(Ω1
X/S)→ H1

dR(X/S) → R1π∗OX → 0.

We shall write H for the sheaf H1
dR(X/S) and E for the Hodge bundle

π∗(Ω1
X/S). We thus have an exact sequence

0 → E → H → E
∨ → 0
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of locally free sheaves on S. The relative Frobenius F : X → X (p) and the
Verschiebung V : X (p) → X satisfy F · V = p · idX (p) and V · F = p · idX and
they induce maps, also denoted by F , respectively V , in cohomology:

F : H
(p) → H and V : H → H

(p).

Of course, we have FV = 0 and V F = 0 and F and V are adjoints (with
respect to the alternating form). This implies that Im(F ) = ker(V ) and
Im(V ) = ker(F ) are maximally isotropic subbundles of H and H

(p) respec-
tively. Moreover, since dF = 0 on Lie(X ), it follows that F = 0 on E

(p) and
thus Im(V ) = ker(F ) = E

(p). Verschiebung thus provides us with a bundle
map (again denoted by V ) V : H → E

(p).
Consider the space F = Flag(H) of symplectic flags on the bundle H

consisting of flags of subbundles {Ei}2gi=1 satisfying rk(Ei) = i, Eg+i = E
⊥
g−i,

and Eg = E. This space is a scheme over S and it is fibered by the spaces F (i)

of partial flags
Ei � Ei+1 � · · · � Eg.

So F = F (1) = Flag(H) and F (g) = S and there are natural maps

πi,i+1 : F (i) → F (i+1),

the fibers of which are Grassmann varieties of dimension i. So the relative
dimension of F is g(g − 1)/2. The space F (i) is equipped with a universal
partial flag. On F the Chern classes of the bundle E decompose into their
roots:

λi = σi(#1, . . . , #g) with #i = c1(Ei/Ei−1),

where σi is the ith elementary symmetric function.
On F (i) we have the Chern classes #i+1, . . . , #g and

λj(i) := cj(Ei), j = 0, 1, . . . , i.

Its Chow ring is generated over that of Ag by the monomials #m1
1 · · · #mg

g with
0 ≤ mj ≤ j − 1. For later use we record the following Gysin formula.

Formula 3.1. We have (πi,i+1)∗#ki+1 = sk−i(i + 1), where sj(i + 1) denotes
the jth Segre class of Ei+1 (jth complete symmetric function in the Chern
roots #1, . . . , #i+1).

Given an arbitrary flag of subbundles

0 = E0 � E1 � · · · � Eg = E

with rank(Ei) = i we can extend this uniquely to a symplectic filtration on H

by putting
Eg+i = (Eg−i)⊥.
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By base change we can transport this filtration to H
(p).

We introduce a second filtration by starting with the isotropic subbundle

Dg := ker(V ) = V −1(0) ⊂ H

and continuing with
Dg+i = V −1(E(p)

i ).

We extend it to a symplectic filtration by setting Dg−i = (Dg+i)⊥. We thus
have two filtrations E• and D• on the pullback of H to F .

We shall use the following notation:

Li = Ei/Ei−1 and Mi = Di/Di−1 for 1 ≤ i ≤ 2g.

For ease of reference we formulate a lemma that follows immediately from
definitions.

Lemma 3.2. We have Mg+i
∼= Lp

i , L2g+1−i
∼= L∨i , and M2g+1−i

∼= M∨
i .

More generally, for a family X → S of principally polarized abelian varieties
we shall say that a Hodge flag for the family is a complete symplectic flag
{Ei} of H for which Eg is equal to the Hodge bundle. By construction this is
the same thing as a section of Fg → S. We shall also call the associated flag
{Di} the conjugate flag of the Hodge flag.

3.2 The canonical flag of an abelian variety

In this section we shall confirm that the canonical filtration of X [p], (kernel
of multiplication by p) by subgroup schemes of a principally polarized abelian
variety X as defined by Ekedahl and Oort [Oo01] has an analogue for de Rham
cohomology. Just as in [Oo01] we do this in a family X → S. It is the coarsest
flag that is isotropic (i.e., if D is a member of the flag then so is D

⊥) and stable
under F (i.e., if D is a member of the flag then so is F (D(p))). The existence
of such a minimal flag is proven by adding elements F⊥ and F (D(p)) for D

already in the flag in a controlled fashion. We start by adding 0 to the flag.
We then insist on three rules:

1. If we added D ⊆ Dg, then we immediately add D
⊥ (unless it is already in

the flag constructed so far).
2. If we added Dg ⊆ D, then we immediately add F (D(p)) (unless it is already

in the flag constructed so far).
3. If neither rule (1) nor rule (2) applies, then we add F (D(p)) for the largest

element D of the flag for which F (D(p)) is not already in the flag.

We should not, however, do this construction on S; we want to ensure that
we get a filtration by vector bundles: at each stage when we want to add
the image F (D(p)), we have maps F : D

(p) → H of vector bundles, and we
then have a unique minimal decomposition of the base as a disjoint union of
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locally closed subschemes such that on each subscheme this map has constant
rank; these are subschemes because they are given by degeneracy conditions.
At the same time as we add F (D(p)) to the flag we replace the base by this
disjoint union. Over this disjoint union, F (D(p)) then becomes a subbundle
of H and whether it is equal to one of the previously defined subbundles is
a locally constant condition. A simple induction then shows that we get a
flag, i.e., for any two elements constructed, one is included in the other, on
a disjoint union of subschemes of S. Since each element added is either the
image under F of an element previously constructed or the orthogonal of such
an element, it is clear that this flag is the coarsening of any isotropic flag
stable under F , and it is equally clear that the decomposition of S is the
coarsest possible decomposition. We shall call the (partial) flag obtained in
this way the canonical flag of X/S and the decomposition of S the canonical
decomposition of the base.

To each stratum S′ of the canonical decomposition of S we associate a
canonical type as follows: let T ⊆ {1, 2, . . . , 2g} be the set of ranks of the
elements of the canonical flag and let f : T → T ∩ {1, . . . , g} be the func-
tion that to t associates rk(F (D(p))), where D is the element of the canon-
ical flag of rank t. We now claim that T and f fulfill the conditions of
Lemma 2.11. Clearly T contains 0, and by construction it is invariant un-
der i �→ 2g − i. Again by construction f is increasing and has f(0) = 0
and f(2g) = g. Furthermore, if i, j ∈ T with i < j then F induces a sur-
jective map (D/D

′)(p) → F (D)/F (D′), where D respectively D
′ are the ele-

ments of the canonical flag for which the rank is j respectively i and hence
f(j) − f(i) = rk(F (D)/F (D′)) ≤ rk(D/D

′) = j − i. Finally, assume that
f(j) − f(i) = j − i and let D and D

′ be as before. Putting D1 := F (D(p))
and D

′
1 := F (D′(p)) these are also elements of the canonical filtration, and by

assumption F induces an isomorphism F : (D/D
′)(p) → D1/D

′
1. The fact that

it is injective means that D∩kerF = D
′ ∩kerF , which by taking annihilators

and using that kerF is its own annihilator, gives D
⊥+kerF = D

′⊥+kerF . In
turn, this implies F (D⊥) = (D′⊥) and hence that f(2g−i) = f(2g−j). Now, if
f is not surjective then by Lemma 2.11 there is a proper subset of T fulfilling
the conditions of Lemma 2.11. This is not possible since T by construction is
a minimal subset with these conditions. Hence T and f fulfill the conditions
of Lemma 2.11, and hence by them we get that (f, T ) is a canonical type. Let
ν be its associated final type. If 0 = D0 ⊂ D1 ⊂ · · · ⊂ D2g = H is the canon-
ical flag with rk Di = i, we have also proved that F induces an isomorphism
(Dj/Di)(p) → Dν(j)/Dν(i), which can be rephrased as an isomorphism

F : D
(p)
v(I) −̃→ DI ,

where we have used the notation DJ := Di/Dj for an interval J =]j, i] and v ∈
Wg is the complementary element of (the final element of) ν. We shall say that
ν (or more properly f) is the canonical type of the principally polarized abelian
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variety XS′ → S′. (We could consider the canonical type as a locally constant
function on the canonical decomposition to the set of canonical (final) types.)

Remark 3.3. Note that the canonical flag is a flag containing Dg and is not
defined in terms of Eg. This will later mean that the canonical flag will be
a coarsening of a conjugate flag that is derived from a Hodge flag. On the
one hand, this is to be expected. Since the canonical flag is just that, it will
be constructed in a canonical fashion from the family of principally polarized
abelian varieties. Hence it is to be expected, and it is clearly true, that the
canonical flag is horizontal with respect to the Gauss–Manin connection. On
the other hand, we do not want to consider just conjugate flags (or make
constructions starting only with conjugate flags). The reason is essentially
the same; since Dg (or more generally the elements of the canonical flag) is
horizontal, it will not reflect first-order deformations, whereas Eg isn’t and
does. This will turn out to be of crucial importance to us and is the reason
why the Hodge flags will be the primary objects, while the conjugate flags are
secondary. On the other hand, when working pointwise, over an algebraically
closed field, say, we may recover the Hodge flag from the conjugate flag and
then it is usually more convenient to work with the conjugate flag.

Example 3.4. Let X be an abelian variety with p-rank f and a(X) = 1
(equivalently, on Eg the operator V has rank g − 1 and semi-simple rank
g − f). Then the canonical type is given by the numbers {rk(Di)}, i.e.,

{0, f, f + 1, . . . , 2g − f − 1, 2g − f, 2g},
and ν is given by ν(f) = f , ν(f+1) = f , ν(f+2) = f+1, . . . , ν(g) = g−1, . . . ,
ν(2g−f−1) = g−1, ν(2g−f) = g, and ν(2g) = g. The corresponding element
w ∈Wg is [f + 1, g + 1, . . . , 2g − f − 1, 2g − f + 1, . . . , 2g].

4 Strata on the Flag Space

4.1 The Stratification

The respective positions of two symplectic flags are encoded by a combinato-
rial datum, an element of a Weyl group. We shall now define strata on the
flag space F over the base S of a principally polarized abelian scheme X → S
that mark the respective positions of the two filtrations E• and D• that we
have on the de Rham bundle over F .

Intuitively, the stratum Uw is defined as the locus of points x such that at
x we have

dim(Ei ∩Dj) ≥ rw(i, j) = #{a ≤ i : w(a) ≤ j} for all 1 ≤ i, j ≤ 2g.

A more precise definition would be as degeneracy loci for some appropriate
bundle maps. While this definition would work fine in our situation, where we
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are dealing with flag spaces for the symplectic group, it would not quite work
when the symplectic group is replaced by the orthogonal group on an even-
dimensional space (cf. [FP98]). With a view toward future extensions of the
ideas of this paper to other situations we therefore adopt the definition that
would work in general. Hence assume that we have a semi-simple group G, a
Borel group B of it, a G/B-bundle T → Y (with G as structure group) over
some scheme Y , and two sections s, t : Y → T of it. Then for any element w of
the Weyl group of G we define a (locally) closed subscheme Uw respectively Uw

of Y in the following way. We choose locally (possibly in the étale topology)
a trivialization of T for which t is a constant section. Then s corresponds to
a map Y → G/B and we let Uw (respectively Uw) be the inverse image of the
B-orbit BwB (respectively of its closure in G/B). Another trivialization will
differ by a map Y → B, and since BwB and its closure are B-invariant, these
definitions are independent of the chosen trivializations and hence give global
subschemes on Y . If s and t have the property that Y = Uw, then we shall
say that s and t are in relative position w and if Y = Uw, we shall say that s
and t are in relative position ≤ w.

Remark 4.1. The notation is somewhat misleading, since it suggests that Uw

is the closure of Uw, which may not be the case in general. In the situation
that we shall meet it will, however, be the case (cf. Corollary 8.4).

The situation to which we will apply this construction is that in which the
base scheme is the space F of symplectic flags E• as above, s is the tautological
section of the flag space of H over F , and t is the section given by the conjugate
flag D•. From now on we shall, unless otherwise mentioned, let Uw and Uw

denote the subschemes of F coming from the given s and t and w ∈ Wg. In this
case it is actually often more convenient to use the language of flags rather
than sections of G/B-bundles and we shall do so without further mention.
We shall also say that a Hodge flag E• is of stamp w respectively stamp less
than or equal to w if E• and its conjugate flag D• are in relative position w
respectively ≤ w.

Lemma 4.2. Over Uw we have an isomorphism Li
∼= Mw(i) for all

1 ≤ i ≤ 2g.

Proof. By the definition of the strata we have that the image of Ei ∩ Dw(i)

has rank one greater than the ranks of Ei−1 ∩ Dw(i), Ei ∩ Dw(i)−1, and
Ei−1 ∩ Dw(i)−1. So the maps Ei/Ei−1 ← (Ei ∩ Dw(i))/(Ei−1 ∩ Dw(i)−1) →
Dw(i)/Dw(i)−1 give the isomorphism. ��
When the base of the principally polarized abelian scheme is Ag, we shall
use the notation Fg for the space of Hodge flags. Note that a Hodge flag with
respect to X → S is the same thing as a lifting over Fg → Ag of the classifying
map S → Ag. The conjugate flag as well as the strata Ug and Ug on S are
then the pullbacks of the conjugate flag, respectively the strata on Fg.
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4.2 Some Important Strata

We now give an interpretation for some of the most important strata. To begin
with, if one thinks instead in terms of filtrations of X [p] by subgroup schemes
it becomes clear that the condition F (D(p)

i ) ⊆ Di should be of interest. It can
almost be characterized in terms of the strata Uw.

Proposition 4.3. Let X → S be a family of principally polarized abelian
varieties and E• a Hodge flag such that the flag is of stamp ≤ w and w is the
smallest element with that property.

(i) For j ≤ g and for all i ∈ [1, . . . , g] we have rw(i, g + j) = i if and only
if V (Ei) ⊆ E

(p)
j .

(ii) For j ≤ g we have that rw(g + j, i) = i implies that F (D(p)
i ) ⊆ Dj and

the converse is true if S is reduced.
(iii) We have that V (Ei) ⊆ E

(p)
i for all i precisely when w ≤ w∅. If S is

reduced, F (D(p)
i ) ⊆ Di for all i precisely when w ≤ w∅.

Proof. We have that V (Ei) ⊆ E
(p)
j if and only if Ei ⊆ V −1(E(p)

j ) = Dg+j . On
the other hand, by definition rk Ei ∩ Dg+j ≤ rw(i, g + j) with equality for at
least one point of S. Since rk Ei ∩ Dg+j = i ⇐⇒ Ei ⊆ Dg+j , we get the
first part.

For the second part we start by claiming that E
(p)
i ⊆ Dj is implied by

F (D(p)
i ) ⊆ Dj . Indeed, F (D(p)

i ) ⊆ Dj is equivalent to F (D(p)
i ) being orthogonal

to D2g−j , i.e., to the condition that for u ∈ D
(p)
i ) and v ∈ D2g−j we have

〈Fu, v〉 = 0. This implies that 0 = 〈Fu, v〉 = 〈u, V v〉p and hence 〈u, V v〉 = 0,
since S is reduced, which means that D

(p)
i ⊆ (V (D2g−j))⊥ = (E(p)

g−j)
⊥ = E

(p)
g+j .

Since S is reduced, this implies that Di ⊆ Eg+j , and this in turn is equivalent
to rw(g+j, i) = i. The argument can be reversed (and then it does not require
S to be reduced).

Finally, we have from the first part that V (Ei) ⊆ E
(p)
i for all i ≤ g precisely

when rw(i, g + i) = i for all i ≤ g, but by induction on i that is easily seen
to be equivalent to w(i) ≤ g + i for all i ≤ g, which by definition means that
w ≤ w∅. Since E

(p)
g = V (H), the condition V (Ei) ⊆ E

(p)
i for i > g is trivially

fulfilled.
The proof of the second equivalence is analogous in that using (ii), the

condition that F (D(p)
i ) ⊆ Di is equivalent to rw(g + i, i) = i. In general,

ru(i, j) = ru−1(j, i), so that this condition is equivalent to rw−1(i, g + i) = i,
and hence by the same argument as before, this condition for all i is equivalent
to w−1 ≤ w∅. Chevalley’s characterization of the Bruhat–Chevalley order
makes it clear that u ≤ v ⇐⇒ u−1 ≤ v−1, and hence we get w−1 ≤ w∅ ⇐⇒
w ≤ w−1

∅ . However, w∅ is an involution. ��
Remark 4.4. (i) As we shall see (cf. Corollary 8.4) the strata Uw in the
universal case of Fg are reduced.

(ii) Flags of stamp w ≤ w∅ are called admissible.
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We can also show that the relations between final and canonical types are
reflected in relations for flags. We say that a Hodge flag is a final flag if it is of
stamp w for a final element w. Also if I =]i, j] ⊆ {1, 2, . . . , 2g} is an interval
and F• is a complete flag of a vector bundle of rank 2g then we define FI to
be Fj/Fi.

Proposition 4.5. Let X → S be a principally polarized abelian scheme over
S and let E• be a final flag for it of stamp w.

(i) The conjugate flag D• is a refinement of the canonical flag. In partic-
ular, w is determined by X → S. More directly, we have that the final type ν
associated to w is given by

rk(Eg ∩ Di) = i− ν(i)

for all i. In particular, the canonical decomposition of S with respect to X → S
consists of a single stratum, and its canonical type is the canonical type asso-
ciated to w.

(ii) Conversely, assume that S is reduced and that the canonical decompo-
sition of S consists of a single stratum, and let ν be the final type associated
to the canonical type of the canonical flag. Then any Hodge flag E• whose
conjugate flag D• is a refinement of the canonical flag and for which we have
F (D(p)

i ) ⊆ Dν(i) for all i, is a final flag.
(iii) If I is a canonical fragment for v, the complementary element to w,

then F induces a bijection (Dv(I))(p) −̃→ DI .

Proof. We start by showing that F (Di) = Dν(i) for all i. Indeed, this is
equivalent to F (Di) ⊆ Dν(i) and rk

(
(ker(F ) = E

(p)
g ) ∩ D

(p)
i

)
= i − ν(i) since

the second condition says that F (Di) has rank ν(i). Now, the condition
F (Di) ⊆ Dν(i) is by Proposition 4.3 implied by rw(g + ν(i), i) = ν(i), which is
true for a final element by Corollary 2.10. On the other hand, the condition
rk(E(p)

g ∩D
(p)
i ) = i− ν(i) is implied by rw(g, i) = rk(Eg ∩Di) = i− ν(i), which

is true by the very definition of ν. Now, the fact that F (Di) = Dj for all i and
some j (depending on i) implies by induction on the steps of the construction
of the canonical flag that D is a refinement of the canonical flag. The rest of
the first part then follows from what we have proved.

As for (ii), assume first that E• has a fixed stamp w′ and let ν′ be its final
type. Since D• is an extension of the Hodge flag, we get that when i is in the
canonical domain of ν then i− ν′(i) = rk(Eg ∩Di) = i− ν(i), so that ν and ν′

coincide on the canonical domain of ν and hence they coincide by Lemma 2.11.
The assumption that F (D(p)

i ) ⊆ Dν(i) = Dν′(i) for all i is by Proposition 4.3
equivalent to rw(g + ν′(i), i) = i for all i, and hence Corollary 2.10 gives that
w is final of type ν′ = ν.

Finally, assume that I =]i, j]. The induced map D
(p)
j /D

(p)
i → Dν(j)/Dν(i)

is always surjective, but it follows from Lemma 2.11 that either the right-hand
side of this map has rank 0 or it has the same rank as the right-hand side.
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If they have the same rank it induces an isomorphism D
(p)
I −̃→ Dv−1(I). If

the right-hand side has rank zero, then again from Lemma 2.11 the two sides
of D

(p)
j /D

(p)
ı → Dν(j)/Dν(ı) have the same rank, and hence this map is an

isomorphism and again gives an isomorphism D
(p)
I −̃→ Dv−1(I). Since I is an

arbitrary fragment, we conclude the proof of (ii). ��
The number of final extensions of a canonical flag will now be expressed in the
familiar terms of the number of flags (respectively self-dual flags) in a vector
space over a finite field (respectively a vector space with a unitary form).
Hence we let γe

n(m) be the number of complete Fpm -flags in F
n
pm and let

γo
n(m) be the number of complete Fp2m-flags self-dual under the unitary form
〈(u1, . . . , un), (v1, . . . , vn)〉 := u1v

pm

1 + · · ·+ unv
pm

n . Recall now the definition
of even and odd orbits of fragments given in Definition 2.17.

Lemma 4.6. Let X be a principally polarized abelian variety over an alge-
braically closed field and w ∈ Wg the element whose canonical type is the
canonical type of X. Put

γ(w) = γg(w) :=
∏
S=S

γo
#I(#S/2)

∏
{S,S}

γe
#I(#S),

where the first product runs over the odd orbits and the second over the even
orbit pairs and in both cases I indicates a member of S.

The number of final flags for X is then equal to γ(w).

Proof. Since we are over a perfect field, any symplectic flag extending Dg is
the conjugate flag of a unique Hodge flag. Hence we get from Proposition
4.5 that a final flag is the same thing as a flag D• extending the canonical
flag and for which we have F (D(p)

i ) ⊆ Dν(i) for all i. The condition that
dim(Eg ∩ Di) = i − v(i) then gives that we actually have F (D(p)

i ) = Dν(i).
However, since D• refines the canonical flag, it is determined by the induced
flags of the DI for fragments I of v, and the stability condition F (D(p)

i ) = Dν(i)

transfers into a stability condition under the isomorphisms F : D
(p)
v(I) −̃→ DI

of Section 3.2.
Hence the problem splits up into separate problems for each orbit under

v and i �→ ı (the map i �→ ı transfers into the isomorphism DI
∼= D

∨
I induced

by the symplectic form). Given any fragment I ∈ S, S a v-orbit of fragments
of v, the flag of Dvk(I) for any k is then determined by the flag corresponding
to I by the condition that F k-stability takes the kth Frobenius pullback of
the flag on Dvk(I) to the one of DI . Furthermore, the flag on DI then has to
satisfy the consistency condition of being stable under FS := F#S .

For an even orbit pair {S, S} the self-duality requirement for the flag means
that the flags for the elements of S are determined by those for the elements
of S. Moreover, given I ∈ S there is no other constraint on the flag on DI than
that it be stable under FS . Hence we have the situation of a vector bundle D
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over our base field k and an isomorphism FS : D(pm) −̃→ D, where m = #S,
and we want to count the number of flags stable under FS . Now, since k is
algebraically closed, Dp := {v ∈ D : FS(v) = v } is an Fpm-vector space for
which the inclusion map induces an isomorphism k

⊗
Fpm

Dp −̃→ D. It then
follows that FS-stable flags correspond to Fpm-flags of Dp.

If instead S is an odd orbit, we will together with I also have I in S. If
we denote the cardinality of S by 2m, the flag on DI must be mapped to the
dual flag on DI by FS := Fm. The situation is similar to the even orbit pair
situation but with a “unitary twist” as in Proposition 7.2, and we get instead
a correspondence with self-dual flags. We leave the details to the reader. ��
Example 4.7. For the canonical type associated to the final type of an ele-
ment w of Example 3.4 we have

γg(w) = (p + 1)(p2 + p + 1) · · · (pf−1 + pf−2 + · · ·+ 1).

Definition 4.8. For 1 ≤ f < g we let w = uf be the final element

uf = sgsg−1sg · · · sg−f+1 · · · sgsg−f−1 · · · sg · · · s1 · · · sg,
i.e., if we introduce τj = sjsj+1 · · · sg then we have uf = τgτg−1 · · · τ̂f · · · τ1.
It corresponds to the Young diagram consisting of one row with g − f blocks
and equals the element w given in Example 3.4.

Recall the notion of the a-number a(X) for a g-dimensional abelian variety X
of an (algebraically closed) field k of characteristic p. It equals the dimension
over k of the vector space Hom(αp, X) of maps of the group scheme αp to X .
Equivalently, a(X) equals the dimension of the kernel of V on H0(X,Ω1

X).
In our terms H0(X,Ω1

X) = Eg and kerV = Dg, so that a(X) = dim Eg ∩ Dg.
The p-rank or semi-simple rank f , on the other hand, can be characterized
by the condition that dimk ∩i≤g(V i

H)(p
g−i) is equal to f .

Lemma 4.9. (i) Let Y be a final Young diagram and w ∈Wg its final element
and assume that x = (X,E•,D•) ∈ Uw(k), k a field. Then the p-rank of X
equals the p-rank of Y .

(ii) Let w = uf (so that f < g) and x = (X,E•,D•) ∈ Fg(k). Then we
have x ∈ Uw (respectively Uw) if and only if the filtration E• is V -stable and
the p-rank of X is f and the a-number of X is 1 (respectively the p-rank of
X is ≤ f). The image of Uw in Ag is the locus of abelian varieties of p-rank
f and a-number 1.

Proof. By definition we have rw(i, g + i) = i for all 1 ≤ i ≤ g. Moreover,
rw(i, g + i − 1) = i precisely when i ≤ g − f . Hence by Proposition 4.3 we
see that V (Ei) ⊆ E

(p)
i for all 1 ≤ i ≤ g, V (Ei) ⊆ E

(p)
i−1 for i ≤ g − f , and

V (Ei) � E
(p)
i−1 for i > g−f . The first and last conditions mean that V induces

an isomorphism V : E{i} −̃→ E{i}. On the other hand, the second condition
gives V g−f (Eg−f ) = 0. Together this gives that the semi-simple rank of X
is f .
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For the second part, since we have w ≤ w∅ we must check the condition on
the p-rank and the a-number. By the definition on Uw we have x ∈ Uw if and
only if rk(Eg ∩ Dj) = 1 for f + 1 ≤ j ≤ g and rk(Eg ∩ Dj) = 0 for 1 ≤ j ≤ f .
This implies that the kernel of V (which equals Dg ∩ Eg) has rank 1 and the
semi-simple rank of V on Eg is f . For x ∈ Uw we get instead rk(Eg ∩Dj) ≤ 1
for f + 1 ≤ j ≤ g and rk(Eg ∩Dj) = 0 for 1 ≤ j ≤ f . ��
Also, the strata Uw with w ∈ Sg admit a relatively simple interpretation.
Recall that an abelian variety is called superspecial if its a-number is equal
to its dimension. This happens if and only if the abelian variety (without
polarization) is geometrically isomorphic to a product of supersingular elliptic
curves.

Lemma 4.10. Let x be a geometric point of Fg lying over [X ] ∈ Ag. The
following four statements are equivalent:

1. x ∈ ∪w∈SgUw.
2. dim(Eg ∩ Dg) ≥ g.
3. ker(V ) = Eg.
4. The underlying abelian variety X is superspecial.

Proof. An abelian variety X is superspecial if and only if X is a
product of supersingular elliptic curves, and this condition is equivalent
to dim(Eg ∩ Dg) ≥ g. This explains the equivalences of (2), (3), and (4). If
x ∈ Uw with w ∈ Sg then rw(g, g) = g; hence (2) holds. Conversely, if X is
superspecial then any filtration E• on Eg is V -stable and can be extended to
a symplectic filtration. The lemma now follows from the observation that the
degeneracy strata for w ∈ Sg, the Weyl group of GLg, cover the flag space of
flags on Eg. ��
Lemma 4.11. Let x be a point of Uw with underlying abelian variety X. Then
the a-number of X equals a(w). Moreover, if Y = {1, 2, . . . , a} with corre-
sponding final element wY ∈ Wg then the image of UwY in Ag is the locus Ta

of abelian varieties with a-number a.

Proof. The a-number of an abelian variety is by definition the dimension of
the kernel of V on H0(X,Ω1

X). But this is equal to rw(g, g) = a(w). The
condition that a(X) = a implies that rw(g, g) = a; hence ν(g) = g − a. This
implies that ν(g − a + i) ≥ i for i = 1, . . . , a. Therefore the “smallest” ν
satisfying these conditions is νwY . ��

4.3 Shuffling flags

Our first result on the stratification will concern the case in which the p-rank
is positive. All in all, the étale and multiplicative parts of the kernel of mul-
tiplication by p on the abelian variety have very little effect on the space of
flags on its de Rham cohomology. There is, however, one exception to this.



596 Torsten Ekedahl and Gerard van der Geer

The most natural thing to do is to put the multiplicative part at the bottom
(i.e., the first steps of the flag, and thus, by self-duality, the étale part at the
top), which is what automatically happens for a final filtration (on the con-
jugate filtration, that is). We may, however, start with a final filtration and
then “move” the μp-factors upward. Note that over a perfect field the kernel
of multiplication by p is the direct sum of its multiplicative, local-local, and
étale parts, so that this is always possible. In general, however, it is possible
only after a purely inseparable extension. This means that we get an insepa-
rable map from a stratum where not all the μp-factors are at the bottom to a
stratum where they all are. We intend first to give a combinatorial description
of the strata that can be obtained in this way from a final stratum and then
to compute the degrees of the inseparable maps involved. However, since we
have to compute an inseparable degree, we should work with Hodge filtrations
instead of conjugate filtrations, since conjugate filtrations kill some infinitesi-
mal information. This causes a slight conceptual problem, since the V -simple
parts in a final filtration are to be found “in the middle” rather than at the
top and bottom (recall that V maps the top part of the conjugate filtration
to the bottom of the Hodge filtration). This will not be a technical problem,
but the reader will probably be helped by keeping it in mind.

It turns out that the arguments used do not change if instead of considering
shuffles of final elements we consider shuffles of semi-simply final elements. We
shall treat the more general case, since we shall need it later.

Hence we pick a subset Ĩ ⊆ {1, 2, . . . , g} and let Uss

Ĩ be the closed sub-
scheme of Fg defined by the conditions that V map E

(p)
i to E

(p)
i for all

1 ≤ i ≤ g and to E
(p)
i−1 for i /∈ Ĩ. Hence Uw ⊆ Uss

Ĩ precisely when w ≤ w∅ and
the semi-simple index set of w is a subset of Ĩ. We also put

Uss
Ĩ

:= Uss

Ĩ \ ∪Ĩ′⊂ĨU
ss

Ĩ′ ,

so that Uw ⊆ Uss
Ĩ

precisely when w ≤ w∅ and its semi-simple index set is
equal to Ĩ. If I := {g + 1− i : i ∈ Ĩ } we get from Proposition 2.19 that these
w are precisely those of the form σIw′σ−1

I for the semi-simply final w′.
We are now going to construct, for every I ⊆ {1, 2, . . . , g}, a morphism

SI : Uss
Ĩ
→ Uss

{g−f+1,...,g}, where Ĩ := {g + 1− i : i ∈ I } and #Ĩ = f .
Let ı̃ be the reduction index of the elementary reduction I ′ of I and put

i := g + 1 − ı̃. By Proposition 2.19 we have that rw(i + 1, g + i) = i + 1 and
w(i) = g + i. This means that if E• is the (tautological) Hodge flag on Uss

Ĩ
,

then V (Ei+1) ⊆ E
(p)
i and V (Ei) � E

(p)
i−1 everywhere on Uss

Ĩ
. This means that

V induces a bijection on E{i} and is zero on E{i+1}. Let Id denote the map
s �→ 1⊗ s from T to T (p) for the sheaves involved. Then the map induced by
the quotient map

Ker(Id−V )E{i+1,i} → Ker(Id−V )E{i} ,

where the kernel is computed in the étale topology on Uw, is an isomorphism.
Also for a sheaf T equipped with a linear isomorphism V : T → T (p), we have
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an isomorphism Ker(V − I)
⊗O → T with O the structure sheaf. It follows

that the short exact sequence

0 → E{i} −→ E{i+1,i} −→ E{i+1} → 0

splits uniquely in a way compatible with V . This means that we may define a
new flag where E

′
j = Ej for j �= i and E

′
i/E

′
i−1 = Ei+1/Ei. Then the classifying

map Uss
Ĩ
→ Fg for this new flag will have its image in Uss

Ĩ′ . Repeating this
process, we end up with a flag whose classifying map will have its image in
U{g−f+1,...,g}, which by definition is our map SI .

Proposition 4.12. If I ⊆ {1, . . . , g} then the map SI : Uss
Ĩ
→ Uss

{g−f+1,...,g}
is finite, radicial, and surjective.

Proof. To get from a point of Uss
{g−f+1,...,g} to one of Uss

Ĩ
one has to find a

V -invariant complement to some Ei/Ei−1 in Ei+1/Ei−1. Since V will be zero
on Ei+1/Ei and bijective on Ei/Ei−1, a complement over the fraction field of a
discrete valuation ring will extend to a complement over the discrete valuation
ring (since the complement cannot meet Ei/Ei−1 over the special fiber), so
that the map is proper. It then remains to show that the map is a bijection
over an algebraically closed field. In that case Eg splits canonically as a sum
of a V -nilpotent part and a V -semisimple part, and the bijectivity is clear. ��
In order to determine the degree (necessarily of inseparability) we shall do
the same factorization as in the definition of SI , so that we may consider the
situation of Ĩ with ĩ and I ′ being the reduction index respectively elementary
reduction of I. For the tautological flag E• on Uss

Ĩ
we have that V is an

isomorphism on E{i} and zero on E{i+1}, while the opposite is true on Uss
Ĩ′ .

Lemma 4.13. The map Uss
Ĩ
→ Uss

Ĩ′ is flat of degree p.

Proof. We consider the partial symplectic flag space Fg(i) consisting of the
flags of Fg by removing the ith member Di and its annihilator. This means
that we have a P

1-bundle Fg → Fg(i). Now, under this map Uss
Ĩ

and Uss
Ĩ′ map

to the same subscheme U ⊆ Fg(i), and the map Uss
Ĩ
→ Uss

Ĩ′ is compatible with
these projections. Over U put E := E{i,i+1},M := ker(V : E → E(p)), and L :=
Im(V : E → E(p)). Then on the P

1-bundle π : Fg → Fg(i), the subscheme Uss
Ĩ′

is defined by the vanishing of the composite map O(−1)→ π∗E → π∗(E/M)
and in fact gives a section of Fg over U given by the line subbundle M⊂ E .
Hence it is enough to show that the projection map Uss

Ĩ
→ Fg(i) is flat of

degree p. We have that Uss
Ĩ′ ⊆ Fg is defined by the vanishing of the composite

O(−1)(p) → π∗E(p) → π∗(E(p)/M). It is then enough to show that Uss
Ĩ′ ⊆ Fg

is a relative Cartier divisor, and for that it is enough to show that it is a
proper subset in each fiber of Fg → Fg(i). This, however, is clear, since for a
geometric point of Fg(i) there are just two points that lie in U∅, given by M
and Lp−1

. ��
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Composing these maps, we get the following proposition.

Proposition 4.14. Let I ⊆ {1, . . . , g} and Ĩ := {g + 1− i : i ∈ I }. Then the
map SI : Uss

I → Uss
{1,...,g} is a finite purely inseparable map of degree pht(I).

Proof. The flatness and the degree of SI follow by factoring it by maps as
in Lemma 4.13 and noting that the number of maps is ht(I). The rest then
follows from Proposition 4.12. ��
Remark 4.15. The result implies in particular that if w′ is a shuffle of w
by I, then SI : Uw′ → Uw is flat and purely inseparable of degree pht(I). We
shall later (see Corollary 8.4) show that Uw′ and Uw are reduced. This shows
that over a generic point of Uw each simple shuffle toward w′ really requires
a finite inseparable extension of degree p. This is a kind of nondegeneracy
statement that is the inseparable analogue of maximal monodromy (of which
we shall see some examples later on). It can also be seen as saying that a
certain Kodaira–Spencer map is injective.

4.4 The E-O strata on Ag ⊗ Fp

Definition 4.16. Let w ∈ Wg be a final type. Then the E-O stratum Vw

associated to w is the locally closed subset of Ag of points x for which the
canonical type of the underlying abelian variety is equal to the canonical type
of w. We let Vw be the closure of Vw.

It is known that the dimension of Vw is equal to dim(w) [Oo01]. This and
the fact that the E-O strata form a stratification will also follow from our
results in Sections 8 and 9.3.

5 Extension to the boundary

The moduli space Ag admits several compactifications. The Satake or Baily–
Borel compactification A∗g is in some sense minimal, cf. [FC90, Chapter V]. It
is a stratified space

A∗g =
g⊔

i=0

Ai.

Chai and Faltings define in [FC90] a class of smooth toroidal compactifications
of Ag. If Ãg is such a toroidal compactification then there is a natural map
q : Ãg → A∗g extending the identity on Ag. This induces a stratification of Ãg:

Ãg =
g⊔

i=0

q−1(Ag−i) =
g⊔

i=0

A〈i〉g .

The stratum A〈i〉g parametrizes the semi-abelian varieties of torus rank i.
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The Hodge bundle E on Ag can be extended to a rank g vector bundle,
again denoted by E, on Ãg. On A〈i〉g the Hodge bundle fits into a short exact
sequence

0→ E
′ → E → E

′′ → 0,

where E
′ is a rank g − i bundle and E

′′ can be identified with the cotangent
bundle to the toric part of the universal semi-abelian variety along the identity
section over A〈i〉g . The bundle E

′ is the pullback under q : A〈i〉g → A∗g of the
Hodge bundle on Ag−i.

The Verschiebung V acts in a natural way on the above short exact se-
quence and it preserves E

′. It induces an action on E
′′ with trivial kernel

because E
′′ comes from the toric part and is generated by logarithmic forms.

The de Rham bundle H on Ag also admits an extension (denoted again
by H). This is the logarithmic de Rham sheaf R1π∗(Ω•X̃g/Ãg

(log)), where the
log refers to allowing logarithmic singularities along the divisor at infinity; cf.
[FC90, Theorem VI, 1.1]. We have a short exact sequence

0 → E → H → E
∨ → 0

extending the earlier mentioned sequence on Ag. The symplectic form on H

extends as well.
We now want to compare strata on Ag and Ãg, and for this we in-

troduce some notation. For a given integer 1 ≤ i ≤ g we can consider
the Weyl group Wg−i as a subgroup of Wg by letting it act on the set
{i + 1, i + 2, . . . , g, . . . , 2g − i} via the bijection j ←→ i + j for 1 ≤ j ≤ g − i.
More precisely, define ρi : Wg−i →Wg via

ρi(w)(l) =

{
i + w(l) for 1 ≤ l ≤ g − i,

g + l for g − i + 1 ≤ l ≤ g.

This map respects the Bruhat–Chevalley order, and final elements are mapped
to final elements.

Since symplectic flags on H are determined by their restriction to E and
since we can extend E to Ãg, we can extend Fg to a flag space bundle F̃g

over Ãg. Then we can also consider the degeneracy loci Uw and Uw for F̃g.
We shall use the same notation for these extensions.

Similarly, we can define the notion of a canonical filtration for a semi-
abelian variety. If 1 → T → A → A′ → 0 is a semi-abelian variety
with abelian part A′ and toric part T of rank t and if the function ν′ on
{0, c1, . . . , cr, cr+1, . . . , c2r = 2 dim(A′)} is the canonical type of A′, then we
define the canonical type of A to be the function ν on

{0, t, t + c1, . . . , t + cr, t + cr+1, . . . , t + c2r, 2g − t, 2g}
defined by ν(t + ci) = t + ν′(ci). Using this definition we can extend the E-O
stratification to Ãg.
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The stratification of Ãg by the strata A〈i〉g induces a stratification of F̃g by
flag spaces F̃ 〈i〉g . Recall that the stratum A〈i〉g admits a map q : A〈i〉g → Ag−i

induced by the natural map Ãg → A∗g. Similarly, we have a natural map
πi = π : F 〈i〉g → Fg−i given by restricting the filtration on E to E

′.
We now describe the interplay between the two stratifications (F 〈i〉g )gi=1

and (Uw)w∈Wg .

Lemma 5.1. Let w ∈Wg be an element with w ≤ w∅.
(i) We have Uw ∩ F 〈i〉g �= ∅ if and only if w is a shuffle of an element in

ρi(Wg−i).
(ii) If w = ρi(w′) with associated degeneracy loci Uw ⊂ Fg and Uw′ ⊂ Fg−i

then we have Uw ∩ F 〈i〉g = π−1
i (Uw′).

(iii) At a point x of Ãg for which the torus part of the “universal” semi-
abelian scheme has rank r, there is a formally smooth map from the formal
completion of Ãg at x to the formal multiplicative group Ĝ

r
m with the follow-

ing properties. The locus where the torus rank of the universal semi-abelian
scheme is s ≤ r is the inverse image of the locus of points of Ĝ

r
m where r − s

coordinates are 1. The restriction of this map to the formal completion of any
Uw containing x is formally smooth.

(iv) In particular, Uw is the closure of its intersection with Fg.

Proof. A V -stable filtration on E restricts to a V -stable filtration on E
′. If

Uw ∩F 〈i〉g is not empty, then it determines a w′ ∈ Wg−i such that Uw ∩F 〈i〉g ⊆
π−1
i (Uw′). Since V is invertible on E

′′, one sees that w is a shuffle of ρi(w′)
and that Uw ∩ F 〈i〉g = π−1

i (Uw′).
The third part is a direct consequence of the local construction of Ãg us-

ing toroidal compactifications and of the universal semi-abelian variety using
Mumford’s construction, where it is defined by taking the quotient of a semi-
abelian variety by a subgroup of the torus part, the subgroup being generated
by the coordinate functions of Ĝ

r
m (see [FC90, Section III.4] for details). Since

H and E depend only on that universal semi-abelian scheme, it is clear that
the restriction of the map to a Uw is smooth.

The last part follows directly from the third. ��
Note also that Lemma 5.1 is compatible with shuffling. It also results from this
lemma that we can define the E-O stratification on the Satake compactification
by considering either the closure of the stratum Vw on Ag or the images of
the final strata Vw on Ãg.

6 Existence of boundary components

Our intent in this section is to show the existence in irreducible components of
our strata of points in the smallest possible stratum U1, the stratum associated
to the identity element of Wg.
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Proposition 6.1. Let X be an irreducible component of any Uw in Fg. Then
X contains a point of U1.

Proof. We prove this by induction on g and on the Bruhat–Chevalley order of
w. The statement is clear for g = 1. We start off by choosing a Chai–Faltings
compactification Ãg ofAg with a semi-abelian family over it (and a “principal”
cubical structure so that we get a principal polarization on the semi-abelian
variety modulo its toroidal part).

What we now actually want to prove is the same statement as in the
proposition but for F̃g instead. Since U1 is contained in Fg, the result will
follow. We start off by considering Y := X ∩ (F̃g\Fg). Assume that Y is
nonempty and irreducible. If it is not, then we replace it by an irreducible
component of Y . Then Y is contained in π−1

1 (Uw′) with ρ1(w′) = w for some
w′ ∈ Wg−1. We claim that Y is an irreducible component of π−1

1 (Uw′). This
follows from the fact that “we can freely move the toroidal part into an abelian
variety,” which is Lemma 5.1, part (iv).

By induction on g we can assume that Uw′ in Fg−1 contains U1′ , where 1′

is the identity element of Wg−1. Any component Z of Uρ1(1′) that lies in X

and meets Y does not lie completely in the boundary F̃g −Fg. By induction
on the Bruhat–Chevalley order we can assume that w = ρ1(1′) and X = Z.
Note also that for any w′′ < w we have that Uw′′ does not meet the boundary,
and by induction on the Bruhat–Chevalley order we get that X = Uw ∩ X .
On the other hand, if X does not meet the boundary we immediately get the
same conclusion.

Hence we may and shall assume that Y has the property that it lies com-
pletely inside Uw and that it is proper. Lemma 6.2 now shows that it has an
ample line bundle of finite order, which together with properness forces Y to
be zero-dimensional. Now observe that dimY ≥ #(w) (the proof is analogous
to [Ful, Theorem 14.3]). This gives #(w) = 0, and so w = 1 and we are reduced
to a trivial case. ��
The following is a version of the so-called Raynaud trick.

Lemma 6.2. Suppose that X is a proper irreducible component of Uw inside
Fg such that X ∩ Uw = X. Then X is 0-dimensional.

Proof. We have the variety X and two symplectic flags E• and D• that at all
points of X are in the same relative position w. It follows from Lemma 4.2 that
we have an isomorphism between Li := Ei/Ei−1 and Mw(i) := Dw(i)/Dw(i)−1

over X , and then since we also have isomorphisms between Lp
i and Mg+i and

Li and L−1
2g+1−i, we conclude that all the Li have finite order. On the other

hand, we know from the theory of flag spaces that L2g

⊗L2g−1

⊗ · · ·⊗Lg+1

is relatively ample, and since Lg

⊗Lg−1

⊗ · · ·⊗L1 is the pullback of an
ample line bundle over the base Ag, we conclude. ��
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7 Superspecial fibers

We shall now discuss the fiber of Fg → Ag over superspecial points. The
superspecial abelian varieties are characterized by the condition that Eg = Dg,
i.e., the strata Uw for which w ∈ Sg. Furthermore, V induces an isomorphism
E/Eg −̃→ E

(p)
g . On the other hand, the polarization gives an isomorphism

(Eg)∗ −̃→ E/Eg. This leads to the following definition.

Definition 7.1. (i) Let S be an Fp-scheme. A p-unitary vector bundle is a
vector bundle E over S together with an isomorphism F ∗E −̃→ E∗, where
F : S → S is the (absolute) Frobenius map.

(ii) Let E be a p-unitary vector bundle over S and let P → S be the
bundle of complete flags on E. The p-unitary Schubert stratification of P is
the stratification given by letting Uw, w ∈ Sg, consist of the points for which
the universal flag F and the dual of the Frobenius pullback (F ∗F)∗ are in
position corresponding to w.

A map F ∗E → E∗ of vector bundles is the same thing as a map F ∗E⊗OS
E →

OS , which in turn corresponds to a biadditive map 〈−,−〉 : E × E → OS

fulfilling 〈fa, b〉 = fp〈a, b〉 and 〈a, fb〉 = f〈a, b〉. We shall normally use this
latter description.

All p-unitary vector bundles are trivial in the étale topology, as the fol-
lowing proposition shows.

Proposition 7.2. If 〈−,−〉 is a p-unitary structure on the vector bundle E
then

E := {a ∈ E : ∀b ∈ E : 〈b, a〉 = 〈a, b〉p }
is a local (in the étale topology) system of Fp2-vector spaces. Furthermore,
〈−,−〉 induces a unitary (with respect to the involution (−)p on Fp2) structure
on E. Conversely, if E is a local system of Fp2-vector spaces with a unitary
structure, then E := E

⊗
Fp2
OS is a p-unitary vector bundle.

These two constructions establish an equivalence between the categories
of p-unitary vector bundles and that of local systems of unitary Fp2-vector
spaces. In particular, all p-unitary vector bundles (of the same rank) are locally
isomorphic in the étale topology.

Proof. The pairing 〈−,−〉 gives rise to an isomorphism ψ′ : E −̃→ (F ∗E)∗ by
a �→ b �→ 〈b, a〉 and an isomorphism ψ : (F 2)∗ : E −̃→ (F ∗E)∗ by a �→ b �→
〈a, b〉p. The composite ρ := ψ−1 ◦ψ′ thus gives an isomorphism E −̃→ (F 2)∗E .
Then E is simply the kernel of ρ− 1 ⊗ id, and the fact that E = E

⊗
Fp2
OS

follows from [HW61]. The pairing 〈−,−〉 then induces a unitary pairing on E,
which is perfect, since 〈−,−〉 is. Conversely, it is clear that a unitary pairing
on E translates to one on E .

Finally, since all (perfect) unitary pairings on Fp2 -vector spaces of fixed
dimension are isomorphic, we get the local isomorphism. ��
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Proposition 7.2 has the following immediate corollary.

Corollary 7.3. The flag variety fibrations of two p-unitary vector bundles of
the same rank on the same base are locally isomorphic by an isomorphism
preserving the p-unitary Schubert strata.

Let us now consider the situation in which the base scheme is Spec(Fp2) and E
is an Fp2 -vector space given a unitary perfect pairing. The smallest p-unitary
Schubert stratum consists of flags that coincide with their unitary dual. Taking
duals once more, we see that they are taken to themselves after pullback by
the square of the Frobenius, hence are defined over Fp2 . Furthermore, they
are self-dual with respect to the unitary pairing. This should come as no
surprise, since that stratum corresponds to final filtrations on superspecial
abelian varieties. The next-to-lowest strata are somewhat more interesting.

Lemma 7.4. Let V be a g-dimensional Fp2 unitary vector space and let P be
projective space based on V . If s = (i, i + 1) ∈ Sg for some 1 ≤ i < g then the
closed Schubert stratum Us ⊆ P consists of the flags 0 = E0 ⊂ E1 ⊂ · · · ⊂ Eg,
where the Ej for j �= i, g− i are Fp2-rational with E

⊥
j = Eg−j , Eg−i = (E(p)

i )⊥

unless i = 2g, and Ei �= (E(p)
g−i)

⊥.

Proof. If E• and D• are two flags in V
⊗

R (R some Fp2-algebra) and they
are in position s, then dim(Ej ∩Dj) = rs(j, j) = j for i �= j, i.e., Ej = Dj and
for i the conditions give us Ei ∩Di = Ei−1. In our case, where Dj = F ∗E⊥g−j ,
this means Ej = F ∗E⊥g−j for j �= i and Ei �= (E(p)

g−i)
⊥. If also j �= g − i we can

use this twice and get that Ej = E
(p2)
j , i.e., Ej is Fp2 -rational. ��

As a result we get the following connectedness result, analogous to [Oo01,
Proposition 7.3].

Theorem 7.5. Let V be a g-dimensional Fp2 unitary vector space and let P

be projective space based on V . Let S ⊆ {1, . . . , g − 1}. Let U be the union
of the Usi for i ∈ S. Then two flags 0 = A0 ⊂ A1 ⊂ · · · ⊂ Ag−1 ⊂ Ag

and 0 = B0 ⊂ B1 ⊂ · · · ⊂ Bg−1 ⊂ Bg in U1 lie in the same component of U
precisely when Bi = Ai for all i /∈ S. Furthermore, every connected component
of U contains an element of U1.

Proof. The last statement is clear, since every irreducible component of any
Usi contains a point of U1. This follows from Proposition 6.1 but can also
easily be seen directly.

We start by looking at the locus U i

F of a Usi with 1 ≤ i < g of flags for
which all the components of the flag except the dimension i and dimension
g − i parts are equal to a fixed (partial) Fp2-rational self-dual flag F•. The
following claims are easily proved using Lemma 7.4.

(i) For any 1 ≤ i ≤ (g − 2)/2 or (g + 2)/2 ≤ i < g we get an element
in U i

F by picking any Ei−1 ⊂ Ei ⊂ Ei+1 and then letting Eg−i be
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determined by Lemma 7.4. Hence the locus is isomorphic to P
1 and

the intersection with U1 consists of the points for which Ei and Eg−i

are Fp2 -rational.
(ii) When g is even we get an element in U i

F by picking Eg/2−1 ⊂ Eg/2 ⊂
Eg/2+1. Hence the locus is isomorphic to P

1 and the intersection with
U1 consists of the points for which Eg/2 is Fp2 -rational.

(iii) When g is odd we get an element in U i

F by picking E(g−3)/2 ⊂
E(g−1)/2 ⊂ E(g+3)/2 for which E(g−1)/2 ⊂ F ∗E

⊥
(g−1)/2, where

E(g−1)/2 = E(g−1)/2/E(g−3)/2 and F ∗ comes from the Fp2-rational
structure on E(g+3)/2/E(g−3)/2 and the scalar product is induced
from that on Eg, and then define E(g+1)/2 by the condition that

E(g+1)/2/E(g−3)/2 = F ∗E
⊥
(g−1)/2. Since all nondegenerate uni-

tary forms are equivalent, choosing a basis of E(g+3)/2/E(g−3)/2

for which the form has the standard form 〈(x, y, z), (x, y, z)〉 =
xp+1 + yp+1 + zp+1 yields that U i

F is isomorphic to the Fermat curve
of degree p + 1 and hence is irreducible. The intersection with U1

consists of the points for which E(g−1)/2 is Fp2 -rational and then
E(g+1)/2 = E

⊥
(g−1)/2.

(iv) When g is odd we get an element in U i

F by picking E(g+3)/2 fulfilling
conditions dual to those of (iii). Hence again U i

F is irreducible and
the intersection with U1 consists of the points for which E(g+1)/2 is
Fp2-rational and then E(g−1)/2 = E

⊥
(g+1)/2.

It follows from this description that two flags in U1 lie in the same component
of U if and only if they are equivalent under the equivalence relation generated
by the relations that for any unitary Fp2-flag 0 = A0 ⊂ A1 ⊂ · · · ⊂ Ag−1 ⊂ Ag

we may replace it by any flag that is the same except for Ai and Ag−i for
i ∈ S. The theorem then follows from the following lemma. ��
Lemma 7.6. (i) Let k be a field and let F#n be the set of complete flags of
vector spaces in a finite-dimensional vector space. The equivalence relation
generated by the operations of modifying a flag E• by, for any i, replacing
Ei by any i-dimensional subspace of Ei+1 containing Ei−1 contains just one
equivalence class.

(ii) Let F#n the set of complete flags of vector spaces in an n-dimensional
Fp2-vector space, self-dual with respect to a perfect unitary pairing. An el-
ementary modification of such a flag E• is obtained by either, for any
1 ≤ i ≤ (n − 1)/2, replacing Ei by any isotropic i-dimensional subspace of
Ei+1 containing Ei−1 and En−i by its annihilator or, when n is even, replac-
ing En/2 by any maximal totally isotropic subspace contained in En/2+1 and
containing En/2−1. Then the equivalence relation generated by all elementary
modifications contains just one equivalence class.
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Proof. Starting with (i), we prove it by induction on n, the dimension of the
vector space V . Given two flags E• and F•, if E1 and F1 are equal we may
use induction applied to E•/E1 and F•/E1. We now use induction on the
smallest j such that E1 ⊆ Fj . The case j = 1 has already been taken care
of. We now get a new flag F ′• by replacing Fj−1 by Fj−2

⊕
E1, which works

because E1 � Fj−1, and we then have E1 ⊆ F ′j−1.
Continuing with (ii) we again use induction on n and start with two self-

dual flags E• and F•. Let us first assume that n is even, n = 2k. Then
Ek and Fk are isotropic subspaces. If they have nontrivial intersection, then
we may pick a 1-dimensional subspace contained in it and then use (i) to
replace E• and F• by flags for which Ek and Fk are the same and E1 = F1.
This implies that also En−1 = Fn−1 and we may consider En−1/E1 with its
two flags induced from E• and F• and use induction to conclude. Assuming
Fk ∩ Ek = {0} we may again use (i) to modify F•, keeping Fk fixed, so that
E1 ⊆ Fk+1. This means that E1

⊕
Fk−1 is totally isotropic and we may replace

Fk by it to obtain a new flag F ′• for which F ′k and Ek intersect nontrivially.
When n is odd, n = 2k + 1, we may again use induction on n to finish if

Ek and Fk intersect nontrivially. If not, we may again use (i) to reduce to the
case E1 ⊆ Fk+2 and then we may replace Fk by E1

⊕
Fk−1 and Fk+1 by its

annihilator. ��

8 Local structure of strata

8.1 Stratified Spaces

We now want to show that Fg looks locally like the space of complete symplec-
tic flags (in 2g-dimensional space). More precisely, we shall get an isomorphism
between étale neighborhoods of points that preserves the degeneration strata.
This is proved by establishing a result on suitable infinitesimal neighborhoods
that involves not just the complete flag spaces but also partial ones. In or-
der to have a convenient way of formulating such a result we introduce the
following two notions:

By a stratified space we shall mean a scheme together with a collection of
closed subschemes, called strata. A map between stratified spaces is said to
be stratified if it maps strata into strata.

If P is a partially ordered set then a diagram X• of spaces over P associates
to each element q of P a scheme Xq and to each relation q > q′ a map
Xq → Xq′ fulfilling the condition that the composite Xq → Xq′ → Xq′′ equal
the map Xq → Xq′′ for any q > q′ > q′′. We shall also similarly speak about a
diagram of stratified spaces where both the schemes and the maps are assumed
to be stratified. Given a field k and a k-point x of a diagram X• we may speak
of its (strict) Henselization at x, which at each q ∈ P is the Henselization at
x of Xq.
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For a positive integer g we now consider the partially ordered set Pg whose
elements are the subsets of {1, 2, . . . , g−1} and with ordering that of inclusion.
We have two diagrams of stratified spaces over this set: The first, F#•g, asso-
ciates to the subset S the flag space of a maximal totally isotropic subspace E
of a symplectic 2g-dimensional vector space and partial flags of subspaces of E
whose dimensions form the set S. The map associated to an inclusion S ⊂ S′

is simply the map forgetting some of the elements of the flag. Similarly, we
let F•g be the diagram that to a subset S associates the space of flags over the
moduli space Ag of principally polarized abelian varieties that associates to
a principally polarized abelian variety the space of flags on its Hodge bundle
whose dimensions form the subset S.

The diagram F#•g becomes a stratified diagram by considering the strati-
fications given by the (closed) Schubert cells with respect to some fixed com-
plete flag. In positive characteristic p the diagram F•g becomes a stratified
diagram by considering the degeneracy loci given by the relative positions of
the Hodge flag E• and the conjugate flag D.

8.2 Height 1-Maps

For schemes in a fixed positive characteristic p we shall say that a closed
immersion S ↪→ S′ defined by the ideal sheaf I on S′ is a height 1-map if
I(p)
S = 0, where for an ideal I, we let I(p) be the ideal generated by the pth

powers of elements of I. If R is a local ring in characteristic p with maximal
ideal mR, the height 1-hull of R is the quotient R/m

(p)
R . It has the property

that its spectrum is the largest closed subscheme of SpecR for which the map
from SpecR/mR to SpecR/m

(p)
R is a height 1-map. If k is a field of character-

istic p and x : Spec k → S a k-map to a k-scheme S of characteristic p, then
by the height 1-neighborhood of x we will mean the spectrum of the height
1-hull of the local ring of S at x. It is clear that taking height 1-neighborhoods
of k-points is functorial under maps between pointed k-schemes. Finally, we
shall say that two local rings are height 1-isomorphic if their respective height
1-hulls are isomorphic and that the height 1-hull of a k-point is height 1-smooth
if it is isomorphic to the height 1-hull of a smooth k-point (i.e., is of the form
k
[
[t1, . . . , tn]

]
/m(p) with m = (t1, . . . , tn)).

Theorem 8.1. For each perfect field k of positive characteristic p and each
k-point x of F•g there is a k-point y of F#•g such that the height 1-neighborhood
of x is isomorphic to the height 1-neighborhood of y by a stratified isomorphism
of diagrams.

Proof. Denote also by x the point of Fg, the space of complete flags of the
Hodge bundle, associated to x as a point of the diagram F•g . Let X• be the
height 1-neighborhood of x in F•g and X the height 1-neighborhood of x in
Fg. Now the ideal of the closed point of x in X has a divided power structure
for which all the divided powers of order ≥ p are zero. This allows us to get
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a trivialization of the restriction of the de Rham cohomology HX −̃→ X ×W
that is horizontal (i.e., compatible with the Gauss–Manin connection on the
left and the trivial connection on the right). Now, since the absolute Frobenius
map on X factors through the closed point, we get that the pullback E

(p)
• is

a horizontal flag, and then so is D•, its elements being either inverse images
of horizontal subbundles by the horizontal map V or duals of horizontal sub-
bundles. We now get a map from X to the space F#g of complete symplectic
flags on W such that the pullback of the universal flag equals E•. We may,
furthermore, choose a symplectic isomorphism of W and the standard sym-
plectic space such that D• is taken to the fixed complete flag. We can extend
this map in a compatible fashion for all partial flag spaces giving a map from
the diagram X• to F#•g, and we will denote by y the k-point that is the com-
posite of x and this map. This map is clearly a stratified map, and by the
infinitesimal Torelli theorem (cf. [FC90, pp. 14–15]) it induces an isomorphism
from X• to Y •, the first height 1-neighborhood of y in F#•g. ��
Theorem 8.2. For each perfect field k of positive characteristic p and each
k-point x of Fg there is a k-point y of F#g such that the Henselization of x is
isomorphic to the Henselization of y by a stratified isomorphism.

Proof. The theorem provides such an isomorphism over the height 1-hull X of
x. Now, over OFg,x we may extend the trivialization of HX to a trivialization
of HFg,x that also extends the trivialization of D (making, of course, no re-
quirements of horizontality). This gives a map from the localization, X̃ , of Fg

at x to F#g that extends the map from X to F#g. It thus induces a map from
X̃ to Ỹ , the localization F#•g at y. Now, this map induces an isomorphism
on tangent spaces and Fg is smooth. This implies that we get an induced
isomorphism on Henselization and proves the theorem. ��
Lemma 8.3. Let A be a principally polarized abelian variety over an alge-
braically closed field. If a flag D• for it has type w′ that is less than or equal to
its canonical type, then w′ is the final element corresponding to the canonical
type of A.

Proof. The flag D• has the property, since it is of a type ≤ to the canonical
type, that F maps D

(p)
i into Dνw(i). Consider now the set I of i’s for which

Di is a member of the canonical flag. It clearly contains 0 and is closed under
i �→ ı. Furthermore, if i ∈ I, then F (D(p)

i ) has dimension νw(i) but is then
equal to Dνw(i), since it is contained in it. Hence I fulfills the conditions of
Corollary 2.10 and hence contains the canonical domain, which means that
D• is a refinement of the canonical flag and thus ν, the final type of A, and
νw′ coincide on the canonical domain of ν and are equal by Corollary 2.10,
which means that w′ is the final element of the canonical type. ��
Corollary 8.4. (i) Each stratum Uw of Fg is smooth of dimension #(w)
(over Fp).
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(ii) The closed stratum Uw (again of Fg) is Cohen–Macaulay, reduced, and
normal of dimension #(w), and Uw is the closure of Uw in Fg for all w ∈Wg.

(iii) If w is final then the restriction of the projection Fg → Ag to Uw is
a finite surjective étale covering from Uw to Vw of degree γg(w).

Proof. We know that each open Schubert cell of F#g is smooth, and each
closed one is Cohen–Macaulay by a proof that runs completely along the lines
of [Ful, Theorem 14.3.]. By a theorem of Chevalley (cf. [Ch94, Corollary of
Proposition 3]) they are smooth in codimension 1, so by Serre’s criterion (cf.
[Gr65, Theorem 5.8.6]) they are normal and reduced. The same statement for
the stratification of Fg then follows from the theorem. To finish (ii), the fact
that Uw = Uw follows more or less formally from the rest: if x ∈ Uw, then
we know that the dimensions of all Uw′ with w′ < w that pass through in x
are #(w′) < #(w), but the dimension of Uw at that point is #(w), and hence x
must lie in the closure of Uw.

As for (iii), that Uw maps into Vw follows from the fact that the restriction
of a final filtration to its canonical domain is a canonical filtration (Proposition
4.5). That the map Uw → Ag is unramified follows from the same statement
for Schubert cells, which is [BGG73, Proposition 5.1]. We next prove that
Uw → Vw is proper. Note that by Proposition 4.5 and by the fact that by
definition, Vw is the image of Uw, we get that the geometric points of Vw

consist of the principally polarized abelian varieties with a canonical filtration
whose canonical type corresponds to the final type of w. Hence for properness
we may assume that we have a principally polarized abelian variety over a
discrete valuation ring R such that both its generic and special points are of
type w and we suppose that we are given a final flag over the generic point.
Hence the canonical decomposition of SpecR for the abelian variety is equal
to SpecR, and we have a canonical flag over SpecR. Since Uw is proper, the
map to it from the generic point of SpecR extends to a map from SpecR to
Uw, hence giving a flag over its special point. This flag is then of a type ≤ w,
and hence by Lemma 8.3, its type is equal to w and the image of SpecR lies
in Uw, which proves properness.

Now, Vw being by definition the schematic image of Uw, it is reduced
because Uw is. Since Uw → Vw is unramified, it has reduced geometric fibers,
and since it is finite and Vw is reduced, to show that it is flat it is enough
to show that the cardinalities of the geometric fibers are the same for all
geometric points of Vw. This, however, is Lemma 4.6. Being finite, flat, and
unramified, it is étale. That its degree is γ(w) follows from Lemma 4.6. ��
Remark 8.5. (i) The corollary is true also for the strata of F̃g.

(ii) Note that the degree of the map Uw → Vw is γg(w). By looking at
the proof of Lemma 4.6 it is not difficult to show that it is a covering with
structure group a product of linear and unitary groups over finite fields of
characteristic p.
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9 Punctual flag spaces

Let M be the (contravariant) Dieudonné module of a truncated Barsotti–Tate
group of level 1 over an algebraically closed field of characteristic p provided
with an alternating perfect pairing (of Dieudonné modules). We let FM , the
punctual flag space for M , be the scheme of self-dual admissible complete flags
in M for which the middle element equals Im(V ). It is well known that every
such M occurs as the Dieudonné module of the kernel of multiplication by p
on a principally polarized abelian variety. Then FM is the intersection of U∅
and the fiber over a point of Ag giving rise to M . Also, by a result of Oort
[Oo01], the canonical type of M determines it (over an algebraically closed
field), and hence we shall also use the notation Fν where ν is a final type. For
Γ = (I,S) where I ⊆ {1, . . . , g} with #I equal to the semi-simple rank of M
and S a complete V -stable flag of the V -semi-simple part of M , we define FΓ

M

as follows: we let FΓ
M be the part of FM ∩ Uss

I (Uss
I may clearly be defined

directly in terms of M) for which the flag induces S on the V -semi-simple
part. The p-rank of M is denoted by f , and we easily see that FM is the
disjoint union of the FΓ

M , and putting FSM := F ({1,...,g−f+1},Γ )
M , we have maps

SI : FI
M → FSM . These maps are homeomorphisms by Proposition 4.14. This

can be seen directly by decomposing M as Mmul
⊕

M ��
⊕

M et, where V is
bijective on Mmul, F on M et, and F and V nilpotent on M ��. Any element of
an admissible flag over a perfect field will decompose in the same way (since
that element is stable under F by definition and under V by duality) and is
hence determined by its intersection with Mmul, M ��, and Met. By self-duality
the intersection of all the elements of the flag with Met is determined by that
with Mmul, and that part is given by an arbitrary full flag of submodules
of Mmul, which is our S. That means that we may indeed reconstitute the
whole flag from Γ and the induced flag on M �� and that any choice of flag on
M �� gives rise to a flag in FΓ

M . This means that the map FΓ
M → FM�� is a

homeomorphism, and we may for all practical purposes focus our attention on
the case that F and V are nilpotent on M (i.e., M is local–local). Hence in this
section, unless otherwise mentioned, the Dieudonné modules considered will
be local–local. Note that the principal interest in this section will be focused
on the question of which Uw have nonempty intersection with FM and that
this problem is indeed by the above considerations immediately reduced to
the local–local case.

We shall make extensive use of one way to move in each FM :
Consider w∅ ≥ w ∈ Wg. Assume that we have an index 1 ≤ i ≤ g − 1

for which rw(g + i − 1, i + 1) ≥ i + 1. This means that for a flag D• in Uw

we have that F (Di+1) ⊆ Di−1 or equivalently that F is zero on Di+1/Di−1.
Hence if we replace Di by any Di−1 ⊂ D ⊂ Di+1 (replacing also D2g−i to make
the flag self-dual), we shall still have an admissible flag, since V (D) ⊆ Di−1.
In order to construct the E-flag, we apply V to the D-flag, which gives us
half of the E-flag, and we complement by taking orthogonal spaces. In the
E-flag now Eg−i and Eg+i move. This construction gives a mapping from
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the projective line P(Eg−i+1/Eg−i−1) to FM , and we shall therefore call this
family the simple family of index i (with, of course, respect to M), and we
shall write Pw,i for this simple family. The condition rw(g+ i−1, i+1)≥ i+1
is equivalent to rw(g− i+1, i− 1) = g− i− 1, and when it is fulfilled we shall
say that g − i is movable for w.

Proposition 9.1. Any two points of the local flag space FΓ
M can be connected

by a sequence of simple families.

Proof. We immediately reduce to the case that M is local (in which case
the statement is about FM ). We are going to identify FM with the scheme
of V -stable flags in Im(V ), and we prove the statement for any Dieudonné
module N with F = 0 and V nilpotent. Let E• and F• be two V -stable
flags in N . If E1 = F1 then we may consider N/E1 and use induction on the
length of N to conclude. If not, we use induction on the smallest i such that
F1 ⊆ Ei which we thus may assume to be > 1. We now have F1 � Ei−1

and hence that F1 is a complement to Ei−1 in Ei, so that in particular,
Ei/Ei−2 = (Ei−1/Ei−2)

⊕
(F1 + Ei−2)/Ei−2. This has a consequence that V

is zero on Ei/Ei−2, which means that every subspace of it is stable under
V , so that we get a P

1-family of flags in Ei/Ei−2 in which both Ei−1/Ei−2

and (F1 + Ei−2)/Ei−2 are members, so that we may move Ei−1 so that it
contains F1. ��
Recall (cf. [Oo01, 14.3]) that one defines the partial order relation on final
types ν1 ⊆ ν2 (respectively ν1 ⊂ ν2) by the condition that Vν1 ⊆ Vν2 (re-
spectively Vν1 � Vν2). We shall now see that this relation can be expressed
in terms of local flag spaces. For this we let Mν be a Dieudonné module of a
principally polarized truncated Barsotti–Tate group of level 1 with final type
ν (there is up to isomorphism only one such Mν , [Oo01, Theorem 9.4]).

Theorem 9.2. (i) We have that ν′ ⊂ ν precisely when there is a w ∈Wg such
that w ≤ ν and there is a flag of type w in FMν′ .

(ii) If there is a flag of type w in FMν′ , then there is a w′ ≤ w such that
the intersection Uw′ ∩ FMν′ is finite.

Proof. Consider the image in Ag of Uν . It is a closed subset containing Vν and
hence contains Vν , and in particular it meets each fiber over a point of Vν .
Consequently there is a point s in the intersection of Uν and the fiber over
a point t of Vν′ . Now, s lies in some Uw ⊆ Uν and hence fulfills w ≤ ν, and
since ν ≤ w∅, s also lies in the local flag space of t, and as has been noted,
this is the “same” as FMν′ . The converse is clear.

As for the second part, the proof of Lemma 6.2 shows that a w′ ≤ w that
is minimal for the condition that Uw′ ∩ FMν′ is nonempty has Uw′ ∩ FMν′
finite. ��
The theorem allows us to re-prove a result of Oort [Oo01]; the E-O strata are
defined in Section 4.4.
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Corollary 9.3. The E-O stratification on Ag is a stratification.

Proof. The condition in 9.2, (i) says that ν′ ⊂ ν if and only if the closure Uν
of Uν has a nonempty intersection with the punctual flag space Fν′ . The proof
there gives more precisely that a given point s of Vν′ lies in Vν precisely when
Uν intersects the fiber over s of the map Fg → Ag. This condition does not
depend on the point s by a result of Oort on Dieudonné modules [Oo01]. ��
From Theorem 9.2 it is clear that the condition that Uw∩FM �= ∅ is important.
We shall say that an admissible w ∈ Wg occurs in ν, with ν a final type, if
Uw ∩ FM �= ∅, and we shall write it symbolically as w → ν.

Remark 9.4. It is important to realize that a priori this relation w → ν
depends on the characteristic, which is implicit in all of this article. Hence the
notation w

p→ ν would be more appropriate. It is our hope that the relation
will a posteriori turn out to be independent of p. If not and if one is working
with several primes p, the more precise notation will have to be used.

Hence we can formulate the theorem as saying that ν′ ⊂ ν precisely when
there exists an admissible w with w → ν′ and w ≤ ν. Suppose final types ν
and ν′ are given. For an element w of minimal length in the set of minimal
elements of {w ∈ Wg : ν > w, w → ν′} in the Bruhat–Chevalley order, we
then have the following property. The space Uw∩FMν′ has dimension 0 for the
generic point of Vν′ . Clearly, then �(w) ≥ �(ν′) for every w as in Theorem 9.2.

Example 9.5. Since E-O strata on Ag are defined using the projection from
the flag space, the closure of an E-O stratum on Ag need not be given by the
Bruhat–Chevalley order on the set of final elements, and indeed it isn’t. Oort
gave the first counterexample for g = 7 based on products of abelian varieties.
We reproduce his example and give two others, one for g = 5 and one for
g = 6 that do not come from products.

(i) Let g = 7 and let w1 = [1, 2, 4, 6, 7, 10, 12] and w2 = [1, 2, 3, 7, 9, 10, 11].
Then w1 and w2 are final elements of W7 and have lengths �(w1) = 8 and
�(w2) = 9. In the Bruhat–Chevalley order neither w1 ≤ w2 nor w2 ≤ w1

holds. Despite this, we have Vw1 ⊂ Vw2 . The explanation for this lies in the
fact that the simple family Pw1,4 hits the stratum Uw3 with w3 the element
[1, 2, 3, 7, 6, 10, 11] = s3w1s4, with w2 > w3 and w3 → w1, so by Theorem 9.2
it follows that Vw1 ⊂ Vw2 . (That there is such a simple family can be proved
directly, but for now we leave it as an unsupported claim, since a proof “by
hand” would be somewhat messy. A more systematic study of these phe-
nomena will appear in a subsequent paper.) This explains the phenomenon
observed in [Oo01, p. 406], (but note the misprints there). Also the element
w2 > w4 = [1, 2, 3, 7, 9, 5, 11] → w1 will work for w1. The element w1 is the fi-
nal element corresponding to taking the product of a Dieudonné module with
final element [135] and a Dieudonné module with final element [1246], whereas
similarly, w2 appears as the “product” of the final elements [135] and [1256].
Since [1246] < [1256], there is a degeneration of a Dieudonné module of type
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[1256] to one of type [1246]. This shows that this example simply expresses
the fact that ⊂ must be stable under products, whereas the Bruhat–Chevalley
order isn’t. (We’d like to thank Ben Moonen for pointing this out to us.)

(ii) For g = 5 we consider the final elements w1 = [1, 3, 4, 6, 9] and w2 =
[1, 2, 6, 7, 8] of lengths 5 and 6 and the nonfinal element w3 = [1, 2, 6, 4, 8] in
W5. Then w3 < w2 and w3 → w1, so that Vw1 lies in the closure of Vw2 . But
in the Bruhat–Chevalley order neither w1 < w2 nor w2 < w1 holds.

(iii) Let g = 6 and consider the final elements w1 = [1, 3, 5, 6, 9, 11]
and w2 := [1, 2, 6, 8, 9, 10] of lengths �(w1) = 8 and �(w2) = 9. In the
Bruhat–Chevalley order we do not have w1 ≤ w2. Nevertheless, Vw1 oc-
curs in the closure of the E-O stratum Vw2 . Indeed, the admissible element
w3 = [1, 2, 6, 8, 4, 10] satisfies w2 ≥ w3 → w1: Uw3 has a nonempty intersec-
tion with the punctual flag space Fw1 . This time, neither of the elements w1

and w2 is a product in the sense of (i). Furthermore, since Vw1 is of codimen-
sion 1 in Vw2 , this example cannot be derived by taking the transitive closure
of the closure under products of the Bruhat–Chevalley relation. The claim
that we have w3 → w1 and the two preceding ones will be substantiated in a
subsequent paper.

There is an approach to the study of the relation of the E-O strata and the
strata on Fg that is in some sense “dual” to the study of punctual flag spaces:
that of considering the image in Ag of the Uw. The following result gives a
compatibility result on these images and the E-O stratification.

Proposition 9.6. (i) The image of any Uw, w ∈ Wg, is a union of strata Vν .
In particular, the image of a Uw is equal to some Vν .

(ii) For any final ν and w ∈ Wg, the maps Uw ∩ π−1Vν → Vν and Uw ∩
π−1Vν → Vν , where π is the projection Fg → Ag, have the property that
there is a surjective flat map X → Vν such that the pullback of them to X is
isomorphic to the product X × (Fν ∩ Uw) respectively X × (Fν ∩ Uw).

(iii) A generic point of a component of Uw maps to the generic point of
some Vν , and that ν is independent of the chosen component of Uw.

Proof. The first part follows directly from Oort’s theorem (in [Oo01]) on the
uniqueness of the Dieudonné module in a stratum Vν , since it implies that if
one fiber of π−1(Vν) → Vν meets Uw, then they all do. As for the second part,
it would follow if we could prove that there is a surjective flat map X → Vν
such that the pullback of (H,E, F, V, 〈−,−〉) is isomorphic to the constant data
(provided by the Dieudonné module of type ν). For this we first pass to the
space Xν of bases of H for which the first g elements form a basis of E, which
is flat surjective over Vν . Over Xν , the data is the pullback from a universal
situation, where F , V , and 〈−,−〉 are given by matrices. In this universal
situation we have an action of the group G of base changes, and two points
over an algebraically closed field give rise to isomorphic (H,E, F, V, 〈−,−〉)
precisely when they are in the same orbit. By assumption (and Oort’s theo-
rem) the image of Xν lies in an orbit, so it is enough to show that the data
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over an orbit can be made constant by a flat surjective map. However, the
map from G to the orbit obtained by letting g act on a fixed point of the orbit
has this property.

The third part follows directly from the second. ��
The proposition gives us a map τp : Wg → Wg/Sg that to w associates the
final type of the open stratum into which each generic point of Uw maps. We
shall return to this map in Section 13.

Example 9.7. Note that the punctual flag space is in general rather easy to
understand, since it depends only on the image of V and we are almost talking
about the space of flags stable under a nilpotent endomorphism (remember
that we have reduced to the local–local case). Almost, but not quite, since
the endomorphism is semilinear rather than linear. What is complicated is
the induced stratification. Already the case of ν = s3 ∈ W3 is an illustrative
example. We have then that kerV ∩ ImV is of dimension 2; in fact, we have
one Jordan block for V on ImV of size 2 and one of size 1. The first element,
E1, of the flag must lie in kerV ∩ ImV , so we get a P

1 of possibilities for
it. If E1 = ImV 2, then V is zero on E3/E1 and we can choose E2/E1 as an
arbitrary subspace of E3 giving us a P

1 of choices for E2. On the other hand, if
E1 �= ImV 2, then E3/E1 has a Jordan block of size 2, and hence there is only
one V -stable 1-dimensional subspace, and thus the flag is determined by E1.
The conclusion is that the punctual flag space is the union of two P

1’s meeting
at a single point. The intersection point is the canonical filtration (which is a
full flag), and one can show that the rest of the points on one component are
flags of type [241] and the rest of the points on the other component are flags
of type [315].

10 Pieri formulas

In this section we are going to apply a theorem of Pittie and Ram [PR99]
to obtain a Pieri-type formula for our strata. (It seems to be historically
more correct to speak of Pieri–Chevalley-type formulas, cf. [Ch94].) The main
application of it will not be to obtain cycle class formulas, since Pieri formulas
usually do not give formulas for individual strata but only for certain linear
combinations. For us the principal use of these formulas will be that they show
that a certain strictly positive linear combination of the boundary components
will be a section of an ample line bundle (or close to ample, since one of
the contributors to ampleness will be λ1, which is ample only on the Satake
compactification). This will have as consequence affineness for the open strata
as well as a connectivity result for the boundary of the closed strata. We shall
see in Section 13 that there is also a Pieri formula for the classes of the E-O
strata, though we know very little about it.

In this section we are going to work with level structures. There are two
reasons for this. The first one is that we are going to exploit the ampleness λ1,
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and even formulating the notion of ampleness for a Deligne–Mumford stack
is somewhat awkward. The second is that one of the consequences of our
considerations will be an irreducibility criterion for strata. Irreducibility for a
stratum on Ag does not imply irreducibility for the same stratum on the space
Ag,n of principally polarized abelian varieties with level n-structure, where
always p � |n. In fact, irreducibility for the level-n case means irreducibility on
Ag together with the fact that the monodromy group of the level-n cover is
the maximum possible. Hence in this section we shall use Ag,n but also some
toroidal compactification Ãg,n (cf. [FC90]). Everything we have said so far
applies to this situation giving us in particular Fg,n and F̃g,n, but we have
the extra property that for n ≥ 3, then Ãg,n and hence F̃g,n are smooth
projective varieties.

We now introduce the classes #i := c1(E{i}) for 1 ≤ i ≤ 2g in the Chow
ring CH∗(Fg). By self-duality of the flag E• we have that #2g+1−i = −#i, and
by construction c1(D{i}) = p#i−g = −p#3g+1−i for g + 1 ≤ i ≤ 2g. (For the
notation DJ see Section 3.2.) Furthermore, #1 + · · ·+ #g is the pullback from
Ãg of λ1, the first Chern class of the Hodge bundle.

Now we let Mi := c1(D]2g−i,2g]), 1 ≤ i ≤ g, and start by noting that if
n = (n1, . . . , ng) then n · M :=

∑
i niMi is relatively ample for F̃g → Ãg

if ni > 0 for 1 ≤ i < g. Indeed, by construction Li := #2g + · · · + #2g−i+1,
1 ≤ i ≤ g, is the pullback from the partial flag space F̃g[i] of flags with
elements of rank i, 2g − i, and g (and with the rank g-component equal to
Eg) and on F̃g[i] we have that #2g + · · · + #2g−i+1 is ample. It is well known
that any strictly positive linear combination of these elements is relatively
ample. From the formulas above we get that Mi = p(Lg−i + λ1) (where we
put L0 = 0). On the other hand, λ1 is almost ample; it is the pullback from
A∗g of an ample line bundle.

Now we identify the Li with the fundamental weights of the root system
of Cg. Note that Wg acts on the #i considered as parts of the weight lattice by
σ(#i) = #σ(i) (keeping in mind that #2g+1−i = −#i) and then acts accordingly
on the Li. Let us also note that (by Chevalley’s characterization of the Bruhat–
Chevalley order) if w′ < w with #(w′) = #(w) − 1 and if w = si1 · · · sik ,
then w′ is of the form si1 · · · ŝir · · · sik , which can be rewritten as wsα, where
sα = (sir+1 · · · sik)−1sir (sir+1 · · · sik), which thus is the reflection with respect
to a unique positive root.

Theorem 10.1. For each 1 ≤ i ≤ g and w ∈Wg we have that

(pλ1 + pLg−i − wLi)[Uw] =
∑
w′≺w

ciw,w′[Uw′ ] ∈ CH1
Q
(Uw

⊗
Fp),

where ciw,w′ ≥ 0 and w′ ≺ w means w′ ≤ w and #(w) = #(w′)+1. Furthermore,
ciw,w′ > 0 precisely when w′ = wsα for α a positive root for which the simple
root αi appears with a strictly positive coefficient when α is written as a linear
combination of the simple roots.
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Proof. We shall use [PR99], which has the following setup: We fix a semi-
simple algebraic group G (which in our case is the symplectic group Sp2g,
but using this in the notation will only confuse) with Borel group B and fix a
principal B-bundle E → X over an algebraic variety X . Letting E(G/B)→ X
be the associated G/B-bundle, we have, because its structure group is B and
not just G, Schubert varieties Ωw → X (which fiber by fiber are the usual
Schubert varieties). For every weight λ ∈ P , P being the group of weights for
G, we have two line bundles on E(G/B); on the one hand, yλ, obtained by
regarding λ as a character of B, which gives a G-equivariant line bundle on
G/B and hence a line bundle on E(G/B), on the other hand, the character λ
can also be used to construct, with the aid of the principal B-bundle E, a line
bundle xλ on X and then by pullback to E(G/B) a line bundle also denoted
by xλ. A result of [PR99, Corollary] then says that if λ is a dominant weight
then

yλ[OΩw ] =
∑

η∈T λ
w

xη(1)[OΩv(η,w) ] ∈ K0(E(G/B)). (1)

Here T λ
w is a certain set of piecewise linear paths η : [0, 1]→ P

⊗
R in the real

vector space spanned by P ; moreover, v(η, w) is a certain element in the Weyl
group of G that is always ≤ w, and T λ

w has the property that η(1) ∈ P for all
its elements η. An important property of T λ

w is that it depends only on w and
λ and not on E. It follows immediately from the description of [PR99] that
v(η, w) = w in only one case, namely when η is the straight line η(t) = twλ.
Hence we can rewrite the formula as

(yλ − xwλ)[OΩw ] =
∑

η∈T λ
w

′
xη(1)[OΩv(η,w) ],

where the sum now runs over all elements of T λ
w for which v(η, w) < w. Taking

Chern characters and looking at the top term that appears in codimension
codim(w) + 1, we get

(c1(yλ)− c1(xwλ))[Ωw] =
∑

η∈T λ
w

′′
[Ωv(η,w)], (2)

where the sum is now over the elements of T λ
w for which #(v(η, w)) = #(w)−1.

To determine the multiplicity with which a given [Ωw′ ] appears in the right-
hand side we could no doubt use the definition of T λ

w . However, it seems easier
to note that the multiplicity is independent of E, and hence we may assume
that X is a point and by additivity in λ that λ is a fundamental weight λi.
In that case one can use a result of Chevalley [Ch94, Proposition 10] to get
the description of the theorem. However, we want this formula to be true not
in the Chow group of E(G/B) but instead in the Chow group of the relative
Schubert subvariety of index w of E(G/B). This, however, is no problem, since
the (relative) cell decomposition shows that this Chow group injects into the
Chow group of E(G/B).



616 Torsten Ekedahl and Gerard van der Geer

We now would like to claim Formula 2 in the case X = Fg and the principal
B-bundle is the tautological bundle E•. The deduction of (2) from (1) is
purely formal; however, [PR99] claims (1) only for X a smooth variety over
C. This at least allows us to conclude (2) for X = Fg,n

⊗
C, the flag space

associated to a smooth toroidal compactification of Ag,n, the moduli space
of principally polarized abelian varieties with a principal level n-structure for
n ≥ 3 (see [FC90, Theorem 6.7, Corollary 6.9]). Using the specialization map
for the Chow group, we conclude that (2) is valid for X = Fg,n

⊗
Fp. Finally,

pushing down under the map Fg,n → Fg induced from the map Ag,n → Ag

we get (2) for X = Fg.
The final step is to pull back (2) along the section of E(G/B) given by

D•. To make the pullback possible (note that the relative Schubert variety
will in general not be smooth over the base), we remove the relative Schubert
varieties of codimension 2 in the relative Schubert variety in question. This
forces us to remove the part of Uw where the section encounters the removed
locus. This is, however, a codimension-2 subset by Corollary 8.4, so its removal
will not affect CH1

Q
(Uw). Unraveling the pullback of (c1(yλ)− c1(xwλ)) gives

the theorem. ��
To apply the theorem we start with some preliminary results that will be used
to exploit the positivity of the involved line bundles.

Lemma 10.2. Let X be a proper (irreducible) variety of dimension > 1 and L
a line bundle on X that is ample on some open subset U ⊆ X. Let D := X \U
and let H ⊂ U be the zero set of a section of L|U . If D is connected then so
is D ∪H.

Proof. By replacing the section by a power of it, we may assume that L is
very ample, giving an embedding U ↪→ P

n. Let Z be the closure of the graph
of this map in X×P

n; moreover, let Y be the image of Z under the projection
on the second factor giving us two surjective maps X ← Z → Y and let D′ be
the inverse image in Z of D. Assume that D ∪H is the disjoint union of the
nonempty closed subsets A and B and let A′ and B′ be their inverse images in
Z. Now, Y is irreducible of dimension > 1 and hence H ′′ is connected, where
H ′′ is the hyperplane section of Y corresponding to H , so that the images
of A′ and B′ in Y must meet. However, outside of D′ the map Z → Y is a
bijection, and hence the meeting point must lie below a point of D′ and hence
A′ and B′ both meet D′. This implies that A and B both meet D, which is a
contradiction, since D is assumed to be connected. ��
Proposition 10.3. Let L be the determinant det E of the Hodge bundle over
Ag,n, n ≥ 3 (and prime to p).

(i) There is, for each 1 ≤ i < g, an integer mi such that the global sections
of Λg−i(H/E)

⊗L⊗m generate this bundle over Ag,n whenever m ≥ mi. These
mi can be chosen independently of p (but depending on g and n).

(ii) Putting Ni := Li + niλ1 for 1 ≤ i < g and Ng := λ1, then
∑

i miNi is
ample on Fg if mi > 0 for all 1 ≤ i ≤ g.
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(iii) Fix w ∈ Wg and put L :=
∑

i<g Li, N :=
∑

i<g Ni, and m =
∑

i mi.
Choose r, s, t, and u such that rN + tλ1−wL respectively sN +uλ−wLg can
be written as a positive linear combination of the Ni (using that Lg = −λ1).
Then if p > r + sm and (g − 1)p > t + um we have that p(L + (g − 1)λ1) +
pmλ1 − wL − mwLg is ample on Fg,n. The constants r, s, t, and u can be
chosen independently of p.

Proof. Statement (i) follows directly from the fact that λ1 is ample on Ag,n.
The independence of p follows from the existence of a model of Ag,n that
exists over Spec Z[1/n, ζn].

As for (ii), we have that π∗O(Li) = Λg−i(H/E), 1 ≤ i < g, since
π : Fg,n → Ag,n can be identified with the space of flags on H/E, and O(Li) is
det(H/E2g−i). By definition we then have that π∗O(Ni) is generated by global
sections on Ag,n. We know that on the flag space SLg /B we have that the
canonical ring

⊕
λ H0(SLg /B,Lλ), where λ runs over the dominant weights

and Lλ is the corresponding line bundle, is generated by the H0(SLg /B,Lλi),
1 ≤ i < g, where λi is the ith fundamental weight (see for instance [RR85]).
Also O(

∑
i<g miNi) is relatively very ample, and we have just shown that

π∗O(
∑

i<g miNi) is generated by global sections. Since λ1 is ample on Ag,n,
we get that π∗O(

∑
i≤g miNi) is ample.

Continuing with (iii), we have that N = L + nλ1, which gives p(L + (g −
1)λ1) + pmλ1 − wL −mwLg = (p − (r + sm))N + (p(g − 1) − (t + um)) +
(rN + tλ1 −wL) + m(sN + uλ1 −wLg). We then conclude by the definitions
of r, s, t, and u and (ii). ��
Remark 10.4. (i) The constants r, s, t, and u are quite small and easy to
compute. We know nothing about the mi but imagine that they would not be
too large.

(ii) It would seem that the last part would not be applicable for g = 1, but
it can be easily modified to do so. On the other hand, for g = 1 everything is
trivial anyway.

We are now ready for the first application of the Pieri formula.

Proposition 10.5. (i) There is a bound depending only on g and n such
that if p is larger than that bound, then for an irreducible component Z of
some Uw ⊆ F̃g,n, w ∈ Wg, the union of the complement of Z in Z, the
closure of Z in F̃g,n, and the intersection of Z and F̃g,n \Fg,n is connected if
the intersection of Z with the boundary F̃g,n \ Fg,n is connected or empty.

(ii) There is a bound depending only on g and n such that if p is larger
than that bound, then for w ∈ Wg of semi-simple rank 0 we have that Uw is
affine.

Proof. By Proposition 10.3 there is a bound depending only on g and n such
that if p is larger than it, then M := p(L+(g−1)λ1)+pmλ1−wL−mwLg is
ample on Fg,n. Summing up Pieri’s formula (Theorem 10.1) for 1 ≤ i < g and
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m times the formula for i = g we get that M [Z] is supported on Z intersected
with smaller strata. (Note that the Pieri formula is a priori—and quite likely
in reality—true only modulo torsion. We may, however, simply multiply it
by a highly divisible integer, and that doesn’t change the support.) We then
conclude by Lemma 10.2.

As for the second part, we argue as in the first part and conclude that
Uw \ Uw is the support of an ample divisor in Uw (as in the theorem, each
component must appear, since we are summing up for 1 ≤ i ≤ g, and some
αi must appear in the expansion of α) and hence Uw is affine. ��
Remark 10.6. (i) The first part of the proposition is somewhat difficult to
use because of the condition on the intersection with the boundary. In the
applications of the next section it turns out that we need to apply it only
when the intersection is empty.

(ii) For the second part we would like to say more generally that the image
of Uw is affine in F∗g,n for some appropriate definition of F∗g,n analogous to the
Satake compactification. The problem is that it doesn’t seem as if some power
of M would be generated by its global sections, so that we cannot define F∗g,n
as the image of F̃g,n.

11 Irreducibility properties

In this section we shall prove irreducibility of a large class of strata and also
that if the characteristic is large enough and our irreducibility criterion is
not fulfilled, then (with some extra conditions on the stratum) the stratum
is reducible. Our proofs show two advantages of working on the flag spaces.
The major one is that our strata are normal, so that irreducibility follows
from connectedness. The connectedness of the closed E-O strata except V1 is
proven in [Oo01], but the Vw are most definitely not locally connected and
hence that does not say very much about the irreducibility. In the converse
direction we also make use of the Pieri formula.

Definition-Lemma 11.1. Let {Zα} be a stratification of a Deligne–Mumford
stack X of finite type over a field, by which we mean that the strata Zα are
locally closed reduced substacks of X such that the closure Zα of a stratum is
the union of strata. By the k-skeleton of the stratification we mean the union
of the strata of dimension ≤ k (which is a closed substack). The boundary of
a stratum Zα is the complement of Zα in its closure. Assume furthermore that
each Zα is irreducible and that for Zα of dimension strictly greater than some
fixed N we have that its boundary is connected (and in particular nonempty).
Then the intersection of a connected union Z of closed strata Zα with the
N -skeleton is connected.

Proof. It is enough by induction to prove that if we remove a stratum Z ′ from
Z, whose dimension is maximal and > N , then the result remains connected.
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Assume that Z \ Z ′ is the disjoint union of two closed subschemes Z1 and
Z2. By assumption, the boundary of Z ′ is connected and hence lies in Z1,
say. This means that Z ′ ∪ Z1 is closed and disjoint from Z2, which by the
connectedness of Z implies that Z2 is empty. ��
Proposition 11.2. There is a bound depending only on g and n such that the
following is true if p is larger than that bound:

Let X ⊆ F̃g,n be a connected union of irreducible components of closed
strata Uw (for possibly different w) that lie inside of Fg,n. Then the intersec-
tion of X with the 1-skeleton of the stratification is connected.

Proof. This follows directly from Proposition 10.5 and Lemma 11.1. (Note
that for level 1 or 2 we may pass to a higher level in order to apply the
proposition.) ��
We now want to interpret this proposition (and its converse, which will be true
for any p) in arithmetical terms. Hence we define the 1-skeleton graph of level n
as the following edge-colored graph: Its vertices are the points of U1 ⊂ Fg,n,
i.e., isomorphism classes of principally polarized superspecial g-dimensional
abelian varieties A together with a level-n structure and a complete flag 0 =
D0 ⊂ D1 ⊂ · · · ⊂ Dg = H0(A,Ω1

A) on H0(A,Ω1
A) for which D

⊥
g−i = V −1

D
(p)
i .

For each 1 ≤ i ≤ g we connect two vertices by an edge of color i if there is an
irreducible component of Usi that contains them.

Lemma 11.3. If S ⊆ {1, . . . , g} has the property that it contains g and for
every 1 ≤ i < g we have that either i or g − i belongs to S, then the subgraph
of the 1-skeleton graph consisting of all vertices and all edges of colors i ∈ S
is connected.

Proof. This follows from [Oo01, Proposition 7.3] and Theorem 7.5. ��
For a subset S ⊆ {1, . . . , g} the S-subgraph of the 1-skeleton graph is the
subgraph with the same vertices and with only the edges whose color is in S.
This definition allows us to formulate our irreducibility conditions.

Theorem 11.4. (i) Let w ∈ Wg and let S := {1 ≤ i ≤ g : si ≤ w }. If the
S-subgraph of the 1-skeleton graph is connected, then Uw ⊆ Ag is irreducible.

(ii) There is a bound depending only on g such that if p is larger than that
bound the following is true: if w ∈ Wg is admissible and either final or of
semi-simple rank 0 and if S := {1 ≤ i ≤ g : si ≤ w }, then there is a bijection
between the irreducible components of Uw ⊆ Ag and the connected components
of the 1-skeleton graph.

Proof. The first part is clear, since Proposition 6.1 says that each connected
component meets U1, and then by the assumption on connectedness of the
S-subgraph Uw is connected; but by Corollary 8.4 it is normal and hence is
irreducible.



620 Torsten Ekedahl and Gerard van der Geer

As for the second part, assume first that w is final but of positive
semi-simple rank. This means that its Young diagram does not contain a row
of length g, and hence by Lemma 2.7 and the Chevalley characterization of the
Bruhat–Chevalley order we have that si ≤ w for all 1 ≤ i ≤ g and hence the
S-subgraph is connected by Lemma 11.3, which makes the statement trivially
true. We may therefore assume that the semi-simple rank is 0 and hence that
Uw lies entirely in Fg,n. In that case the result follows from Proposition 11.2
and the fact that two irreducible components of two Usi meet only at U1. ��
Projecting down to Ag we get the following corollary, which shows irreducibil-
ity for many E-O strata.

Theorem 11.5. Let w ∈ Wg be a final element whose Young diagram Y has
the property that there is a �(g + 1)/2� ≤ i ≤ g such that Y does not contain
a row of length i. Then Vw is irreducible and the total space of the étale cover
Uw → Vw is connected.

Proof. This follows from Theorem 11.4 and Lemmas 2.7 and 11.3. ��
Example 11.6. For g = 2 the locus of abelian surfaces of p-rank ≤ 1 is
irreducible. For g = 3 all E-O strata except the superspecial locus (Y =
{1, 2, 3}) and the Moret–Bailly locus (Y = {2, 3}) are irreducible.

In [Ha07], S. Harashita has proved that the number of irreducible components
of an E-O stratum that is contained in the supersingular locus is given as a
class number and as a consequence that, except possibly for small p, these
strata are reducible. As has been proved by Oort (cf. [Ha07, Proposition 5.2])
these strata are exactly the ones to which Theorem 11.5 does not apply.

We shall finish this section by showing that the 1-skeleton graph can be
described in purely arithmetic terms very strongly reminiscent of the results
of Harashita. Note that even for final elements our results are not formally
equivalent to Harashita’s, since we are dealing with the set of components of
the final strata in Fg, whereas Harashita is dealing with their images in Ag.
In any case, our counting of the number of components uses Theorem 11.4
and hence is valid only for sufficiently large p, whereas Harashita’s are true
unconditionally.

We start by giving a well known description of the vertices of the 1-skeleton
graph (see for instance [Ek87]) valid when g > 1. We fix a supersingular el-
liptic curve E and its endomorphism ring D that is provided with the Rosati
involution ∗. To simplify life we assume, as we may, that E is defined over
Fp and hence D contains the Frobenius map F . It has the property that
DF = FD = DFD, the unique maximal ideal containing p. Furthermore,
we have that D/DF ∼= Fp2 . There is then a bijection between isomorphism
classes of D-lattices M (i.e., right modules torsion-free and finitely gener-
ated as abelian groups) of rank g (i.e., of rank 4g as abelian groups) and
isomorphism classes of g-dimensional abelian varieties A. The correspondence
associates to the abelian variety A the D-module Hom(E,A). Polarizations
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on A then correspond to positive definite unitary forms, i.e., a biadditive map
〈−,−〉 : M ×M → D such that 〈md, n〉 = 〈m,n〉dn, 〈n,m〉 = (〈m,n〉)∗, and
m �= 0⇒ 〈m,m〉 > 0. The polarization is principal precisely when the form is
perfect , i.e., the induced map of right D-modules M → HomD(M,D) given
n �→ (m �→ 〈m,n〉) is an isomorphism. In general we put M∗ := HomD(M,D),
and then the form induces an embedding M → M∗, which makes the
image of finite index. More precisely, on M

⊗
Q we get a nondegenerate

pairing with values in D
⊗

Q and then we may identify M∗ with the set
{n ∈ M

⊗
Q : ∀m ∈ M : 〈m,n〉 ∈ D }. Using this we get a D

⊗
Q/Z-valued

unitary perfect form on M∗/M given by 〈m,n〉 := 〈m,n〉 mod D. As usual,
superlattices M ⊆ N over D correspond to totally isotropic submodules of
M∗/M .

If now S ⊆ {0, . . . , g} is stable under i �→ g − i then an arithmetic S-flag
consists of the choice of unitary forms on D-modules Mi of rank g for i ∈ S
and compatible isometric embeddings Mi ↪→ Mj whenever i < j fulfills the
following conditions:

• For all i ∈ S with i ≥ g/2 we have that M∗
i /Mi is killed by F of D and can

hence be considered as a D/m = Fp2-vector space with a perfect unitary
form.

• We have that FM∗
i = Mg−i for all i ∈ S.

• The length of Mj/Mi for i < j is equal to j − i.

Remark 11.7. (i) Note that we allow S to be empty, in which case there is
exactly one S-flag.

(ii) As follows (implicitly) from the proof of the next proposition, the
isomorphism class of an element of an arithmetic S-flag tensored with Q is
independent of the flag. Hence we may consider only lattices in a fixed unitary
form over D

⊗
Q and then think of Mi as a sublattice of Mj .

Proposition 11.8. Let S ⊆ {1, . . . , g} and let S ⊆ {0, . . . , g} be the set of
integers of the form i or g − i for i ∈ S. Then the set of isomorphism classes
of S-flags is in bijection with the set of connected components of the S-subgraph
of the 1-skeleton graph.

Proof. This follows from the discussion above and Theorem 7.5 once we have
proven that an S-flag can be extended to a {0, . . . , g}-flag. Assume first that
g /∈ S and let i ∈ S be the largest element in S. By assumption we have
FM∗

i = Mg−i ⊆ Mi ⊂ M∗
i and we have that the length of M∗

i /FM∗
i is g,

whereas again by assumption, that of Mi/Mg−i is 2i− g. Together this gives
that the length of M∗

i /Mi is g− (2i− g) = 2(g− i). Since the form on M∗
i /Mi

is a nondegenerate unitary Fp2-form and since all such forms are equivalent,
we get that there is a (g− i)-dimensional totally isotropic (and hence its own
orthogonal) subspace of M∗

i /Mi; this then gives an Mi ⊂Mg ⊂M∗
i and since

Mg/Mi is its own orthogonal, we get that the pairing on Mg is perfect. We
then put M0 := FMg, and the rest of the flag extension is immediate. ��
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12 The Cycle Classes

If one wishes to exploit our stratification on Fg and the E-O stratification on
Ag fully, one needs to know the cohomology classes (or Chow classes) of the
(closed) strata. In this section we show how to calculate these classes.

The original idea for the determination of the cycle classes can be illus-
trated well by the p-rank strata. If X is a principally polarized abelian variety
of dimension g that is general in the sense that its p-rank is g, then its kernel of
multiplication by p contains a direct sum of g copies of μp, the multiplicative
group scheme of order p. The unit tangent vector of μp gives a tangent vector
to X at the origin. By doing this in the universal family we thus see that on
a suitable level cover of the moduli we have g sections of the Hodge bundle
over the open part of ordinary abelian varieties. If the abelian variety loses
p-rank under specialization, the g sections thus obtained become dependent
and the loci where this happens have classes represented by a multiple of the
Chern classes of the Hodge bundle.

To calculate the cycle classes of the E-O strata on Ag⊗Fp we shall use the
theory of degeneration cycles of maps between vector bundles. To this end we
shall apply formulas of Fulton for degeneracy loci of symplectic bundle maps
to calculate the classes of the Uw and formulas of Pragacz and Ratajski and
of Kresch and Tamvakis for calculating those of Vν .

12.1 Fulton’s formulas

Over the flag space Fg we have the pullback of the de Rham bundle and the
two flags E• and D• on it. We denote by #i the roots of the Chern classes of E

so that c1(Ei) = #1 + #2 + · · ·+ #i. We then have c1(Dg+i)− c1(Dg+i−1) = p#i.
Recall (cf. Section 4.1 and Section 5) that for each element w ∈ Wg we

have degeneracy loci Uw in Fg respectively F̃g. Their codimensions equal the
length #(w), and it thus makes sense to consider the cycle class uw = [Uw] in
CHcodim(w)

Q
(F̃g), where we write Fg instead of Fg ⊗ Fp.

Fulton’s setup in [Fu96] is the following (or more precisely the part that
interests us): We have a symplectic vector bundle H over some scheme X
and two full symplectic flags 0 ⊂ · · · ⊂ E2 ⊂ E1 = H and 0 ⊂ · · · ⊂
D2 ⊂ D1 = H . For each w ∈ Wg one defines the degeneracy locus Uw by
{x ∈ X : ∀i, j : dim(Ei,x ∩ Dj,x) ≤ rw(i, j) } (of course this closed subset is
given a scheme structure by considering these conditions as rank conditions
for maps of vector bundles). Fulton then defines a polynomial in two sets of
variables xi and yj , i, j = 1, . . . , g, such that if this polynomial is evaluated
as xi = c1(Ei/Ei+1) and yj = c1(Dj/Dj+1), then it gives the class of Uw

provided that Uw has the expected codimension codim(w) (and X is Cohen–
Macaulay). The precise definition of these polynomials is as follows: For a
partition μ = {μ1 > μ2 > · · · > μr > 0} with r ≤ g and μ1 ≤ g one defines a
Schur function

Δμ(x) := det(xμi+j−i)1≤i,j≤r
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in the variables xi and puts

Δ(x, y) := Δ(g,g−1,...,1)(σi(x1, . . . , xg) + σi(y1, . . . , yg)),

where σi is the ith elementary symmetric function. One then considers the
“divided difference operators” ∂i on the polynomial ring Z[x1, . . . , xg] by

∂i(F (x)) =

{F (x)−F (six)
xi−xi+1

if i < g,
F (x)−F (s′gx)

2xg
if i = g,

where si interchanges xi and xi+1 for i = 1, . . . , g− 1, but s′g sends xg to −xg

and leaves the other xi unchanged. We write an element w ∈Wg as a product
w = si�si�−1 · · · si1 with # = #(w) and set

Pw := ∂i� · · · ∂i1(
∏

i+j≤g

(xi − yj) ·Δ). (4)

An application of Fulton’s formulas gives the following.

Theorem 12.1. Let w = si�si�−1 · · · si1 with # = #(w) be an element of the
Weyl group Wg. Then the cycle class uw := [Uw] in CHcodim(w)

Q
(F̃g) is given

by

uw = ∂i1 · · · ∂i�

⎛
⎝ ∏

i+j≤g

(xi − yj) ·Δ(x, y)

⎞
⎠
|xi=−�i,yj=p�j

.

Proof. By construction Uw is the degeneracy locus of the flags E• and D•.
By Corollary 8.4 they are Cohen–Macaulay and have the expected dimension,
and hence the degeneracy cycle class is equal to the class of Uw. ��
For a final element w ∈ Wg the map Uw → Vw is generically finite of degree
γg(w). By applying the Gysin map to the formula of Theorem 12.1 using
Formula 3.1 we can in principle calculate the cohomology classes of all the
pushdowns of final strata, hence of the E-O strata.

Example 12.2. g = 2.
The Weyl group W2 consists of eight elements; we give the cycle classes in

F̃2 and the pushdowns on Ã2:

w s # [Uw] π∗([Uw])

[4, 3] s1s2s1s2 4 1 0
[4, 2] s1s2s1 3 (p− 1)λ1 0
[3, 4] s2s1s2 3 −#1 + p#2 1 + p
[2, 4] s1s2 2 (1− p)#21 + (p2 − p)λ2 (p− 1)λ1

[3, 1] s2s1 2 (1− p2)#21 + (1− p)#1#2 + (1− p)#22 p(p− 1)λ1

[2, 1] s1 1 (p− 1)(p2 + 1)λ1λ2 0
[1, 3] s2 1 (p2 − 1)#21(#1 − p#2) (p− 1)(p2 − 1)λ2

[1, 2] 1 0 −(p4 − 1)λ1λ2#1 (p4 − 1)λ1λ2
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In the flag space F2 the stratum corresponding to the empty diagram is Us2s1s2

and the strata contained in its closure are the four final ones Us2s1s2 , Us1s2 ,
Us2 , and U1 and the two nonfinal ones Us1 and Us2s1 . The Bruhat–Chevalley
order on these is given by the following diagram:

s2s1s2

����
���

�����
��

s2s1

���
���

����
���

��
��

s1s2

�����
���

���
���

�

��
s1

����
���

� s2

�����
���

1

The four final strata Us2s1s2 , Us1s2 , Us2 , and U1 lie étale of degree 1 over the
p-rank 2 locus, the p-rank 1 locus, the locus of abelian surfaces with p-rank 0
and a-number 1, and the locus of superspecial abelian surfaces (a = 2). The
locus Us1 is an open part of the fibers over the superspecial points. The locus
Us2s1 is of dimension 2 and lies finite but inseparably of degree p over the
p-rank 1 locus. Then E1 corresponds to an αp and E2/E1 to a μp. In the final
type locus Us1s2 the filtration is μp ⊂ μp ⊕ αp. Note that this description is
compatible with the calculated classes of the loci.

We have implemented the calculation of the Gysin map in Macaulay2 (cf.
[M2]) and calculated all cycle classes for g ≤ 5. For g = 3, 4 the reader will
find the classes in the appendix. (The Macaulay2 code for performing the cal-
culations can be found at http://www.math.su.se/ teke/strata.m2.) We
shall return to the qualitative consequences one can draw from Theorem 12.1
in the next section.

12.2 The p-rank strata

It is very useful to have closed formulas for the cycle classes of important
strata. We give the formulas for the strata defined by the p-rank and by the
a-number. The formulas for the p-rank strata can be derived immediately
from the definition of the strata.

Let Vf be the closed E-O stratum of Ãg of semi-abelian varieties of p-rank
≤ f . It has codimension g − f . To calculate its class we consider the element
w∅, the longest final element. The corresponding locus U∅ is a generically finite
cover of Ag of degree γg(w∅) =

∏g−1
i=1 (pi + pi−1 + · · ·+ 1). The map of U∅ to

the p-rank g locus is finite. The space U∅ contains the degeneracy loci Uw for
all final elements w ∈ Wg. The condition that a point x of Fg lie in U∅ is that
the filtration Ei for i = 1, . . . , g be stable under V . By forgetting part of the
flag and considering flags Ej with j = i, . . . , g we find that U∅ → Ag is fibered
by generically finite morphisms

U∅ = U (1) π1−→U (2) π2−→· · · πg−1−→U (g)
= Ag.
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We shall write πi,j for the composition πjπj−1 · · ·πi : U (i) → U (j)
and π∅ =

π1,g.
Since Vg−1 is given by the vanishing of the map det(V ) : det(Eg) →

det(E(p)), the class of Vg−1 is (p − 1)λ1. The pullback of Vg−1 to U∅ de-
composes in g irreducible components

π−1
∅ (Vg−1) = ∪g

i=1Zi,

where Zi is the degeneracy locus of the induced map φi = V|Li
: Li → L(p)

i .
Note that the Zi are the Uw for the w that are shuffles of the final element
ug−1 (see Section 4.2) defining the (open) E-O stratum of p-rank f , and Zg is
the stratum corresponding to the element ug−1 ∈ Wg. An abelian variety of
p-rank g − 1 (and thus with a-number 1) has a unique subgroup scheme αp.
The index i of Zi indicates where this subgroup scheme can be found (i.e., its
Dieudonné module lies in Ei but not in Ei−1).

It follows from the definition of Zi as degeneracy set that the class of Zi on
U∅ equals (p− 1)#i, since φi can be interpreted as a section of L(p)

i ⊗L−1
i . We

also know by Section 4.3 that the map Zi → Zi+1 is inseparable. Therefore
π∅([Zi]) = pn(i)π∅([Zg]) for some integer n(i) ≥ g − i. Using the fact that
(π∅)∗([Zg]) = γg(ug−1)[Vg−1] = deg(π1,g−1)[Vg−1], we see that

(π∅)∗(π∗∅([Vg−1]) =
g∑

i=1

(π∅)∗([Zi]) =
g∑

i=1

pn(i) deg(π1,g−1)[Vg−1],

while on the other hand,

(π∅)∗(π∗∅([Vg−1]) = deg(π∅)[Vg−1] = (1 + p + · · ·+ pg−1) deg(π1,g−1)[Vg−1].

Comparison yields that n(i) = g − i and so we obtain

(π∅)∗(#i) = pg−i deg(π1,g−1)λ1

and
(π∅)∗([Zi]) = (p− 1)pg−i deg(π1,g−1)λ1.

Lemma 12.3. In the Chow groups with rational coefficients of U (i)
and

U (i+1)
we have for the pushdown of the jth Chern class λj(i) of Ei the relations

πi
∗λj(i) = pj(pi−j + pi−j−1 + · · ·+ p + 1)λj(i + 1)

and
pf(g−f) (π1,g)∗(#g#g−1 · · · #f+1) = (π1,g)∗(#1#2 · · · #g−f ).

Proof. The relation (π1)∗([Z1]) = p [Z2] translates into the case j = 1 and i =
1. Using the push–pull formula and the relations π∗i (λj(i+1) = #i+1λj−1(i)+
λj(i), the formulas for the pushdowns of the λj(i) follow by induction on j
and i. ��
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We now calculate the class of all p-rank strata Vf .

Theorem 12.4. The class of the locus Vf of semi-abelian varieties of
p-rank ≤ f in the Chow ring CHQ(Ãg) equals

[Vf ] = (p− 1)(p2 − 1) · · · (pg−f − 1)λg−f ,

where λi denotes the ith Chern class of the Hodge bundle.

Proof. The class of the final stratum Uuf
on U∅ is given by the formula

(p− 1)g−f #g#g−1 · · · #f+1,

since it is the simultaneous degeneracy class of the maps φj for j = f+1, . . . , g.
By pushing down this class under π∅ = π1,g we find using Lemma 12.3 and
the notation λj(i) = cj(Ei) that

(π1,g)∗(#g#g−1 · · · #f+1) = p−f(g−f)(π1,g)∗(#1#2 · · · #g−f )

= p−f(g−f) (π1,g)∗(π∗1,g−f (λg−f (g − f)))

= p−f(g−f) deg(π1,g−f ) (πg−f,g)∗(λg−f (g − f)).

Applying Lemma 12.3 repeatedly we obtain

(πg−f,g)∗(λg−f (g − f)) = pf(g−f)(1 + p)(1 + p + p2) · · · (1 + · · ·+ pf−1)λg

= pf(g−f) γg(uf)λg ,

with γg(uf ) the number of final filtrations refining the canonical filtration of
uf . Hence we get (π∅)∗(Uuf

) = (p− 1)g−f deg(π1,g−f )γg(uf )λg. On the other
hand, we have that (π∅)∗(Uuf

) = γg(uf ) [Vf ]. All together these formulas
prove the result. ��

12.3 The a-number Strata

Another case in which we can find attractive explicit formulas is that of the
E-O strata Vw with w the element of Wg associated to Y = {1, 2, . . . , a}.
We denote these by Ta. Here we can work directly on Ag. The locus Ta on
Ag may be defined as the locus {x ∈ Ag : rank(V )|Eg ≤ g − a}. We have
Ta+1 ⊂ Ta and dim(Tg) = 0. We apply now formulas of Pragacz and Ratajski
[PR97] for the degeneracy locus for the rank of a self-adjoint bundle map of
symplectic bundles globalizing the results in isotropic Schubert calculus from
[Pr91]. Before we apply their result to our case we have to introduce some
notation.

Define for a vector bundle A with Chern classes ai the expression

Qij(A) := aiaj + 2
j∑

k=1

(−1)kai+kaj−k for i > j.
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A subset β = {g ≥ β1 > · · · > βr ≥ 0} of {1, 2, . . . , g} (with r even, note that
βr may be zero) is called admissible, and for such subsets we set

Qβ = Pfaffian(xij),

where the matrix (xij) is antisymmetric with entries xij = Qβi,βj . Applying
the formula of Pragacz–Ratajski to our situation gives the following result:

Theorem 12.5. The cycle class [Ta] of the reduced locus Ta of abelian vari-
eties with a-number ≥ a is given by

[Ta] =
∑
β

Qβ(E(p)) ·Qρ(a)−β(E∗),

where the sum is over the admissible subsets β contained in the subset ρ(a) =
{a, a− 1, a− 2, . . . , 1}.

Example 12.6.

[T1] = (p− 1)λ1

[T2] = (p− 1)(p2 + 1)λ1λ2 − (p3 − 1)2λ3

. . .

[Tg] = (p− 1)(p2 + 1) · · · (pg + (−1)g)λ1λ2 · · ·λg.

As a corollary we obtain a result of one of us [Ek87] on the number of princi-
pally polarized abelian varieties with a = g.

Corollary 12.7. We have

∑
X

1
#Aut(X)

= (−1)g(g+1)/22−g

⎡
⎣ g∏
j=1

(pj + (−1)j)

⎤
⎦· ζ(−1)ζ(−3) · · · ζ(1− 2g),

where the sum is over the isomorphism classes (over F̄p) of principally polar-
ized abelian varieties of dimension g with a = g, and ζ(s) is the Riemann zeta
function.

Proof. Combine the formula for Tg with the Hirzebruch–Mumford proportion-
ality theorem (see [Ge99]), which says that

deg(λ1λ2 · · ·λg) = (−1)
g(g+1)

2

g∏
j=1

ζ(1 − 2j)
2

,

when interpreted for the stack Ag. ��
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The formulas for the cycles classes of the p-rank strata and the a-number
strata can be seen as generalizations of the classical formula of Deuring (known
as Deuring’s mass formula), which states that

∑
E

1
#Aut(E)

=
p− 1
24

,

where the sum is over the isomorphism classes over F̄p of supersingular elliptic
curves. It is obtained from the formula for Vg−1 or T1 for g = 1, i.e., [V1] =
(p − 1)λ1, by observing that the degree of λ1 is 1/12 the degree of a generic
point of the stack Ã1.

One can obtain formulas for all the E-O strata by applying the formulas of
Pragacz–Ratajski or those of Kresch–Tamvakis [KT02, Corollary 4]. If Y is a
Young diagram given by a subset {ξ1, . . . , ξr} we call |ξ| =∑r

i=1 ξi the weight
and r the length of ξ. Moreover, we need the excess e(ξ) = |ξ| − r(r + 1)/2
and the intertwining number e(ξ, η) of two strict partitions with ξ ∩ η = ∅ by

e(ξ, η) =
∑
i≥1

i#{j : ξi > ηj > ξi+1}

(where we use ξk = 0 if k > r). We put ρg = {g, g− 1, . . . , 1} and ξ′ = ρg − ξ
and have then e(ξ, ξ′) = e(ξ). The formula obtained by applying the result of
Kresch and Tamvakis interpolates between the formulas for the two special
cases, the p-rank strata and a-number strata, as follows:

Theorem 12.8. For a Young diagram given by a partition ξ we have

[VY ]=(−1)e(ξ)+|ξ
′|
∑
α

Qα(E(p))
∑
β

(−1)e(α,β)Q(α∪β)′(E∗) det(cβi−ξ′j (E
∗
g−ξ′j

)),

where the sum is over all admissible α and all admissible β that contain ξ′

with length #(β) = #(ξ′) and α ∩ β = ∅.

12.4 Positivity of tautological classes

The Hodge bundle possesses certain positivity properties. It is well known that
the determinant of the Hodge bundle (represented by the class λ1) is ample
on Ag. Over C this is a classical result, while in positive characteristic this
was proven by Moret–Bailly [MB85]. On the other hand, the Hodge bundle
itself is not positive in positive characteristic. For example, for g = 2 the
restriction of E to a line from the p-rank 0 locus is O(−1) ⊕ O(p), [MB81].
But our Theorem 12.4 implies the following nonnegativity result.

Theorem 12.9. The Chern classes λi ∈ CHQ(Ag ⊗ Fp) (i = 1, . . . , g) of the
Hodge bundle E are represented by effective classes with Q–coefficients.
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13 Tautological rings

We shall now interpret the results of previous sections in terms of tautological
rings. Recall that the tautological ring of Ãg is the subring of CHQ(Ãg) gen-
erated by the Chern classes λi. To obtain maximal precision we shall use
the subring and not the Q-subalgebra (but note that this is still a sub-
ring of CHQ(Ãg) not of the integral Chow ring CH∗(Ãg)). As a graded
ring it is isomorphic to the Chow ring CH∗(Sp2g /PH) and as an abstract
graded ring it is generated by the λi with relations coming from the identity
1 = (1+λ1+· · ·+λg)(1−λ1+· · ·+(−1)gλg). This implies that it has a Z-basis
consisting of the square-free monomials in the λi. (Note, however, that the
degree maps from the degree g(g + 1)/2 part are not the same; on Sp2g /PH

the degree of λ1 · · ·λg is ±1, whereas for Ãg it is given by the Hirzebruch–
Mumford proportionality theorem as in the previous section.) Since F̃g → Ãg

is an SLg /B-bundle, we can express CHQ(F̃g) as an algebra over CHQ(Ãg); it
is the algebra generated by the #i, and the relations are that the elementary
symmetric functions in them are equal to the λi. This makes it natural to
define the tautological ring of F̃g to be the subring of CHQ(F̃g) generated by
the #i. It will then be the algebra over the tautological ring of Ãg generated by
the #i and with the relations that say that the elementary symmetric functions
in the #i are equal to the λi. Again this means that the tautological ring for
F̃g is isomorphic to the integral Chow ring of Sp2g /Bg, the space of full sym-
plectic flags in a 2g-dimensional symplectic vector space. Note furthermore
that the Gysin maps for Sp2g /Bg → Sp2g /PH and F̃g → Ã are both given
by Formula 3.1.

Theorem 12.1 shows in particular that the classes of the Uw and Vν lie
in the respective tautological rings. However, we want both to compare the
formulas for these classes with the classical formulas for the Schubert varieties
and to take into account the variation of the coefficients of the classes when
expressed in a fixed basis for the tautological ring. Hence since the rest of
this section is purely algebraic, we shall allow ourselves the luxury of letting p
temporarily be also a polynomial variable. We then introduce the ring Z{p},
which is the localization of the polynomial ring Z[p] at the multiplicative
subset of polynomials with constant coefficient equal to 1. Hence evaluation at
0 extends to a ring homomorphism Z{p} → Z, which we shall call the classical
specialization. An element of Z{p} is thus invertible precisely when its classical
specialization is invertible. By a modulo n consideration we see that an integer
polynomial with 1 as constant coefficient can have no integer zero n �= ±1. This
means in particular that evaluation at a prime p induces a ring homomorphism
Z{p} → Q taking the variable p to the integer p, which we shall call the
characteristic p specialization (since p will be an integer only when this phrase
is used, there should be no confusion because of our dual use of p). We now
extend scalars of the two tautological rings from Z to Z{p} and we shall call
them the p-tautological rings . We shall also need to express the condition that
an element is in the subring obtained by extension to a subring of Z{p} and
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we shall then say that the element has coefficients in the subring. We may
consider the Fulton polynomial Pw of (4) as a polynomial with coefficients in
Z{p}, and when we evaluate them on elements of the tautological ring as in
Theorem 12.1 we get elements [Uw] of the p-tautological ring of F̃g. If ν is a
final element we can push down the formula for [Uν ] using Formula 3.1 and
then we get an element in the p-tautological ring of Ãg. We then note that
γ(w) is a polynomial in p with constant coefficient equal to 1, and hence we
can define [Vν ] := γ(w)−1π∗[Uν ], where π : F̃g → Ãg is the projection map. By
construction these elements map to the classes of Uw, respectively Vν , under
specialization to characteristic p. We shall need to compare them with the
classes of the Schubert varieties. To be specific we shall define the Schubert
varieties of Sp2g /Bg by the condition dimEi ∩ Dj ≥ rw(i, j), where D• is
a fixed reference flag (and then the Schubert varieties of Sp2g /PH are the
images of the Schubert varieties of Sp2g /Bg for final elements of Wg).

Theorem 13.1. (i) The classes [Uw] and [Vν ] in the p-tautological ring of
F̃g map to the classes of the corresponding Schubert varieties under classical
specialization.

(ii) The classes [Uw] and [Vν ] form a Z{p}-basis for the respective
p-tautological rings.

(iii) The coefficients of [Uw] and [Vν ] when expressed in terms of the poly-
nomials in the λi are in Z[p].

(iv) For w ∈ Wg we have that #(w) = #(τp(w)) (see Section 9 for the
definition of τp) precisely when the specialization to characteristic p of π∗[Uw]
is nonzero. In particular, there is a unique map τ : Wg → (Wg/Sg)

⊔{0} such
that τ(w) = 0 precisely when π∗[Uw] = 0, which implies that #(w) �= #(τp(w))
and is implied by #(w) �= #(τp(w)) for all sufficiently large p. Furthermore, if
τ(w) �= 0 then #(w) = #(τ(w)) and π∗[Uw] is a nonzero multiple of [Vτ(w)].

Proof. The first part is clear, since putting p = 0 in our formulas gives the
Fulton formulas for xi = −#i and yi = 0, which are the Fulton formulas
for the Schubert varieties in Sp2g /Bg. One then obtains the formulas for
the Schubert varieties of Sp2g /PH by pushing down by Gysin formulas. The
remaining compatibility needed is that the classical specialization of γ(w) is
the degree of the map from the Schubert variety of Sp2g /Bg for a final element
to the corresponding Schubert variety of Sp2g /PH . However, the classical
specialization of γ(w) is 1, and the map between Schubert varieties is an
isomorphism between Bruhat cells.

As for the second part, we need to prove that the determinant of the matrix
expressing the classes of the strata in terms of a basis of the tautological ring
(say given by monomials in the #i respectively the λi) is invertible. Given that
an element of Z{p} is invertible precisely when its classical specialization is,
we are reduced to proving the corresponding statement in the classical case.
However, there it follows from the cell decomposition given by the Bruhat
cells, which give that the classes of the Schubert cells form a basis for the
integral Chow groups.
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To prove (iii) it is enough to verify the conditions of Proposition 13.2.
Hence consider w ∈ Wg (respectively a final element ν) and consider an el-
ement m in the tautological ring of degree complementary to that of [Uw]
(respectively [Vν ]). By the projection formula the degree of m[Uw] (respec-
tively m[Vν ]) is the degree of the restriction of m to Uw (respectively Vν), and
it is enough to show that the denominators of these degrees are divisible only
by a finite number of primes (independently of the characteristic p). However,
if the characteristic is different from 3 we may pull back to the moduli space
with a level 3 structure, and there the degree is an integer, since the corre-
sponding strata are schemes. Hence the denominator divides the degree of the
level 3 structure covering Ãg,3 → Ãg, which is independent of p.

Finally for (iv), it is clear that in the Chow ring of Ãg the class π∗[Uw] is
nonzero precisely when π : [Uw] → Vτp(w) is generically finite, since all fibers
have the same dimension by Proposition 9.6. This latter fact also gives that it
is generically finite precisely when Uw and Vτp(w) have the same dimension,
which is equivalent to #(w) = #(τp(w)). When this is the case, we get that
π∗[Uw] is a nonzero multiple of [Vτp(w)], again since the degree over each
component of Vτp(w) is the same by Proposition 9.6. Consider now instead
π∗[Uw] in the p-tautological ring and expand π∗[Uw] as a linear combination
of the [Vν ]. Then what we have just shown is that for every specialization to
characteristic p, at most one of the coefficients is nonzero. This implies that
in the p-tautological ring at most one of the coefficients is nonzero. If it is zero
then π∗[Uw] is always zero in all characteristic p specializations, and we get
#(w) �= #(τp(w)) for all p. If it is nonzero, then the coefficient is nonzero for
all sufficiently large p. This proves (iv). ��
To complete the proof of the theorem we need to prove the following propo-
sition.

Proposition 13.2. Let a be an element of the p-tautological ring for F̃g or
Ãg. Assume that there exists an n �= 0 such that for all elements b of the
tautological ring of complementary degree and all sufficiently large primes p
we have that deg(ab) ∈ Z[n−1], where a and b are the specializations to char-
acteristic p of a, respectively b. Then the coefficients of a are in Z[p].

Proof. If r(x) is one of the coefficients of a, then the assumptions say that
r(p) ∈ Z[n−1] for all sufficiently large primes p. Write r as g(x)/f(x) where f
and g are integer polynomials with no common factor. Thus there are integer
polynomials s(x) and t(x) such that s(x)f(x) + t(x)g(x) = m, where m is a
nonzero integer. If g is nonconstant there are arbitrarily large primes # such
that there is an integer k with #|f(k) (by, for instance, the fact that there is a
prime that splits completely in a splitting field of f). By Dirichlet’s theorem
on primes in arithmetic progressions there are arbitrarily large primes p such
that f(p) �= 0 and f(p) ≡ f(k) ≡ 0 mod #. By making # so large that # � |m,
we get that # � | g(q) (since s(q)f(q)+ t(q)g(q) = m) and hence # appears in the
denominator of r(q). By making # so large that # � |n, we conclude. ��
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Example 13.3. If w is a shuffle of a final element ν we have τ(w) = ν.

We can combine Theorem 13.1 with our results on the punctual flag spaces
to give an algebraic criterion for inclusion between E-O strata.

Corollary 13.4. Let ν′ and ν be final elements. Then for sufficiently large p
we have that ν′ ⊆ ν if there are w,w′ ∈ Wg for which w′ ≤ w, τ(w) = ν, and
τ(w′) = ν′.

Proof. Assume that there are w,w′ ∈ Wg for which w′ ≤ w, τ(w) = ν, and
τ(w′) = ν′. By Proposition 9.6 we have for π : F̃g → Ãg, the image relations
π(Uw) = Vν1 and π(Uw′) = Vν′

1
for some ν1 and ν′1, and by the theorem

ν1 = τ(w) and ν′1 = τ(w′) for sufficiently large p. Since w′ ≤ w we have that
Uw′ ⊆ Uw, which implies that πUw′ ⊆ π(Uw). ��

14 Comparison with S(g, p)

We shall now make a comparison with de Jong’s moduli stack S(g, p) of Γ0(p)-
structures (cf. [Jo93]). Recall that for a family A → S of principally polarized
g-dimensional abelian varieties a Γ0(p)-structure consists of the choice of a flag
0 ⊂ H1 ⊂ · · · ⊂ Hg ⊂ A[p] of flat subgroup schemes with Hi of order pi and
Hg totally isotropic with respect to the Weil pairing. We shall work exclusively
in characteristic p and denote by S(g, p) the mod p fiber of S(g, p). We now let
S(g, p)0 be the closed subscheme of S(g, p) defined by the condition that the
group scheme Hg be of height 1. This means that the (relative) Frobenius map
FA/S(g,p), where π : A → S(g, p) is the universal abelian variety, is zero on it.
For degree reasons we then get that Hg equals the kernel of FA/S(g,p). Using
the principal polarization we may identify the Lie algebra of π with R1π∗OA,
and hence we get a flag 0 ⊂ Lie(H1) ⊂ Lie(H2) ⊂ · · · ⊂ Lie(Hg) = R1π∗OA.
By functoriality this is stable under V . Completing this flag by taking its
annihilator in E gives a flag in Uw∅ , thus giving a map S(g, p)0 → Uw∅ .

Theorem 14.1. The canonical map S(g, p)0 → Uw∅ is an isomorphism. In
particular, S(g, p)0 is the closure of its intersection with the locus of ordinary
abelian varieties and is normal and Cohen–Macaulay.

Proof. Starting with the tautological flag {Ei} on Uw∅ we consider the induced
flag {Eg+i/Eg} in R1π∗OA. This is a V -stable flag of the Lie algebra of a
height 1 group scheme, so by, for instance, [Mu70, Theorem §14], any V -
stable subbundle comes from a subgroup scheme of the kernel of FA/S(g,p)

and thus the flag {Eg+i/Eg} gives rise to a complete flag of subgroup schemes
with Hg equal to the kernel of the Frobenius map and hence a map from Uw∅
to S(g, p)0 that clearly is the inverse of the canonical map.

The rest of the theorem now follows from Corollary 8.4. ��
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15 Appendix g = 3, 4

15.1 Admissible Strata for g = 3

In the following matrix one finds the loci lying in Uw∅ . In the sixth column
we give for each w an example of a final ν such that w → ν.

# Y w ν word w → ν

0 {1, 2, 3} [123] {0, 0, 0} Id [123] Superspecial
1 [132] {0, 0, 0} s2 [123] Fiber over s.s.
1 [213] {0, 0, 0} s1 [123] Fiber over s.s.
1 {2, 3} [124] {0, 0, 1} s3 [124] Moret-Bailly
2 [142] {0, 0, 1} s3s2 [135]
2 [214] {0, 0, 1} s3s1 [135]
2 [231] {0, 0, 0} s1s2 [123] Fiber over s.s.
2 [312] {0, 0, 0} s2s1 [123] Fiber over s.s.
2 {1, 3} [135] {0, 1, 1} s2s3 [135] f = 0, a = 2
3 [153] {0, 1, 1} s2s3s2 [236] Shuffle of {1, 2}
3 [241] {0, 0, 1} s3s1s2 [124]
3 [315] {0, 1, 1} s2s3s1 [124]
3 [321] {0, 0, 0} s1s2s1 [123] Fiber over s.s.
3 [412] {0, 0, 1} s3s2s1 [236] Shuffle of {1, 2}
3 {3} [145] {0, 1, 2} s3s2s3 [145] f = 0
3 {1, 2} [236] {1, 1, 1} s1s2s3 [236] a = 2
4 [154] {0, 1, 2} s3s2s3s2 [246] Shuffle of {2}
4 [326] {1, 1, 1} s1s2s3s1 [236]
4 [351] {0, 1, 1} s2s3s1s2 [236]
4 [415] {0, 1, 2} s3s2s3s1 [246] Shuffle of {2}
4 [421] {0, 0, 1} s3s1s2s1 [236]
4 {2} [246] {1, 1, 2} s3s1s2s3 [246] f = 1
5 [426] {1, 1, 2} s3s1s2s3s1 [356] Shuffle of {1}
5 [451] {0, 1, 2} s3s2s3s1s2 [356] Shuffle of {1}
5 {1} [356] {1, 2, 2} s2s3s1s2s3 [356] f = 2
6 {} [456] {1, 2, 3} s3s2s3s1s2s3 [456] f = 3

15.2 E-O Cycle Classes for g = 3

We give the cycle classes of the (reduced) E-O strata for g = 3.
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Y class

∅ 1
{1} (p− 1)λ1

{2} (p− 1)(p2 − 1)λ2

{1, 2} (p− 1)(p2 + 1)λ1λ2 − 2(p3 − 1)λ3

{3} (p− 1)(p2 − 1)(p3 − 1)λ3

{1, 3} (p− 1)2(p3 + 1)λ1λ3

{2, 3} (p− 1)2(p6 − 1)λ2λ3

{1, 2, 3} (p− 1)(p2 + 1)(p3 − 1)λ1λ2λ3

15.3 E-O Cycle Classes for g = 4

We give the cycle classes of the (reduced) E-O strata for g = 4.

Y class

∅ 1
{1} (p− 1)λ1

{2} (p− 1)(p2 − 1)λ2

{1, 2} (p− 1)(p2 + 1)λ1λ2 − 2(p3 − 1)λ3

{3} (p− 1)(p2 − 1)(p3 − 1)λ3

{1, 3} (p− 1)2(p + 1)((p2 − p + 1)λ1λ3 − 2(p2 + 1)λ4)
{2, 3} (p− 1)2((p6 − 1)λ2λ3 − (2p6 + p5 − p− 2)λ1λ4

{1, 2, 3} (p− 1)(p2+1)((p3 + 1)((p3 − 1)λ1λ2λ3 − 2(3p3+p2 − p + 3)λ2λ4)
{4} (p− 1)(p2 − 1)(p3 − 1)(p4 − 1)λ4

{1, 4} (p− 1)3(p + 1)(p4 + 1)λ1λ4

{2, 4} (p− 1)3(p8 − 1)λ2λ4

{1, 2, 4} (p− 1)2(p4 − 1)((p2 + 1)λ1λ2 − 2(p2 + p + 1)λ3)λ4

{3, 4} (p− 1)2(p2 + 1)(p3 − 1)(p2 − p + 1)((p + 1)2λ3 − pλ1λ2)λ4

{1, 3, 4} (p− 1)2(p4 − 1)(p6 − 1)λ1λ3λ4

{2, 3, 4} (p− 1)(p6 − 1)(p8 − 1)λ2λ3λ4

{1, 2, 3, 4} (p− 1)(p2 + 1)(p3 − 1)(p4 + 1)λ1λ2λ3λ4
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Summary. For general cubic surfaces, we test numerically the conjecture of Manin
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1 Introduction

The arithmetic of cubic surfaces is a fascinating subject. To a large extent,
it was initiated by the work of Yu. I. Manin, particularly by his fundamental
and influential book on Cubic forms [Ma].

In this article, we study the distribution of rational points on general cubic
surfaces over Q. The main problems are

• Existence of Q-rational points,
• Asymptotics of Q-rational points of bounded height,
• The height of the smallest point.
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Existence of rational points. Let V be an algebraic variety defined
over Q. One says that the Hasse principle holds for V if

V (Q) = ∅ ⇐⇒ ∃ ν ∈ Val(Q) : V (Qν) = ∅ .

For quadrics in Pn
Q
, the Hasse principle holds by the famous theorem of

Hasse–Minkowski. It is well known that for smooth cubic surfaces over Q

the Hasse principle does not hold in general. In all known examples, this is
explained by the Brauer–Manin obstruction. (See Section 2 for details.)

Asymptotics of rational points. The following famous conjecture is due
to Yu. I. Manin [FMT].

Conjecture 1 (Manin). Let V be an arbitrary Fano variety over Q and H
an anticanonical height on V . Then there exist a dense, Zariski-open sub-
set V ◦⊆V and a constant C such that

(∗) #{x ∈ V ◦(Q) | H(x) < B} ∼ CB logrkPic(V )−1 B

for B →∞.

Peyre’s constant. Motivated by results obtained by the classical circle
method, E. Peyre refined Manin’s conjecture by giving a conjectural value
for the leading coefficient C.

Let us explain this more precisely in the particular case that V is a smooth
hypersurface in Pd+1

Q
defined by a polynomial f ∈ Z[X0, . . . , Xd+1]. As-

sume that rkPic(V ) = 1 and suppose there is no Brauer–Manin obstruction
on V . Then, Peyre’s constant is equal to the Tamagawa type number τ given
by τ :=

∏
p∈P∪{∞} τp, where

τp =
(
1− 1

p

)
· lim
n→∞

#V (Z/pn
Z)

pdn

for p finite and

τ∞ =
1
2

∫

x∈[−1,1]d+2

f(x)=0

1
‖(gradf)(x)‖2 dS .

Here, V ⊂ Pd+1
Z

is the integral model of V defined by the polynomial f , and
dS denotes the usual hypersurface measure on the cone CV (R), considered as
a hypersurface in R

d+2.
Note that the constant τ is invariant under scaling. When we multiply

f by a prime number p, then τp gets multiplied by a factor of p. On the
other hand, τ∞ gets multiplied by a factor of 1/p, and all the other factors
remain unchanged.
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Known cases. Conjecture 1 is established for smooth complete intersections
of multidegree d1, . . . , dn in the case that the dimension of V is very large
compared to d1, . . . , dn [Bi]. Further, it has been proven for projective spaces
and quadrics. Finally, there are a number of further special cases in which
Manin’s conjecture is known to be true. See, e.g., [Pe, Section 4].

Recently, numerical evidence for Conjecture 1 has been presented in the
case of the threefolds V e

a,b given by axe = bye + ze + ve + we in P4
Q

for e = 3
and 4 [EJ1].

The smallest point. It would be desirable to have an a priori upper bound
for the height of the smallest Q-rational point on V , since this would allow us
to effectively decide whether V (Q) �= ∅.

When V is a conic, Legendre’s theorem on zeros of ternary quadratic forms
yields an effective bound for the smallest point. For quadrics of arbitrary di-
mension, the same is true by an observation due to J. W. S. Cassels [Ca].
Further, there is a theorem of C. L. Siegel [Sg, Satz 1] that provides a gener-
alization to hypersurfaces defined by norm equations. This certainly includes
some special cubic surfaces, but in general, no theoretical upper bound is
known for the height of the smallest Q-rational point on a cubic surface.

Remark 2. If one had an error term [S-D] for (∗) uniform over all cubic
surfaces V of Picard rank 1, then this would imply that the height m(V ) of
the smallest Q-rational point is always less than C

τ(V )α for certain constants
α > 1 and C > 0.

The investigations on quartic threefolds made in [EJ2] indicate that one
might have even m(V ) < C(ε)

τ(V )1+ε for any ε > 0. Assuming equidistribution,
one would expect that the height of the smallest Q-rational point on V should
even be ∼ 1

τ(V ) . An inequality of the form m(V ) < C
τ(V ) is, however, known

to be wrong in a similar situation (cf. [EJ2, Theorem 2.2]).

The results. We consider two families of cubic surfaces that are produced by
a random-number generator. For each of these surfaces, we do the following:
(i) We verify that the Galois group acting on the 27 lines is equal to W (E6).
(ii) We compute E. Peyre’s constant τ(V ).
(iii) Up to a certain bound for the anticanonical height, we count all Q-rational
points on the surface V .
Thereby, we establish the Hasse principle for each of the surfaces consid-
ered. Further, we test numerically the conjecture of Manin, in the refined
form due to E. Peyre, on the asymptotics of points of bounded height. Fi-
nally, we study the behavior of the height of the smallest Q-rational point
versus E. Peyre’s constant. This means that we test the estimates formulated
in Remark 2.
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2 Background

27 lines. Recall that a nonsingular cubic surface defined over Q contains
exactly 27 lines. The symmetries of the configuration of the 27 lines re-
specting the intersection pairing are given by the Weyl group W (E6)
[Ma, Theorem 23.9.ii].

Fact 3. Let V be a smooth cubic surface defined over Q and let K be the
field of definition of the 27 lines on V . Then K is a Galois extension of Q.
The Galois group Gal(K/Q) is a subgroup of W (E6).

Remark 4. W (E6) contains a subgroup U of index two that is isomor-
phic to the simple group of order 25 920. It is of Lie type B2(F3), i.e.,
U ∼= Ω5(F3) ⊂ SO5(F3).

Remark 5. The operation of W (E6) on the 27 lines gives rise to a transitive
permutation representation ι : W (E6) → S27. It turns out that the image of ι
is contained in the alternating group A27. We will call an element σ ∈ W (E6)
even if σ ∈ U and odd otherwise. This should not be confused with the sign
of ι(σ) ∈ S27, which is always even.

The Brauer–Manin obstruction. For Fano varieties, all known obstruc-
tions against the Hasse principle are explained by the following observation.

Observation 6 (Manin). Let V be a nonsingular variety over Q. Choose
an element α ∈ Br(V ) [Ma, Definition 41.3]. Then, any Q-rational point
x ∈ V (Q) gives rise to an adelic point (xν)ν ∈ V (AQ) satisfying the condition

∑
ν∈Val(Q)

inv(α|xν ) = 0 .

Here, inv : Br(Qν) → Q/Z (respectively inv : Br(R) → 1
2Z/Z) denotes the

canonical isomorphism.

The local invariant inv(α|xν ) depends continuously on xν ∈ V (Qν). Fur-
ther, Yu. I. Manin proved [Ma, Corollary 44.2.5] that for each nonsingular
variety V over Q, there exists a finite set S ⊂ Val(Q) such that inv(α|xν ) = 0
for every α ∈ Br(V ), ν �∈ S, and xν ∈ V (Qν). This implies that the Brauer–
Manin obstruction, if present, is an obstruction to the principle of weak ap-
proximation.

Denote by π : V → Spec(Q) the structural map. It is obvious that al-
tering α ∈ Br(V ) by some Brauer class π∗ρ for ρ ∈ Br(Q) does not change
the obstruction defined by α. In consequence, it is only the factor group
Br(V )/π∗Br(Q) that is relevant for the Brauer–Manin obstruction. The lat-
ter is canonically isomorphic to H1(Gal(Q/Q),Pic(V

Q
)) [Ma, Lemma 43.1.1].

In particular, if H1(Gal(Q/Q),Pic(V
Q
)) = 0 then there is no Brauer–Manin

obstruction on V .
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For a smooth cubic surface V , the geometric Picard group Pic(V
Q
) is

generated by the classes of the 27 lines on V
Q
. Its first cohomology group

can be described in terms of the Galois action on these lines. Indeed, there is
a canonical isomorphism [Ma, Proposition 31.3]

(+) H1(Gal(Q/Q),Pic(V
Q
)) ∼= Hom((NF ∩ F0)/NF0,Q/Z).

Here, F ⊂ Div(V
Q
) is the group generated by the 27 lines, F0 ⊂ F denotes the

subgroup of principal divisors, and N is the norm map under the operation
of Gal(Q/Q)/H , H being the stabilizer of F .

Remark 7. Consider the particular case in which the Galois group acts tran-
sitively on the 27 lines. Then (+) shows that H1(Gal(Q/Q),Pic(V

Q
)) = 0.

In particular, there is no Brauer–Manin obstruction in this case.
It is expected that the Hasse principle holds for all cubic surfaces such

that H1(Gal(Q/Q),Pic(V
Q
)) = 0. (See [CS, Conjecture C].)

3 Computation of the Galois group

Let V be a smooth cubic surface defined over Q and let K be the field of
definition of the 27 lines on V . By Fact 3, K/Q is a Galois extension and
the Galois group G := Gal(K/Q) is a subgroup of W (E6). For general cubic
surfaces, G is actually equal to W (E6). To verify this for particular examples,
the following lemma is useful.

Lemma 8. Let H ⊆ W (E6) be a subgroup that acts transitively on the
27 lines and contains an element of order five. Then, either H is the subgroup
U ⊂W (E6) of index two or H = W (E6).
Proof. H∩U still acts transitively on the 27 lines and still contains an element
of order five. Thus, we may suppose H ⊆ U .

Assume that H � U . Denote by k the index of H in U . The natural action
of U on the set of cosets U/H yields a permutation representation i : U → Sk.
Since U is simple, i is necessarily injective. In particular, since #U 
 8!, we
see that k > 8. Let us consider the stabilizer H ′ ⊂ H of one of the lines.
Since H acts transitively, it follows that #H ′ = #H

27 = #U
27·k = 960

k . We distin-
guish two cases.

First case: k > 16. Then, k ≥ 20 and #H ′ ≤ 48. This implies that the
5-Sylow subgroup is normal in H ′. Its conjugate by some σ ∈ H therefore de-
pends only on σ ∈ H/H ′. In consequence, the number n of 5-Sylow subgroups
in H is a divisor of #H/#H ′ = 27. Sylow’s congruence n ≡ 1 (mod 5) yields
that n = 1.

Let H5 ⊂ H be the 5-Sylow subgroup. Then, ι(H5) ⊂ S27 is generated by
a product of disjoint 5-cycles leaving at least two lines fixed. It is, therefore,
not normal in the transitive group ι(H). This is a contradiction.
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Second case: 9 ≤ k ≤ 16. We have k | 960. On the other hand, the
assumption 5 |#H implies 5 
k. This shows that there are only two possi-
bilities: k = 12 and k = 16. Since in U there is no subgroup of index eight
or less, H ⊂ U must be a maximal subgroup. In particular, the permutation
representation i : U → Sk is primitive.

Primitive permutation representations of degree up to 20 were classified
already in the late nineteenth century. It is well known that no group of
order 25 920 allows a faithful primitive permutation representation of degree
12 or 16 [Sm, Table 1]. �

Remark 9. The subgroups of the simple group U were completely classified
by L. E. Dickson [Di] in 1904. It would not be complicated to deduce the
lemma from Dickson’s list.

Let the smooth cubic surface V be given by a homogeneous equation f = 0
with integral coefficients. We want to compute the Galois group G.

An affine part of a general line # can be described by four coefficients
a, b, c, d via the parametrization

# : t �→ (1 : t : (a + bt) : (c + dt)),

where # is contained in S if and only if it intersects S in at least four points.
This implies that

f(#(0)) = f(#(∞)) = f(#(1)) = f(#(−1)) = 0

is a system of equations for a, b, c, d that encodes that # is contained in S.
By a Gröbner base calculation in SINGULAR, we compute a univariate poly-

nomial g of minimal degree belonging to the ideal generated by the equations.
If g is of degree 27 then the splitting field of g is equal to the field K of
definition of the 27 lines on V . We then use van der Waerden’s criterion [PZ,
Proposition 2.9.35]. More precisely, our algorithm works as follows.

Algorithm 10 (Verifying G = W (E6)). Given the equation f = 0 of a
smooth cubic surface, this algorithm verifies G = W (E6).
(i) Compute a univariate polynomial 0 �= g ∈ Z[d] of minimal degree such
that

g ∈ (f(#(0)), f(#(∞)), f(#(1)), f(#(−1))) ⊂ Q[a, b, c, d],

where # : t �→ (1 : t : (a + bt) : (c + dt)).
If g is not of degree 27 then terminate with an error message. In this case, the
coordinate system for the lines is not sufficiently general. If we are erroneously
given a singular cubic surface then the algorithm will fail at this point.
(ii) Factor g modulo all primes below a given limit. Ignore the primes dividing
the leading coefficient of g.
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(iii) If one of the factors is composite, then go to the next prime immediately.
Otherwise, check whether the decomposition type corresponds to one of the
cases listed below:

A := {(9, 9, 9)}, B := {(1, 1, 5, 5, 5, 5, 5), (2, 5, 5, 5, 10)},
C := {(1, 4, 4, 6, 12), (2, 5, 5, 5, 10), (1, 2, 8, 8, 8)}.

(iv) If each of the cases occurred for at least one of the primes then output
the message “The Galois group is equal to W (E6)” and terminate.
Otherwise, output “Cannot prove that the Galois group is equal to W (E6).”

Remark 11. The cases above function as follows:
(a) Case B shows that the order of the Galois group is divisible by five.
(b) Cases A and B together guarantee that g is irreducible. Therefore, by
Lemma 8, cases A and B prove that G contains the index-two subgroup
U ⊂W (E6).
(c) Case C is a selection of the most frequent odd conjugacy classes in W (E6).

Remark 12. One could replace cases B and C by their common ele-
ment (2, 5, 5, 5, 10). This would lead to a simpler but less efficient algorithm.

Remark 13. Actually, a decomposition type as considered in step (iii) does
not always represent a single conjugacy class in W (E6). Two elements ι(σ),
ι(σ′) ∈ S27 might be conjugate in S27 via a permutation τ �∈ ι(W (E6)).

For example, as is easily seen using GAP, the decomposition type
(3, 6, 6, 6, 6) falls into three conjugacy classes, two of which are even and
one odd (cf. Remark 4). However, all the decomposition types sought in
Algorithm 10 do represent single conjugacy classes.

Remark 14. Since we expect G = W (E6), we can estimate the probability
of each case by the Čebotarev density theorem. Case A has a probability of 1

9 .
This is the lowest value among the three cases.

Remark 15. Since we do not use the factors of g explicitly, it is enough
to compute their degrees and to check that each of them occurs with mul-
tiplicity one. This means that we have only to compute gcd(g(X), g′(X))
and gcd(g(X), Xpd −X) in Fp[X ] for d = 1, 2, . . . , 13 [Co, Algorithms 3.4.2
and 3.4.3].

4 Computation of Peyre’s constant

The Euler product. We want to compute the product over all τp. For a
finite place p, we have

τp =
(
1− 1

p

)
· lim
n→∞

V (Z/pn
Z)

p2n
.

If the reduction VFp is smooth, then the sequence under the limit is constant
by virtue of Hensel’s lemma. Otherwise, it becomes stationary after finitely
many steps.
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We approximate the infinite product over all τp by the finite product taken
over the primes less than 300. Numerical experiments show that the contribu-
tions of larger primes do not lead to a significant change. (Compare the values
calculated for the concrete example in Section 6.)

The factor at the infinite place. We want to compute

τ∞ =
1
2

∫

R

1
‖ gradf‖2 dS,

where the domain of integration is given by

R = {(x, y, z, w) ∈ [−1, 1]4 | f(x, y, z, w) = 0} .
Here, dS denotes the usual hypersurface measure on R, considered as a hy-
persurface in R

4. Thus, τ∞ is given by a three-dimensional integral.
Since f is a homogeneous polynomial, we may reduce to an integral over

the boundary of R, which is a two-dimensional domain. In our particular case,
we have deg f = 3. Then, a direct computation leads to

τ∞ =
∫

R0

1
‖(∂f

∂y ,
∂f
∂z ,

∂f
∂w )‖2

dA +
∫

R1

1
‖(∂f

∂x ,
∂f
∂z ,

∂f
∂w )‖2

dA

+
∫

R2

1
‖(∂f

∂x ,
∂f
∂y ,

∂f
∂w )‖2

dA +
∫

R3

1
‖(∂f

∂x ,
∂f
∂y ,

∂f
∂z )‖2

dA,

where the domains of integration are

Ri = {(x0, x1, x2, x3) ∈ [−1, 1]4 | xi = 1 and f(x0, x1, x2, x3) = 0} ,
and dA denotes the two-dimensional hypersurface measure on Ri, considered
as a hypersurface in R

3.
We therefore have to integrate a smooth function over a compact part of

a smooth two-dimensional submanifold in R
3. To do this, we approximate the

domain of integration by a triangular mesh.

Algorithm 16 (Generating a triangular mesh). Given the equation f = 0 of
a smooth surface in R

3, this algorithm constructs a triangular mesh approxi-
mating the part of the surface that is contained in a given cube.
(i) We split the cube into eight smaller cubes and iterate this procedure a
predefined number of times, recursively. During recursion, we exclude those
cubes that obviously do not intersect the manifold. To do this, we estimate
‖gradf‖2 on each cube.
(ii) Then each resulting cube is split into six simplices.
(iii) For each edge of each simplex that intersects the manifold, we compute
an approximation of the point of intersection. We use them as the vertices of
the triangles to be constructed. This leads to a mesh consisting of one or two
triangles per simplex.
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The next step is to compute the contribution of each triangle Δi to the
integral. For this, we use an adaptation of the midpoint rule. We approxi-
mate the integrand g by its value g(Ci) at the barycenter Ci of the triangle.
Note that this point usually lies outside the surface given by f = 0. Algo-
rithm 16 guarantees only that the three vertices of each facet are contained
in that surface.

The product g(Ci)A(Δi) seems to be a reasonable approximation of the
contribution of Δi to the integral. We correct by an additional factor, the
cosine of the angle between the normal vector of the triangle and the gradient
vector grad f at the barycenter C.

Remark 17. In our application, these correctional factors are close to 1 and
seem to converge to 1 when the number of recursions is growing. This is, how-
ever, not a priori clear. H. A. Schwarz’s cylindrical surface [Sch] constitutes a
famous example of a sequence of triangulations in which the triangles become
arbitrarily small and the factors are nevertheless necessary for correct inte-
gration.

We use the method described above to approximate the value of τ∞.
In Algorithm 16, we work with six recursions.

Remark 18. Our method of numerical integration is a combination of stan-
dard algorithms for 2.5-dimensional mesh generation and two-dimensional in-
tegration that are described in the literature [Hb].

On a triangle, we integrate linear functions correctly. This indicates that
the method should converge to second order. The facts that we work with
the area of a linearized triangle and that the barycenters Ci are located at a
certain distance from the manifold generate errors of the same order.

5 Numerical Data

The computations carried out. A general cubic surface is described by
twenty coefficients. With current technology, it is impossible to study all cu-
bic surfaces with coefficients below a given bound. For that reason, we decided
to work with coefficient vectors provided by a random-number generator.
Our first sample consists of 20 000 surfaces with coefficients randomly cho-
sen in the interval [0, 50]. The second sample consists of 20 000 surfaces with
randomly chosen coefficients from the interval [−100, 100].

These limits were, of course, chosen somewhat arbitrarily. There is, at
least, some reason not to work with too large limits, since this would lead to
low values of τ . (The reader might want to compare [EJ2, Theorem 3.3.4],
where this is rigorously proven in a different situation.) Low values of τ are
undesirable, since they require high search bounds in order to satisfactorily
test Manin’s conjecture.
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We verified explicitly that each of the surfaces studied is smooth. For this,
we inspected a Gröbner basis of the ideal corresponding to the singular locus.
The computations were done in SINGULAR.

Then, using Algorithm 10, we proved that for each surface, the full Galois
group W (E6) acts on the 27 lines. The largest prime used was 457. This means
that all our examples are general from the Galois point of view. In conse-
quence, their Picard ranks are equal to 1. Further, according to Remark 7,
the Brauer–Manin obstruction is not present on any of the surfaces considered.

Almost as a byproduct, we verified that no two of the 40 000 surfaces
are isomorphic. Actually, when running part (ii) of Algorithm 10, we wrote
the decomposition types found into a file. Primes at which the algorithm
failed were labeled with a special marker. A program, written in C, ran in
an iterated loop over all pairs of surfaces and looked for a prime at which
the decomposition types differ. The largest prime needed to distinguish two
surfaces was 73.

We counted all Q-rational points of height less than 250 on the surfaces
of the first sample. It turns out that on two of these surfaces, there are no
Q-rational points occurring, since the equation is unsolvable in Qp for some
small p. In this situation, Manin’s conjecture is true, trivially. On each of
the remaining surfaces, we found at least one Q-rational point; 228 examples
contained fewer than ten points. On the other hand, 1213 examples contained
at least 100 Q-rational points. The largest number of points found was 335.

For the second sample, the search bound was 500. Again, on two of these
surfaces, there are no Q-rational points occurring, since the equation is unsolv-
able in a certain Qp. There were 202 examples containing between one and
nine points, while 1857 examples contained at least 100 Q-rational points.
The largest number of points found was 349.

To find the Q-rational points, we used a 2-adic search method that works
as follows. Let a cubic surface V be given. Then, in a first step, we determined
on V all points defined over Z/512Z (respectively Z/1024Z). Then, for each
of the points found we checked which of its lifts to P3(Z) actually lie on V .
This leads to an O(B3)-algorithm that may be efficiently implemented in C.

There are algorithms which are asymptotically faster, for example Elkies’
method, which is O(B2) and implemented in Magma. A practical comparison
shows, however, that Elkies’ method is not yet faster for our relatively low
search bounds.

Furthermore, using the method described in Section 4, we computed an
approximation of Peyre’s constant for each surface.

The density results. For each of the surfaces considered we calculated the
quotient

#{ points of height < B found } /#{ points of height < B expected }.
Let us visualize the distribution of the quotients by some histograms,

shown in Figures 1 and 2.
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Some statistical parameters are shown in Tables 1 and 2.

Table 1. Parameters of the distribution for the first sample.

search bound 125 250
mean 0.999 93 0.998 87
standard deviation 0.235 58 0.169 25

Table 2. Parameters of the distribution for the second sample.

search bound 250 500
mean 1.000 93 0.999 43
standard deviation 0.225 27 0.161 58

The results for the smallest point. For each of the surfaces in our sam-
ples, we determined the height m(V ) of its smallest point. We visualize the
behavior of m(V ) in the diagrams of Figure 3.

At first glance, it looks very natural to consider the distribution of the
values of m(V ) versus the Tamagawa type number τ(V ). In view of the in-
equalities asked for in the introduction, it seems, however, to be better to make
a slight modification and plot the product m(V )τ(V ) instead of m(V ) itself.

mτ

τ0.01

0.1

1

10

100

0.001 0.01 0.1 1 10

First sample

mτ

τ0.01

0.1

1

10

100

0.001 0.01 0.1 1 10

Second sample

Fig. 3. The smallest height of a rational point versus the Tamagawa number.

Conclusion. Our experiments suggest that for general cubic surfaces V
over Q, the following assertions hold:
(i) There are no obstructions to the Hasse principle.
(ii) Manin’s conjecture is true in the form refined by E. Peyre.
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Further, it is apparent from the diagrams in Figure 3 that the experiment
agrees with the expectation for the heights of the smallest points formulated
in Remark 2 above. Indeed, for both samples, a line tangent to the top of the
scatter plot is nearly horizontal. This indicates that even the strong form of
the estimate should be true, i.e., m(V ) < C(ε)

τ(V )1+ε for any ε > 0.

Running times. The largest portion of the running time was spent on the
calculation of the Euler products. It took 20 days of CPU time to calculate
all 40 000 Euler products for p < 300. For comparison, we estimated all the
integrals, using six recursions, within 36 hours. Further, it took eight days to
systematically search for all points of height less than 500 on the surfaces of
the second sample. Search for points of height less than 250 on the surfaces
of the first sample took only one day.

In running Algorithm 10, the lion’s share of the time was used for the com-
putation of the univariate degree-27 polynomials. This took approximately
seven days of CPU time. In comparison with that, all other parts were negli-
gible. It took only twelve minutes to ensure that all 40 000 surfaces are smooth.
The C program verifying that no two of the surfaces are isomorphic to each
other ran approximately 80 seconds.

6 A concrete example

An example. Let us conclude this article with some results on the particular
cubic surface V given by

(−) x3 + 2xy2 + 11y3 + 3xz2 + 5y2w + 7zw2 = 0.

Example (−) was not among the surfaces produced by the random-
number generator. Our intention is just to present the output of our al-
gorithms in a specific (and not too artificial) example and, most notably, to
show the intermediate results of Algorithm 10.

A Gröbner basis calculation in Magma shows that V has bad reduction at
p = 2, 3, 7, 23, and 22 359 013 270 232 677. The idea behind that calculation
is the same as described above for the verification of smoothness. The only
difference is that we consider Gröbner bases over Z instead of Q.

The Galois group. The first step of Algorithm 10 works well on V , i.e., the
polynomial g is indeed of degree 27. Its coefficients become rather large. The
one of greatest magnitude is that of d13. It is equal to 38 300 982 629 255 010.
The leading coefficient of g is 53 ·712. We find case A at p = 373. The common
decomposition type (2, 5, 5, 5, 10) of cases B and C occurs at p = 19, 31, 59,
61, 191, 199, and 223.

Consequently, V is an explicit example of a smooth cubic surface over Q

admitting the property that the Galois group that acts on the 27 lines is equal
to W (E6).
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Remark 19. The first such examples were constructed by T. Ekedahl [Ek,
Theorem 2.1].

Remark 20. Our example (−) is different from Ekedahl’s. Indeed, in
Ekedahl’s examples, the Frobenius Frob11 acts on the 27 lines as an ele-
ment of the conjugacy class C15 ⊂ W (E6) (in Sir P. Swinnerton-Dyer’s
numbering). In our case, however, the first two steps of Algorithm 10 show
that Frob11 yields the decomposition type (1, 1, 1, 1, 1, 2, 4, 4, 4, 4, 4). This cor-
responds to the class C18 [Ma, §31, Table 1]. Note that Ekedahl’s examples,
as well as ours, have good reduction at p = 11.

Computation of Peyre’s constant. As an approximation of the Euler
product, we get ∏

p<300

τp ≈ 0.729 750.

Using the Lefschetz trace formula, we calculated all partial products of this
particular Euler product up to p < 40 000. The oscillations, we observed,
remain within a distance of less than two percent. For example, we obtained

∏
p<40 000

τp ≈ 0.731 732.

For the factor at the infinite place, we get, using six recursions,

τ∞ ≈ 1.786 726.

We list several approximate values in Table 3

Table 3. Approximate values of τ∞.

recursions 3 4 5 6 7 8
approx. of τ∞ 1.780 729 1.785 147 1.786 453 1.786 726 1.786 800 1.786 820

Δ 0.004 418 0.001 306 0.000 273 0.000 074 0.000 020

The successive differences decline by a factor of close to four from one step to
the next. This conforms to second order convergence expected for our method
of numerical integration.

Altogether, E. Peyre’s constant is approximately τ ≈ 1.3074.

Rational points. There are 345 Q-rational points on V of height less
than 250 and 693 Q-rational points of height less than 500. The smallest
points are (0 : 0 : 1 : 0) and (0 : 0 : 0 : 1). The smallest nonobvious point is
(1 : 2 : (−3) : (−2)). A complete list of all Q-rational points on V of height
up to 20 is presented in Table 4.
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Table 4. Points on V of height ≤ 20.

Point Height Point Height
( 0 : 0 : 0 : 1) 1 ( 4 : −6 : −13 : 2) 13
( 0 : 0 : 1 : 0) 1 ( 5 : 5 : 0 : −14) 14
( 1 : 2 : −3 : −2) 3 (10 : −14 : 12 : 11) 14
( 3 : −2 : −3 : 2) 3 ( 0 : 7 : −16 : 7) 16
( 0 : 7 : −6 : −7) 7 (16 : −8 : 3 : −4) 16
( 0 : 4 : −3 : 8) 8 ( 6 : −9 : 16 : 3) 16
( 5 : −5 : 0 : 8) 8 (12 : 7 : −6 : 17) 17
( 2 : −8 : 8 : 7) 8 (14 : −9 : −2 : 17) 17
(10 : −5 : 0 : −1) 10 ( 6 : −3 : −18 : 7) 18
( 0 : 5 : 0 : −11) 11 ( 9 : −6 : −1 : 18) 18
( 8 : 6 : −11 : −8) 12 ( 3 : 6 : −19 : −6) 19
(12 : −6 : −4 : −3) 12 ( 8 : 7 : −4 : 19) 19
( 9 : −12 : 9 : 10) 12

The field of definition of the 27 lines. Having done the Gröbner basis
calculation in Algorithm 10(i), the 27 lines may be computed at high precision.
This allows us to find the 45 triangles on V , explicitly. We calculated a degree-
45 resolvent G of the degree-27 polynomial g, the zeros of which are all the
sums ai1 +ai2 +ai3 for #i1 , #i2 , #i3 representing three lines that form a triangle.
Here, #i : t �→ (1 : t : (ai + bit) : (ci + dit)) denote parametrizations of the
27 lines. Since G ∈ Z[X ], our floating-point calculation is in fact exact.

Proposition 21. The unique quadratic subfield in the field K of definition of
the 27 lines on V is Q(

√−23 · 22 359 013 270 232 677).
Proof. K is unramified at all places of good reduction of V . This leaves us
with only 26−1 = 63 possibilities for the quadratic subfield Q(

√
d). To exclude

62 of them is algorithmically easy.
Indeed, for a good prime p, there is a way to compute

(
d
p

)
without knowl-

edge of d. We factor the degree-45 resolvent G modulo p. If p divides the
leading coefficient or there are multiple factors, then we get no answer. Oth-
erwise,

(
d
p

)
= ±1 depending on whether the decomposition type found is even

or odd in S45.
It turns out that it is sufficient to do this for p = 13, 17, 19, 29, 31, and 53.

�

Proposition 22. The field extension K/Q is ramified exactly at p = 2, 3, 7,
23, and 22 359 013 270 232 677.
Proof. It remains to verify ramification at p = 2, 3, and 7. For that, we
computed in magma the p-adic factorization of g. The decomposition types are
(3, 24) for p = 2 and 3 and (1, 1, 1, 4, 4, 4, 4, 8) for p = 7.

Let Zp be the decomposition field of p. If p were unramified then
Gal(K/Zp) would be a cyclic group, i.e., Gal(K/Zp) = 〈σ〉 for some
σ ∈W (E6). On the other hand, on the 27 lines, the orbit structure under the
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operation of Gal(K/Zp) is the same as under the operation of Gal(Qp/Qp).
There is, however, no element in W (E6) that yields the decomposition type
(3, 24) or (1, 1, 1, 4, 4, 4, 4, 8) [Ma, §31, Table 1]. �

Remark 21. This shows that there is no integral model of V that is smooth
over p = 2, 3, 7, 23, or 22 359 013 270 232 677.
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Summary. This paper is the second part of our paper “Cluster ensembles, quanti-
zation, and the dilogarithm” [FG2].1 Its main result is a construction, by means of
the quantum dilogarithm, of certain intertwiner operators, which play a crucial role
in the quantization of the cluster X -varieties and construction of the corresponding
canonical representation.
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A cluster ensemble as defined in [FG2] is a pair (A,X ) of schemes over Z,
called cluster A- and X -varieties, related by a map p : A −→ X . The ring of
regular functions on the cluster A-variety is the upper cluster algebra [BFZ].

Cluster A- and X -varieties are glued from families of coordinatized split
algebraic tori by means of certain subtraction-free rational transformations. In
particular, it makes sense to consider the spaces of their positive real points,
denoted by A+ and X+.

The cluster X -variety has a Poisson structure, given in any cluster coor-
dinate system {Xi} by

{Xi, Xj} = ε̂ijXiXj, ε̂ij ∈ Z.

The Poisson tensor ε̂ij depends on the choice of coordinate system. There is
a canonical noncommutative deformation Xq of the cluster X -variety in the
direction of this Poisson structure [FG2].

1Both papers were originally combined into a single ArXiv preprint math/
0311245, version 1.
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The gluing procedure underlying the definition of a cluster variety can be
understood as a functor from a certain groupoid, called the cluster modular
groupoid G, to a category of commutative algebras.

In Section 3 we suggest a ∗-quantization of the cluster X -variety, under-
stood as a functor from the groupoid G to the category of noncommuta-
tive topological ∗-algebras. More precisely, the coordinate systems on cluster
varieties are parametrized by the objects i of the groupoid G, called seeds. To
each seed i we assign two coordinatized tori, Ai and Xi. The algebra of smooth
functions on the latter admits a canonical �-deformation, given by a topolog-
ical Heisenberg ∗-algebra H�

i . So to define a functor we need to relate these
algebras for different seeds. We write the formulas relating the generators of
the algebras H�

i , but do not specify the category of topological ∗-algebras.
As a result, the ∗-quantization of the cluster X -variety serves only as a mo-
tivation, and in Sections 3 we state claims instead of theorems when those
unspecified topological algebras enter the formulations. We hope to have a
precise version of Section 3. However, the rest of the paper does not depend
on that, while motivations given in Section 3 clarify what we do next.

In Section 4 we proceed to a construction of the canonical unitary projec-
tive representation of the modular groupoid. It is realized in the Hilbert space
L2(A+) assigned to the set of positive real points of the cluster A-variety.

For each seed i there is a Hilbert space L2(A+
i ) (which is canonically

identified with L2(A+)). In Section 4.1, the Heisenberg ∗-algebra H�

i is rep-
resented by unbounded operators in L2(A+

i ). In fact, a bigger algebra—the
chiral double H�

i ⊗H�

io of the Heisenberg ∗-algebra—acts by unbounded op-
erators on the same Hilbert space.

The morphisms in the groupoid G are defined as compositions of certain
elementary ones, called mutations and symmetries. Given a mutation i → i′

we construct a unitary operator

Ki→i′ : L2(A+
i ) −→ L2(A+

i′ ).

It intertwines the actions of the Heisenberg ∗-algebras related to the seeds
i and i′2. (Similar intertwiners for symmetries are rather tautological). This
construction is the main result of the paper. The operator Ki→i′ is character-
ized by its intertwining property uniquely up to a constant.

Certain compositions of mutations and symmetries are identity morphisms
in the groupoid G. So to get a representation of the modular groupoid we
have to show that the corresponding compositions of the intertwiners Ki→i′

are multiples of the identity operators. This is a rather difficult problem. It
is solved in [FG3], where we give another construction of the intertwiner and

2The precise meaning we put into “intertwining” is clear from the computation
carried out in the proof: we deal with the generators of the Heisenberg algebra only,
and thus are not concerned with the nature of the topological completion, which was
left unspecified in Section 3. Furthermore, we understand the intertwining property
formally without paying attention to the domains of the definition of the generators
of the Heisenberg algebra. For a different approach see [FG3].
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introduce the geometric object reflecting its properties, the cluster double.
Altogether, the intertwiners give rise to a unitary projective representation of
the cluster modular groupoid.

The paper is organized as follows: the properties of the quantum logarithm
and dilogarithm essential for us are collected, without proofs, in Section 5. The
proofs and more of the properties of these functions can be found in Section
4 of [FG3]. In Section 2.1 we recall, for the convenience of the reader, basic
definitions/facts about cluster ensembles. Claim 2.2 delivers a quantization of
the space of real positive points of the cluster X -variety. The main result of this
paper is Theorem 10, providing an explicit formula for the intertwiner Ki→i′ .

Acknowledgments. V.F. was supported by grants CRDF 2622; 2660.
A.G. was supported by NSF grants DMS-0099390, DMS-0400449, and DMS-
065372.

We would like to thank the referee for useful remarks regarding the content
of the paper.

1 Cluster ensembles

1.1 Basic definitions

A seed i is a triple (I, ε, d), where I is a finite set, ε is a matrix εij , i, j ∈ I,
with εij ∈ Z, and d = {di}, i ∈ I, are positive integers such that the matrix
ε̂ij := εijd

−1
j is skew-symmetric.

For a seed i we assign a torus Xi = (Gm)I with the coordinates {Xi|i ∈ I}
on the factors and a Poisson structure given by

{Xi, Xj} = ε̂ijXiXj. (1)

Let i = (I, ε, d) and i′ = (I ′, ε′, d′) be two seeds, and k ∈ I. A mutation in
the direction k ∈ I is an isomorphism μk : I → I ′ such that d′μk(i) = di, and

ε′μk(i)μk(j) =

⎧⎨
⎩
−εij if i = k or j = k,
εij if εikεkj ≤ 0,
εij + |εik|εkj if εikεkj > 0.

(2)

A symmetry of a seed i = (I, ε, d) is an automorphism σ of the set I preserving
the matrix ε and the numbers di. Symmetries and mutations induce rational
maps between the corresponding seed X -tori, denoted by the same symbols
μk and σ and given by the formulas σ∗Xσ(i) = Xi and

μ∗k(i)Xμk(i) =
{

X−1
k if i = k,

Xi(1 + X
−sgn(εik)
k )−εik if i �= k.

(3)

A seed cluster transformation is a composition of symmetries and muta-
tions. Two seeds are equivalent if they are related by a cluster transformation.
The equivalence class of a seed i is denoted by |i|. A seed cluster transfor-
mation induces a rational map between the two seed X -tori, called a cluster
transformation map.



658 V.V. Fock and A.B. Goncharov

A cluster X -variety X|i| is a scheme over Z obtained by gluing the seed
X -tori for the seeds equivalent to a given seed i via the cluster transformation
maps, and then taking the affine closure. Every seed provides a cluster X -
variety with a rational coordinate system. Its coordinates are called cluster
coordinates. Cluster transformation maps preserve the Poisson structure. Thus
a cluster X -variety has a canonical Poisson structure.

The cluster A-varieties. Given a seed i, define a seed A-torus Ai := (Gm)I

with the standard coordinates {Ai|i ∈ I} on the factors. Symmetries and
mutations give rise to birational maps between the seed A-tori, given by
σ∗Aσ(i) = Ai and

μ∗k(i)Aμk(i) =

{
Ai if i �= k,

A−1
k

(∏
i|εki>0 Aεki

i +
∏

i|εki<0 A−εki
i

)
if i = k.

(4)

The cluster A-variety A|i| is a scheme over Z obtained by gluing all seed
A-tori for the seeds equivalent to a given seed i using the above birational
isomorphisms, and taking the affine closure.

There is a map p : A −→ X , given in every cluster coordinate system by
p∗Xk =

∏
I∈I Aεki

i .
Cluster A- and X -varieties have canonical positive atlases, so it makes

sense to consider the sets of their real positive points, denoted by A+ and X+.
The cluster modular groupoid. Seed cluster transformations inducing the

same map of the seedA-tori are called trivial seed cluster transformations. The
cluster modular groupoid G|i| is a groupoid whose objects are seeds equivalent
to a given seed i, and Hom(i, i′) is the set of all seed cluster transformations
from i to i′ modulo the trivial ones. Given a seed i, the cluster mapping class
group Γi is the automorphism group of the object i of G|i|. The group Γi acts
by automorphisms of the cluster A-variety.

The quantum space Xq. This is a canonical noncommutative q-deformation
of the cluster X -variety defined in Section 3 of [FG2].

We start from the seed quantum torus algebra Tq
i , defined as an associative

∗-algebra with generators X±1
i , i ∈ I, and q±1 and relations

q−ε̂ijXiXj = q−ε̂jiXjXi, ∗Xi = Xi, ∗q = q−1.

Let QTor∗ be the category whose objects are quantum torus algebras and
whose morphisms are ∗-homomorphisms of their fraction fields. The quantum
space Xq is understood as a contravariant functor

ηq : the modular groupoid G|i| −→ QTor∗.

It assigns to a seed i the quantum torus ∗-algebra Tq
i , and to a mutation

i −→ i′ a map of the fraction fields Frac(Tq
i′) −→ Frac(Tq

i ), given by a q-
deformation of formulas3 (3): Set qk := q1/hk ,

3See also a more transparent and less computational definition given in Section
3 of [FG3].
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(μq
k)
∗(Xi) :=

{
X−1

k if i = k,

Xi

(∏|εik|
a=1 (1 + q2a−1

k X
−sgn(εik)
k )

)−εik

if i �= k.

One uses Theorem 7.2 in [FG3] to prove that ηq sends trivial seed cluster
transformations to the identity maps.

The chiral dual to a seed i = (I, ε, d) is a seed i0 := (I,−ε, d). Mutations
commute with the chiral duality on seeds. Therefore a cluster X -variety X
(respectively A-variety A), gives rise to the chiral dual cluster X -variety (re-
spectively A-variety) denoted by X 0 (respectively A0). They are related, see
Lemmas 1 and 2 .

The Langlands dual to a seed i = (I, ε, d) is the seed i∨ = (I, ε∨, d∨), where
d∨i := d−1

i and
ε∨ij = −ε∨ji := d̂−1

i εij d̂j , d̂i := d−1
i . (5)

The Langlands duality on seeds commutes with mutations. Therefore it gives
rise to the Langlands dual cluster A- and X -varieties, denoted by A∨ and X∨.

Below we omit the subscript |i|, encoding the corresponding cluster en-
semble whenever possible.

1.2 Connections between quantum X -varieties

There are three ways to alter the space X|i|,q:
(i) change q to q−1,
(ii) change i to i0,
(iii) change the quantum space X|i|,q to the opposite quantum space X opp

|i|,q .

(In (iii) we change every quantum torus from which we glue the space to the
opposite one).

The following lemma tells that the resulting three quantum spaces are
canonically isomorphic:

Lemma 1. (a) There is a canonical isomorphism of quantum spaces

αq
X : X|i|,q −→ X opp

|i|,q−1 , (αq
X )∗ : Xi �−→ Xi

(given on the generators of any cluster coordinate system by Xi �−→ Xi).
(b) There is a canonical isomorphism of quantum spaces

iqX : X|i|,q −→ X|i0|,q−1 , (iqX )∗ : X0
i �−→ X−1

i

(given in any cluster coordinate system by X0
i �−→ X−1

i , where X0
i are the

generators of Xi0,q−1).
(c) There is a canonical isomorphism of quantum spaces

βq
X := αq

X ◦ iqX : X|i0|,q −→ X opp
|i|,q , Xi �−→ X0

i
−1

.
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Proof. Clearly each of the three maps is an isomorphism of the corresponding
seed quantum tori algebras. For example, in case (b) we have

iqX

((
q−1
)−ε̂o

ijX0
i X

0
j

)
= q−ε̂ijX−1

i X−1
j .

So we need to check that they commute with the mutations.
(a) Let us assume first that εik = a < 0. The claim results from the

fact that the following two compositions are equal (observe that α∗ is an
antiautomorphism):

Xi
μ∗

k�−→ Xi

a∏
b=1

(1 + q2b−1
k Xk)

α∗�−→
a∏

b=1

(1 + q2b−1
k Xk)Xi;

Xi
α∗�−→ Xi

(μ0
k)∗�−→ Xi

a∏
b=1

(1 + q
−(2b−1)
k Xk).

The computation in the case εik > 0 is similar.
(b) To check that iqX ◦ μ∗k = μ∗k ◦ iqX we calculate each of the maps on the

generator Xi. Let us assume εik = −a < 0. Then ε0
ik = a, and one has

iqX ◦ μ∗k(X
0
i
′
) = X−1

i

a∏
b=1

(1 + q2b−1X−1
k ),

μ∗k ◦ iqX (X0
i
′
) =
(
Xi

a∏
b=1

(1 + q−(2b−1)X−1
k )−1

)−1

=
a∏

b=1

(1 + q−(2b−1)X−1
k )X−1

i = X−1
i

a∏
b=1

(1 + q2b−1X−1
k ).

The case εik > 0 is similar. One can reduce it to the case εik < 0, since
μk ◦ μk = Id, and ε′ik = −εik. Part (b) is proved.

(c) Follows from (a) and (b). The lemma is proved. ��
Lemma 2. The cluster ensembles related to the seeds i and i0 are canonically
isomorphic as pairs of varieties. The isomorphism is provided by the following
maps:

Id : A|i| −→ Ai0 ; iX : X|i| −→ X|i0|.
Proof. In a given cluster coordinate system our maps are obviously iso-
morphisms. The compatibility with X -cluster transformations is part (b) of
Lemma 1; for the A-cluster transformations we have

A0
kA

0′
k =

∏
εo

ki>0

(A0
i )

ε0ki +
∏

εo
ki<0

(A0
i )
−ε0ki =

∏
εki<0

A−εki

i +
∏

εki>0

Aεki

i = AkA
′
k.

Compatibility with the projection p is clear. The lemma is proved. ��
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2 Motivation: ∗-quantization of cluster X -varieties

2.1 ∗-quantization of the space X+ via the quantum logarithm

Let {Xi} be coordinates on the cluster X -variety corresponding to a seed i.
Since by definition the functions Xi are strictly positive at the points of X+,
we can introduce the logarithmic coordinates xi := logXi on X+. For every
seed i they provide an isomorphism

βi : X+
i

∼−→ R
I ; t �−→ {xi(t)}.

For a mutation μk : i→ i′ there is a gluing map

βi→i′ : X+
i −→ X+

i′ , βi→i′(x′i) =
{

xi − εik log(1 + e−sgn(εik)xk), i �= k,
−xk, i = k.

(6)
To prepare the soil for quantization, let us look at this from a different

point of view. Let Com∗ be the category of commutative topological ∗-algebras
over C. Recall the cluster modular groupoid G|i|. There is a contravariant
functor

β : G|i| −→ Com∗.

Namely, we assign to a seed i a commutative topological ∗-algebra S(X+
i )

of smooth complex-valued functions in X+
i with ∗f := f , and to a mutation

i→ i′ a homomorphism β∗i→i′ : S(X+
i′ ) −→ S(X+

i ).
Let C be a category whose morphisms are C-vector spaces. Projectivization

PC of the category C is a new category with the same objects as C, and mor-
phisms given by HomPC(C1, C2) := HomC(C1, C2)/U(1), where U(1) is the
multiplicative group of complex numbers with absolute value 1. A projective
functor F : G → C is a functor from G to PC.

Let C∗ be the category of topological ∗-algebras. Two functors F1, F2 :
C −→ C∗ essentially coincide if there exists a third functor F and natural
transformations F1 → F, F2 → F providing for every object C dense inclusions
F1(C) ↪→ F (C), F1(C) ↪→ F (C).

Definition 3. A quantization of the space X+
|i| is a family of contravariant

projective functors
κ�

|i| : G|i| −→ C∗

depending smoothly on a real parameter �, related to the original Poisson
manifold X+

|i| as follows:

(i) The limit κ|i| := lim�→0 κ�

|i| exists and essentially coincides with the func-
tor β defining X+

|i|.
(ii) The Poisson bracket given by lim�→0[f1, f2]/� is defined and coincides

with the one on X+
|i|.
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Let us define a quantization functor κ� = κ�

|i|. We assign to every seed i
the Heisenberg ∗-algebra H�

i . It is a topological ∗-algebra over C generated
by elements xi such that

[xj , xk] = 2πi�ε̂jk; x∗j = xj ; q = eπi�.

Further, let us assign to the mutation μk : i → i′ a homomorphism of
topological ∗-algebras

κ�(μk) : H�

i′ −→ H�

i . (7)

We employ the quantum logarithm φ�(z), see (22). Denote by x′i the genera-
tors of H�

i′ . Set

�k := d̂k�; κ�(μk) : x′i �−→
{

xi − εikφ
�k(−sgn(εik)xk) if k �= i,

−xi if k = i.
(8)

Claim. (a) Formulas (8) provide a morphism of ∗–algebras

κ�

|i|(μk) : H�

i′ −→ H�

i .

(b) The collection of ∗-algebras {Hi} and morphisms {κ�

|i|(μk)} provide a
quantization functor

κ�

|i| : G|i| −→ PC∗.
(c) Let �

∨ := 1/�. Then there are isomorphisms

H�

i −→ H�
∨

i∨ , xi �−→ x∨i :=
xi

d̂i�

. (9)

They give rise to a natural transformation of functors κ�

|i| −→ κ�
∨
|i∨|.

Justification. (a) Property A3 of the function φ�(x), see Section 4, guaran-
tees that the morphism κ�(μk) preserves the real structure. It follows from
Property A1 that when � → 0, the limit of the quantum formula (8) exists and
coincides with the mutation formula (6) for the logarithmic coordinates xi.

(b) To check that we have a functor, one needs to check first that mu-
tation formulas are compatible with the transformations κ�(μk). This is a
straightforward calculation using Property A5. Then one has to check that
the defining relations for the groupoid G|i| are mapped to zero. Here we need
the results of Sections 3.2–3.3 of [FG2] and the following well-known lemma:

Lemma 4. Suppose that A,B are self-adjoint operators, [A,B] = −λ is a
scalar, and f(z) is a continuous function with primitive F (z). Then

eA+f(B) = eAexp

{
1
λ

∫ B+λ

B

f(z)dz

}
:= eAexp

(
F (B + λ)− F (B)

λ

)
.
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(c) Thanks to formula (5), the map xi �−→ x∨i is a ∗-algebra
homomorphism:

[x∨i , x∨j ] =
[xi, xj ]

d̂id̂j�
2

= 2πi�∨ε̂ij/d̂id̂j
(5)
= 2πi�∨ε̂∨ij .

To verify that it commutes with mutation homomorphisms we use Properties
A2 and A4 of the function φ�(x), observing that

xi + |εik|φ�k(xk)

d̂i�
=

xi

d̂i�
+
|d̂−1

i εikd̂k|φd̂k�(xk)

d̂k�

(5)+A4
= x∨i + |ε∨ik|φ�

∨
k (x∨k ).

2.2 Modular double of a cluster X -variety and ∗-quantization
of the space X+

Set
q := eπi�, q∨ := eπi/�, � ∈ R.

Definition 5. The modular double X|i|,q × X|i∨|,q∨ of a quantum cluster X -
variety X|i|,q is a contravariant functor

ηq
|i| ⊗ ηq∨

|i∨| : G|i| −→ QTor∗.

So we assign to a seed i a quantum torus algebra Tq
i ⊗Tq∨

i∨ , and to a mutation
μk : i → i′ a positive ∗-homomorphism of the fraction fields of the quantum
torus algebras

ηq
|i|(μk)⊗ ηq∨

|i∨|(μk) : T
q
i′ ⊗ T

q∨

i′∨ −→ T
q
i ⊗ T

q∨
i∨ , T := Frac(T).

We want to relate the modular double X|i|,q ×X|i∨|,q∨ to the quantization
of the space X+

|i| . We are going to define a natural transformation of functors

ηq
|i| ⊗ ηq∨

E∨ −→ κ�

|i|.
We use the following easy fact. Assume that [yi, yj] is a scalar. Then we

have
eyieyj = e[yi,yj]eyjeyi. (10)

Let i be a seed. Denote by Xi the generators of T
q
i , and by X∨

i the generators of
T

q∨
i∨ . It is easy to check using (10) that there are the following homomorphisms:

li : T
q
i −→ Hh

i , Xi �−→ exi, and l∨i : T
q∨
i∨ −→ H�

i , X∨
i �−→ ex

∨
i .

They evidently commute with the ∗-structures. Their images commute.
Indeed, since ε̂ij ∈ Z one has e[xi,xj/�] = e2πiε̂ij = 1. So exi commutes with
exj/�. Therefore they give rise to a homomorphism of the tensor product:

Li := li ⊗ l∨i : T
q
i ⊗ T

q∨
i∨ −→ H�

i .
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Proposition 6. For any mutation μk : i → i′ the following diagram, where
the left vertical arrow is the map ηq(μk)⊗ηq∨ (μk), and the right one is κ�(μk),
is commutative:

T
q
i ⊗ T

q∨
i

Li−→ H�

i

ηq,q∨
�⏐ �⏐κ�

T
q
i′ ⊗ T

q∨
i′

Li′−→ H�

i′

Proof. We need Lemma 4. The case i = k is trivial, so we assume that
i �= k. Let εik = −a ≤ 0. Then applying the lemma we get

κ�

|i|(μk)Li′(X ′
i ⊗ 1) = κ�(μk)ex

∨
i = exi+aφ�k (xk)

=
exi

2πia�k
exp

(∫ xk+2πi�ka

xk

aφ�k(z)dz

)

=
exi

2πi�k
exp
(∫ xk

−∞

(
φ�k(z + 2πi�ka)− φ�k(z)

)
dz

)

A5=
exi

2πi�k
exp

(∫ xk

−∞

a∑
b=1

2πi�k

e−z−iπ(2b−1)�k + 1
dz

)

exi

a∏
b=1

(1 + q2a−1
k exk) = Li

(
Xi

a∏
b=1

(1 + q2a−1
k Xk)

)

= Li(η
q
|i|(μk)⊗ ηq∨

|i∨|(μk))(X ′
i ⊗ 1).

The calculation in the case εik = a ≥ 0 is similar. The proposition is proved.

Claim. The collection of homomorphisms {Li} provides a morphism of
functors

L
� : ηq

|i| ⊗ ηq∨

|i∨| −→ κ�

|i|. (11)

Justification. Is given by Proposition 6.

Representations of the quantized X+
|i|-space. The following definition

serves as a motivation of the construction of intertwiners presented below.

Definition 7. A projective ∗-representation of the quantized X+
|i|-space is the

following data:

(i) A projective functor

L|i| : G|i| −→ the category of Hilbert spaces.

It includes for each object i of G|i| a Hilbert space Li, and for every
mutation μk : i→ i′ a unitary operator, defined up to a scalar of absolute
value 1:

Ki,i′ : Li −→ Li′ .
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(ii) A ∗-representation ρi of the Heisenberg algebra H�

i in the Hilbert space
Li.

(iii) The operators Ki,i′ intertwine the representations ρi and ρi′ :

ρi(s) = K−1
i,i′ρi′

(
κ�(μk)(s)

)
Ki,i′ , s ∈ H�

i .

The morphisms of the representations of the quantum X+
|i|-space are defined

in an obvious way.

Representations of the mapping class group Γ|i|. Restricting the functor
ρ|i| to the group of automorphisms of an object of the groupoid G|i|, we get a
projective unitary representation of Γ|i|.

The Heisenberg algebra H�

i has a family of irreducible ∗-representations
by operators in a Hilbert space. These representations are characterized by
the central character χ.

The collection of Hilbert spaces {Li} and representations {ρi} is by no
means canonical: it depends, for example, on the choice of polarization of the
Heisenberg algebra. Once chosen, it determines the intertwiners Ki,i′ . Below
we introduce a canonical representation of the chiral double of the quantized
space X+

|i|, defined using the Hilbert spaces L2(A+
i ).

3 The intertwiner

3.1 A bimodule structure on functions on the A–space

Let X be an algebra. Recall that M is a bimodule over X if X acts on M from
the left as well as from the right, and these two actions commute. So M is an
X ⊗Xopp-module, where Xopp is the algebra with the product x ∗ y := yx.

Let us choose a seed i. Recall the algebra Q[Ai] of regular functions on the
seed torus Ai. We assume that q ∈ C

∗. For each i ∈ I let us define commuting
algebra homomorphisms

t±i : Q[Ai] −→ Q[Ai]; t±i :
{

Ai �−→ q
±d̂iAi,

Aj �−→ Aj , j �= i.

Since εii = 0, Ai does not appear in the monomial p∗Xi, and so the operator
of multiplication by p∗Xi commutes with t±i . Let us define a T q

i -bimodule
structure on Q[Ai]. The left and right actions of the generator Xi on f ∈ Q[Ai]
are given by

Xi ◦ f := p∗Xi · t−i (f), f ◦Xi := p∗Xi · t+i (f), (12)

Lemma 8. The operators (12) provide Q[Ai] with a structure of a bimodule
over the algebra T q

i .
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Proof. Observe that one has

t+j (p∗Xi) · p∗Xj = t−i (p∗Xj) · p∗Xi = qε̂ijp∗Xip
∗Xj .

Indeed, the first term equals qεijdjp∗Xi ·p∗Xj , and the second is q−εjidip∗Xi ·
p∗Xj . One has

q−ε̂ijXiXj ◦ f = q−ε̂ijp∗Xi · t−i (p∗Xj) · t−i t−j (f) = p∗Xi · p∗Xj · t−i t−j (f),

f ◦ q−ε̂ijXiXj = q−ε̂ijp∗Xj · t+j (p∗Xi) · t+j t+i (f) = p∗Xi · p∗Xj · t+i t+j (f).

Since the right-hand sides are evidently symmetric in i, j, we have the desired
relations, and hence the left and right actions of the quantum algebra torus.
Further, the two actions commute:

Xi ◦ (f ◦Xj) = Xi ◦
(
t+j (f)p∗Xj

)
= p∗Xit

−
i (p∗Xj)t−i t+j (f),

(Xi ◦ f) ◦Xj = (p∗Xit
−
i (f)) ◦Xj = p∗Xjt

+
j (p∗Xi)t+j t−i (f).

The lemma is proved. ��
The logarithmic version of the bimodule structure. Since the coordinate

functions Ai are positive on the space A+, one can introduce new coordinates
aj := logAj . They provide an isomorphism αi : A+

i
∼−→ R

I . Set da := da1 ∧
· · · ∧ da|I|. There is a Hilbert space L2(A+

i ) with a scalar product

(f, g) :=
∫
A+

i

f(a)g(a)da.

Clearly the form da changes sign under a mutation i → i′. So the Hilbert
spaces L2(A+

i ) for different seeds i are naturally identified. Consider the fol-
lowing operators in L2(A+

i ):

x̂−j := −πi�d̂j
∂

∂aj
+
∑
k

εjkak, x̂+
j := πi�d̂j

∂

∂aj
+
∑
k

εjkak.

Lemma 9. The operators {x̂±j } provide the Hilbert space L2(A+
i ) with a struc-

ture of a bimodule over the ∗-algebra H�

i .

Proof. These operators are self-adjoint, and one has

[x̂−j , x̂−k ] = 2πi�ε̂jk; [x̂+
j , x̂+

k ] = −2πi�ε̂jk, [x̂−j , x̂+
k ] = 0,

for any j, k ∈ I.
The lemma is proved. ��

Remark. There is an automorphism xj �−→ −xj of the Heisenberg algebra
Hi. Similarly there is an automorphism Xj �−→ X−1

j of the quantum torus
algebra T q

i .
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3.2 The intertwiner via the quantum dilogarithm

Let μk : i→ i′ be a mutation. By Lemma 9, for each seed i the Hilbert space
L2(A+

i ) has a natural H�

i -bimodule structure. According to Lemma 1, this is
the same as the Hh

i ⊗H�

i0 -module structure. Our goal is to define an operator

Ki→i′ : L2(A+
i ) −→ L2(A+

i′ ) (13)

intertwining the H�

i ⊗ H�

i0 - and H�

i′ ⊗ H�

i′0-module structures. By this we
mean only that the operator Ki→i′ intertwines the action of the generators of
H�

i ⊗H�

i0 with the action of their images under the gluing map κ�

|i|(i→ i′).
The function G. Let us introduce our key function

G(a1, . . . , an) =
∫

Φ�k

⎛
⎝d̂kc−

∑
j

εkjaj

⎞
⎠
−1

Φ�k

⎛
⎝−d̂kc−

∑
j

εkjaj

⎞
⎠

exp

⎛
⎜⎝c

∑
j|εkj<0

εkjaj + ak

πi�

⎞
⎟⎠ dc. (14)

Substituting the explicit integral expression for the function Φ�k(z), one gets

G(a1, . . . , an)

=
∫

exp

⎛
⎜⎝
∫
Ω

exp(it
∑

j εkjaj) sin(td̂kc)
2it sh(πt)sh(π�kt)

dt + c

∑
j|εkj<0

εkjaj + ak

πi�

⎞
⎟⎠ dc.

We denote by (a1, . . . , an) the logarithmic coordinates corresponding to
v, and by (a1, . . . , a

′
k, . . . , an) those corresponding to i′. Recall that only the

coordinate ak changes under the mutation μk. Let us define the operator
Ki→i′ by

(Ki→i′f)(a1, . . . , a
′
k, . . . , an)

:=
∫

G(a1, . . . , a
′
k + ak, . . . , an)f(a1, . . . , ak, . . . , an)dak, (15)

where a′k + ak and ak are at the kth places.

Theorem 10. The operators Ki→i′ intertwine the H�

i ⊗H�

io-module structures
on L2(A+

i ) provided by Lemma 9.

Remark. We prove in [FG3] that the collection of Hilbert space L2(A+
i ) and

operators Ki→i′ provide a unitary projective representation of the groupoid
G|i|. This implies that the operators Ki→i′ give rise to a unitary projective
representation of the cluster modular group Γ|i| in L2(A+

i ).
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Proof. We present a computation that allows us to find the function G as
a unique function up to a scalar such that the corresponding integral trans-
formation intertwines the H�

i - and H�

i′ -bimodule structures on L2(A+
i ) and

L2(A+
i′ ). Recall that εoij = −εij , so we may write ε±ij := ±εij and denote by

x±i the xi-coordinates for the seeds i and i0.
So we have to find G such that the integral transformation (15) induces a

map of operators:

x̂
′±
i �−→

{
x̂±i − ε±ikφ

�k(−sgn(ε±ik)x̂
±
k ) if i �= k,

−x̂±k if i = k.
(16)

This means that we should have (changing x̂−i to −x̂−i for convenience), for
i �= k,

πihd̂i
∂

∂ai
±
∑
j �=k

ε′ijaj ± ε′ika
′
k �→ πi�d̂i

∂

∂ai

±
∑
j �=k

εijaj ± εik

⎛
⎝ak − φ�k

⎛
⎝−sgn(±εik)(πi�d̂k

∂

∂ak
±
∑

j

εkjaj)

⎞
⎠
⎞
⎠ , (17)

and
πi�d̂k

∂

∂a′k
±
∑
j

ε′kjaj �→ −
(
πi�d̂k

∂

∂ak
±
∑
j

εkjaj

)
. (18)

Here we use the following conventions. The signs ± in our formulas always
use either + everywhere, or − everywhere, so ∓ := −±. Thus we have one set
of equations corresponding to the upper signs and another one to the lower
signs.

Observe that εkk = 0. The relation (18) is satisfied by (15) if and only if

−ε′kj = εkj and
∂

∂a′k
�−→ − ∂

∂ak
.

Since these two conditions are evidently valid, we have the relation (18).
Substituting (17) into (15), one gets the identities

∫ ⎛
⎝πi�d̂i

∂G

∂ai
f + πi�d̂iG

∂f

∂ai
±
∑
j �=k

ε′ijajGf ± ε′ika
′
kGf

⎞
⎠ dak

=
∫

πi�d̂iG
∂f

∂ai
±
∑
j �=k

εijajGf

±Gεik

⎛
⎝ak − φ�k

⎛
⎝sgn(εik)(∓πi�d̂k

∂

∂ak
−
∑

j

εkjaj)

⎞
⎠ f

⎞
⎠ dak.
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Since these identities should be valid for any f , one gets the following equations
for the function G:
⎛
⎝πi�d̂i

∂

∂ai
±
∑
j �=k

(ε′ij − εij)aj ∓ εikak

±εikφ
�k

⎛
⎝sgn(εik)(±πi�d̂k

∂

∂ak
−
∑
j

εkjaj)

⎞
⎠
⎞
⎠G = 0.

Let us introduce the function Ĝ related to G by the Fourier transform:

Ĝ(c) =
∫

e−
akc

πi� G(ak)dak; G(ak) =
1

2π2�

∫
e

akc

πi� Ĝ(c)dc

(we omit the variables a1, . . . , ak−1, ak+1, . . . , an on which both G and Ĝ
depend). Taking into account the relations

πi�
∂̂G

∂ak
= cĜ, âkG = −πi�

∂Ĝ

∂c
,

one can get the equation for the function Ĝ:

⎛
⎝πi�d̂i

∂

∂ai
±
∑
j �=k

(ε′ij − εij)aj ± εikπi�
∂

∂c

±εikφ
�k

⎛
⎝sgn(εik)(±d̂kc−

∑
j

εkjaj)

⎞
⎠
⎞
⎠ Ĝ = 0. (19)

Taking the sum and difference of the equations corresponding to the upper
and lower signs one obtains

⎛
⎝2πi�d̂i

∂

∂ai
+ εikφ

�k

⎛
⎝sgn(εik)

⎛
⎝d̂kc−

∑
j

εkjaj

⎞
⎠
⎞
⎠

−εikφ
�k

⎛
⎝sgn(εik)

⎛
⎝−d̂kc−

∑
j

εkjaj

⎞
⎠
⎞
⎠
⎞
⎠ Ĝ = 0
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and
⎛
⎝2
∑
j �=k

(ε′ij − εij)aj + 2εikπih
∂

∂c

+ εikφ
�k

⎛
⎝sgn(εik)

⎛
⎝d̂kc−

∑
j

εkjaj

⎞
⎠
⎞
⎠+

+ εikφ
�k

⎛
⎝sgn(εik)

⎛
⎝−d̂kc−

∑
j

εkjaj

⎞
⎠
⎞
⎠
⎞
⎠ Ĝ = 0.

Observe that this is a system of 2n − 2 equations for a function of n
variables. So it is an overdetermined system if n > 2. Using the identities

φ�k(sgn(a)b) = φ�k(b) + (sgn(a)− 1)b/2; d̂iεji = −d̂jεij,

they can be transformed into the form

2πi�
∂ log Ĝ

∂ai
= d̂−1

k εki

×
⎛
⎝φ�k

⎛
⎝d̂kc−

∑
j

εkjaj

⎞
⎠− φ�k

⎛
⎝−d̂kc−

∑
j

εkjaj

⎞
⎠+ d̂kc(sgn(εik)− 1)

⎞
⎠

(20)

and

2πi�
∂ log Ĝ

∂c
= 2(εik)−1

∑
j �=k

(εij − ε′ij)aj (21)

−φ�k

⎛
⎝d̂kc−

∑
j

εkjaj

⎞
⎠−φ�k

⎛
⎝−d̂kc−

∑
j

εkjaj

⎞
⎠+(sgn(εik)− 1)

∑
j

εkjaj.

Taking into account that

ε′ij − εij =
|εik|εkj + εik|εkj |

2
, i, j �= k,

we have the following identity:

2(εik)−1(εij − ε′ij) + (sgn(εik)− 1)εkj = (sgn(εjk)− 1)εkj.

Multiplying it by aj and taking the sum over j �= k, we get

2(εik)−1
∑
j �=k

(εij − ε′ij)aj + (sgn(εik)− 1)
∑

j

εkjaj =
∑

j

(sgn(εjk)− 1)εkjaj.
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Thus (21) is equivalent to

2πi�
∂ log Ĝ

∂c
= −φ�k

⎛
⎝d̂kc−

∑
j

εkjaj

⎞
⎠

− φ�k

⎛
⎝−d̂kc−

∑
j

εkjaj

⎞
⎠+ (sgn(εjk)− 1)

∑
j

εkjaj.

Therefore the solution of equations (20) and (21) is given by the formula

Ĝ = CΦ�k

⎛
⎝d̂kc−

∑
j

εkjaj

⎞
⎠
−1

Φ�k

⎛
⎝−d̂kc−

∑
j

εkjaj

⎞
⎠

×ec
∑

j(sgn(εjk)−1))εkjaj/2πi�,

where C is an arbitrary constant. Taking C = 2π2
�, one obtains the desired

formula (14). The statement is proved. ��
Lemma 11. An integral operator given by the formula (15) for a certain func-
tion G intertwines the operators (16) if and only if the standard formula for
the mutation of the function εij holds.

Proof. The proof of the theorem shows that this formula, as well as the for-
mula for mutations of the A-coordinates, follows from the anzatz (15) and the
mutation formulas for the quantized X-coordinates. ��

Representation of the modular double of the chiral double of X|i|,q. Com-
bining Claim 2.2 and Theorem 10, we see that the collection of Hilbert spaces
{L2(A+

i )} should provide a projective unitary ∗-representation of the modular
double of the chiral double of X|i|,q, defined as

X|i|,q ×X|i0|,q ×X|i∨|,q∨ ×X|i0∨|,q∨ .

According to [FG3], the collection of Hilbert spaces {L2(A+
i )} should pro-

vide a representation of the modular double D|i|,q × D|i∨|,q∨ of the cluster
double of the quantum cluster X -variety X|i|,q. Since there is a canonical map
of quantum spaces D|i|,q −→ X|i|,q ×X|io|,q, this implies the above claim.

4 The quantum logarithm and dilogarithm functions

The proofs of all results listed above can be found in [FG3].
Recall the dilogarithm function

Li2(x) := −
∫ x

0

log(1− t)dt.
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The quantum logarithm function. It is the following function:

φ�(z) := −2π�

∫
Ω

e−ipz

(eπp − e−πp)(eπ�p − e−π�p)
dp, (22)

where the contour Ω goes along the real axis from −∞ to ∞, bypassing the
origin from above.

Proposition 12. The function φ�(x) enjoys the following properties:

(A1) lim
�→0

φ�(z) = log(ez + 1).

(A2) φ�(z)− φ�(−z) = z.

(A3) φ�(z) = φ�(z).

(A4) φ�(z)/� = φ1/�(z/�).

(A5)

φ�(z+ iπ�)−φ�(z− iπ�) =
2πi�

e−z + 1
, φ�(z+ iπ)−φ�(z− iπ) =

2πi
e−z/� + 1

.

(A6) The form φ�(z)dz is meromorphic with poles at the points
{πi((2m− 1) +(2n − 1)�)|m,n ∈ N} with residues 2πi� and at the points
{−πi((2m− 1) +(2n− 1)�)|m,n ∈ N} with residues −2πi�.

The quantum dilogarithm. Recall the quantum dilogarithm function:

Φ�(z) := exp
(
−1

4

∫
Ω

e−ipz

sh(πp)sh(π�p)
dp

p

)
.

It goes back to Barnes [Ba], and was used by Baxter [Bax], Faddeeev [Fad],
and others.

Proposition 13. The function Φ�(x) enjoys the following properties:

(B) 2πi� d logΦ�(z) = φ�(z)dz

(B0) lim
!z→−∞

Φ�(z) = 1.

Here the limit is taken along a line parallel to the real axis.

(B1) lim
�→0

Φ�(z)/ exp
−Li2(−ez)

2πi�
= 1.
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(B2) Φ�(z)Φ�(−z) = exp
(

z2

4πi�

)
e−

πi
12 (�+�

−1).

(B3) Φ�(z) = (Φ�(z))−1. In particular, |Φ�(z)| = 1 for z ∈ R.

(B4) Φ�(z) = Φ1/�(z/�).

(B5) Φ�(z + 2πi�) = Φ�(z)(1 + qez), Φ�(z + 2πi) = Φ�(z)(1 + q∨ez/�).

(B6) The function Φ�(z)dz is meromorphic with poles at the points

{πi((2m− 1) + (2n− 1)�)|m,n ∈ N}

and zeros at the points

{−πi((2m− 1) + (2n− 1)�)|m,n ∈ N}.
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Summary. Operads may be represented as symmetric monoidal functors on a small
symmetric monoidal category. We discuss the axioms which must be imposed on
a symmetric monoidal functor in order that it give rise to a theory similar to the
theory of operads: we call such functors patterns. We also develop the enriched
version of the theory, and show how it may be applied to axiomatize topological
field theory.
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This paper presents an approach to operads related to recent work in topolog-
ical field theory (Costello [4]). The idea is to represent operads as symmetric
monoidal functors on a symmetric monoidal category T; we recall how this
works for cyclic and modular operads and dioperads in Section 1. This point
of view permits the construction of all sorts of variants on the notion of an
operad. As our main example, we present a simplicial variant of modular op-
erads, related to Segal’s definition of quantum field theory, as modified for
topological field theory (Getzler [10]). (This definition is only correct in a
cocomplete symmetric monoidal category whose tensor product preserves col-
imits, but this covers most cases of interest.).

An operad P in the category Set of sets may be presented as a symmet-
ric monoidal category tP , called the theory associated to P (Boardman and
Vogt [2]). The category tP has the natural numbers as its objects; tensor prod-
uct is given by addition. The morphisms of tP are built using the operad P :

tP(m,n) =
⊔

f :{1,...,m}→{1,...,n}

n∏
i=1

P(|f−1(i)|).
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The category of P-algebras is equivalent to the category of symmetric
monoidal functors from tP to Set; this reduces the study of algebras over
operads to the study of symmetric monoidal functors.

The category of contravariant functors from the opposite category T◦ of a
small category T to the category Set of sets

Tˆ = [T◦, Set]

is called the category of presheaves of T. If T is a symmetric monoidal category,
then Tˆ is too (Day [5]); its tensor product is the coend

V ∗W =
∫ A,B∈T

T(−, A⊗B)× V (A)×W (B).

A symmetric monoidal functor F : S → T between symmetric monoidal
categories S and T is a functor F together with a natural equivalence

Φ : ⊗ ◦ F × F =⇒ F ◦ ⊗.

The functor F is lax symmetric monoidal if Φ is only a natural transformation.
If τ : S → T is a symmetric monoidal functor, it is not always the case

that the induced functor
τˆ : Tˆ−→ Ŝ

is a symmetric monoidal functor; in general, it is only a lax symmetric
monoidal functor, with respect to the natural transformation

τ (̂V ) ∗ τ (̂W )
∫ A,B∈S

S(−, A⊗B)× V (τA) ×W (τB)τ (̂V ) ∗ τ (̂W )

τ (̂V ∗W )

ΦV,W

��

∫ A,B∈S
S(−, A⊗B)× V (τA) ×W (τB)

∫ A,B∈S
T(τ(−), τ(A ⊗B))× V (τA) ×W (τB)

τ is a functor

��∫ A,B∈S
T(τ(−), τ(A ⊗B))× V (τA) ×W (τB)

∫ A,B∈S
T(τ(−), τ(A) ⊗ τ(B)) × V (τA) ×W (τB)

τ is symmetric monoidal

��∫ A,B∈S
T(τ(−), τ(A) ⊗ τ(B)) × V (τA) ×W (τB)

∫ A,B∈T
T(τ(−), A ⊗B)× V (A)×W (B)

universality of coends

��
τ (̂V ∗W )

∫ A,B∈T
T(τ(−), A ⊗B)× V (A)×W (B)

The following definition introduces the main object of study of this paper.

Definition. A pattern is a symmetric monoidal functor τ : S → T between
small symmetric monoidal categories S and T such that τˆ : Tˆ → Ŝ is a
symmetric monoidal functor (in other words, the natural transformation Φ
defined above is an equivalence).
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Let τ be a pattern and let C be a symmetric monoidal category. A
τ-preoperad in C is a symmetric monoidal functor from S to C, and a
τ-operad in C is a symmetric monoidal functor from T to C. Denote by
PreOpτ (C) and Opτ (C) the categories of τ -preoperads and τ -operads respec-
tively. If C is a cocomplete symmetric monoidal category, there is an adjunction

τ∗ : PreOpτ (C) 
 Opτ (C) : τ∗.

In Section 2, we prove that if τ is essentially surjective, C is cocomplete, and
the functor A⊗B on C preserves colimits in each variable, then the functor τ∗

is monadic. We also prove that if S is a free symmetric monoidal category and
C is locally finitely presentable, then Opτ (C) is locally finitely presentable.

Patterns generalize the coloured operads of Boardman and Vogt [2]: col-
ored operads may be identified with those patterns such that S is the free
symmetric category generated by a discrete category (called the set of col-
ors). Operads are themselves algebras for a coloured operad, whose colours
are the natural numbers (cf. Berger and Moerdijk [1]), but it is more nat-
ural to think of the color n as having nontrivial automorphisms, namely the
symmetric group Sn.

The definition of a pattern may be applied in the setting of simplicial
categories, or even more generally, enriched categories. We define and study
patterns enriched over a symmetric monoidal category V in Section 2; we
recall those parts of the formalism of enriched categories which we will need
in the appendix.

In Section 3, we present examples of a simplicial pattern which arises in
topological field theory. The most interesting of these is related to modular
operads. Let cob be the (simplicial) groupoid of diffeomorphisms between com-
pact connected oriented surfaces with oriented boundary. We define a pattern
whose underlying functor is an inclusion S 3cob ↪→ Cob. Here, Cob is a (simpli-
cial) category whose objects are (not necessarily connected) compact oriented
surfaces with oriented boundary, and whose morphisms incorporate gluing of
surfaces along boundaries of opposite orientation and diffeomoporhisms.

Let Sg,n be a compact oriented surface of genus g with n boundary circles,
and let the mapping class group be the group of components of the oriented
diffeomorphism group:

Γg,n = π0(Diff+(Sg,n)).

The simplicial groupoid cob has a skeleton
⊔
g,n

[{+,−}n/Diff+(Sg,n)].

Here, [{+,−}n/Diff+(Sg,n)] is the groupoid associated to the action of the
group Diff+(Sg,n) on the set {+,−}n: its objects are the elements of the set
{+,−}n, which describe whether the ith marked point is incoming (+) or
outgoing (−), while its morphisms are elements of {+,−}n ×Diff+(Sg,n).
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If 2g − 2 + n > 0, there is a homotopy equivalence Diff+(Sg,n) = Γg,n.
Denote the generators of Bn ⊂ Bn 3 Z by {b1, . . . , bn−1} and the genera-
tors of Z

n ⊂ Bn 3 Z by {t1, . . . , tn}; Moore and Seiberg show [21, Appendix
B.1] that Γ0,n is isomorphic to the quotient of Bn 3 Z by its subgroup
〈(b1b2 · · · bn−1tn)n, b1b2 · · · bn−1t

2
nbn−1 · · · b1〉. It follows that this pattern

bears an analogous relationship to modular dioperads that braided oper-
ads (Fiedorowicz [8]) bear to symmetric operads.

1 Modular operads as symmetric monoidal functors

In this section, we define modular operads in terms of the symmetric monoidal
category of dual graphs. Although we do not assume familiarity with the
original definition (Getzler and Kapranov [11]; see also Markl et al. [18]), this
section will certainly be easier to understand if this is not the reader’s first
brush with the subject.

We also show how modifications of this construction, in which dual graphs
are replaced by forests, or by directed graphs, and yield cyclic operads and
modular dioperads. Finally, we review the definition of algebras for modular
operads and dioperads.

Graphs

A graph Γ consists of the following data:

(i) finite sets V (Γ ) and F (Γ ), the sets of vertices and flags of the graph;
(ii) a function p : F (Γ )→ V (Γ ), whose fiber p−1(v) is the set of flags of the

graph meeting at the vertex v;
(iii) an involution σ : F (Γ )→ F (Γ ), whose fixed points are called the legs of

Γ , and whose remaining orbits are called the edges of Γ .

We denote by L(Γ ) and E(Γ ) the sets of legs and edges of Γ , and by n(v) =
|p−1(v)| the number of flags meeting a vertex v.

To a graph is associated a one-dimensional cell complex, with 0-cells
V (Γ ) � L(Γ ), and 1-cells E(Γ ) � L(Γ ). The 1-cell associated to an edge
e = {f, σ(f)}, f ∈ F (G), is attached to the 0-cells corresponding to the
vertices p(f) and p(σ(f)) (which may be equal), and the 1-cell associated to
a leg f ∈ L(G) ⊂ F (G) is attached to the 0-cells corresponding to the vertex
p(f) and the leg f itself.

The edges of a graph Γ define an equivalence relation on its vertices V (Γ );
the components of the graph are the equivalence classes with respect to this
relation. Denote the set of components by π0(Γ ). The Euler characteristic of
a component C of a graph is e(C) = |V (C)| − |E(C)|. Denote by n(C) the
number of legs of a component C.
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Dual graphs

A dual graph is a graph Γ together with a function g : V (Γ )→ N. The natural
number g(v) is called the genus of the vertex v.

The genus g(C) of a component C of a dual graph Γ is defined by the
formula

g(C) =
∑
v∈C

g(v) + 1− e(C).

The genus of a component is a nonnegative integer, which equals 0 if and only
if C is a tree and g(v) = 0 for all vertices v of C.

A stable graph is a dual graph Γ such that for all vertices v ∈ V (Γ ), the
integer 2g(v) − 2 + n(v) is positive. In other words, if g(v) = 0, then n(v) is
at least 3, while if g(v) = 1, then n(v) is nonzero. If Γ is a stable graph, then
2g(C)− 2 + |L(C)| > 0 for all components C of Γ .

The symmetric monoidal category G

The objects of the category G are the dual graphs Γ whose set of edges E(Γ )
is empty. Equivalently, an object of G is a pair of finite sets L and V and
functions p : L→ V , g : V → N.

A morphism of G with source (L1, V1, p1, g1) and target (L2, V2, p2, g2) is a
pair consisting of a dual graph Γ with F (Γ ) = L1, V (Γ ) = V1, and g(Γ ) = g1,
together with isomorphisms α : L2 → L(Γ ) and β : V2 → π0(Γ ) such that
p ◦ α = β ◦ p2 and α∗g = g2.

The definition of the composition of two morphisms Γ = Γ2 ◦ Γ1 in G is
straightforward. We have dual graphs Γ1 and Γ2, with

F (Γ1) = L1, V (Γ1) = V1, g(Γ1) = g1,

F (Γ2) = L2, V (Γ2) = V2, g(Γ2) = g2,

together with isomorphisms

α1 : L2 −→ L(Γ1), β1 : V2 −→ π0(Γ1),
α2 : L3 −→ L(Γ2), β2 : V3 −→ π0(Γ2).

Since the source of Γ = Γ2 ◦ Γ1 equals the source of Γ1, we see that
p : F (Γ ) → V (Γ ) is identified with p : L1 → V1. The involution σ of L1 is
defined as follows: if f ∈ F (Γ ) = L1 lies in an edge of Γ1, then σ(f) = σ1(f),
while if f is a leg of Γ1, then σ(f) = α1(σ2(α−1

1 (f))). The isomorphisms α
and β of Γ are simply the isomorphisms α2 and β2 of Γ2.

In other words, Γ2 ◦Γ1 is obtained from Γ1 by gluing those pairs of legs of
Γ1 together which correspond to edges of Γ2. It is clear that composition in
G is associative.

The tensor product on objects of G extends to morphisms, making G into
a symmetric monoidal category.
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A morphism in G is invertible if the underlying stable graph has no edges,
in other words, if it is simply an isomorphism between two objects of G.
Denote by H the groupoid consisting of all invertible morphisms of G, and
by τ : H ↪→ G the inclusion. The groupoid H is the free symmetric monoidal
functor generated by the groupoid h consisting of all morphisms of G with
connected domain.

The category G has a small skeleton; for example, the full subcategory of
G in which the sets of flags and vertices of the objects are subsets of the set of
natural numbers. The tensor product of G takes us outside this category, but
it is not hard to define an equivalent tensor product for this small skeleton.
We will tacitly replace G by this skeleton, since some of our constructions will
require that G be small.

Modular operads as symmetric monoidal functors

The following definition of modular operads may be found in Costello [4]. Let
C be a symmetric monoidal category which is cocomplete, and such that the
functor A⊗B preserves colimits in each variable. (This last condition is auto-
matic if C is a closed symmetric monoidal category.) A modular preoperad
in C is a symmetric monoidal functor from H to C, and a modular operad
in C is a symmetric monoidal functor from G to C.

Let A be a small symmetric monoidal category, and let B be symmetric
monoidal category. Denote by [A,B] the category of functors and natural
equivalences from A to B, and by [[A,B]] the category of symmetric monoidal
functors and monoidal natural equivalences.

With this notation, the categories of modular operads, respectively pre-
operads, in a symmetric monoidal category C are Mod(C) = [[G, C]] and
PreMod(C) = [[H, C]].
Theorem. i) There is an adjunction

τ∗ : PreMod(C) 
 Mod(C) : τ∗,

where τ∗ is restriction along τ : H ↪→ G, and τ∗ is the coend

τ∗P =
∫ A∈HG(A,−) × P(A).

(ii) The functor
τ∗ : Mod(C) −→ PreMod(C)

is monadic. That is, there is an equivalence of categories

Mod(C)  PreMod(C)T,

where T is the monad τ∗τ∗.
(iii) The category Mod(C) is locally finitely presentable if C is locally finitely

presentable.
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In the original definition of modular operads (Getzler and Kapranov [11]),
there was an additional stability condition, which may be phrased in the fol-
lowing terms. Denote by G+ the subcategory of G consisting of stable graphs,
and let H+ = H ∩ G+. Then a stable modular preoperad in C is a symmet-
ric monoidal functor from H+ to C, and a stable modular operad in C is a
symmetric monoidal functor from G+ to C. These categories of stable modular
preoperads and operads are equivalent to the categories of stable S-modules
and modular operads of [11].

Algebras for modular operads

To any object M of a closed symmetric monoidal category C is associated the
monoid End(M) = [M,M ]: an A-module is a morphism of monoids ρ : A →
End(M). The analogue of this construction for modular operads is called a
P-algebra.

A bilinear form with domain M in a symmetric monoidal category C is a
morphism t : M ⊗M → � such that t ◦ σ = t. Associated to a bilinear form
(M, t) is a modular operad End(M, t), defined on a connected object Γ of G
to be

End(M, t)(Γ ) = M⊗L(Γ ).

If P is a modular operad, a P-algebra M is an object M of C, a bilinear form
t : M ⊗M → �, and a morphism of modular operads ρ : P → End(M, t).

This modular operad has an underlying stable modular operad End+(M, t),
defined by restriction to the stable graphs in G.

Cyclic operads

A variant of the above definition of modular operads is obtained by taking the
subcategory of forests G0 in the category G: a forest is a graph each component
of which is simply connected. Symmetric monoidal functors on G0 are cyclic
operads.

Denote the cyclic operad underlying End(M, t) by End0(M, t). If P is a
cyclic operad, a P-algebra M is a bilinear form t : M ⊗ M → � and a
morphism of cyclic operads ρ : P → End0(M, t).

There is a functor P �→ P0, which associates to a modular operad its
underlying cyclic operad: this is the restriction functor from [[G, C]] to [[G0, C]].

There is also a stable variant of cyclic operads, in which G0 is replaced
by its stable subcategory G0+, defined by restricting to forests in which each
vertex meets at least three flags.

Dioperads and modular dioperads

Another variant of the definition of modular operads is obtained by replacing
the graphs Γ in the definition of modular operads by digraphs (directed
graphs):
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A digraph Γ is a graph together with a partition

F (Γ ) = F+(Γ ) � F−(Γ )

of the flags into outgoing and incoming flags, such that each edge has one
outgoing and one incoming flag. Each edge of a digraph has an orientation,
running towards the outgoing flag. The set of legs of a digraph is partitioned
into the outgoing and incoming legs: L±(Γ ) = L(Γ ) ∩ F±(Γ ). Denote the
number of outgoing and incoming legs by n±(Γ ).

A dual digraph is a digraph together with a function g : V (Γ ) → N.
Imitating the construction of the symmetric monoidal category of dual graphs
G, we may construct a symmetric monoidal category of dual digraphs D. A
modular dioperad is a symmetric monoidal functor on D. (These are the
wheeled props studied in a recent preprint of Merkulov [20]).

If M± are objects of C and t : M+⊗M− → � is a pairing, we may construct
a modular dioperad End⇀(M±, t), defined on a connected object Γ of D to be

End⇀(M)(Γ ) = M
⊗L+(Γ )
+ ⊗M

⊗L−(Γ )
− . (1)

If P is a modular dioperad, a P-algebra is a pairing t : M+ ⊗M− → � and a
morphism of modular dioperads ρ : P → End⇀(M±, t).

A directed forest is a directed graph each component of which is simply
connected; let D0 be the subcategory of D of consisting of directed forests. A
dioperad is a symmetric monoidal functor on D0 (Gan [9]).

If M is an object of C, we may construct a dioperad End⇀
0 (M), defined on

a connected object Γ of D0 to be

End⇀
0 (M)(Γ ) = Hom

(
M⊗L−(Γ ),M⊗L+(Γ )

)
.

When M = M− is a rigid object with dual M∨ = M+, this is a special case
of (1). If P is a dioperad, a P-algebra M is an object M of C and a morphism
of dioperads ρ : P → End⇀

0 (M).

props

MacLane’s notion [17] of a prop also fits into the above framework. There
is a subcategory DP of D, consisting of all dual digraphs Γ such that each
vertex has genus 0, and Γ has no directed circuits. A prop is a symmetric
monoidal functor on DP. (This follows from the description of free props in
Etingof [7].) Note that D0 is a subcategory of DP: thus, every prop has an
underlying dioperad. Note also that the dioperad End⇀

0 (M) is in fact a prop;
if P is a prop, we may define a P-algebra M to be an object M of C and a
morphism of props ρ : P → End⇀

0 (M).
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2 Patterns

Patterns abstract the approach to modular operads sketched in Section 1. This
section develops the theory of patterns enriched over a complete, cocomplete,
closed symmetric monoidal category V . In fact, we are mainly interested in the
cases in which V is the category Set of sets or the category sSet of simplicial
sets. We refer to the appendices for a review of the needed enriched category
theory.

Symmetric monoidal V-categories

Let A be a V-category. Denote by Sn the symmetric group on n letters. The
wreath product Sn 3 A is the V-category

Sn 3 A = Sn ×An.

If α, β ∈ Sn, the composition of morphisms (α, ϕ1, . . . , ϕn) and (β, ψ1, . . . , ψn)
is

(β ◦ α, ψα1 ◦ ϕ1, . . . , ψαn ◦ ϕn).

Define the wreath product S 3 A to be

S 3 A =
∞⊔

n=0

Sn 3 A.

In fact, S 3 (−) is a 2-functor from the 2-category V-Cat to itself. This
2-functor underlies a 2-monad S 3 (−) on V-Cat: the composition

m : S 3 S 3 (−) −→ S 3 (−)

is induced by the natural inclusions

(Sn1 ×An
1 )× · · · × (Snk

×An
k ) ↪−→ Sn1+···+nk

×An1+···+nk ,

and the unit η : 1V-Cat → S 3 (−) is induced by the natural inclusion

A ∼= S1 ×A ↪−→ S 3 A.

Definition 2.1. A symmetric monoidal V-category C is a pseudo S 3 (−)-
algebra in V-Cat.

If C is a symmetric monoidal category, we denote the object obtained by
acting on the object (A1, . . . , An) of Sn 3 C by A1 ⊗ · · · ⊗ An. When n = 0,
we obtain an object 1 of C, called the identity. When n = 1, we obtain a
V-endofunctor of C, which is equivalent by the natural V-equivalence ι in the
definition of a pseudo Sn 3 C-algebra to the identity V-functor. When n = 2,
we obtain a V-functor (A,B) �→ A ⊗ B from C × C to C, called the tensor
product. Up to V-equivalence, all of the higher tensor products are obtained
by iterating the tensor product A⊗B: if n > 2, there is a natural V-equivalence
between the functors A1 ⊗ · · · ⊗An and (A1 ⊗ · · · ⊗An−1)⊗An.
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V-patterns

If A is a small symmetric monoidal V-category, the V-category of presheaves
Aˆ on A is a symmetric monoidal V-category: the convolution of presheaves
V1, . . . , Vn ∈ Aˆ is the V-coend

V1 ∗ · · · ∗ Vn =
∫ A1,...,An∈AV1(A1)⊗ · · · ⊗ Vn(An)⊗ y(A1 ⊗ · · · ⊗An).

The Yoneda functor y : A → Aˆ is a symmetric monoidal V-functor. (See Day
[5] and Im and Kelly [13].)

If τ : S → T is a symmetric monoidal V-functor between small symmetric
monoidal V-categories, the pullback functor Fˆ is a lax symmetric monoidal
V-functor; we saw this in the unenriched case in the introduction, and the
proof in the enriched case is similar.

Definition 2.2. A V-pattern is a symmetric monoidal V-functor τ : S → T
between small symmetric monoidal V-categories S and T such that

τˆ : Tˆ−→ Ŝ

is a symmetric monoidal V-functor.

Let C be a symmetric monoidal V-category that is cocomplete, and
such that the V-functors A ⊗ B preserves colimits in each variable. The V-
categories of τ -preoperads and τ -operads in C are respectively the V-categories
PreOpτ (C) = [[S, C]] and Opτ (C) = [[T, C]] of symmetric monoidal V-functors
from S and T to C.

The monadicity theorem

We now construct a V-functor τ∗, which generalizes the functor taking a pre-
operad to the free operad that it generates.

Proposition 2.3. Let τ be a V-pattern. The V-adjunction

τ∗ : [S, C] 
 [T, C] : τ∗

induces a V-adjunction between the categories of τ-preoperads and τ-operads

τ∗ : PreOpτ (C) 
 Opτ (C) : τ∗.

Proof. Let G be a symmetric monoidal V-functor from S to C. The left Kan
V-extension τ∗G is the V-coend

τ∗G(B) =
∫ A∈S

T(τA,B) ⊗G(A).

For each n, there is a natural V-equivalence
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τ∗G(B1)⊗ · · · ⊗ τ∗G(Bn) =
⊗n

k=1

∫ Ak∈S
T(τAk, Bk)⊗G(Ak)

∼= ∫ A1,...,An∈S⊗
k T(τAk, Bk)⊗

⊗n
k=1 G(Ak)

since ⊗ preserves V-coends
∼= ∫ A1,...,An∈S⊗

k T(τAk, Bk)⊗G
(⊗n

k=1 Ak

)
since G is symmetric monoidal

∼= ∫ A1,...,An∈S⊗
k T(τAk, Bk)⊗

∫ A∈S
S
(
A,
⊗n

k=1 Ak

)⊗G(A)
by the Yoneda lemma

∼= ∫ A∈S∫ A1,...,An∈S⊗n
k=1 T(τAk, Bk)⊗ S

(
A,
⊗n

k=1 Ak

)⊗G(A)
by Fubini’s theorem for V-coends

∼= ∫ A∈S
T
(
τA,
⊗n

k=1 Bk

)⊗G(A)
since τˆ is symmetric monoidal

= τ∗G
( n⊗
k=1

Bk

)
.

This natural V-equivalence makes τ∗G into a symmetric monoidal V-functor.
The unit and counit of the V-adjunction between τ∗ and τ∗ on PreOpτ (C)

and Opτ (C) are now induced by the unit and counit of the V-adjunction
between τ∗ and τ∗ on [S, C] and [T, C]. ��

For the unenriched version of the following result on reflexive V-coequaliz-
ers, see, for example, Johnstone [14], Corollary 1.2.12; the proof in the enriched
case is identical.

Proposition 2.4. Let C be a symmetric monoidal V-category with reflexive
V-coequalizers. If the tensor product A⊗− preserves reflexive V-coequalizers,
then so does the functor S 3 (−).

Corollary 2.5. The V-categories PreOpτ (C) and Opτ (C) have reflexive co-
equalizers.

Proof. The V-coequalizer R in [S, C] of a reflexive parallel pair P ��
f ��

g
��Q in

[[S, C]] is computed pointwise: for each X ∈ Ob(S),

P(X) ��
f(X) ��

g(X)
��Q(X) −→ R(X)

is a reflexive V-coequalizer in C. By Proposition 2.4,R is a symmetric monoidal

V-functor; thus, R is the V-coequalizer of the reflexive pair P ��
f ��

g
�� Q in

[[S, C]]. The same argument works for [[T, C]]. ��
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Proposition 2.6. If τ is an essentially surjective V-pattern, the V-functor

τ∗ : Opτ (C) −→ PreOpτ (C)
creates reflexive V-coequalizers.

Proof. The proof of Corollary 2.5 shows that the horizontal V-functors in the
diagram

[[S, C]] [S, C]��

[[T, C]]

[[S, C]]
τ∗

�� 
 
 

[[T, C]] [T, C]�� [T, C]

[S, C]
τ∗

��

create, and hence preserve, reflexive V-coequalizers. The V-functor

τ∗ : [T, C] −→ [S, C]
creates all V-colimits, since V-colimits are computed pointwise and τ is es-
sentially surjective. It follows that the V-functor τ∗ : [[T, C]] → [[S, C]] creates
reflexive V-coequalizers. ��

Recall that a V-functor R : A → B, with left adjoint L : B → A, is V-
monadic if there is an equivalence of V-categories A  BT, where T is the
V-monad associated to the V-adjunction

L : A 
 B : R.

The following is a variant of Theorem II.2.1 of Dubuc [6]; reflexive V-
coequalizers are substituted for contractible V-coequalizers, but otherwise,
the proof is the same.

Proposition 2.7. A V-functor R : A → B, with left adjoint L : B → A, is
V-monadic if B has, and R creates, reflexive V-coequalizers.

Corollary 2.8. If τ is an essentially surjective V-pattern, then the V-functor

τ∗ : Opτ (C) −→ PreOpτ (C)
is V-monadic.

In practice, the V-patterns of interest all have the following property.

Definition 2.9. A V-pattern τ : S→ T is regular if it is essentially surjective
and S is equivalent to a free symmetric monoidal V-category.

Denote by s a V-category such that S is equivalent to the free symmetric
monoidal V-category S3s. The V-category s may be thought of as a generalized
set of colours; the theory associated to a colored operad is a regular pattern
with discrete s.
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Theorem 2.10. If τ is a regular pattern and C is locally finitely presentable,
then Opτ (C) is locally finitely presentable.

Proof. The V-category PreOpτ (C) is equivalent to the V-category [s, C], and
hence is locally finitely presentable. By Lemma 3.7, Opτ (C) is cocomplete.
The functor τ∗ takes finitely presentable objects of C to finitely presentable
objects of Opτ (C), and hence takes finitely presentable strong generators of
PreOpτ (C) to finitely presentable strong generators of Opτ (C). ��

This theorem has a generalization: if C is a locally α-presentable category
(for α a regular cardinal), then Opτ (C) is locally α-presentable. (The proof is
identical.)

3 The simplicial pattern Cob

In this section, we construct simplicial patterns Cob = Cob[d], associated
with gluing of oriented d-dimensional manifolds along components of their
boundaries.

Definition 3.1. An object S of Cob consists of a compact oriented d-
dimensional manifold W , a closed oriented (d − 1)-dimensional manifold
M , and a diffeomorphism i : M → ∂W .

The manifold M is partitioned into outgoing and incoming parts

M = M+ �M−

by the orientations on W and M , according to whether the embedding i
preserves or reverses orientation.

In the above definition, we permit the manifold W to be disconnected. In
particular, it may be empty. (Note that an empty manifold of dimension d has
a unique orientation.) Strictly speaking, the above definition should be refined
so that the objects of Cob form a set: one way to do this is to decorate the
data defining an object of Cob with embeddings of W and M into a Euclidean
space R

N .
We now define a simplicial set Cob(S0, S1) of morphisms between objects

S0 and S1 of Cob.

Definition 3.2. A hypersurface γ in a d-dimensional manifold W consists of
a closed oriented (d−1)-dimensional manifold N together with an embedding

γ : N ↪−→W

in the interior of W .
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Given a hypersurface γ in W , let W [γ] be the manifold obtained by cutting
W along the image of γ. The orientation of W induces an orientation of W [γ],
and the boundary of W [γ] is naturally isomorphic to ∂W �N �N , where N
is a copy of the manifold N with reversed orientation.

A k-simplex in the simplicial set Cob(S0, S1) of morphisms from S0 to S1

consists of the following data:

(i) a closed oriented (d− 1)-manifold N ;
(ii) a k-simplex hypersurfaces in W1, that is a commutative diagram

Δk ×N

Δk
����

���
��

Δk ×N Δk ×W1
� � γ �� Δk ×W1

Δk
�����

���
�

in which γ is an embedding;
(iii) a fibred diffeomorphism

Δk ×W0

Δk
����

���
��

Δk ×W0 Δk ×W1[γ]
ϕ �� Δk ×W1[γ]

Δk
�����

���
�

compatible with the orientations on its domain and target.

The composition of k-simplices (Ni, γi, ϕi) ∈ Cob(Si−1, Si)k, i = 1, 2, is
the k-simplex consisting of the embedding

Δk × (N1 �N2)

Δk����
���

���
�

Δk × (N1 �N2) Δk ×W2
� � (ϕ2◦γ1)"γ2 �� Δk ×W2

Δk �����
���

���

and the fibred diffeomorphism

Δk ×W0

Δk����
���

���
�Δk ×W0 Δk ×W2[(ϕ2 ◦ γ1) � γ2]

ϕ2◦ϕ1 �� Δk ×W2[(ϕ2 ◦ γ1) � γ2]

Δk �����
���

���

Ignoring the diffeomorphisms ϕ1 and ϕ2, this composition amounts to taking
the union of the disjoint hypersurfaces Δk × N1 and Δk × N2 in Δk ×W2.
It is clear that composition is associative, and compatible with the face and
degeneracy maps between simplices.

The identity 0-simplex 1S in Cob(S, S) is associated to the empty hyper-
surface in S and the identity diffeomorphism of W .

The simplicial category Cob has a symmetric monoidal structure. The
tensor product of Cob is simple to describe: it is disjoint union. When Si,
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1 ≤ i ≤ k, are objects of Cob decorated by embeddings in R
Ni , we may, for

example, embed the manifolds W and M underlying the object S1 ⊗ · · · ⊗ Sk

in R
max(Ni)+1 by composing the embeddings of Wi and Mi with the inclusion

R
Ni ↪→ R

max(Ni)+1 defined by

(t1, . . . , tNi) �→ (t1, . . . , tNi , 0, . . . , 0, i).

Let cob[d] be the simplicial groupoid whose objects are those objects of
Cob[d] such that W is connected, and whose morphisms are those morphisms
of Cob[d] such that the hypersurface is empty. For example, the groupoid
cob[2] is equivalent to the discrete groupoid

⊔
g,n

[{+,−}n/Diff+(Sg,n)].

The embedding cob ↪→ Cob extends to an essentially surjective V-functor
S 3 cob→ Cob.

We can now state the main theorem of this section.

Theorem 3.3. The simplicial functor cob ↪→ Cob induces a regular simplicial
pattern S 3 cob → Cob.

Definition 3.4. A d-dimensional modular dioperad is an operad for the sim-
plicial pattern S 3 cob→ Cob.

One-dimensional modular dioperads

When d = 1, the category cob has a skeleton with five objects, the intervals
I−− , I+

− , I−+ and I+
+ , representing the 1-manifold [0, 1] with the four different

orientations of its boundary, and the circle S. The simplicial groups cob(Ia, Ia)
are contractible, and the simplicial group cob(S, S) is homotopy equivalent to
SO(2).

A 1-dimensional modular dioperad P in a discrete symmetric monoidal
category C consists of associative algebras A = P(I+

− ) and B = P(I−+ ) in C,
a (A,B)-bimodule Q = P(I−− ), a (B,A)-bimodule R = P(I+

+ ), and an object
M = P(S), together with morphisms

α : Q⊗B R −→ A, β : R⊗A Q −→ B, trA : A −→M, trB : B −→M.

Denote the left and right actions of A and B on Q and R by λQ : A⊗Q→ Q,
ρQ : Q⊗B → Q, λR : B⊗R→ R and ρR : R⊗A→ R. The above data must
in addition satisfy the following conditions:

• α and β are morphisms of (A,A)-bimodules and (B,B)-bimodules respec-
tively;

• trA and trB are traces;
• λQ ◦ (α ⊗Q) = ρQ ◦ (R⊗ β) : Q⊗B R⊗A Q→ Q;
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• λR ◦ (β ⊗R) = ρR ◦ (Q⊗ α) : R⊗A Q⊗B R→ R;
• trA ◦α : Q ⊗B R → M and trB ◦β : R ⊗A Q → M are equal on the

isomorphic objects (Q⊗B R)⊗A◦⊗A � and (R ⊗A Q)⊗B◦⊗B �.

That is, a 1-dimensional modular dioperad is the same thing as a Morita
context (Morita [22]) (A,B,Q,R, α, β), together with compatible traces trA
and trB to a module M .

Two-dimensional topological field theories

Let D be the discrete pattern introduced in Section 1 whose operads are
modular dioperads. There is a natural morphism of patterns

α : Cob[2] −→ D;

thus, application of α∗ to a modular dioperad gives rise to a 2-dimensional
modular dioperad. But modular dioperads and 2-dimensional modular di-
operads are quite different: underlying a modular dioperad is a sequence of
Sn-modules labelled by genus g, while underlying a 2-dimensional modular
dioperad is a sequence of Γ (Sg,n)-modules.

An example of a 2-dimensional modular dioperad is the terminal one, for
which P(S) is the unit � for each surface S. Another one comes from conformal
field theory: it associates to an oriented surface W the (contractible) space
N (W ) of conformal structures on W . (More accurately,N (W ) is the simplicial
set whose k-simplices are the smooth families of conformal structures on W
parametrized by the k-simplex.) To define the structure of a 2-dimensional
modular dioperad on N amounts to showing that conformal structures may
be glued along circles: this is done by choosing a Riemannian metric in the
conformal class which is flat in a neighbourhood of the boundary such that
the boundary is geodesic and each of its components has length 1.

Another example of a 2-dimensional modular dioperad is the endomor-
phism operad α∗ End⇀(V±, t) associated to a pairing t : V+ ⊗ V− → � in Cat.
Explicitly, we have

α∗ End(V±, t)(S) = V
⊗π0(M+)
+ ⊗ V

⊗π0(M−)
− .

When Cat is the category of cochain complexes over the complex numbers,
we often restruct attention to pairings which induce non-degenerate pairings
t : Hk(V+)⊗H−k(V−)→ � on cohomology groups.

Definition 3.5. Let P be a 2-dimensional modular operad. A P-algebra is a
pairing t : V+ ⊗ V− → � together with a morphism of 2-dimensional modular
operads

ρ : P −→ α∗ End(V±, t).

A topological conformal field theory is a C∗(N )-algebra in the category of
cochain complexes.
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In the theory of infinite loop spaces, one defines an E∞-algebra as an
algebra for an operad E such that E(n) is contractible for all n. Similarly, as
shown by Fiedorowicz [8], an E2-algebra is an algebra for a braided operad
E such that E(n) is contractible for all n. Motivated by this, we make the
following definition.

Definition 3.6. A 2-dimensional topological field theory is an E-algebra for a
2-dimensional modular dioperad E in the category of cochain complexes such
that E(S) is quasi-isomorphic to � for all surfaces S.

In particular, a topological conformal field theory is a 2-dimensional topo-
logical field theory.

Appendix. Enriched categories

In this appendix, we recall some results of enriched category theory. Let V
be a closed symmetric monoidal category; that is, V is a symmetric monoidal
category such that the tensor product functor − ⊗ Y from V to itself has a
right adjoint for all objects Y , denoted [Y,−]: in other words,

[X ⊗ Y, Z] ∼= [X, [Y, Z]].

Throughout this paper, we assume that V is complete and cocomplete. Denote
by A �→ A0 the continuous functor A0 = V(�, A) from V to Set, where � is
the unit of V .

Let V-Cat be the 2-category whose objects are V-categories, whose
1-morphisms are V-functors, and whose 2-morphisms are V-natural trans-
formations. Since V is closed, V is itself a V-category.

Applying the functor (−)0 : V → Set to a V-category C, we obtain its
underlying category C0; in this way, we obtain a 2-functor

(−)0 : V-Cat −→ Cat.

Given a small V-category A, and a V-category B, there is a V-category
[A,B], whose objects are the V-functors from A to B and such that

[A,B](F,G) =
∫

A∈AB(FA,GA).

There is an equivalence of categories V-Cat(A,B)  [A,B]0.

The Yoneda embedding for V-categories

The opposite of a V-category C is the V-category C◦ with

C◦(A,B) = C(B,A).

If A is a small V-category, denote by Aˆ the V-category of presheaves
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Aˆ = [A◦,V ].

By the V-Yoneda lemma, there is a full, faithful V-functor y : A → A ,̂ with

y(A) = A(−, A), A ∈ Ob(A).

If F : A → B is a V-functor, denote by Fˆ : Bˆ→ Aˆ the V-functor induced
by F .

Cocomplete V-categories

A V-category C is tensored if there is a V-functor ⊗ : V ⊗ C → C together
with a V-natural equivalence of functors C(X ⊗ A,B) ∼= [X, C(A,B)] from
V◦ ⊗ C◦ ⊗ C to V . For example, the V-category V is itself tensored.

Let A be a small V-category, let F be a V-functor from A◦ to V , and let
G be a V-functor from A to a V-category C. If B is an object of C, denote by
〈G,B〉 : C◦ → V the presheaf such that 〈G,C〉(A) = [GA,C]. The weighted
colimit of G, with weight F , is an object

∫ A∈A
FA⊗GA of C such that there

is a natural isomorphism

C (̂F, 〈G,−〉) ∼= C(∫ A∈A
FA⊗GA,−).

If C is tensored,
∫ A∈A

F (A)⊗G(A) is the coequalizer of the diagram
⊔

A0,A1∈Ob(A)

A(A0, A1)⊗ FA1 ⊗GA0
����
⊔

A∈Ob(A)

FA⊗GA,

where the two morphisms are induced by the action on F and coaction on G
respectively.

A V-category C is cocomplete if it has all weighted colimits, or equiva-
lently, if it satisfies the following conditions:

(i) the category C0 is cocomplete;
(ii) for each object A of C, the functor C(−, A) : C0 → V transforms colimits

into limits;
(iii) C is tensored.

In particular, V-categories Aˆ of presheaves are cocomplete.
Let C be a cocomplete V-category. A V-functor F : A → B between small

V-categories gives rise to a V-adjunction

F∗ : [A, C] 
 [B, C] : F ∗,

that is, an adjunction in the 2-category V-Cat. The functor F∗ is called the
(pointwise) left V-Kan extension of along F ; it is the V-coend

F∗G(−) =
∫ A∈AA(FA,−)⊗GA.
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Cocomplete categories of V-algebras

A V-monad T on a V-category C is a monad in the full sub-2-category of V-Cat
with unique object C. If C is small, this is the same thing as a monoid in the
monoidal category V-Cat(C, C).

The following is the enriched version of a result of Linton [16], and is
proved in exactly the same way.

Lemma 3.7. Let T be a V-monad on a cocomplete V-category C such that the
V-category of algebras CT has reflexive V-coequalizers. Then the V-category of
T-algebras CT is cocomplete.

Proof. We must show that CT has all weighted colimits. Let A be a small
V-category, let F be a weight, and let G : A → CT be a diagram of T-algebras.
Then the weighted colimit

∫ A∈A
F (A)⊗G(A) is a reflexive coequalizer

T
(∫ A∈A

FA⊗ TRGA
)
�� ��

�� T
(∫ A∈A

FA⊗RGA
)
.

��

Locally finitely presentable V-categories

In studying algebraic theories using categories, locally finite presentable cat-
egories plays a basic role. When the closed symmetric monoidal categery V
is locally finitely presentable, with finitely presentable unit �, these have a
generalization to enriched category theory over V , due to Kelly [15]. (There is
a more general theory of locally presentable categories, where the cardinal ℵ0

is replaced by an arbitrary regular cardinal; this extension is straightforward,
but we do not present it here in order to simplify exposition).

Examples of locally finitely presentable closed symmetric monoidal cate-
gories include the categories of sets, groupoids, categories, simplicial sets, and
abelian groups — the finitely presentable objects are respectively finite sets,
groupoids and categories, simplicial sets with a finite number of nondegener-
ate simplices, and finitely presentable abelian groups. A less obvious example
is the category of symmetric spectra of Hovey et al. [12].

An object A in a V-category C is finitely presentable if the functor

C(A,−) : C −→ V
preserves filtered colimits. A strong generator in a V-category C is a set
{Gi ∈ Ob(C)}i∈I such that the functor

A �→
⊗
i∈I
C(Gi, A) : C �→ V⊗I

reflects isomorphisms.

Definition 3.8. A locally finitely presentable V-category C is a cocom-
plete V-category with a finitely presentable strong generator (i.e. the objects
making up the strong generator are finitely presentable).
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Pseudoalgebras

A 2-monad T on a 2-category C is by definition a Cat-monad on C. Denote
the composition of the 2-monad T by m : TT → T, and the unit by η : 1→ T.

Associated to a 2-monad T is the 2-category C
T of pseudo T-algebras

(Bunge [3] and Street [23]; see also Marmolejo [19]). A pseudo T-algebra is an
object A of C, together with a morphism a : TA → A, the composition, and
invertible 2-morphisms

TTA

TA
Ta ��!!!!!!

TTA

TA
mA ��""

"""
""

TA

A
mA

��""
"""

"""

TA

A
a

��!!!!!!!!

θ
��

and
A

TA
ηA

��!!!!!!!!A A

TA

A
a

��""
"""

"""
ι��

such that

TTTA

TTA
TTa

��#########
TTTA

TTA

mTA

��$
$$
$$
$$
$$

TTA

TA

TmA

$$
$$

��$
$$
$

TTA

TA

Ta
####

��####

TTA TATa ��

TA Aa ��

TTA TAmA
��

TA

A

a

��$
$$
$$
$$
$$

TA

A

a

��#########

θ
��

θ
��

equals TTTA

TTA
TTa

��#########
TTTA

TTA

mTA

��$
$$
$$
$$
$$

TTTA TTA
TmA

��

TTA TATa ��

TTA

TA

mA
####

��####

TTA

TA

Ta

$$
$$

��$
$$
$

TTA TAmA
��

TA

A

a

��$
$$
$$
$$
$$

TA

A

a

��#########

Tθ
��

θ
��

and

TA

TTA
TηA ��!!!!!!!

TA

TTATηA ��""
"""

"TA TA

TTA

TA
Ta

��""
"""

""

TTA

TA
mA ��!!!!!!

TA Aa ��
Tι��

equals

TA TTATηA �� TTA

TA
Ta ��!!!!!!

TTA

TA
mA ��""

"""
""

TA

A
mA

��""
"""

"""

TA

A
a

��!!!!!!!!

θ
��

The lax morphisms of C
T are pairs (f, ϕ) consisting of a morphism f :

A → B and a 2-morphism.
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TA

TB
Tf ��!!!!!!!
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Aa ��""
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��""
"""
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��
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��$
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��$
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A
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A lax morphism (f, ϕ) is a morphism if the 2-morphism ϕ is invertible.
The 2-morphisms γ : (f, ϕ) → (f̃ , ϕ̃) of C

T are 2-morphisms γ : f → f̃
such that

TA

TB
Tf ��!!!!!!!

TA

Aa ��""
"""

"""

TB

B
b

��""
"""

"""

A

Bf ��

A

B

f̃

  ϕ

�� γ��
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TBTf ��

TA

TB
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"""
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B
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��""
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A

B
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ϕ̃
��

Tγ��
(2)
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V-categories of pseudo algebras

IfA and B are pseudo T-algebras, and the underlying category ofA is small, we
saw that there is a V-category [A,B] whose objects are V-functors f : A → B
between the underlying V-categories. Using [A,B], we now define a V-category
[[A,B]] whose objects are morphisms f : A → B of pseudo T-algebras. If f0

and f1 are morphisms of pseudo T-algebras, [[A,B]](f0, f1) is defined as the
equalizer

[[A,B]](f0, f1)
ψf0f1 �� [A,B](f0, f1)

ϕ1(b◦T−) ��
(−◦a)ϕ0

�� [TA,B](b ◦ Tf0, f1 ◦ a)

Of course, this is the internal version of (2): the 2-morphisms γ : f0 → f1 of
C

T are the elements of the set |[[A,B]](f0, f1)|.
The composition morphism

[[A,B]](f0, f1)⊗ [[A,B]](f1, f2)
m

[[A,B]]
f0f1f2 �� [[A,B]](f0, f2)

is the universal arrow for the coequalizer [[A,B]](f0, f2), whose existence is
guaranteed by the commutativity of the diagram

[[A,B]](f0, f1)⊗ [[A,B]](f1, f2)
ψf0f1⊗ψf1f2 �� [A,B](f0, f1)⊗ [A,B](f1, f2)

m
[A,B]
f0f1f1 �� [A,B](f0, f2)

ϕ2(b◦T−) ��
(−◦a)ϕ0

�� [TA,B](b ◦ Tf0, f2 ◦ c)

Indeed, we have

ϕ2(b ◦ T−) ·m[A,B]
f0f1f1

· (ψf0f1 ⊗ ψf1f2)

= m
[TA,B]
b◦Tf0,b◦Tf1,f2◦a · ((b ◦ T−) · ψf0f1 ⊗ ϕ2(b ◦ T−) · ψf1f2)

= m
[TA,B]
b◦Tf0,b◦Tf1,f2◦a · ((b ◦ T−) · ψf0f1 ⊗ (− ◦ a)ϕ1 · ψf1f2)

= m
[TA,B]
b◦Tf0,f1◦a,f2◦a · (ϕ1(b ◦ T−) · ψf0f1 ⊗ (− ◦ a) · ψf1f2)

= m
[TA,B]
b◦Tf0,f1◦a,f2◦a · ((− ◦ a)ϕ0 · ψf0f1 ⊗ (− ◦ a) · ψf1f2)

= (− ◦ a)ϕ0 ·m[A,B]
f0f1f1

· (ψf0f1 ⊗ ψf1f2).

Associativity of this composition is proved by a calculation along the same
lines for the iterated composition map

[[A,B]](f0, f1)⊗ [[A,B]](f1, f2)⊗ [[A,B]](f2, f3) −→ [[A,B]](f0, f3).

The unit vf : � → [[A,B]](f, f) of the V-category [[A,B]] is the universal
arrow for the coequalizer [[A,B]](f, f), whose existence is guaranteed by the
commutativity of the diagram
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�
uf �� [A,B](f, f)

ϕ(b◦T−) ��
(−◦a)ϕ

�� [TA,B](b ◦ Tf, f ◦ a)

Indeed, both ϕ(b ◦ T−) · uf and (− ◦ a)ϕ · uf are equal to

ϕ ∈ V(�, [TA,B](b ◦ Tf, f ◦ a)).

In a remark at the end of Section 3 of [13], Im and Kelly discount the
possible existence of the V-categories of pseudo algebras. The construction
presented here appears to get around their objections.
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