Copyright © 2003 by The McGraw-Hill Companies, Inc. All rights reserved. Manufactured in the
United States of America. Except as permitted under the United States Copyright Act of 1976, no part
of this publication may be reproduced or distributed in any form or by any means, or stored in a data-
base or retrieval system, without the prior written permission of the publisher.

0-07-142093-2

The material in this eBook also appears in the print version of this title: 0-07-141049-X

All trademarks are trademarks of their respective owners. Rather than put a trademark symbol after
every occurrence of atrademarked name, we use namesin an editorial fashion only, and to the benefit
of the trademark owner, with no intention of infringement of the trademark. Where such designations
appear in this book, they have been printed with initia caps.

McGraw-Hill eBooks are available at special quantity discounts to use as premiums and sales pro-
motions, or for use in corporate training programs. For more information, please contact George
Hoare, Specia Sales, at george_hoare@mcgraw-hill.com or (212) 904-4069.

TERMSOF USE

Thisis acopyrighted work and The McGraw-Hill Companies, Inc. (“McGraw-Hill”) and its licensors
reserve al rightsin and to the work. Use of this work is subject to these terms. Except as permitted
under the Copyright Act of 1976 and the right to store and retrieve one copy of the work, you may not
decompile, disassemble, reverse engineer, reproduce, modify, create derivative works based upon,
transmit, distribute, disseminate, sell, publish or sublicense the work or any part of it without
McGraw-Hill’s prior consent. You may use the work for your own noncommercial and personal use;
any other use of the work is strictly prohibited. Your right to use the work may be terminated if you
fail to comply with these terms.

THE WORK ISPROVIDED “AS|S’. MCGRAW-HILL AND ITSLICENSORS MAKE NO GUAR-
ANTEES OR WARRANTIESAS TO THE ACCURACY, ADEQUACY OR COMPLETENESS OF
OR RESULTS TO BE OBTAINED FROM USING THE WORK, INCLUDING ANY INFORMA-
TION THAT CAN BE ACCESSED THROUGH THE WORK VIA HYPERLINK OR OTHERWISE,
AND EXPRESSLY DISCLAIM ANY WARRANTY, EXPRESS OR IMPLIED, INCLUDING BUT
NOT LIMITED TO IMPLIED WARRANTIES OF MERCHANTABILITY OR FITNESS FOR A
PARTICULAR PURPOSE. McGraw-Hill and its licensors do not warrant or guarantee that the func-
tions contained in the work will meet your requirements or that its operation will be uninterrupted or
error free. Neither McGraw-Hill nor its licensors shall be liable to you or anyone else for any inac-
curacy, error or omission, regardless of cause, in the work or for any damages resulting therefrom.
McGraw-Hill has no responsibility for the content of any information accessed through the work.
Under no circumstances shall McGraw-Hill and/or its licensors be liable for any indirect, incidental,
special, punitive, consequential or similar damages that result from the use of or inability to use the
work, even if any of them has been advised of the possibility of such damages. This limitation of lia-
bility shall apply to any claim or cause whatsoever whether such claim or cause arises in contract, tort
or otherwise.

DOI: 10.1036/0071420932



7 Professional

Want to learn more?

We hope you enjoy this McGraw-Hill eBook! If you'd like
more information about this book, its author, or related books
and websites, please click here.



For more information about thistitle, click here.

Contents

Preface ... v

........................................................................................................................ vi
How to Use the Dictionary ... vii
Pronunciation Key ... ix
A-Z TOIMS ..o 1-273
APPENAIX ... 275-307

Equivalents of commonly used units for the U.S.

Customary System and the metric system ... 277
Conversion factors for the U.S. Customary System,

metric system, and International System

Mathematical notation, with definitions ........

Symbols commonly used in geometry ...l
Formulas for trigonometric (circular) functions ... 290
Values of trigonometric functions ... 292
Special CONSTANTS ... 302
Common logarithm table, giving log (a + b) ... 303
General rules of integration ... 305

Regular polytopes in n dimensions ... 307



This page intentionally left blank.



Preface

The McGraw-Hill Dictionary of Mathematics provides a compendium of more than
5000 terms that are central to mathematics and statistics but may also be
encountered in virtually any field of science and engineering. The coverage in
this Second Edition includes branches of mathematics taught at the secondary
school, college, and university levels, such as algebra, geometry, analytic geom-
etry, trigonometry, calculus, and vector analysis, group theory, and topology,
as well as statistics.

All of the definitions are drawn from the McGraw-Hill Dictionary of Scientific and
Technical Terms, Sixth Edition (2003). The pronunciation of each term is provided
along with synonyms, acronyms, and abbreviations where appropriate. A guide
to the use of the Dictionary appears on pages vii-viii, explaining the alphabeti-
cal organization of terms, the format of the book, cross referencing, and how
synonyms, variant spellings, and similar information are handled. The Pronun-
ciation Key is provided on page ix. The Appendix provides conversion tables
for commonly used scientific units, extensive listings of mathematical notation
along with definitions, and useful tables of mathematical data.

It is the editors’ hope that the Second Edition of the McGraw-Hill Dictionary of
Mathematics will serve the needs of scientists, engineers, students, teachers,
librarians, and writers for high-quality information, and that it will contribute
to scientific literacy and communication.

Mark D. Licker
Publisher
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How to Use the Dictionary

ALPHABETIZATION. The terms in the McGraw-Hill Dictionary of Mathematics,
Second Edition, are alphabetized on a letter-by-letter basis; word spacing,
hyphen, comma, solidus, and apostrophe in a term are ignored in the sequenc-
ing. For example, an ordering of terms would be:

Abelian group binary system
Abel’s problem binary-to-decimal conversion
Abel theorem binomial

FORMAT. The basic format for a defining entry provides the term in boldface,
and the single definition in lightface:

term Definition.

A term may be followed by multiple definitions, each introduced by a bold-
face number:

term 1. Definition. 2. Definition. 3. Definition.
A simple cross-reference entry appears as:
term See another term.
A cross reference may also appear in combination with definitions:
term 1. Definition. 2. See another term.
CROSS REFERENCING. A cross-reference entry directs the user to the
defining entry. For example, the user looking up “abac” finds:
abac See nomograph.

The user then turns to the “N” terms for the definition. Cross references are
also made from variant spellings, acronyms, abbreviations, and symbols.

AD See average deviation.
cot See cotangent.
geodetic triangle See spheroidal triangle.

ALSO KNOWN AS ..., etc. A definition may conclude with a mention of a
synonym of the term, a variant spelling, an abbreviation for the term, or other
such information, introduced by “Also known as ..., “Also spelled ...
“Abbreviated . ..,” “Symbolized ... ,” “Derived from ....” When a term has
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more than one definition, the positioning of any of these phrases conveys the
extent of applicability. For example:

term 1. Definition. Also known as synonym. 2. Definition. Symbol-

ized T.
In the above arrangement, “Also known as . . .” applies only to the first defini-
tion; “Symbolized . . .” applies only to the second definition.

term Also known as synonym. 1. Definition. 2. Definition.

In the above arrangement, “Also known as .. .” applies to both definitions.
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Pronunciation Key

Vow
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els
as
as
as
as
as
as
as
as
as
as
as
as
as
as
as
as

in bat, that

in bait, crate

in bother, father
in bet, net

in beet, treat

in bit, skit

in bite, light

in boat, note

in bought, taut
in book, pull

in boot, pool

in but, sofa

in crowd, power
in boil, spoil

in formula, spectacular
in fuel, mule

Semivowels/Semiconsonants

\
y

Stre

as in wind, twin
as in yet, onion

ss (Accent)
precedes syllable with primary
stress

precedes syllable with
secondary stress

precedes syllable with variable
or indeterminate primary/
secondary stress

Consonants

b as in bib, dribble

ch as in charge, stretch

d asin dog, bad

f  asin fix, safe

g as in good, signal

h as in hand, behind

j as in joint, digit

k as in cast, brick

k  as in Bach (used rarely)

| asin loud, bell

m as in mild, summer

n asin new, dent

n indicates nasalization of preced-
ing vowel

p asin ring, single

p asin pier, slip

r asin red, scar

s as in sign, post

sh as in sugar, shoe

t asin timid, cat

th as in thin, breath

th as in then, breathe

v as in veil, weave

z  as in zoo, cruise

zh as in beige, treasure

Syllabication
Indicates syllable boundary
when following syllable is
unstressed



abac See nomograph. { o'bak }

abacus An instrument for performing arithmetical calculations manually by sliding
markers on rods or in grooves. {'ab-okas }

Abelian domain See Abelian field. {9'bél-yon do'man }

Abelian extension A Galois extension whose Galois group is Abelian. { 9'bél-yon ik
'sten-chon }

Abelian field A set of elements a, b, ¢, ... forming Abelian groups with addition and
multiplication as group operations where a(b + ¢) = ab + ac. Also known as
Abelian domain; domain. { a'bél-yon 'feld }

Abelian group A group whose binary operation is commutative; that is, ab = ba for
each a and b in the group. Also known as commutative group. { 9'bél-yon 'griip }

Abelian operation See commutative operation. {a'bél-yon é&p-o'ra-shon }

Abelian ring See commutative ring. { 9'bél-yon 'rip }

Abelian theorems A class of theorems which assert that if a sequence or function
behaves regularly, then some average of the sequence or function behaves regularly;
examples include the Abel theorem (second definition) and the statement that if
a sequence converges to s, then its Cesaro summation exists and is equal to s.
{ 9'bél-yon 'thir-omz }

Abel’s inequality An inequality which states that the absolute value of the sum of n
terms, each in the form ab, where the b’s are positive numbers, is not greater than
the product of the largest b with the largest absolute value of a partial sum of the
a’s. {'d-balz in-e'kwil-i-de }

Abel’s integral equation The equation

flx) = r u@R)x —2)dz(0<a<l,x=aq)

where f(x) is a known function and u(2) is the function to be determined; when
a = 1/2, this equation has application to Abel’s problem. { 'd-balz 'in-ta-gral
i'kwa-zhon }

Abel’s problem The problem which asks what path a particle will follow if it moves
under the influence of gravity alone and its altitude-time function is to follow a
specific law. { '4-balz 'prib-lom }

Abel’s summation method A method of attributing a sum to an infinite series whose
nth term is a, by taking the limit on the left at x = 1 of the sum of the series
whose nth term is a, 2" { 'd-bolz so'ma-shon meth-ad }

Abel theorem 1. A theorem stating that if a power series in z converges for z = a, it
converges absolutely for [z| < |al. 2. A theorem stating that if a power series in
z converges to f(2) for |z| < 1 and to a for z = 1, then the limit of f(2) as 2
approaches 1 equals a. 3. A theorem stating that if the three series with nth term
ay, b,, and ¢, = apb, + a1b,_; + -+ + a,b,, respectively, converge, then the third
series equals the product of the first two series. { 'd-bal 'thir-om }

abscissa One of the coordinates of a two-dimensional coordinate system, usually the
horizontal coordinate, denoted by x. { ab'sis-o}

absolute convergence That property of an infinite series (or infinite product) of real



absolute coordinates

or complex numbers if the series (product) of absolute values converges; absolute
convergence implies convergence. { 'ab-so,liit kon'vorj-ons }

absolute coordinates Coordinates given with reference to a fixed point of origin.
{ 'ab-s9 liit ko'ord-on-ats }

absolute deviation The difference, without regard to sign, between a variate value
and a given value. { 'ab-so liit dév-&'a-shon }

absolute error In an approximate number, the numerical difference between the num-
ber and a number considered exact. { 'ab-so liit 'er-or }

absolute inequality See unconditional inequality. { 'ab-so liit ,in-&'kwél-o-dé }

absolutely continuous function A function defined on a closed interval with the prop-
erty that for any positive number € there is another positive number m such that,
for any finite set of nonoverlapping intervals, (a,,b,), (@s,bs), . .., (a,b,), whose
lengths have a sum less than m, the sum over the intervals of the absolute values
of the differences in the values of the function at the ends of the intervals is less
than e. {}ab-so liit-1é konjtin-yo-wos 'fopk-shon }

absolutely continuous measure A sigma finite measure m on a sigma algebra is
absolutely continuous with respect to another sigma finite measure n on the same
sigma algebra if every element of the sigma algebra whose measure # is zero also
has measure m equal to zero. {ab-sojliit-lé kon,tin-yo-wos 'mezh-or }

absolute magnitude The absolute value of a number or quantity. { 'ab-so lit 'mag-

no-tiid }
absolute mean deviation The arithmetic mean of the absolute values of the deviations
of a variable from its expected value. { 'ab-s9 liit ,mén dé-vé'a-shan }

absolute moment The nth absolute moment of a distribution f(x) about a point x; is
the expected value of the nth power of the absolute value of x — x, {ab-saliit
mo-mant }

absolute number A number represented by numerals rather than by letters. { 'ab-
s9 liit 'nom-baor }

absolute retract A topological space, A, such that, if B is a closed subset of another
topological space, C, and if A is homeomorphic to B, then B is a retract of C.
{ 1ab-sa liit ri'trakt }

absolute term See constant term. { 'ab-so liit 'torm }

absorbing state A special case of recurrent state in a Markov process in which the
transition probability, P;;, equals 1; a process will never leave an absorbing state
once it enters. {ob'sorb-ip stat }

absorbing subset A subset, A, of a vector space such that, for any point, x, there
exists a number, b, greater than zero such that ax is a member of A whenever the
absolute value of a is greater than zero and less than b. { ob,sorb-ip 'sob,set }

absorption property For set theory or for a Boolean algebra, the property that the
union of a set, A, with the intersection of A and any set is equal to A, or the
property that the intersection of A with the union of A and any set is also equal
to A. {ab'sorp-shon ,prip-ord-€ }

absorptive laws Either of two laws satisfied by the operations, usually denoted U and
N, on a Boolean algebra, namely a U (a N b) = aand a N (¢ U b) = a, where
a and b are any two elements of the algebra; if the elements of the algebra are
sets, then U and N represent union and intersection of sets. { ab'sorp-tiv 10z }

abstract algebra The study of mathematical systems consisting of a set of elements,
one or more binary operations by which two elements may be combined to yield
a third, and several rules (axioms) for the interaction of the elements and the
operations; includes group theory, ring theory, and number theory. { 'abz-trakt
'al-jo-bro }

abundant number A positive integer that is greater than the sum of all its divisors,
including unity. Also known as redundant number. { 3'ban-dont 'nom-bar }

accessibility condition The condition that any state of a finite Markov chain can be
reached from any other state. { ak,ses-o'bil-od-é kon,dish-on }

accretive operator A linear operator 7" defined on a subspace D of a Hilbert space



adjacency matrix

which satisfies the following condition: the real part of the inner product of Tu
with « is nonnegative for all u belonging to D. { ojkréd-iv 'dp-o,rad-or }

accumulation factor The quantity (1 + ) in the formula for compound interest, where
r is the rate of interest; measures the rate at which the principal grows. { a-kyu-
mya'la-shon 'fak-tor }

accumulation point See cluster point. { o-kyii-mya'la-shon ,point }

accumulative error See cumulative error. { o'kyii'my»?,lad-iv 'er-or }

acnode See isolated point. { 'ak-nod }

acute angle An angle of less than 90°. { o'kyiit 'ap-gal }

acute triangle A triangle each of whose angles is less than 90°. { o'kyiit 'tri,ap-gal }

acyclic 1. A transformation on a set to itself for which no nonzero power leaves an
element fixed. 2. A chain complex all of whose homology groups are trivial.
{ a'sik-lik }

acyclic digraph A directed graph with no directed cycles. { ajsik-lik 'd1,graf }

acyclic graph A graph with no cycles. Also known as forest. { asik-lik 'graf }

AD See average deviation.

Adams-Bashforth process A method of numerically integrating a differential equation
of the form (dy/dx) = f(x,y) that uses one of Gregory’s interpolation formulas to
expand f. {'a-domz 'bash,forth ,pri-sos }

adaptive integration A numerical technique for obtaining the definite integral of a
function whose smoothness, or lack thereof, is unknown, to a desired degree of
accuracy, while doing only as much work as necessary on each subinterval of the
interval in question. {o'dap-tiv ,int-a'gra-shon }

add To perform addition. {ad}

addend One of a collection of numbers to be added. { 'a,dend }

addition 1. An operation by which two elements of a set are combined to yield a third;
denoted +; usually reserved for the operation in an Abelian group or the group
operation in a ring or vector space. 2. The combining of complex quantities in
which the individual real parts and the individual imaginary parts are separately
added. 3. The combining of vectors in a prescribed way; for example, by algebrai-
cally adding corresponding components of vectors or by forming the third side of the
triangle whose other sides each represent a vector. Also known as composition.
{ 9'di-shon }

addition formula An equation expressing a function of the sum of two quantities in
terms of functions of the quantities themselves. { o'dish-on for-myo-lo }

addition sign The symbol +, used to indicate addition. Also known as plus sign.
{ o'di-shon ,sIn }

additive Pertaining to addition. That property of a process in which increments of the
dependent variable are independent for nonoverlapping intervals of the indepen-
dent variable. {'ad-od-iv }

additive function Any function f that preserves addition; that is, f(x + y) = f(x) +
f(@). {'ad-od-iv 'fon-shon }

additive identity In a mathematical system with an operation of addition denoted +,
an element 0 such that 0 + e = e + 0 = e for any element e in the system. { 'ad-
9-div 'den-o-dé }

additive inverse In a mathematical system with an operation of addition denoted +,
an additive inverse of an element e is an element —e such that e + (—e) =
(—e) + e = 0, where 0 is the additive identity. { 'ad-o-div 'in,vors }

additive set function A set function with the properties that (1) the union of any two
sets in the range of the function is also in this range and (2) the value of the
function at a finite union of disjoint sets in the range of the set function is equal
to the sum of the values at each set in the union. Also known as finitely additive
set function. {|ad-ad-iv |set ,fopk-shon }

adherent point For a set in a topological space, a point that is either a member of the
set or an accumulation point of the set. { adjhir-ont 'point }

adjacency matrix 1. For a graph with n vertices, the n X n matrix A = a,;, where the
nondiagonal entry a;; is the number of edges joining vertex ¢ and vertex j, and the
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adjacency structure

diagonal entry a;; is twice the number of loops at vertex i. 2. For a diagraph
with no loops and not more than one are joining any two vertices, an n X n matrix
A = [a;], in which a;; = 1if there is an are directed from vertex 7 to vertex j, and
otherwise a;; = 0. {9'jas-on-sé ,ma-triks }

adjacency structure A listing, for each vertex of a graph, of all the other vertices
adjacent to it. { 9'jas-on-sé ,strok-chor }

adjacent angle One of a pair of angles with a common side formed by two intersecting
straight lines. {9'jas-ont 'ap-gol }

adjacent side For a given vertex of a polygon, one of the sides of the polygon that
terminates at the vertex. {9o'jas-ont 'sid }

adjoined number A number z that is added to a number field F' to form a new field
consisting of all numbers that can be derived from z and the numbers in F' by the
operations of addition, subtraction, multiplication, and division. { a}joind 'nom-
bar }

adjoint of a matrix See adjugate; Hermitian conjugate. { 'aj,oint ov o 'ma-triks }

adjoint operator An operator B such that the inner products (Ax,y) and (x,By) are
equal for a given operator A and for all elements x and y of a Hilbert space.
Also known as associate operator; Hermitian conjugate operator. { 'aj,oint 'dp-
9,rad-or }

adjoint vector space The complete normed vector space constituted by a class of
bounded, linear, homogeneous scalar functions defined on a normed vector space.
{ 'aj,oint 'vek-tor ,spas }

adjugate For a matrix A, the matrix obtained by replacing each element of A with
the cofactor of the transposed element. Also known as adjoint of a matrix.
{'aj-o,gat }

affine connection A structure on an n-dimensional space that, for any pair of neigh-
boring points P and @, specifies a rule whereby a definite vector at @ is associated
with each vector at P; the two vectors are said to be parallel. { 9'fin ka'nek-shan }

affine geometry The study of geometry using the methods of linear algebra. {o'fin
jé'am-o-tré }

affine Hjelmslev plane A generalization of an affine plane in which more than one
line may pass through two distinct points.  Also known as Hjelmslev plane. { oifin
'hyelm,slev plan }

affine plane In projective geometry, a plane in which (1) every two points lie on exactly
one line, (2) if p and L are a given point and line such that p is not on L, then
there exists exactly one line that passes through p and does not intersect L, and
(3) there exist three noncollinear points. {9'fin plan }

affine space An n-dimensional vector space which has an affine connection defined
onit. {9'fin spas}

affine transformation A function on a linear space to itself, which is the sum of a
linear transformation and a fixed vector. { o'fin tranz-for'ma-shon }

Airy differential equation The differential equation (d?f/dz?) — zf = 0, where z is the
independent variable and f is the value of the function; used in studying the
diffraction of light near caustic surface. { er-é dif-ojren-chol i'kwa-zhon }

Airy function Either of the solutions of the Airy differential equation. { |er-é [fopk-

shon }
aleph null The cardinal number of any set which can be put in one-to-one correspon-
dence with the set of positive integers. Also known as aleph zero. { i lef nal }

aleph one The smallest cardinal number that is larger than aleph zero. {ilef 'won }

aleph zero See aleph null. { |il ef 'zir-0 }

Alexander’s subbase theorem The theorem that a topological space is compact if and
only if its topology has a subbase with the property that any set that is contained
in the union of a collection of members of the subbase is contained in the union of
a finite number of members of this collection. { al-ig'zan-dorz |seb bas thir-om }

Alexandroff compactification See one-point compactification. { al-ikjsan,drof
kom,pak-to-fo'ka-shon }

algebra 1. A method of solving practical problems by using symbols, usually letters,
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algebraic language

for unknown quantities. 2. The study of the formal manipulations of equations
involving symbols and numbers. 3. An abstract mathematical system consisting
of a vector space together with a multiplication by which two vectors may be
combined to yield a third, and some axioms relating this multiplication to vector
addition and scalar multiplication. Also known as hypercomplex system. { 'al-
jo-bra }

algebraic addition The addition of algebraic quantities in the sense that adding a
negative quantity is the same as subtracting apositive one. { jal-jojbra-ik o'dish-on }

algebraically closed field 1. A field F' such that every polynomial of degree equal to
or greater than 1 with coefficients in F'has a root in F. 2. A field F'is said to be
algebraically closed in an extension field K if any root in K of a polynominal with
coefficients in F also lies in £ Also known as algebraically complete field. {jal-
jojbra-ik-le |klozd 'feld }

algebraically complete field See algebraically closed field. { al-jo,bra-ik-le kom
pléet 'feld }

algebraically independent A subset S of a commutative ring B is said to be algebraically
independent over a subring A of B (or the elements of S are said to be algebraically
independent over A) if, whenever a polynominal in elements of S, with coefficients
in A, is equal to 0, then all the coefficients in the polynomial equal 0. { jal-jojbra-
ik-lé \in-do'pen-dont }

algebraic closure of a field An algebraic extension field which has no algebraic exten-
sions but itself. {|al-jojbra-ik 'klo-zhor ov o 'feld }

algebraic curve 1. The set of points in the plane satisfying a polynomial equation in two
variables. 2. More generally, the set of points in n-space satisfying a polynomial
equation in n variables. { jal-jojbra-ik 'korv }

algebraic deviation The difference between a variate and a given value, which is
counted positive if the variate is greater than the given value, and negative if less.
{ 1al-jojbra-ik ,de-vé'a-shon }

algebraic equation An equation in which zero is set equal to an algebraic expression.
{ \al-jojbra-ik i'kwa-zhon }

algebraic expression An expression which is obtained by performing a finite number
of the following operations on symbols representing numbers: addition, subtraction,
multiplication, division, raising to a power. {al-jojbra-ik ik'spresh-on }

algebraic extension of a field A field which contains both the given field and all roots
of polynomials with coefficients in the given field. {|al-jojbra-ik ik'sten-shon ov
9 'feld }

algebraic function A function whose value is obtained by performing only the following
operations to its argument: addition, subtraction, multiplication, division, raising
to a rational power. { jal-jojbra-ik 'fopk-shon }

algebraic geometry The study of geometric properties of figures using methods of
abstract algebra. {|al-jojbra-ik je'am-o-tré }

algebraic hypersurface For an n-dimensional Euclidean space with coordinates x;,
Xs, ..., X, the set of points that satisfy an equation of the form f(x;, xy, ...,
x,) = 0, where fis a polynomial in the coordinates. { ,al-jojbra-ik 'hi-por,sor-fos }

algebraic identity A relation which holds true for all possible values of the literal
symbols occurring in it; for example, (x + y)(x — y) = 2* — ¥ {lal-jolbra-ik
i'den-o-té }

algebraic integer The root of a polynomial whose coefficients are integers and whose
leading coefficient is equal to 1. {}al-jojbra-ik 'in-ta-jor }

algebraic invariant A polynomial in coefficients of a quadratic or higher form in a
collection of variables whose value is unchanged by a specified class of linear
transformations of the variables. {|al-jojbra-ik in'ver-&-ont }

algebraic K theory The study of the mathematical structure resulting from associating
with each ring A the group K(A), the Grothendieck group of A. { al-jojbra-ik 'ka
thé-o-ré }

algebraic language The conventional method of writing the symbols, parentheses, and
other signs of formulas and mathematical expressions. {al-jobra-ik 'lan-gwij }



algebraic number

algebraic number Any root of a polynomial with rational coefficients. { |al-jojbra-ik
'nom-bar }

algebraic number field A finite extension field of the field of rational numbers. { jal-
jobra-ik 'mom-bor féld }

algebraic number theory The study of properties of real numbers, especially integers,
using the methods of abstract algebra. {}al-jojbra-ik 'nom-baor ,thé-o-ré }

algebraic object Either an algebraic structure, such as a group, ring, or field, or an
element of such an algebraic structure. { |al-jojbra-ik 'db jekt }

algebraic operation Any of the operations of addition, subtraction, multiplication,
division, raising to a power, or extraction of roots. {al-jo-jbra-ik ,é&p-o'ra-shon }

algebraic set A set made up of all zeros of some specified set of polynomials in
n variables with coefficients in a specified field F; in a specified extension field
of F. {,al-jojbra-ik 'set }

algebraic subtraction The subtraction of signed numbers, equivalent to reversing the
sign of the subtrahend and adding it to the minuend. { al-jo,bra-ik sob'trak-shon }

algebraic sum 1. The result of the addition of two or more quantities, with the addition
of a negative quantity equivalent to subtraction of the corresponding positive
quantity. 2. For two fuzzy sets A and B, with membership functions m, and mp,
that fuzzy set whose membership function m, g satisfies the equation m,. z(x) =
my () + mp(x) — [my (@) - mP(x)] for every element x. {'al-jolbra-ik 'som }

algebraic surface A subset S of a complex n-space which consists of the set of complex
solutions of a system of polynomial equations in n variables such that S is a
complex two-manifold in the neighborhood of most of its points. {|al-jojbra-ik
'sor-fas }

algebraic symbol A letter that represents a number or a symbol indicating an algebraic
operation. {jal-jojbra-ik 'sim-bal }

algebraic term In an expression, a term that contains only numbers and algebraic
symbols. { al-jojbra-ik 'torm }

algebraic topology The study of topological properties of figures using the methods
of abstract algebra; includes homotopy theory, homology theory, and cohomology
theory. {al-jojbra-ik to'pil-a-jé }

algebraic variety A set of points in a vector space that satisfy each of a set of polynomial
equations with coefficients in the underlying field of the vector space. { ,al-jo,bra-
ik vo'ri-ad-€ }

algebra of subsets An algebra of subsets of a set S is a family of subsets of S that
contains the null set, the complement (relative to S) of each of its members, and
the union of any two of its members. { |al-jo-bro ov 'sob,sets }

algebra with identity An algebra which has an element, not equal to 0 and denoted
by 1, such that, for any element x in the algebra, x1 = lx = 2. {,al-jo-bro with
i'den-o-té }

algorithm A set of well-defined rules for the solution of a problem in a finite number
of steps. { 'al-go rith-om }

alias Either of two effects in a factorial experiment which cannot be differentiated
from each other on the basis of the experiment. {'a-1é-os }

aliasing Introduction of error into the computed amplitudes of the lower frequencies
in a Fourier analysis of a function carried out using discrete time samplings whose
interval does not allow the proper analysis of the higher frequencies present in
the analyzed function. { 'al-yas-ip }

alignment chart See nomograph. { 9'lin‘mont ,chirt }

aliquant A divisor that does not divide a quantity into equal parts. { 'al-9,kwint }

aliquot A divisor that divides a quantity into equal parts with no remainder. { 'al-
9, kwiit }

allometry A relation between two variables x and y that can be written in the form
y = ax”, where a and n are constants. {o'lim-o-tré }

almost every A proposition concerning the points of a measure space is said to be
true at almost every point, or to be true almost everywhere, if it is true for every

6
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point in the space, with the exception at most of a set of points which form a
measurable set of measure zero. {|0l,most 'ev-ré }

almost-perfect number An integer that is 1 greater than the sum of all its factors other
than itself. {;0l,most jpar-fik 'nom-bar }

almost-periodic function A continuous function f(x) such that for any positive number
€ there is a number M so that for any real number x, any interval of length
M contains a nonzero number ¢ such that |[f(x + t) — f(x)|< e. {'6l,most ,pir-
e'ad-ik 'fopk-shon }

alpha rule See renaming rule. { 'al-fo riil}

alternate angles A pair of nonadjacent angles that a transversal forms with each of
two lines; they lie on opposite sides of the transversal, and are both interior, or
both exterior, to the two lines. { 'ol-tor-not 'an-golz }

alternating form A bilinear form fwhich changes sign under interchange of its indepen-
dent variables; that is, f(x,y) = —f(y, x) for all values of the independent variables
x and y. { 'ol-tor,nad-ip 'form }

alternating function A function in which the interchange of two independent variables
causes the dependent variable to change sign. { '0l-tor-nad-ig 'fopk-shaon }

alternating group A group made up of all the even permutations of n objects. { 'ol-
tor-nad-ip 'griip }

alternating series Any series of real numbers in which consecutive terms have opposite
signs. { 'ol-tor-nad-in 'sir-éz }

alternation See disjunction. { ol-tor'na-shon }

alternative algebra A nonassociative algebra in which any two elements generate an
associative algebra. ({ olitor-nad-iv 'al-jo-bro }

alternative hypothesis Value of the parameter of a population other than the value
hypothesized or believed to be true by the investigator. { olitor-nat-iv hi'path-
9'59s }

altitude Abbreviated alt. The perpendicular distance from the base to the top (a
vertex or parallel line) of a geometric figure such as a triangle or parallelogram.
{ 'al-to,tud }

ambiguous case 1. For the solution of a plane triangle, the case in which two sides
and the angle opposite one of them is given, and there are two distinct solutions.
2. For the solution of a spherical triangle, the case in which two sides and the
angle opposite one of them is given, or two angles and the side opposite one of
them is given, and there are two distinct solutions. { ambig-yo-wos 'kas }

amicable numbers Two numbers such that the exact divisors of each number (except
the number itself) add up to the other number. {'am-9-ka-bal 'nom-borz }

amplitude The angle between a vector representing a specified complex number on
an Argand diagram and the positive real axis. Also known as argument.
{ 'am-plo,tid }

anallagmatic curve A curve that is its own inverse curve with respect to some circle.
{ onal-igimad-ik 'karv }

analysis The branch of mathematics most explicitly concerned with the limit process
or the concept of convergence; includes the theories of differentiation, integration
and measure, infinite series, and analytic functions. Also known as mathematical
analysis. {9'nal-a-sas}

analysis of variance A method for partitioning the total variance in experimental data
into components assignable to specific sources. { ojnal-o-sas ov 'ver-&-ons }

analytic continuation The process of extending an analytic function to a domain larger
than the one on which it was originally defined. { ,an-al'id-ik kon-tin-yii'a-shon }

analytic curve A curve whose parametric equations are real analytic functions of the
same real variable. { an-ol'id-ik 'korv }

analytic function A function which can be represented by a convergent Taylor series.
Also known as holomorphic function. { ,an-al'id-ik 'fupk-shon }

analytic geometry The study of geometric figures and curves using a coordinate system
and the methods of algebra. Also known as Cartesian geometry. { an-ol'id-ik
je'am-o-tre }



analytic hierarchy

analytic hierarchy A systematic procedure for representing the elements of any problem
which breaks down the problem into its smaller constituents and then calls for
only simple pairwise comparison judgments to develop priorities at each level.
{ ,an-ol'id-ik 'hi-or ar-ke }

analytic number theory The study of problems concerning the discrete domain of
integers by means of the mathematics of continuity. { ,an-al'id-ik 'nom-bor thé-
9Te }

analytic set A subset of a separable, complete metric space that is a continuous image
of a Borel set in this metric space. { an-ojlid-ik 'set }

analytic structure A covering of a locally Euclidean topological space by open sets,
each of which is homeomorphic to an open set in Euclidean space, such that the
coordinate transformation (in both directions) between the overlap of any two of
these sets is given by analytic functions. { an-al'id-ik 'strok-chor }

analytic trigonometry The study of the properties and relations of the trigonometric
functions. { an-al'id-ik  trig-o'ndm-o-tré }

anchor point Either of the two end points of a Bézier curve. {'ap-ker ,point }

AND function An operation in logical algebra on statements P, ¢, R, such that the
operation is true if all the statements P, @, R, ... are true, and the operation is
false if at least one statement is false. { 'and ,fupk-shon }

angle The geometric figure, arithmetic quantity, or algebraic signed quantity deter-
mined by two rays emanating from a common point or by two planes emanating
from a common line. {'ap-gol}

angle bisection The division of an angle by a line or plane into two equal angles.
{ 'ap-gol b1'sek-shon }

angle of contingence For two points on a plane curve, the angle between the tangents
to the curve at those points. { 'ap-gol ov kon'tin-jons }

angle of geodesic contingence For two points on a curve on a surface, the angle of
intersection of the geodesics tangent to the curve at those points. { 'ap-gal ov
Jjé-ajdes-ik kan'tin-jons }

angular distance 1. For two points, the angle between the lines from a point of
observation to the points. 2. The angular difference between two directions,
numerically equal to the angle between two lines extending in the given directions.
3. The arc of the great circle joining two points, expressed in angular units. { 'an-
gyo-lor 'dis-tons }

angular radius For a circle drawn on a sphere, the smaller of the angular distances
from one of the two poles of the circle to any point on the circle. { 'ap-gyo-lor
'rad-é-os }

annihilator For a set S, the class of all functions of specified type whose value is zero
at each point of S. {9'ni-g,lad-or }

annular solid A solid generated by rotating a closed plane curve about a line which
lies in the plane of the curve and does not intersect the curve. { 'an-ya-lor 'sil-od }

annulus The ringlike figure that lies between two concentric circles. { 'an-ya-los}

annulus conjecture For dimension n, the assertion that if f and g are locally flat
embeddings of the (n — 1) sphere, S”"!, in real n space, R", with f(S*!) in the
bounded component of R* — g(S™™ 1), then the closed region in R” bounded by
f(S™ Y and g (S™ 1) is homeomorphic to the direct product of S"~! and the closed
interval [0,1]; it is established for n # 4. { 'an-ya-los kon'jek-chor }

antecedent 1. The numerator of a ratio. 2. The first of the two statements in an
implication. 3. For an integer, n, that is greater than 1, the preceding integer,
n — 1. {'an-to,séd-ont }

antiautomorphism An antiisomorphism of a ring, field, or integral domain with itself.
{ ,an-te,od-o'mor fiz-om }

antichain 1. A subset of a partially ordered set in which no pair is a comparable pair.
2. See Sperner set. { 'an-té,chan }

anticlastic Having the property of a surface or portion of a surface whose two principal
curvatures at each point have opposite signs, so that one normal section is concave
and the other convex. {an-téklas-tik }
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anticommutative operation A method of combining two objects, a - b, such that
a-b=—">b-a {,antekim-yotadiv dp-o'ra-shon }

anticommutator The anticommutator of two operators, A and B, is the operator
AB + BA. {,an-té'kdm-yo tad-or }

anticommute Two operators anticommute if their anticommutator is equal to zero.
{ ,an-té-ko'myriit }

anticosecant See arc cosecant. { ,an-té-ko'sé kant }

anticosine See arc cosine. { an-te'ko,sin }

anticotangent See arc contangent. { ,an-té-ko'tan-jont }

antiderivative See indefinite integral. { jan-té-dijriv-od-iv }

anti-isomorphism A one-to-one correspondence between two rings, fields, or integral
domains such that, if £’ corresponds to  and y' corresponds to y, then ' + y
corresponds to x + y, but y'x’ corresponds to xy. { an-téi-so'mor, fiz-om }

antilog See antilogarithm. { 'an-ti,l4g }

antilogarithm For a number x, a second number whose logarithm equals x. Abbrevi-
ated antilog. Also known as inverse logarithm. { |an-ti'lig-o rith-om }

antiparallel Property of two nonzero vectors in a vector space over the real numbers
such that one vector equals the product of the other vector and a negative number.
{ |an-té'par-o,lel }

antiparallel lines Two lines that make equal angles in opposite order with two specified
lines. {,an-tépar-o lel 'Iinz }

antipodal points The points at opposite ends of a diameter of a sphere. { anjtip-od-
al 'poins }

antisecant See arc secant. { ,an-té'sé kant }

antisine See arc sine. { an-té'sin }

antisymmetric determinant The determinant of an antisymmetric matrix. Also known
as skew-symmetric determinant. { ,an-té-so,me-trik di'tor-mo-nont }

antisymmetric dyadic A dyadic equal to the negative of its conjugate. { jan-té-sijme-
trik di'ad-ik }

antisymmetric matrix A matrix which is equal to the negative of its transpose. Also
known as skew matrix; skew-symmetric matrix. { jan-té-sijme-trik 'ma-triks }

antisymmetric relation A relation, which may be denoted e, among the elements of
aset such thatifa € band b € athen a = b. { ant-i-sijme-trik ri'la-shon }

antisymmetric tensor A tensor in which interchanging two indices of an element
changes the sign of the element. { |an-té-sijme-trik 'ten-sor }

antitangent See arc tangent. { an-té'tan-jont }

antithetic variable One of two random variables having high negative correlation, used
in the antithetic variate method of estimating the mean of a series of observations.
{ jJan-téjthed-ik 'ver-&-a-bal }

apex 1. The vertex of a triangle opposite the side which is regarded as the base.
2. The vertex of a cone or pyramid. {'a,peks }

Apolionius’ problem The problem of constructing a circle that is tangent to three
given circles. { ,ap-9]lon-é-9s jpriab-lom }

a posteriori probability See empirical probability. {}a ,pé,stir-é'or,é priab-o'bil-od-€ }

apothem The perpendicular distance from the center of a regular polygon to one of
its sides. Also known as short radius. { 'ap-o,them }

applicable surfaces Surfaces such that there is a length-preserving map of one onto
the other. {|ap-lo-ka-bol 'sor-fos-oz }

approximate 1. To obtain a result that is not exact but is near enough to the correct
result for some specified purpose. 2. To obtain a series of results approaching
the correct result. { o'prik-so,mat }

approximate reasoning The process by which a possibly imprecise conclusion is
deduced from a collection of imprecise premises. { ojpriks-o-mat 'réz-on-ip }

approximation 1. A result that is not exact but is near enough to the correct result
for some specified purpose. 2. A procedure for obtaining such aresult. { ojprik-
soma-shen }

approximation property The property of a Banach space, B, in which compact sets
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a priori

are approximately finite-dimensional in the sense that, for any compact set, K,
continuous linear transformations, L, from K to finite-dimensional subspaces of
B can be found with arbitrarily small upper bounds on the norm of L(x) — x for
all points x in K. { o,prék-so'ma-shon ,priap-ord-é }

a priori Pertaining to deductive reasoning from assumed axioms or supposedly self-
evident principles, supposedly without reference to experience. {|a préjor-e }

a priori probability See mathematical probability. {|a prejor-é ,prib-a'bil-od-€ }

arabic numerals The numerals 0, 1, 2, 3,4, 5,6, 7, 8, and 9. Also known as Hindu-
Arabic numerals. {'ar-o-bik 'niim-rslz }

arbilos A plane figure bounded by a semicircle and two smaller semicircles which
lie inside the larger semicircle, have diameters along the diameter of the larger
semicircle, and are tangent to the larger semicircle and to each other. Also known
as shoemaker’s knife. { 'dr-bi1os }

arc 1. A continuous piece of the circumference of a circle. Also known as circular
arc. 2. See edge. {érk}

arc cosecant Also known as anticosecant; inverse cosecant. 1. For a number x, any
angle whose cosecant equals x. 2. For a number x, the angle between —m/2
radians and /2 radians whose cosecant equals x; it is the value at x of the inverse
of the restriction of the cosecant function to the interval between —m/2 and w/2.
{ 'ark ko'se kant }

arc cosine Also known as anticosine; inverse cosine. 1. For a number x, any angle
whose cosine equals x. 2. For a number x, the angle between 0 radians and =
radians whose cosine equals «x; it is the value at x of the inverse of the restriction
of the cosine function to the interval between 0 and m. { 'drk 'ko,sin }

arc cotangent Also known as anticotangent; inverse cotangent. 1. For a number z,
any angle whose cotangent equals x. 2. For a number x, the angle between 0
radians and = radians whose cotangent equals z; it is the value at x of the inverse
of the restriction of the cotangent function to the interval between 0 and w. { 'drk
ko'tan-jont }

arc-disjoint paths In a graph, two paths with common end points that have no arcs
in common. { irk'dis,joint pathz }

Archimedean ordered field A field with a linear order that satisfies the axiom of
Archimedes. {  drk-ojmé-dé-on jord-ord 'feld }

Archimedean solid One of 13 possible solids whose faces are all regular polygons,
though not necessarily all of the same type, and whose polyhedral angles are all
equal. Also known as semiregular solid. { jir-kojméd-&-on 'sdl-od }

Archimedean spiral A plane curve whose equation in polar coordinates (7, 0) is 1 =
a™0, where a and m are constants. { dr-kajméd-&-on 'spi-ral }

Archimedes’ axiom See axiom of Archimedes. { jir-kojméd, éz 'ak-sé-om }

Archimedes’ problem The problem of dividing a hemisphere into two parts of equal
volume with a plane parallel to the base of the hemisphere; it cannot be solved
by Euclidean methods. { jdr-kojméd,éz 'priab-lom }

Archimedes’ spiral See spiral of Archimedes. { |ir-koméd'éz 'spi-ral }

arc-hyperbolic cosecant For a number, x, not equal to zero, the number whose hyper-
bolic cosecant equals x; it is the value at x of the inverse of the hyperbolic cosecant
function. Also known as inverse hyperbolic cosecant. {}ark  hi-por béil-ik
ko'se kant }

arc-hyperbolic cosine Also known as inverse hyperbolic cosine. 1. For a number,
x, equal to or greater than 1, either of the two numbers whose hyperbolic cosine
equals x. 2. For a number, x, equal to or greater than 1, the positive number
whose hyperbolic cosine equals x; it is the value at x of the restriction of the
inverse of the hyperbolic cosine function to the positive numbers. {  drk  hi-
por,bél-ik 'ko,sin }

arc-hyperbolic cotangent For a number, x, with absolute value greater than 1, the
number whose hyperbolic cotangent equals x; it is the value at x of the inverse of
the hyperbolic cotangent function. Also known as inverse hyperbolic cotangent.
{ ,ark hi-porbil-ik ko'tan-jont }
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arc-hyperbolic secant Also known as inverse hyperbolic secant. 1. For a number,
x, equal to or greater than 0 and equal to or less than 1, either of the two numbers
whose hyperbolic secant equals x. 2. For a number, x, equal to or greater than
0, and equal to or less than 1, the positive number whose hyperbolic cosecant
equals x; it is the value at x of the restriction of the hyperbolic secant function to
the positive numbers. { drk hi-porbil-ik 'sé kant }

arc-hyperbolic sine For a number, x, the number whose hyperbolic sine equals x; it
is the value at x of the inverse of the hyperbolic sine function. Also known as
inverse hyperbolic sine. {  drk hi-porbil-ik 'sin }

arc-hyperbolic tangent For a number, x, with absolute value less than 1, the number
whose hyperbolic tangent equals ; it is the value at « of the inverse of the hyperbolic
tangent function. Also known as inverse hyperbolic tangent. { &rk hi-porbil-
ik 'tan-jont }

arcmin See minute.

arc secant Also known as antisecant; inverse secant. 1. For a number x, any angle
whose secant equals . 2. For a number x, the angle between 0 radians and
radians whose secant equals x; it is the value at x of the inverse of the restriction
of the secant function to the interval between 0 and m. { |ark 'sé kant }

arc sine Also known as antisine; inverse sine. 1. For a number x, any angle whose
sine equals x. 2. For a number x, the angle between —/2 radians and /2 radians
whose sine equals x; it is the value at x of the inverse of the restriction of the sine
function to the interval between —n/2 and ©/2. {jirk ;sin }

arc sine transformation A technique used to convert data made up of frequencies or
proportions into a form that can be analyzed by analysis of variance or by regression
analysis. { jirk jsin tranz-for'ma-shon }

arc tangent Also known as antitangent; inverse tangent. 1. For a number x, any
angle whose tangent equalsx. 2. For anumber x, the angle between —=/2 radians
and 7/2 radians whose tangent equals z; it is the value at x of the inverse of the
restriction of the tangent function to the interval between —m/2 and w/2. {ark
'tan-jont }

arcwise-connected set A set in which each pair of points can be joined by a simple
arc whose points are all in the set. Also known as path-connected set; pathwise-
connected set. { 'drk,wiz konek-tod 'set }

area A measure of the size of a two-dimensional surface, or of a region on such a
surface. {'er-é-o}

area sampling A method in which the area to be sampled is subdivided into smaller
blocks which are selected at random and then subsampled or fully surveyed;
method is used when a complete frame of reference is not available. {|er-&-o
'samp-lin) )

Argand diagram A two-dimensional Cartesian coordinate system for representing the
complex numbers, the number x + 4y being represented by the point whose
coordinates are x and y. { 'drgin 'di-o,gram }

Arguesian plane See Desarguesian plane. { drjgesh-on 'plan }

argument See amplitude; independent variable. { 'dr-gyo-mont }

arithlog paper Graph paper marked with a semilogarithmic coordinate system.
{ o'rith lag ,pa-por }

arithmetic Addition, subtraction, multiplication, and division, usually of integers, ratio-
nal numbers, real numbers, or complex numbers. { o'rith-mo,tik }

arithmetical addition The addition of positive numbers or of the absolute values of
signed numbers. {a-rithjmed-a-kal a'dish-an }

arithmetic average See arithmetic mean. { a-rithjmed-ik 'av-rij }

arithmetic-geometric mean For two positive numbers a, and b;, the common limit of
the sequences {a,} and {b,} defined recursively by the equations a,,; = Y»(a, +
b, and b,,; = (a,b,)"2 {la-rithimed-ik jé-o!me-trik 'men }

arithmetic mean The average of a collection of numbers obtained by dividing the sum
of the numbers by the quantity of numbers. Also known as arithmetic average;
average (av). {,a-rithjmed-ik 'meén }
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arithmetic progression

arithmetic progression A sequence of numbers for which there is a constant d such
that the difference between any two successive terms is equal to d. Also known
as arithmetic sequence. { a-rithjmed-ik pro'gresh-on }

arithmetic sequence See arithmetic progression. {|a-rithjmed-ik 'sé-kwons }

arithmetic series A series whose terms form an arithmetic progression. { ja-rithjmed-
ik sir,ez }

arithmetic sum 1. The result of the addition of two or more positive quantities.
2. The result of the addition of the absolute values of two or more quantities.
{ ja-rithjmed-ik 'som }

arithmetization 1. The study of various branches of higher mathematics by methods
that make use of only the basic concepts and operations of arithmetic. 2. Repre-
sentation of the elements of a finite or denumerable set by nonnegative integers.
Also known as Godel numbering. { 9,rith-mad-9'za-shon }

arm A side of an angle. {arm }

array The arrangement of a sequence of items in statistics according to their values,
such as from largest to smallest. {o'ra}

Artinian ring A ring is Artinian on left ideals (or right ideals) if every descending
sequence of left ideals (or right ideals) has only a finite number of distinct members.
{ arjtin-&-on 'rip }

ascending chain condition The condition on a ring that every ascending sequence of
left ideals (or right ideals) has only a finite number of distinct members. { 9,sen-
dip 'chan kon,dish-on }

ascending sequence 1. A sequence of elements of a partially ordered set such that
each member of the sequence is equal to or less than the following one. 2. In
particular, a sequence of sets such that each member of the sequence is a subset
of the following one. {9,sen-dip 'sé-kwons }

ascending series 1. A series each of whose terms is greater than the preceding term.
2. See power series. { 9'send-ip 'sir-éz }

Ascoli’s theorem The theorem that a set of uniformly bounded, equicontinuous, real-
valued functions on a closed set of a real Euclidean n-dimensional space contains a
sequence of functions which converges uniformly on compact subsets. { as'ko,léz
,thir-om }

associate curve See Bertrand curve. {9'so-sé-ot korv}

associated prime ideal A prime ideal / in a commutative ring R is said to be associated
with a module M over R if there exists an element x in M such that I is the
annihilator of x. {9'so-s€,ad-od 'prim ,1-d€l }

associated radii of convergence For a power series in n variables, 2, . . ,2,, any set
of numbers, 7, . .., 7, such that the series converges when |z;| < r;, i =1,..,
n, and diverges when |2;| >, =1,..,n. {9lso-sé,ad-od rad-deiov kon'var-jons }

associated tensor A tensor obtained by taking the inner product of a given tensor
with the metric tensor, or by performing a series of such operations. { o's6-sé,ad-
ad 'ten-sor }

associate matrix See Hermitian conjugate. {9's6-sé-ot 'ma-triks }

associate operator See adjoint operator. { o'so6-sé-ot 'dp-o,rad-or }

associates Two elements x and y in a commutative ring with identity such that x =
ay, where a is a unit. Also known as equivalent elements. { 9's6-sé-otz }

associative algebra An algebra in which the vector multiplication obeys the associative
law. {9o'so-s€,ad-iv 'al-jo-bro }

associative law For a binary operation that is designated °, the relationship expressed
byac®eoc)=(a°b)oc ({9'so-sead-iv'lo}

astroid A hypocycloid for which the diameter of the fixed circle is four times the
diameter of the rolling circle. { 'a,stroid }

asymptote 1. A line approached by a curve in the limit as the curve approaches infinity.
2. The limit of the tangents to a curve as the point of contact approaches infinity.
{ 'as-om,tot }

asymptotic curve A curve on a surface whose osculating plane at each point is the
same as the tangent plane to the surface. {asim'tid-ik 'korv }
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asymptotic directions For a hyperbolic point on a surface, the two directions in which
the normal curvature vanishes; equivalently, the directions of the asymptotic curves
passing through the point. {,a-sim'tid-ik do'rek-shonz }

asymptotic efficiency The efficiency of an estimator within the limiting value as the
size of the sample increases. { ,a-sim'tidd-ik o'fish-on-sé }

asymptotic expansion A series of the form a, + (a/x) + (ay/x®) + - - - + (a,/x,)
+ - - - is an asymptotic expansion of the function f(x) if there exists a number N
such that for all n > N the quantity x,[f(x) — S,.(x)] approaches zero as x
approaches infinity, where S,,(x) is the sum of the first » terms in the series. Also
known as asymptotic series. {a,sim'tid-ik ik'span-shon }

asymptotic formula A statement of equality between two functions which is not a true
equality but which means the ratio of the two functions approaches 1 as the variable
approaches some value, usually infinity. { a,sim'tdd-ik 'for-myo-1o }

asymptotic series See asymptotic expansion. { a,sim'téd-ik 'sir-éz }

asymptotic stability The property of a vector differential equation which satisfies the
conditions that (1) whenever the magnitude of the initial condition is sufficiently
small, small perturbations in the initial condition produce small perturbations in
the solution; and (2) there is a domain of attraction such that whenever the initial
condition belongs to this domain the solution approaches zero at large times.
{ a,sim'tidd-ik sto'bil-od-€ }

atlas An atlas for a manifold is a collection of coordinate patches that covers the
manifold. {'at-los}

atom An element, A, of a measure algebra, other than the zero element, which has
the property that any element which is equal to or less than A is either equal to
A or equal to the zero element. {'ad-om }

augend A quantity to which another quantity is added. {'o,jond }

augmented matrix The matrix of the coefficients, together with the constant terms,
in a system of linear equations. {'0g-men-tod 'ma-triks }

autocorrelation In a time series, the relationship between values of a variable taken
at certain times in the series and values of a variable taken at other, usually earlier
times. {}od-0 kir-9'la-shon }

autocorrelation function For a specified function f (%), the average value of the product
f@f( — 7), where 7 is a time-delay parameter; more precisely, the limit as T
approaches infinity of 1/(27) times the integral from —7 to T of F(?)f(t — T) dt.
{ |0d-0,kir-o'la-shon fupk-shon }

automata theory A theory concerned with models used to simulate objects and proc-
esses such as computers, digital circuits, nervous systems, cellular growth and
reproduction. { 0'tdm-od-o 'thé-o-ré }

automorphism An isomorphism of an algebraic structure with itself. {|od-6'mor
fiz-om }

autoregressive series A function of the form f(t) = a,f (¢t — 1) + axf(t — 2) +
-+ + a,f (t — m)+ k, where k is any constant. {}od-o-rijgres-iv 'sir-éz }

auxiliary equation The equation that is obtained from a given linear differential equation
by replacing with zero the term that involves only the independent variable. Also
known as reduced equation. { 0gjzil-yo-re i'kwa-zhon }

av See arithmetic mean.

average See arithmetic mean. { 'av-rij }

average curvature For a given arc of a plane curve, the ratio of the change in inclination
of the tangent to the curve, over the arc, to the arc length. { jav-rij 'korv-o-cher }

average deviation In statistics, the average or arithmetic mean of the deviation, taken
without regard to sign, from some fixed value, usually the arithmetic mean of the
data. Abbreviated AD. Also known as mean deviation. { 'av-rij ,dé-vé'a-shon }

axial symmetry Property of a geometric configuration which is unchanged when rotated
about a given line. {'ak-sé-ol 'sim-o-tré }

axiom Any of the assumptions upon which a mathematical theory (such as geometry,
ring theory, and the real numbers) is based. Also known as postulate. { 'ak-
sé-om }
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axiom of Archimedes The postulate that if x is any real number, there exists an integer
n such that n is greater than x. Also known as Archimedes’ axiom. { jak-sé-om
ov drk-o'me,déez }

axiom of choice The axiom that for any family A of sets there is a function that assigns
to each set S of the family A a member of S. {}ak-sé-om av 'chois }

axis 1. In a coordinate system, the line determining one of the coordinates, obtained
by setting all other coordinates to zero. 2. A line of symmetry for a geometric
figure. 3. For a cone whose base has a center, a line passing through this center
and the vertex of the cone. {'ak-sas}

axis of abscissas The horizontal or x axis of a two-dimensional Cartesian coordinate
system, parallel to which abscissas are measured. { 'ak-sos ov ab'sis-oz }

axis of ordinates The vertical or y axis of a two-dimensional Cartesian coordinate
system, parallel to which ordinates are measured. { 'ak-sos ov 'ord-nots }

14



backward difference One of a series of quantities obtained from a function whose
values are known at a series of equally spaced points by repeatedly applying the
backward difference operator to these values; used in interpolation and numerical
calculation and integration of functions. {bak-waord 'dif-rans }

backward difference operator A difference operator, denoted V, defined by the equation
Vf(x) = f(x) — f(x — h), where h is a constant denoting the difference between
successive points of interpolation or calculation. { bak-word |dif-roans 'dp-
orad-or }

Baire function The smallest class of functions on a topological space which contains
the continuous functions and is closed under pointwise limits. { 'ber ,fopk-shon }

Baire measure A measure defined on the class of all Baire sets such that the measure
of any closed, compact set is finite. { 'ber mezh-or }

Baire’s category theorem The theorem that a complete metric space is of second
category; equivalently, the intersection of any sequence of open dense sets in a
complete metric space is dense. { |berz 'kad-9,gor-é  thir-om }

Baire set A member of the smallest sigma algebra containing all closed, compact
subsets of a topological space. { 'ber set }

Baire space A topological space in which every countable intersection of dense, open
subsets is dense in the space. { 'ber ,spas }

balanced digit system A number system in which the allowable digits in each position
range in value from —n to n, where n is some positive integer, and n + 1 is greater
than one-half the base. { 'bal-onst 'dij-ot ,sis-tom }

balanced incomplete block design For positive integers b, v, 7, k, and \, an arrangement
of v elements into b subsets or blocks so that each block contains exactly k distinct
elements, each element occurs in 7 blocks, and every combination of two elements
occurs together in exactly A blocks. Also known as (b,v,7;k,\)-design. { bal-anst
Jig-kom,plét 'blék di,zin }

balanced range of error A range of error in which the maximum and minimum possible
errors are opposite in sign and equal in magnitude. { 'bal-onst jranj ov 'er-or }

balanced set A set S in a real or complex vector space X such that if x is in S and
la| = 1, then ax is in S. { 'bal-onst ,set }

balance equation An equation expressing a balance of quantities in the sense that the
local or individual rates of change are zero. { 'bal-ons i'kwa-zhon }

Banach algebra An algebra which is a Banach space satisfying the property that for
every pair of vectors, the norm of the product of those vectors does not exceed
the product of their norms. { 'béd nik 'al-jo-bro }

Banach’s fixed-point theorem A theorem stating that if a mapping f* of a metric space
E into itself is a contraction, then there exists a unique element x of E such that
f(@) = x. Also known as Caccioppoli-Banach principle. { bdniks  fikst point
'thir-om }

Banach space A real or complex vector space in which each vector has a non-negative
length, or norm, and in which every Cauchy sequence converges to a point of the
space. Also known as complete normed linear space. { 'bdnik ,spas }

Banach-Steinhaus theorem If a sequence of bounded linear transformations of a



Banach-Tarski paradox

Banach space is pointwise bounded, then it is uniformly bounded. { banik
istin,haus thir-om }

Banach-Tarski paradox A theorem stating that, for any two bounded sets, with interior
points in a Euclidean space of dimension at least three, one of the sets can be
disassembled into a finite number of pieces and reassembled to form the other
set by moving the pieces with rigid motions (translations and rotations). { jbd,nik
itar-ske 'par-o,diks }

bar chart See bar graph. { 'bir chért }

bar graph A diagram of frequency-table data in which a rectangle with height propor-
tional to the frequency is located at each value of a variate that takes only certain
discrete values. Also known as bar chart; rectangular graph. { 'bir graf }

Bartlett’s test A method to test for the equalities of variances from a number of
independent normal samples by testing the hypothesis. { 'birt-lots test }

barycenter The center of mass of a system of finitely many equal point masses distrib-
uted in euclidean space in such a way that their position vectors are linearly
independent. { 'bar-o,sen-tor }

barycentric coordinates The coefficients in the representation of a point in a simplex as
alinear combination of the vertices of the simplex. { bar-o'sen-trik ko'ord-on,ots }

base 1. A side or face upon which the altitude of a geometric configuration is thought
of as being constructed. 2. For a logarithm, the number of which the logarithm
is the exponent. 3. For a number system, the number whose powers determine
place value. 4. For a topological space, a collection of sets, unions of which
form all the open sets of the space. {bas}

base angle Either of the two angles of a triangle that have the base for a side. { 'bas
an-gal }

base for the neighborhood system See local base. { |bas for tho 'na-bar,hud sis-tom }

base notation See radix notation. { 'bas no'ta-shon }

base period The period of a year, or other unit of time, used as a reference in
constructing an index number. Also known as base year. {'bas ,pir-é-od }

base space of a bundle The topological space B in the bundle (E,p,B). { bas ,spas
ov 9 'bon-dal; }

base vector One of a set of linearly independent vectors in a vector space such that
each vector in the space is a linear combination of vectors from the set; that is,
a member of a basis. { 'bas ,vek-tor}

base year See base period. {'bas yir }

base-year method See Laspeyre’s index. { bas yir 'meth-ad }

basic solution In bifurcation theory, a simple, explicitly known solution of a nonlinear
equation, in whose neighborhood other solutions are studied. { 'ba-sik so'lii-shon }

basis A set of linearly independent vectors in a vector space such that each vector
in the space is a linear combination of vectors from the set. { 'ba-sas }

Bayes decision rule A decision rule under which the strategy chosen from among
several available ones is the one for which the expected value of payoff is the
greatest. { 'baz di'sizh-on ril}

Bayesian statistics An approach to statistics in which estimates are based on a synthe-
sis of a prior distribution and current sample data. { baz-&-on sto'tis-tiks }

Bayesian theory A theory, as of statistical inference or decision making, in which
probabilities are associated with individual events or statements rather than with
sequences of events. { 'baz-&-on ,thé-o-ré}

Bayes rule The rule that the probability P(E;|A) of some event E;, given that another
event A has been observed, is P(E;)P (A|E;)/P(A), where P(E;) is the prior probabil-
ity of E;, determined either objectively or subjectively, and P(A), the probability
of A, is given by the sum over all possible events E; of the quantity P(E;)P(A |E,~).
{ 'baz ril }

Bayes’ theorem A theorem stating that the probability of a hypothesis, given the
original data and some new data, is proportional to the probability of the hypothesis,
given the original data only, and the probability of the new data, given the original
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beta distribution

data and the hypothesis. Also known as inverse probability principle. { baz
'thir-om }

Behrens-Fisher problem The problem of calculating the probability of drawing two
random samples whose means differ by some specified value (which may be zero)
from normal populations, when one knows the difference of the means of these
populations but not the ratio of their variances. { |ber-onz fish-or ,priab-lom }

bei function One of the functions that is defined by ber,(z) * ¢ bei(z) =
J,(2e*""), where J, is the nth Bessel function. { 'bl ,fopk-shon }

Bell numbers The numbers, B,, that count the total number of partitions of a set with
n elements. { 'bel nom-borz }

bell-shaped curve The curve representing a continuous frequency distribution with a
shape having the overall curvature of the vertical cross section of a bell; usually
applied to the normal distribution. { bel |shapt 'korv }

ber function One of the functions defined by ber,(2) * 1 bei,(2) = J,(ze*>™"*), where
J, is the nth Bessel function. { 'ber ,fopk-shon }

Bernoulli differential equation See Bernoulli equation. { ber nii-lé or jber-niijyée ,dif-
9'ren-chal i'kwa-zhon }

Bernoulli distribution See binomial distribution. { ber,nii-lé dis-tro'byii-shon }

Bernoulli equation A nonlinear first-order differential equation of the form (dy/dx) +
yf (@) = y"g(x), where n is a number different from unity and f and g are given
functions. Also known as Bernoulli differential equation. { bernii-lé i'kwa-
zhon }

Bernoulli experiments See binomial trials. { barjnii-lé ik sper-o-mans }

Bernoulli number The numerical value of the coefficient of #*"/(2n)! in the expansion
of xe*/(e*—1). {bernii-leé ,nom-bor }

Bernoulli polynomial The nth such polynomial is

n
n
Bkzn—lc
20

where (:) is a binomial coefficient, and B, is a Bernoulli number. { ber nii-lé ,pal-

9'no-me-al }

Bernoulli’s lemniscate A curve shaped like a figure eight whose equation in rectangular
coordinates is expressed as (x° + y%)? = a*(@®> — ¥?). {bernii-léz lem'nis-kat }

Bernoulli theorem See law of large numbers. { bernii-lé 'thir-om }

Bernoulli trials See binomial trials. { bor'niil-é ,trilz }

Bertrand curve One of a pair of curves having the same principal normals. Also
known as associate curve; conjugate curve. { 'ber trind korv }

Bertrand’s postulate The proposition that there exists at least one prime number
between any integer greater than three and twice the integer minus two. { 'ber
\trénz 'pds-cho-lot }

Bessel equation The differential equation 2f" (2) + 2f'(2) + (2> — n*)f () = 0. { 'bes-
al i'kwa-zhaon }

Bessel function A solution of the Bessel equation. Also known as cylindrical function.
Symbolized J,,(2). { 'bes-al [fopk-shon }

Bessel inequality The statement that the sum of the squares of the inner product of
a vector with the members of an orthonormal set is no larger than the square of
the norm of the vector. { 'bes-al ,in-&'kwil-od-€ }

Bessel transform See Hankel transform. { 'bes-al 'tranz form }

best estimate A term applied to unbiased estimates which have a minimum variance.
{ best 'es-to-mat }

best fit See goodness of fit. { best 'fit }

beta coefficient Also known as beta weight. 1. One of the coefficients in a regression
equation. 2. A moment ratio, especially one used to describe skewness and
kurtosis. { 'bad-o ko-a'fish-ont }

beta distribution The probability distribution of a random variable with density function
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f@) = [*7'(1 — 2)*7Y)/B(o,B), where B represents the beta function, « and B are
positive real numbers, and 0 < x < 1. Also known as Pearson Type I distribution.
{ 'bad-o dis-tro'byii-shon }

beta function A function of two positive variables, defined by

1
B(m,n) = Jx’”’l 1 - x2)" ldx
0

{ 'bad-o ,fonk-shon }

beta random variable A random variable whose probability distribution is a beta
distribution. {bad-o ran-dom 'ver-€-a-bal }

beta weight See beta coefficient. {'bad-o ,wat }

Betti group See homology group. { 'bat-té ,griip }

Betti number See connectivity number. { 'bat-té nom-bor }

Bézier curve A simple smooth curve whose shape is determined by a mathematical
formula from the locations of four points, the two end points of the curve and
two interior points. { baz-ya 'korv }

Bézout domain An integral domain in which all finitely generated ideals are principal.
{ ba,zo do,man }

Bézout’s theorem The theorem that the product of the degrees of two algebraic
plane curves that lack a common component equals the number of their points
of intersection, counted to the degree of their multiplicity, including points of
intersection at infinity. { 'ba,zoz ,thir-om }

Bianchi identity A differential identity satisfied by the Riemann curvature tensor: the
antisymmetric first covariant derivative of the Riemann tensor vanishes identically.
{ 'byédp-ke 1'den-od-€ }

bias In estimating the value of a parameter of a probability distribution, the difference
between the expected value of the estimator and the true value of the parameter.
{ 'b1-0s }

biased sample A sample obtained by a procedure that incorporates a systematic error
introduced by taking items from a wrong population or by favoring some elements
of a population. { bi-ast 'sam-pal }

biased statistic A statistic whose expected value, as obtained from a random sampling,
does not equal the parameter or quantity being estimated. { 'bT-ost sto'tis-tik }

bias error A measurement error that remains constant in magnitude for all observations;
a kind of systematic error. { 'bi-os er-or}

bicompact set See compact set. { bi'kdm,pakt |set }

biconditional operation A logic operator on two statements P and Q whose result is
true if P and Q are both true or both false, and whose result is false otherwise.
Also known as if and only if operation; match. { |bi-kan,dish-an-al ,dp-a'ra-shan }

biconditional statement A statement that one of two propositions is true if and only
if the other is true. { bi-kon,dish-on-al 'stat-mont }

biconnected graph A connected graph in which two points must be removed to
disconnect the graph. { bi-ko'nek-tod 'graf }

bicontinuous function See homeomorphism. { bi-kon'tin-yo-wos 'fopk-shon }

bicorn A plane curve whose equation in cartesian coordinates x and y is (¢ + 2ay —
a?)? = y*(a®> — 2%), where a is a constant. { 'bikorn }

Bieberbach conjecture The proposition, proven in 1984, that if a function f(2) is
analytic and univalent in the unit disk, and if it has the power series expansion
2+ a2’ + a,’ + -+, then, forallm (n = 2, 3, . . .), the absolute value of a,, is equal
to or less than n. { 'bé-b9,bik kan,jek-char }

Bienayme-Chebyshev inequality The probability that the magnitude of the difference
between the mean of the sample values of a random variable and the mean of the
variable is less than st, where s is the standard deviation and ¢ is any number
greater than 1, is equal to or greater than 1 — (1/t%). {!b&nim-s cha-bi'shof ,in-
i'kwal-od-€ }

bifurcation The appearance of qualitatively different solutions to a nonlinear equation
as a parameter in the equation is varied. { bi-for'ka-shon }
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bifurcation theory The study of the local behavior of solutions of a nonlinear equation
in the neighborhood of a known solution of the equation; in particular, the study
of solutions which appear as a parameter in the equation is varied and which at
first approximate the known solution, thus seeming to branch off from it. Also
known as branching theory. { bi-for'ka-shon thé-o-ré}

bigraded module A collection of modules E, indexed by pairs of integers s and ¢,
with each module over a fixed principal ideal domain. { |bi,grad-ad ,mgj-al }

biharmonic function A solution to the partial differential equation A*u(x,y,2) = 0,
where A is the Laplacian operator; occurs frequently in problems in electrostatics.
{ bI-hér'mén-ik 'fogk-shon }

bijection A mapping f from a set A onto a set B which is both an injection and a
surjection; that is, for every element b of B there is a unique element a of A for
which f(a) = b. Also known as bijective mapping. { 'bi,jek-shon }

bijective mapping See bijection. { b1'jek-tiv 'map-ip }

bilateral Laplace transform A generalization of the Laplace transform in which the
integration is done over the negative real numbers as well as the positive ones.
{ bi'lad-a-ral 1a'plés 'tranz,form }

bilinear concomitant An expression B(u,v), where u, v are functions of x, satisfying
vL(u) — uL(v) = (d/dx) - B(u,v), where L, L are given adjoint differential equations.
{ bT'lin-é-or kon'kam-o-tont }

bilinear expression An expression which is linear in each of two variables separately.
{ br'lin-&-or ik'spresh-on }

bilinear form 1. A polynomial of the second degree which is homogeneous of the first
degree in each of two sets of variables; thus, it is a sum of terms of the form
a;x:y;, where xy, ..., x, and yi, ..., ¥, are two sets of variables and the a,; are
constants. 2. More generally, a mapping f(x, ¥) from E X F into R, where R is
a commutative ring and £ X F'is the Cartesian product of two modules E and
F over R, such that for each «x in E the function which takes y into f(x, ¥) is linear,
and for each y in F the function which takes x into f(x, y) is linear. { bilin-é-
ar 'form }

bilinear transformations See Mobius transformations. { bi'lin-é-or tranz-for'ma-
shonz }

billion 1. The number 10°. 2. In British usage, the number 10'2. { 'bil-yon }

bimodal distribution A probability distribution with two different values that are mark-
edly more frequent than neighboring values. { bI-mod-al di-stra'byii-shon }

binary notation See binary number system. { 'bin-o-ré no'ta-shon }

binary number A number expressed in the binary number system of positional notation.
{ 'bIn-o-ré 'mom-bor }

binary number system A representation for numbers using only the digits 0 and 1 in
which successive digits are interpreted as coefficients of successive powers of the
base 2. Also known as binary notation; binary system; dyadic number system.
{ 'bIn-o-ré 'mom-bor ,sis-tom }

binary numeral One of the two digits 0 and 1 used in writing a number in binary
notation. { 'biner-é 'nim-ral }

binary operation A rule for combining two elements of a set to obtain a third element
of that set, for example, addition and multiplication. { 'bin-o-ré 4p-o'ra-shon }

binary quantic A quantic that contains two variables. { bin-o-ré 'kwin-tik }

binary sequence A sequence, every element of whichis 0 or 1. { ,bin-o-ré 'sé-kwons }

binary system See binary number system. { 'bIn-o-ré 'sis-tom }

binary-to-decimal conversion The process of converting a number written in binary
notation to the equivalent number written in ordinary decimal notation. { 'bin-o-
ré to 'des-mol kon'var-zhon }

binary tree A rooted tree in which each vertex has a maximum of two successors.
{ "bin-o-ré 'tre }

binomial A polynomial with only two terms. { bi'no-meé-al}

binomial array See Pascal’s triangle. { bI'no-mé-al 9'ra }

binomial coefficient A coefficient in the expansion of (x + y)", where n is a positive
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integer; the (k + 1)st coefficient is equal to the number of ways of choosing

k objects out of n without regard for order. Symbolized (Z), 2Cr; C(n,k); Cy.

{ bI'no-mé-al ko-o'fish-ont }

binomial differential A differential of the form 2”(a + bax?)"dx, where p, q, r are integers.
{ bI'no-mé-al ,dif-a'ren-chal }

binomial distribution The distribution of a binomial random variable; the distribution

(n,p) is given by P(B = r) = (:f) pq"",p + q = 1. Also known as Bernoulli

distribution. { bi'no-mé-al ,dis-tro'byii-shon }
binomial equation An equation having the formx™ —a = 0. { bI'no-mé-ali'kwa-zhon }
binomial expansion See binomial series. { bi'no-mé-al ik'span-shon }
binomial law The probability of an event occurring » times in » Bernoulli trials is

equal to (Z) p"(1 — p)"~", where p is the probability of the event. { bI'n6-mé-al 10 }

binomial probability paper Graph paper designed to aid in the analysis of data from
a binomial population, that is, data in the form of proportions or as percentages;
both axes are marked so that the graduations are square roots of the variable.
{ \bI,no-mé-al ,pra-ba'bil-ad-& ,pa-par }

binomial random variable A random variable, parametrized by a positive integer n
and a number p in the closed interval between 0 and 1, whose range is the set

{0, 1, ..., n} and whose value is the number of successes in n independent binomial
trials when p is the probability of success in a single trial. { bino-mé-al ,ran-dom
'ver-&-9-bol }

binomial series The expansion of (x + y)"” when n is neither a positive integer nor
zero. Also known as binomial expansion. { bI'nd-mé-al 'sir-éz }

binomial surd A sum of two roots of rational numbers, at least one of which is an
irrational number. { bi'no-mé-al 'sord }

binomial theorem The rule for expanding (x + y)". {bI'no-mé-al 'thir-om }

binomial trials A sequence of trials, each trial offein that a certain result may or may
not happen. Also known as Bernoulli experiments; Bernoulli trials. { bi'no-me-
al 'trilz }

binomial trials model A product model in which each factor has two simple events
with probabilities p and ¢ = 1 — p. { bI'no-mé-al 'trilz ,mid-al }

binormal A vector on a curve at a point so that, together with the positive tangent
and principal normal, it forms a system of right-handed rectangular Cartesian axes.
{ bi'nor-mal }

binormal indicatrix For a space curve, all the end points of those radii of a unit sphere
that are parallel to the positive directions of the binormals of the curve. Also
known as spherical indicatrix of the binormal. { bi'nor-mal in'dik-o,triks }

biometrician A person skilled in biometry. Also known as biometricist. { bi,dm-
d'trish-on }

biometricist See biometrician. { ,b1-6'me-tro sist }

biometrics The use of statistics to analyze observations of biological phenomena.
{ ,b1-6'me-triks }

biometry The use of statistics to calculate the average length of time that a human
being lives. { bI'dm-o-tré }

biostatistics The use of statistics to obtain information from biological data. { bl
0-sta'tis-tiks }

bipartite cubic The points satisfying the equation > = x(x — a)(x — b). { bI'pér,tit
'kyti-bik }

bipartite graph A linear graph (network) in which the nodes can be partitioned into
two groups G; and G, such that for every arc (¢,7) node ¢ is in G; and node j in
G,. { bT'par,tit 'graf }

bipolar coordinate system 1. A two-dimensional coordinate system defined by the
family of circles that pass through two common points, and the family of circles
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that cut the circles of the first family at right angles. 2. A three-dimensional
coordinate system in which two of the coordinates depend on the x and y coordi-
nates in the same manner as in a two-dimensional bipolar coordinate system and
are independent of the z coordinate, while the third coordinate is proportional to
the z coordinate. { |bi,po-lor ko'ord-on-at ,sis-tom }

biquadratic Any fourth-degree algebraic expression. Also known as quartic. { |bi-
kwa'drad-ik }

biquadratic equation See quartic equation. { |bi-kwo'drad-ik i'kwa-zhon }

biquinary abacus An abacus in which the frame is divided into two parts by a bar
which separates each wire into two- and five-counter segments. { bi'kwin-ao-ré
'ab-o-kos }

biquinary notation A mixed-base notation system in which the first of each pair of
digits counts 0 or 1 unit of five, and the second counts 0, 1, 2, 3, or 4 units. Also
known as biquinary number system. { bi'kwin-o-ré no'ta-shon }

biquinary number system See biquinary notation. { bi'kwin-o-ré 'nom-baor ,sis-tom }

birectangular Property of a geometrical object that has two right angles. { bi-rek'tap-
gya-lor }

Birkhoff-von Neumann theorem The theorem that a matrix is doubly stochastic if and
only if it is a convex combination of permutation matrices. { barhof fon 'noi-
mén thir-om }

birth-death process A method for describing the size of a population in which the
population increases or decreases by one unit or remains constant over short time
periods. { barth \deth ,pri sas }

birth process A stochastic process that defines a population whose members may
have offspring; usually applied to the case where the population increases by one.
{ "borth ,pri,ses }

bisection algorithm A procedure for determining the root of a function to any desired
accuracy by repeatedly dividing a test interval in half and then determining in
which half the value of the function changes sign. { 'bi,sek-shon 'al-go,rith-om }

bisector The ray dividing an angle into two equal angles. { bi'sek-tor }

biserial correlation coefficient A measure of the relationship between two qualities,
one of which is a measurable random variable and the other a variable which is
dichotomous, classified according to the presence or absence of an attribute; not a
product moment correlation coefficient. { |bijsir-&-al kir-9'la-shon ko-9, fish-ont }

bit In a pure binary numeration system, either of the digits 0 or 1. Also known as
bigit; binary digit. { bit }

bitangent See double tangent. { bi'tan-jont }

biunique correspondence A correspondence that is one to one in both directions.
{ bT-yii,nek ,kir-a'span-dans }

bivariate distribution The joint distribution of a pair of variates for continuous or
discontinuous data. { bijver-&-ot ,dis-tro'byii-shon }

Blaschke’s theorem The theorem that a bounded closed convex plane set of width 1
contains a circle of radius 1/3. { 'bliash-koz ,thir-om }

blind trial See double-blind technique. { blind 'tril }

block In experimental design, a homogeneous aggregation of items under observation,
such as a group of contiguous plots of land or all animals in a litter. { blik }

blocking The grouping of sample data into subgroups with similar characteristics.
{ 'blék-ip }

blurring An operation that decreases the value of the membership function of a fuzzy
set if it is greater than 0.5, and increases it if it is less than 0.5. { 'blor-ip }

Bochner integral The Bochner integral of a function, f, with suitable properties, from
a measurable set, A, to a Banach space, B, is the limit of the integrals over A of
a sequence of simple functions, s, from A to B such that the limit of the integral
over A of the norm of f — s, approaches zero. { bak-nor int-i-gral }

body of revolution A symmetrical body having the form described by rotating a plane
curve about an axis in its plane. { 'bdd-& ov rev-a'lii-shon }

Bolyai geometry See Lobachevski geometry. { 'bol-y1 jé'dm-o-tré }
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Bolzano’s theorem

Bolzano’s theorem The theorem that a single-valued, real-valued, continuous function
of a real variable is equal to zero at some point in an interval if its values at the
end points of the interval have opposite sign. { bol'tsidn-6z thir-om }

Bolzano-Weierstrass property The property of a topological space, each of whose
infinite subsets has at least one accumulation point. {boltsidn-6 'vi-orshtris
prép-ord-e }

Bolzano-Weierstrass theorem The theorem that every bounded, infinite set in finite
dimensional Euclidean space has a cluster point. { bol'tsdn-o 'vi-or,shtris
,thir-om }

Boolean algebra An algebraic system with two binary operations and one unary
operation important in representing a two-valued logic. { 'bii-1é-on 'al-jo-bra }
Boolean calculus Boolean algebra modified to include the element of time. { 'bii-lé-

on 'kal-kya-les }

Boolean determinant A function defined on Boolean matrices which depends on the
elements of the matrix in a manner analogous to the manner in which an ordinary
determinant depends on the elements of an ordinary matrix, with the operation
of multiplication replaced by intersection and the operation of addition replaced
by union. { biil-€-on di'ter-ma-nant }

Boolean function A function f(x,y,. . .,2) assembled by the application of the operations
AND, OR, NOT on the variables x, ¥,. . ., 2 and elements whose common domain
is a Boolean algebra. { 'bii-lé-on 'fopk-shon }

Boolean matrix A rectangular array of elements each of which is a member of a
Boolean algebra. { biil-é-on 'ma,triks }

Boolean operation table A table which indicates, for a particular operation on a
Boolean algebra, the values that result for all possible combination of values of
the operands; used particularly with Boolean algebras of two elements which may
be interpreted as “true” and “false.” { biil-€-on ,dp-o'ra-shon ta-bal}

Boolean operator A logic operator that is one of the operators AND, OR, or NOT, or
can be expressed as a combination of these three operators. { biil-€-on 'dp-
o,rad-or }

Boolean ring A commutative ring with the property that for every element a of the
ring, @ X @ = @ and a + a = 0; it can be shown to be equivalent to a Boolean
algebra. { biil-é-on 'rip }

bordering For a determinant, the procedure of adding a column and a row, which
usually have unity as a common element and all other elements equal to zero.
{ "bord-or-ip }

Borel measurable function 1. A real-valued function such that the inverse image of
the set of real numbers greater than any given real number is a Borel set.

2. More generally, a function to a topological space such that the inverse image
of any open set is a Borel set. { bo-rel jmezh-ra-bal 'fonk-shon }

Borel measure A measure defined on the class of all Borel sets of a topological space
such that the measure of any compact set is finite. { bo'rel ,mezh-or }

Borel set A member of the smallest o-algebra containing the compact subsets of a
topological space. {bo-rel |set }

Borel sigma algebra The smallest sigma algebra containing the compact subsets of a
topological space. { bo-rel |sig-mo 'al-jo-bra }

borrow An arithmetically negative carry; it occurs in direct subtraction by raising the
low-order digit of the minuend by one unit of the next-higher-order digit; for
example, when subtracting 67 from 92, a tens digit is borrowed from the 9, to raise
the 2 to a factor of 12; the 7 of 67 is then subtracted from the 12 to yield 5 as the
units digit of the difference; the 6 is then subtracted from 8, or 9 — 1, yielding 2
as the tens digit of the difference. { 'bd-ro }

boundary See frontier. { 'baun-dré }

boundary condition A requirement to be met by a solution to a set of differential
equations on a specified set of values of the independent variables. { 'baun-dré
kon'dish-on }

boundary of a set See frontier. { 'baun-dré ov o 'set }
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branching diagram

boundary point In a topological space, a point of a set with the property that every
neighborhood of the point contains points of both the set and its complement.
{ "paun-dre ,point }

boundary value problem A problem, such as the Dirichlet or Neumann problem, which
involves finding the solution of a differential equation or system of differential
equations which meets certain specified requirements, usually connected with
physical conditions, for certain values of the independent variable. { 'baun-dré
val-yii ,préb-lom }

bounded difference For two fuzzy sets A and B, with membership functions m, and
mp, the fuzzy set whose membership function m,cp has the value m,(x) — mg(x)
for every element x for which my,(x) = mpg(x), and has the value 0 for every
element x for which m, () = mp(x). {'baund-od 'dif-rons }

bounded function 1. A function whose image is a bounded set. 2. A function of a
metric space to itself which moves each point no more than some constant distance.
{ ibatun-dad 'fopk-shon }

bounded growth The property of a function f defined on the positive real numbers
which requires that there exist numbers M and a such that the absolute value of
f(?) is less than Ma' for all positive values of ¢. { baun-dad 'groth }

bounded linear transformation A linear transformation 7' for which there is some
positive number A such that the norm of 7(x) is equal to or less than A times the
norm of x for each x. { baun-dad [lin-&-or tranz-for'ma-shon }

bounded product For two fuzzy sets A and B, with membership functions m, and
mp, the fuzzy set whose membership function m,cp has the value my,(x) +
mp(x) — 1 for every element x for which m, (x) + mp(x) = 1, and has the value

0 for every element x for which m,(x) + mp(x) = 1. {'baund-od 'prad-okt }
bounded sequence A sequence whose members form a bounded set. { 'baund-od
'sé-kwans }

bounded set 1. A collection of numbers whose absolute values are all smaller than
some constant. 2. A set of points, the distance between any two of which is
smaller than some constant. { jbaun-dad 'set }

bounded sum For two fuzzy sets A and B, with membership functions m, and mg,
the fuzzy set whose membership function m gz has the value m, (x) + mg(x) for
every element x for which my,(x) + mp(x) = 1, and has the value 1 for every
element x for which my, () + mp(x) = 1. { baun-dod 'som }

bounded variation A real-valued function is of bounded variation on an interval if its
total variation there is bounded. {|baun-dad ver-é'a-shon }

bound variable In logic, a variable that occurs within the scope of a quantifier, and
cannot be replaced by a constant. { jbaund 'ver-&-9-bal }

boxcar function A function whose value is zero except for a finite interval of its
argument, for which it has a constant nonzero value. { 'biks kir fopk-shon }

braid A braid of order n consists of two parallel lines, sets of n points on each of the
lines with a one-to-one correspondence between them, and » nonintersecting space
curves, each of which connects one of the n points on one of the parallel lines
with the corresponding point on the other; the space curves are configured so that
no curve turns back on itself, in the sense that its projection on the plane of the
parallel lines lies between the parallel lines and intersects any line parallel to them
no more than once, and any two such projections intersect at most a finite number
of times. {brad }

branch 1. A complex function which is analytic in some domain and which takes on
one of the values of a multiple-valued function in that domain. 2. A section of
a curve that is separated from other sections of the curve by discontinuities,
singular points, or other special points such as maxima and minima. { branch }

branch cut A line or curve of singular points used in defining a branch of a multiple-
valued complex function. { 'branch kot }

branching diagram In bifurcation theory, a graph in which a parameter characterizing
solutions of a nonlinear equation is plotted against a parameter that appears in
the equation itself. { '"branch-ip ,di-o,gram }
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branching process

branching process A stochastic process in which the members of a population may
have offspring and the lines of descent branch out as the new members are born.
{ "branch-ip 'pras-os }

branching theory See bifurcation theory. { 'branch-ip ,thé-o-ré }

branch point 1. A point at which two or more sheets of a Riemann surface join together.
2. In bifurcation theory, a value of a parameter in a nonlinear equation at which
solutions branch off from the basic solution. { 'branch ,point }

breakdown law The law that if the event E is broken down into the exclusive events
FE1, E,,. . .sothat E'is the event E| or E; or . . ., then if F'is any event, the probability
of F is the sum of the products of the probabilities of E; and the conditional
probability of F' given E;. { 'brak,daun 16}

Brianchon’s theorem The theorem that if a hexagon circumscribes a conic section,
the three lines joining three pairs of opposite vertices are concurrent (or are
parallel). { |bré-onjkdnz  thir-om }

bridge A line whose removal disconnects a component of a graph. Also known as
isthmus. { brij }

bridging The operation of carrying in addition or multiplication. { 'brij-ip }

Briggsian logarithm See common logarithm. { |brigz-&-on 'lag-o,rith-om }

Briggs’ logarithm See common logarithm. { jbrigz 'log-9,rith-om }

broken line A line which is composed of a series of line segments lying end to end,
and which does not form a continuous line. { }bro-kon lin }

Bromwich contour A path of integration in the complex plane running from ¢ — 7%
to ¢ + 1%, where c is a real, positive number chosen so that the path lies to the
right of all singularities of the analytic function under consideration. { 'brim
,wich kén tur }

Brouwer’s theorem A fixed-point theorem stating that for any continuous mapping f
of the solid n-sphere into itself there is a point x such that f(x) = x. { 'brau-orz
,thir-om }

Budan’s theorem The theorem that the number of roots of an nth-degree polynomial
lying in an open interval equals the difference in the number of sign changes
induced by n differentiations at the two ends of the interval. { 'bii,dénz ,thir-om }

Buffon’s problem The problem of calculating the probability that a needle of specified
length, dropped at random on a plane ruled with a series of straight lines a specified
distance apart, will intersect one of the lines. { bii'fonz ,prib-lom }

bullet nose A plane curve whose equation in cartesian coordinates x and y is
(@%2%) — */y?) = 1, where a and b are constants. { 'bul-at ,noz }

bunch-map analysis A graphic technique in confluence analysis; all subsets of regres-
sion coefficients in a complete set are drawn on standard diagrams, and the repre-
sentation of any set of regression coefficients produces a “bunch” of lines; allows
the observer to determine the effect of introducing a new variate on a set of
variates. { jbanch jmap 9'nal-3-s3s }

bundle A triple (£, p, B), where E and B are topological spaces and p is a continuous
map of E onto B; intuitively E is the collection of inverse images under p of points
from B glued together by the topology of X. { 'bon-dal }

bundle of planes See sheaf of planes. {|bon-dal ov 'planz }

Buniakowski’s inequality See Cauchy-Schwarz inequality. { bun-yo'kof-skéz ,in-
i'kwil-od-€ }

Burali-Forti paradox The order-type of the set of all ordinals is the largest ordinal, but
that ordinal plus one is larger. { bu'rdl-é 'for-té 'par-o,déks }

Burnside-Frobenius theorem Pertaining to a group of permutations on a finite set,
the theorem that the sum over all the permutations, g, of the number of fixed
points of g is equal to the product of the number of distinct orbits with respect
to the group and the number of permutations in the group. { born,sid fr6'bé-né-
9s ,thir-om }

(b,v,r,k,\)-design See balanced incomplete block design. { bé |vé jar ka 'lam-do
di,zin }
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Caccioppoli-Banach principle See Banach’s fixed-point theorem. { ki-ché'ap-o-le
'béd,nédk prin-so-pal }

Calabi conjecture If the volume of a certain type of surface, defined in a higher
dimensional space in terms of complex numbers, is known, then a particular kind
of metric can be defined on it; the conjecture was subsequently proved to be
correct. { ka'ld-bé kon jek-chor }

calculus The branch of mathematics dealing with differentiation and integration and
related topics. { 'kal-kyo-los }

calculus of enlargement See calculus of finite differences. { 'kal-kyo-los ov in'lérj-
mont }

calculus of finite differences A method of interpolation that makes use of formal
relations between difference operators which are, in turn, defined in terms of the
values of a function on a set of equally spaced points. Also known as calculus
of enlargement. { 'kal-kya-los ov 'fI,nit 'dif-ron-sos }

calculus of residues The application of the Cauchy residue theorem and related
theorems to compute the residues of a meromorphic function at simple poles,
evaluate contour integrals, expand meromorphic functions in series, and carry out
related calculations. { 'kal-kyo-los ov 'rez-o,duz }

calculus of tensors The branch of mathematics dealing with the differentiation of
tensors. { 'kal-kyo-los ov 'ten-sors }

calculus of variations The study of problems concerning maximizing or minimizing a
given definite integral relative to the dependent variables of the integrand function.
{ 'kal-kyo-los ov ,ver-é'a-shonz }

calculus of vectors That branch of calculus concerned with differentiation and integra-
tion of vector-valued functions. { 'kal-kya-los ov 'vek-torz }

Camp-Meidell condition For determining the distribution of a set of numbers, the
guideline stating that if the distribution has only one mode, if the mode is the same
as the arithmetic mean, and if the frequencies decline continuously on both sides
of the mode, then more than 1 — (1/2.25¢%) of any distribution will fall within the
closed range X + (o, where { = number of items in a set, X = average, and o =
standard deviation. {|kamp ,mi'del kon,dish-on }

canal surface The envelope of a family of spheres of equal radii whose centers are
on a given space curve. { ka'nal sor-fas }

cancellation law A rule which allows formal division by common factors in equal
products, even in systems which have no division, as integral domains; ab = ac
implies that b = ¢. { kan-so'la-shon 10 }

canonical coordinates Any set of generalized coordinates of a system together with
their conjugate momenta. { ko'nén-o-kol ko'ord-on-ots }

canonical correlation The maximum correlation between linear functions of two sets
of random variables when specific restrictions are imposed upon the coefficients
of the linear functions of the two sets. { ko'ndn-o-kal \kor-a'la-shon }

canonical matrix A member of an equivalence class of matrices that has a particularly
simple form, where the equivalence classes are determined by one of the relations
defining equivalent, similar, or congruent matrices. { ko'nin-o-kal 'ma,triks }



canonical transformation

canonical transformation Any function which has a standard form, depending on the
context. { ka'nin-o-kal tranz-for'ma-shon }

Cantor diagonal process A technique of proving statements about infinite sequences,
each of whose terms is an infinite sequence by operation on the nth term of the
nth sequence for each n; used to prove the uncountability of the real numbers.
{ 'kdn-tor di'ag-on-al ,pris-os }

Cantor function A real-valued nondecreasing continuous function defined on the closed
interval [0,1] which maps the Cantor ternary set onto the interval [0,1]. { 'kén-
tor fopk-shon }

Cantor’s axiom The postulate that there exists a one-to-one correspondence between
the points of a line extending indefinitely in both directions and the set of real
numbers. { 'kan-torz 'ak-sé-om }

Cantor ternary set A perfect, uncountable, totally disconnected subset of the real
numbers having Lebesgue measure zero; it consists of all numbers between 0 and
1 (inclusive) with ternary representations containing no ones. { 'kin-tor 'tor-no-
ré set }

Cantor theorem A theorem that there is no one-to-one correspondence between a set
and the collection of its subsets. { 'kin-tor 'thir-om }

cap The symbol N, which indicates the intersection of two sets. { kap }

Carathéodory outer measure A positive, countably subadditive set function defined
on the class of all subsets of a given set; used for defining measures. { kir-ojta-
9'dor-é jaud-or 'mezh-or }

Carathéodory theorem The theorem that each point of the convex span of a set in
an n-dimensional Euclidean space is a convex linear combination of points in that
set. {,kér-o,ta-0'dor-e thir-om }

cardinal measurement See interval measurement. { 'kérd-nel 'mezh-or-mont }

cardinal number The number of members of a set; usually taken as a particular
well-ordered set representative of the class of all sets which are in one-to-one
correspondence with one another. { 'kidrd-nal 'nom-bor }

cardioid A heart-shaped curve generated by a point of a circle that rolls without
slipping on a fixed circle of the same diameter. { 'kérd-€,oid }

carry An arithmetic operation that occurs in the course of addition when the sum of
the digits in a given position equals or exceeds the base of the number system; a
multiple m of the base is subtracted from this sum so that the remainder is less
than the base, and the number m is then added to the next-higher-order digit.
{ 'kar-¢ }

Cartesian axis One of a set of mutually perpendicular lines which all pass through a
single point, used to define a Cartesian coordinate system; the value of one of the
coordinates on the axis is equal to the directed distance from the intersection of
axes, while the values of the other coordinates vanish. { kir'té-zhon 'ak-sas }

Cartesian coordinates 1. The set of numbers which locate a point in space with respect
to a collection of mutually perpendicular axes. 2. See rectangular coordinates.
{ kér'te-zhon ko'ord-nats }

Cartesian coordinate system A coordinate system in n dimensions where n is any
integer made by using n number axes which intersect each other at right angles
at an origin, enabling any point within that rectangular space to be identified by
the distances from the n lines. Also known as rectangular Cartesian coordinate
system. { kir'té-zhon ko'ord-nat ,sis-tom }

Cartesian geometry See analytic geometry. { kér'té-zhan jé'am-o-tré }

Cartesian oval A plane curve consisting of all points P such that aFP + bF'P = c,
where F and F' are fixed points and a, b, and ¢ are constants which are not
necessarily positive. { kir'té-zhan '6-val }

Cartesian plane A plane whose points are specified by Cartesian coordinates. { kir
'tézh-on 'plan }

Cartesian product In reference to the product of P and @, the set P X @ of all pairs
(p,q), where p belongs to P and g belongs to @. { kér'té-zhan 'prad-okt }
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Cauchy mean

Cartesian surface A surface obtained by rotating the curve ny(x®> + y»)Y2 =
m[(@ — a)® + y?]2 = ¢ about the x axis. { kiir'te-zhan 'sor-fas }

Cartesian tensor The aggregate of the functions of position in a tensor field in an
n-dimensional Cartesian coordinate system. { kir'té-zhan 'ten-sor }

Cassinian oval See oval of Cassini. { ko'sin-€é-on '6-val }

casting-out nines A method of checking the correctness of elementary arithmetical
operations, based on the fact that an integer yields the same remainder as the sum
of its decimal digits, when divided by 9. { |kast-ip ,aut 'ninz }

Catalan conjecture The conjecture that the only pair of consecutive positive integers
that are powers of smaller integers is the pair (8,9). { 'ké-to léan kon jek-chor }

Catalan numbers The numbers, ¢,, which count the ways to insert parentheses in a
string of n terms so that their product may be unambiguously carried out by
multiplying two quantities at a time. { 'kat-al-on nom-borz }

catastrophe theory A theory of mathematical structure in which smooth continuous
inputs lead to discontinuous responses. { ko'tas-tro-fé ;thé-o-ré }

categorical data Data separable into categories that are mutually exclusive, for exam-
ple, age groups. { kad-o,gor-i-kal 'dad-o }

category A class of objects together with a set of morphisms for each pair of objects
and a law of composition for morphisms; sets and functions form an important
category, as do groups and homomorphisms. { 'kad-o,gor-é }

catenary The curve obtained by suspending a uniform chain by its two ends; the
graph of the hyperbolic cosine function. Also known as alysoid; chainette. { 'kat-
J,ner-é }

catenoid The surface of revolution obtained by rotating a catenary about a horizontal
axis. { 'kat-on,oid }

caterer problem A linear programming problem in which it is required to find the
optimal policy for a caterer who must choose between buying new napkins and
sending them to either a fast or a slow laundry service. { 'kad-o-ror ,prib-lom }

Cauchy boundary conditions The conditions imposed on a surface in euclidean space
which are to be satisfied by a solution to a partial differential equation. { ko-shé
'baun-dré kon,dish-onz }

Cauchy condensation test A monotone decreasing series of positive terms Za,, con-
verges or diverges as does p"a," for any positive integer p. { ko-shé kén-den'sa-
shon test }

Cauchy distribution A distribution function having the form M/[wM? + (x — a)?], where
x is the variable and M and a are constants. Also known as Cauchy frequency
distribution. { ko-shé dis-tra'byii-shon }

Cauchy formula An expression for the value of an analytic function f at a point z in

1 J S©

terms of a line integral f(2) = i Z_z d{ where C is a simple closed curve
C
containing 2. Also known as Cauchy integral formula. { ko-shé for-mya-lo }

Cauchy frequency distribution See Cauchy distribution. { ko-shé 'fré-kwon-sé dis-
tro'bytii-shon }

Cauchy-Hadamard theorem The theorem that the radius of convergence of a Taylor
series in the complex variable z is the reciprocal of the limit superior, as n
approaches infinity, of the nth root of the absolute value of the coefficient of z".
{ k6-shé 'had-o-mér thir-om }

Cauchy inequality The square of the sum of the products of two variables for a range
of values is less than or equal to the product of the sums of the squares of these
two variables for the same range of values. { ko-shé in-i'kwil-od-€ }

Cauchy integral formula See Cauchy formula. { ko-shé jin-to-gral ;for-mya-ls }

Cauchy integral test See Cauchy’s test for convergence. { ko-shé 'in-to-gral test }

Cauchy integral theorem The theorem that if -y is a closed path in a region R satisfying
certain topological properties, then the integral around y of any function analytic
in R is zero. {ko-shé 'in-to-gral thir-om }

Cauchy mean The Cauchy mean-value theorem for the ratio of two continuous func-
tions. {ko-shé meén }
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Cauchy mean-value theorem

Cauchy mean-value theorem The theorem that if f and g are functions satisfying
certain conditions on an interval [a,b], then there is a point x in the interval at
which the ratio of derivatives f'(x)/g'(x) equals the ratio of the net change in f,
f(b) — f(a), to that of g. { ko-shé jmén val-yii ,thir-om }

Cauchy net A net whose members are elements of a topological vector space and
which satisfies the condition that for any neighborhood of the origin of the space
there is an element a of the directed system that indexes the net such that if b
and ¢ are also members of this directed system and b = a and ¢ = a, then
X, — %, is in this nieghborhood. { 'ko-shé net}

Cauchy principal value Also known as principal value. 1. The Cauchy principal value

of Sf(@)dx is limJ Sf(@)dx provided the limit exists. 2. If a function f is
e s |
bounded on an interval (a,b) except in the neighborhood of a point ¢, the Cauchy
b c—A b
principal value ofj S(@)dx is lim [J Sf@)dx + J f (x)dx] provided the limit
a A0 a ct+A
exists. { ko-shé |prin-sa-pal jval-yii }
Cauchy problem The problem of determining the solution of a system of partial
differential equation of order m from the prescribed values of the solution and of
its derivatives of order less than m on a given surface. { ko-shé ,prib-lom }
Cauchy product A method of multiplying two absolutely convergent series to obtain
a series which converges absolutely to the product of the limits of the original

series: (j an) (i b,,) = i ¢, where ¢, = i aib, - { ko-shé priad-okt }
k=0

n=0 n=0 n=0

Cauchy radical test A test for convergence of series of positive terms: if the nth root
of the nth term is less than some number less than unity, the series converges; if
it remains equal to or greater than unity, the series diverges. {ko-shé 'rad-i-
kal test }

Cauchy random variable A random variable that has a Cauchy distribution. { ko-shé
ran-dom 'ver-&-9-bal }

Cauchy ratio test A series of nonnegative terms converges if the limit, as » approaches
infinity, of the ratio of the (n + 1)st to nth term is smaller than 1, and diverges if
it is greater than 1; the test fails if this limit is 1. Also known as ratio test. { ko-
shé 'ra-sho test }

Cauchy residue theorem The theorem expressing a line integral around a closed curve
of a function which is analytic in a simply connected domain containing the curve,
except at a finite number of poles interior to the curve, as a sum of residues of
the function at these poles. {ko-shé 'rez-9,di ,thir-om }

Cauchy-Riemann equations A pair of partial differential equations that is satisfied by
the real and imaginary parts of a complex function f(2) if and only if the function
is analytic: du/ox = dv/dy and du/dy = — 0v/dx, where f(2) = u + v and 2z =
x + 4y. { ko-shé 'rémin i'kwa-zhonz }

Cauchy-Schwarz inequality The square of the inner product of two vectors does not
exceed the product of the squares of their norms. Also known as Buniakowski’s
inequality; Schwarz’ inequality. { ko-shé 'shworts in-i'kwil-od-€ }

Cauchy sequence A sequence with the property that the difference between any two
terms is arbitrarily small provided they are both sufficiently far out in the sequence;
more precisely stated: a sequence {a,} such that for every e > 0 there is an integer
N with the property that, if 7 and m are both greater than N, then |a, — a,| < e.
Also known as fundamental sequence; regular sequence. { ko-shé 'sé-kwons }

Cauchy’s mean-value theorem See second mean-value theorem. { ko-shéz ,mén ,val-
yi 'thir-om }

Cauchy’s test for convergence 1. A series is absolutely convergent if the limit as n
approaches infinity of its nth term raised to the 1/n power is less than unity.

2. A series a,, is convergent if there exists a monotonically decreasing function f
such that f(n) = a, for n greater than some fixed number N, and if the integral
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center of geodesic curvature

of f(x)dx from N to » converges. Also known as Cauchy integral test; Maclaurin-
Cauchy test. { ko-shéz test for kon'vor-jons }

Cauchy transcendental equation An equation whose roots are characteristic values
of a certain type of Sturm-Liouville problem: tan ow = (k + K)/(o?> — kK), where
k and K are given, and o is to be determined. { ko-shé jtrans,enjdent-ali'kwa-zhon }

Cavalieri’s theorem The theorem that two solids have the same volume if their altitudes
are equal and all plane sections parallel to their bases and at equal distances from
their bases are equal. { kav-o'lyer-éz  thir-om }

Cayley algebra The nonassociative division algebra consisting of pairs of quaternions;
it may be identified with an eight-dimensional vector space over the real numbers.
{ 'ka-le ,al-jo-bra }

Cayley-Hamilton theorem The theorem that a linear transformation or matrix is a root
of its own characteristic polynomial. Also known as Hamilton-Cayley theorem.
{ \kal-e jham-al-ton thir-om }

Cayley-Klein parameters A set of four complex numbers used to describe the orienta-
tion of a rigid body in space, or equivalently, the rotation which produces that
orientation, starting from some reference orientation. { jkal-& |klin po,ram-ad-orz }

Cayley numbers The members of a Cayley algebra. Also known as octonions. { 'kal-
€ nom-borz }

Cayley’s sextic A plane curve with the equation » = 4a cos® (6/3), where 7 and 6 are
radial and angular polar coordinates and a is a constant. { 'ka-1éz 'sek-stik }
Cayley’s theorem A theorem that any group G is isomorphic to a subgroup of the

group of permutations on G. { 'ka,léz ,thir-om }

ceiling The smallest integer that is equal to or greater than a given real number a;
symbolized [a] { 'sé-lin }

cell 1. The homeomorphic image of the unit ball. 2. One of the (n — 1)-dimensional
polytopes that enclose a given n-dimensional polytope. { sel }

cell complex A topological space which is the last term of a finite sequence of spaces,
each obtained from the previous by sewing on a cell along its boundary. { 'sel
kam,pleks }

cell frequency The number of observations of specified conditional constraints on
one or more variables; used mainly in the analysis of data obtained by performing
actual counts. { 'sel fré-kwon-se }

cellular automaton A mathematical construction consisting of a system of entities,
called cells, whose temporal evolution is governed by a collection of rules, so that
its behavior over time may appear highly complex or chaotic. { 'sel-ya-lor o'tim-
o-ton }

censored data Observations collected by determining in advance whether to record
only a specified number of the smallest or largest values, or of the remaining values
in a sample of a particular size. {sen-sord 'dad-o}

census A complete counting of a population, as opposed to a partial counting or
sampling. { 'sen-sas }

center 1. The point that is equidistant from all the points on a circle or sphere.
2. The point (if it exists) about which a curve (such as a circle, ellipse, or hyperbola)
is symmetrical. 3. The point (if it exists) about which a surface (such as a sphere,
ellipsoid, or hyperboloid) is symmetrical. 4. For a regular polygon, the center
of its circumscribed circle. 5. The subgroup consisting of all elements that
commute with all other elements in a given group. 6. The subring consisting of
all elements a such that ax = xa for all x in a given ring. 7. For a distribution,
the expected value of any random variable which has the distribution. { 'sen-tor }

center of area For a plane figure, the center of mass of a thin uniform plate having
the same boundaries as the plane figure. Also known as center of figure; centroid.
{ 'sen-tor ov 'er-e-9 }

center of curvature At a given point on a curve, the center of the osculating circle of
the curve at that point. { 'sen-tor ov 'kor-va-chaor }

center of figure See center of area; center of volume. { 'sen-tor ov 'fig-yor }

center of geodesic curvature For a curve on a surface at a given point, the center of

29



center of inversion

curvature of the orthogonal projection of the curve onto a plane tangent to the
surface at the point. {|sen-tor ov jé-o'des-ik ,korv-a-chor }

center of inversion The point O with respect to which an inversion is defined, so that
every point P is mapped by the inversion into a point @ that is collinear with
O and P. {'sen-tor ov in'vor-zhon }

center of normal curvature For a given point on a surface and for a given direction,
the normal section of the surface through the given point and in the given direction.
{ 'sen-tor av 'morm-al 'kaor-va-chaor }

center of perspective The point specified by Desargues’ theorem, at which lines passing
through corresponding vertices of two triangles are concurrent. { 'sen-tor ov
par'spek-tiv }

center of principal curvature For a given point on a surface, the center of normal
curvature at the point in one of the two principal directions. { 'sen-tor ov 'prin-
s9-pal kar-va-chor }

center of projection The fixed point in a central projection. { jsen-tor ov pra'jek-shon }

center of similitude 1. A point of intersection of lines that join the ends of parallel
radii of coplanar circles. 2. See homothetic center. { 'sen-tor ov si'mil-o,tud }

center of spherical curvature The center of the osculating sphere at a specified point
on a space curve. {sen-tor ov sfer-o-kol 'kor-vo-chor }

center of volume For a three-dimensional figure, the center of mass of a homogeneous
solid having the same boundaries as the figures. Also known as center of figure;
centroid. { 'sen-tor ov 'vdl-yom }

centrad A unit of plane angle equal to 0.01 radian or to about 0.573 degree. { 'sent,rad }

central angle In a circle, an angle whose sides are radii of the circle. { 'sen-tral'ap-gal }

central conic A conic that has a center, namely, a circle, ellipse, or hyperbola. { 'sen-
tral 'kin-ik }

central difference One of a series of quantities obtained from a function whose values
are known at a series of equally spaced points by repeatedly applying the central
difference operator to these values; used in interpolation or numerical calculation
and integration of functions. { 'sen-tral 'dif-rons }

central difference operator A difference operator, denoted 9, defined by the equation
If (@) = f(x + h/2) — f(x — h/2), where h is a constant denoting the difference
between successive points of interpolation or calculation. { |sen-tral |dif-rons 'dp-
orad-or }

centralizer The subgroup consisting of all elements which commute with a given
element of a group. { 'sen-tra,liz-or }

central-limit theorem The theorem that the distribution of sample means taken from
a large population approaches a normal (Gaussian) curve. {|sen-trol |lim-ot
,thir-om }

central mean operator A difference operator, denoted ., defined by the equation wf (x)
= [f(x + W2) + f(x — R/2)])/2, where h is a constant denoting the difference
between successive points of interpolation or calculation. Also known as averag-
ing operator. {sen-tral jmén 'dp-9 rad-ar }

central plane For a fixed ruling of a ruled surface, the plane tangent to the surface
at the central point of the ruling. { 'sen-tral 'plan }

central point For a fixed ruling L on a ruled surface, the limiting position, as a variable
ruling L’ approaches L, of the foot on L of the common perpendicular to L and
L'. {'sen-tral 'point }

central projection A mapping of a configuration into a plane that associates with any
point of the configuration the intersection with the plane of the line passing through
the point and a fixed point. { 'sen-tral pro'jek-shon }

central quadric A quadric surface that has a center, namely, a sphere, ellipsoid, or
hyperboloid. { 'sen-tral 'kwé-drik }

centroid See center of area; center of volume. { 'sen,troid }

centroids of areas and lines Points positioned identically with the centers of gravity
of corresponding thin homogeneous plates or thin homogeneous wires; involved
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characteristic equation

in the analysis of certain problems of mechanics such as the phenomenon of
bending. { 'sen,troidz ov jer-&-9z an 'linz }

Cesaro equation An equation which relates the arc length along a plane curve and
the radius of curvature. {cha'zi-ro i kwa-zhon }

Cesaro summation A method of attaching sums to certain divergent sequences and
series by taking averages of the first » terms and passing to the limit. { cha'zi-
rd s9'ma-shon }

Ceva’s theorem The theorem that if three concurrent straight lines pass through the
vertices A, B, and C of a triangle and intersect the opposite sides, produced if
necessary, at D, E, and F, then the product AF-BD-CE of the lengths of three
alternate segments equals the product FB-DC-EA of the other three. { 'cha-voz
,thir-om }

cevian A straight line that passes through a vertex of a triangle or tetrahedron and
intersects the opposite side or face. {'chav-é-on}

chain See linearly ordered set. { chan }

chain complex A sequence {C,}, = < n < o, of Abelian groups together with a
sequence of boundary homomorphisms d,,: C,, — C,,_, such that d,,_; ° d,, = 0 for
each n. {'chan kim,pleks }

chainette See catenary. { cha'net}

chain homomorphism A sequence of homomorphisms f',: C,, — D, between the groups
of two chain complexes such that f,,_, d,, = d,.f, where d, and d,, are the boundary
homomorphisms of {C,} and {D,} respectively. {'chan ho-mé'mor fiz-om }

chain index An index number derived by relating the value at any given period to the
value in the previous period rather than to a fixed base. { 'chan ,in,deks }

chain of simplices A member of the free Abelian group generated by the simplices
of a given dimension of a simplicial complex. { 'chan ov 'sim-plo,séz }

chain rule A rule for differentiating a composition of functions: (d/dx)f(g(x)) =
S'(g@) - ¢g'(x). {'chan ril}

chance variable See random variable. { chans 'ver-&-a-bal }

character group The set of all continuous homomorphisms of a topological group
onto the group of all complex numbers with unit norm. { 'kar-ik-tor ,griip }

characteristic 1. That part of the logarithm of a number which is the integral (the
whole number) to the left of the decimal point in the logarithm. 2. For a family
of surfaces that depend continuously on a parameter, the limiting curve of intersec-
tion of two members of the family as the two values of the parameter determining
them approach a common value. 3. For a ring or field, the smallest possible
integer whose product with any element of the ring or field equals zero, provided

that such an integer exists; otherwise the characteristic is zero. { kar-ik-to'ris-tik }
characteristic cone A conelike region important in the study of initial value problems
in partial differential equations. { kar-ik-to'ris-tik 'kon }

characteristic curve 1. One of a pair of conjugate curves in a surface with the property
that the directions of the tangents through any point of the curve are the characteris-
tic directions of the surface. 2. A curve plotted on graph paper to show the relation
between two changing values. 3. A characteristic curve of a one-parameter family
of surfaces is the limit of the curve of intersection of two neighboring surfaces of
the family as those surfaces approach coincidence. { kar-ik-to'ris-tik 'korv }

characteristic directions For a point P on a surface S, the pair of conjugate directions
which are symmetric with respect to the directions of the lines of curvature on
S through P. { Kkar-ik-to'ris-tik do'rek-shonz }

characteristic equation 1. Any equation which has a solution, subject to specified
boundary conditions, only when a parameter occurring in it has certain values.
2. Specifically, the equation Au = \u, which can have a solution only when the
parameter \ has certain values, where A can be a square matrix which multiplies
the vector u, or a linear differential or integral operator which operates on the
function u, or in general, any linear operator operating on the vector u in a finite
or infinite dimensional vector space. Also known as eigenvalue equation.
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characteristic form

3. An equation which sets the characteristic polynomial of a given linear transforma-

tion on a finite dimensional vector space, or of its matrix representation, equal to
zero. { kar-ik-to'ris-tik i'kwa-zhon }

characteristic form A means of classifying partial differential equations. { kar-ik-
to'ris-tik 'form }

characteristic function 1. The function x, defined for any subset A of a set by setting
xa(@) =1lifxrisin A and x4, = 0 if x is not in A. Also known as indicator
function. 2. A function that uniquely defines a probability distribution; it is equal
to \/ﬂ times the Fourier transform of the frequency function of the distribution.
3. See eigenfunction. { kar-ik-to'ris-tik 'fopk-shon }

characteristic manifold 1. A surface used to study the problem of existence of solutions
to partial differential equations. 2. The linear set of eigenvectors corresponding
to a given eigenvalue of a linear transformation. { kar-ik-to'ris-tik 'man-9,fold }

characteristic number See eigenvalue. { kar-ik-to'ris-tik 'nom-baor }

characteristic point The characteristic point of a one-parameter family of surfaces
corresponding to the value u, of the parameter is the limit of the point of intersection
of the surfaces corresponding to the values u,, u;, and u, of the parameter as u;
and u, approach u, independently. { kar-ik-to'ris-tik 'point }

characteristic polynomial The polynomial whose roots are the eigenvalues of a given
linear transformation on a finite dimensional vector space. { kar-ik-to'ris-tik pal-
9'no-me-al }

characteristic ray For a differential equation, an integral curve which generates all
the others. { kar-ik-to'ris-tik 'ra }

characteristic root See eigenvalue. { kar-ik-to'ris-tik 'riit }

characteristic value See eigenvalue. { kar-ik-to'ris-tik 'val-yii }

characteristic vector See eigenvector. { kar-ik-to'ris-tik 'vek-tor }

Charlier polynomials Families of polynomials which are orthogonal with respect to
Poisson distributions. { shirjlya pil-2'no-meé-alz }

Charpit’s method A method for finding a complete integral of the general first-order
partial differential equation in two independent variables; it involves solving a set
of five ordinary differential equations. { 'chir pits meth-od }

chart An n-chart is a pair (U,k), where U is an open set of a topological space and
h is a homeomorphism of U onto an open subset of n-dimensional Euclidean
space. { chért}

Chebyshev approximation See min-max technique.

Chebyshev polynomials A family of orthogonal polynomials which solve Chebyshev’s
differential equation. { 'cheb-o-shof pil-i'no-mé-olz }

Chebyshev’s differential equation A special case of Gauss’ hypergeometric second-
order differential equation: (1 — 22)f"(x) — xf'(x) + nf(x) = 0. { 'cheb-a-shofs
dif-o'ren-chal i'kwa-zhan }

Chebyshev’s inequality Given a nonnegative random variable f(x), and k > 0, the
probability that f(x) = k is less than or equal to the expected value of f divided
by k. { 'cheb-o-shofs in-i'kwil-od-€ }

Chinese remainder theorem The theorem that if the integers m,, my, ..., m, are
relatively prime in pairs and if by, by, ..., b, are integers, then there exists an
integer that is congruent to b; modulo m; for ¢=1,2, ..., n. {|chinéz ri'man-der
,thir-om }

chirplet A wavelet whose instantaneous frequency drifts upward or downward at a
fixed rate throughout its duration. { 'chorp-lat}

chi-square distribution The distribution of the sum of the squares of a set of variables,
each of which has a normal distribution and is expressed in standardized units.
{ 'ki ;skwer dis-tra'byii-shon }

chi-square statistic A statistic which is distributed approximately in the form of a chi-
square distribution; used in goodness-of-fit. { 'ki jskwar sto,tis-tik }

chi-square test A generalization, and an extension, of a test for significant differences
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circular nomograph

between a binomial population and a multinomial population, wherein each obser-
vation may fall into one of several classes and furnishes a comparison among
several samples instead of just two. {'ki jskwer 'test }

Choquet theorem Let K be a compact convex set in a locally convex Hausdorff real
vector space and assume that either (1) the set of extreme points of K is closed
or (2) K is metrizable; then for every point x in K there is at least one Radon
probability measure m on X, concentrated on the set of extreme points of K, such
that x is the centroid of m. {sho'ka thir-om }

chord A line segment which intersects a curve or surface only at the endpoints of the
segment. { kord }

Christoffel symbols Symbols that represent particular functions of the coefficients
and their first-order derivatives of a quadratic form. Also known as three-index
symbols. { 'kris-tof-al ,sim-balz }

chromatic number For a specified surface, the smallest number n such that for any
decomposition of the surface into regions the regions can be colored with »n colors
in such a way that no two adjacent regions have the same color. {kro'mad-ik
'nom-bar }

Church-Rosser theorem If for a lambda expression there is a terminating reduction
sequence yielding a reduced form B, then the leftmost reduction sequence will
yield a reduced form that is equivalent to B up to renaming. { chorch ros-or
ithir-om }

Church’s thesis The claim that a function is computable in the intuitive sense if and
only if it is computable by a Turing machine. Also known as Turing’s thesis.
{ icharch-oz thé-sos }

circle 1. The set of all points in the plane at a given distance from a fixed point.

2. A unit of angular measure, equal to one complete revolution, that is, to 2w
radians or 360°. Also known as turn. { 'sor-kol }

circle graph See pie chart. { 'sor-kel graf }

circle of convergence The region in which a power series possesses a limit. { 'sor-
kal ov kon'vor-jons }

circle of curvature The circle tangent to a curve on the concave side and having the
same curvature at the point of tangency as does the curve. { 'sor-kol ov 'kor-
va-char }

circle of inversion A circle with respect to which two specifi