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Preface

The European Conference on Numerical Mathematics and Advanced Appli-
cations (ENUMATH) is a series of meetings held every two years to provide
a forum for discussion on recent aspects of numerical mathematics and their
applications. They seek to convene leading experts and young scientists with
special emphasis on contributions from Europe. The first ENUMATH meet-
ing held in Paris (1995), and the series continued by the ones in Heidelberg
(1997), Jÿvaskÿla (1999), Ischia (2001) and Prague (2003).

This book collects the major part of the lectures given at ENUMATH
2005, that took place in Santiago de Compostela, Spain, from July 18 to 22,
2005. It contents texts of invited speakers, and a selection of papers presented
in minisymposia and works communicated within the sessions.

The importance of numerical methods has increased dramatically in sci-
ence and engineering, reflecting today’s unprecedented use of computers. The
increasing importance of modeling in addition to numerical simulation was
again evident in ENUMATH 2005. Indeed, nodaways mathematics is gen-
erally accepted as a technology, playing a crucial role in many branches of
industrial activity. Recent results and new trends in the analysis of numerical
algorithms as well as their application to challenging scientific and industrial
problems were discussed during the meeting. Apart from the theoretical as-
pects, a major part of the conference was devoted to numerical methods for
interdisciplinary applications, with emphasis on showing the potential of new
computational methods for solving practical multidisciplinary problems.

We are happy that so many people have shown their interest in this meet-
ing. In addition to the ten invited presentations, we had more than 192 talks
during the five-day meeting and about 215 participants from thirty four coun-
tries, specially from Europe. A total of 123 contributions appear in these pro-
ceedings. The contents range over several of the most active research fields,
and survey many of the latest developments in scientific computing. Topics in-
clude applications such as atmosphere and ocean, water pollution, electromag-
netism, interface problems, waves, finance, heat transfer, unbounded domains,
numerical linear algebra, convection-diffusion, fluid-structure, plates, solids,
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hyperbolic equations, multiphase flow, Navier-Stokes, singular perturbation
problems, non-linear PDE, control, parabolic equations, as well as method-
ologies such as a posteriori error estimates, discontinuous Galerkin methods,
multiscale methods, optimization, adaptive methods, domain decomposition
techniques, exponential integrators, hp-finite elements, level set methods, frac-
tional step methods, penalty procedures, and finite volumes.

We would like to thank all the participants for the attendance and for their
valuable contributions to discussions during the meeting. Special thanks to
minisymposium organizers, who made a large contribution to the conference,
the chairpersons, the speakers, and, in particular, to the contributors of this
volume.

We would like to address our warmest thanks to the invited speakers: A.
Buffa (Italy), R. Codina (Spain), W. Dahmen (Germany), Z. Dostál (Czech
Republic), A. Ern (France), A. Iserles (United Kingdom), K. Kunisch (Aus-
tria), P. Monk (USA), S. Repin (St.Petersburg), E. Zuazua (Spain), for coming
to Santiago de Compostela and contributing to the success of the conference
with the high quality of their presentations.

A big share of the success of this conference should be given to the mem-
bers of the Programme Committee (F. Brezzi, M. Feistauer, R. Glowinski, R.
Jeltsch, Yu. Kuznetsov, J. Periaux, R. Rannacher) who contribute with their
time and energy to produce this series of meetings.

We are greatly indebted to the Scientific Committee (O. Axelsson,
C. Bernardi, C. Canuto, E. Fernández-Cara, M. Griebel, R. Hoppe, G. Ko-
belkov, M. Krizek, P. Hansbo, P. Neittaanmäki, O. Pironneau, A. Quarteroni,
J. Sanz-Serna, C. Schwab, E. Süli, W. Wendland) and the external anonymous
reviewers who performed the invaluable task of reviewing and selecting the
contributed material.

We gratefully acknowledge the financial support provided by the the Span-
ish Ministerio de Educación y Ciencia, the Xunta de Galicia and the Universi-
dade de Santiago de Compostela, which, in particular, allowed us to grant the
participation of many young researchers. We also thank to Springer-Verlag
for its cooperation in publishing these proceedings.

Finally, we would like to thank Manuel Porto for his administrative help,
Tono Lago for the computer support, and the research students Marta Beńıtez,
Ana Maŕıa Ferreiro, Laura Saavedra, Inés Santos, Rafael Vázquez, and, par-
ticularly, to Ma

¯ Cristina Naya for their help during the meeting.
We think that this book presents a valuable state of the art of the most

recent research in scientific computing, providing to the reader the latest de-
velopments concerning the mathematical issues and the applications of this
active field of science.

Santiago de Compostela, Spain Alfredo Bermúdez
July 2006 Dolores Gómez

Peregrina Quintela
Pilar Salgado
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Maŕıa–Luisa Rapún, Francisco–Javier Sayas . . . . . . . . . . . . . . . . . . . . . . . .1146

A FEM–BEM Formulation for a Time–Dependent Eddy
Current Problem
S. Meddahi, V. Selgas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .1155

Mixed Boundary Element–Finite Volume Methods
for Thermohydrodynamic Lubrication Problems
J. Durany, J. Pereira, F. Varas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .1164



Contents XIX

Water Pollution

Numerical Modelling for Leaching of Pesticides in Soils
Modified by a Cationic Surfactant
M.I. Asensio, L. Ferragut, S. Monedero, M.S. Rodŕıguez-Cruz, M.J.
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Newton–Type Methods for the Mixed Finite Element
Discretization of Some Degenerate Parabolic Equations
Florin A. Radu, Iuliu Sorin Pop, Peter Knabner . . . . . . . . . . . . . . . . . . . . .1192

Waves

Domain Decomposition Methods for Wave Propagation
in Heterogeneous Media
R. Glowinski, S. Lapin, J. Periaux, P.M. Jacquart, H.Q. Chen . . . . . . . .1203

Galbrun’s Equation Solved by a First Order Characteristics
Method
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Compatible Discretizations in Two Dimensions

Annalisa Buffa

Istituto di Matematica Applicata e Tecnologie Informatiche del CNR,
Via Ferrata 1, 27100 Pavia, ITALY
annalisa@imati.cnr.it

Summary. In this paper we recall the construction of the dual finite element com-
plex introduced in [11] and we investigate some applications. More precisely, we
propose and analyze fully compatible discretizations for the magnetostatics and the
Darcy flow equations in two dimensions, and we introduce an optimal matching
condition for domain decomposition methods for Maxwell equations in three dimen-
sions.

1 Introduction

The use of differential complexes has become increasingly popular in the nu-
merical analysis for partial differential equations. As shown in [2] (see also
[3, 4]), they provide a framework for the understanding of the properties of
numerical schemes for systems of first order equations such as magnetostatics,
Darcy flow, the Stokes problem and so on. The use of differential complexes,
or finite elements which form suitable differential complexes, allow to con-
struct stable discretizations which also enjoy some (not all) local conservation
properties. In what follows we say that a discrete method is “compatible”
when conformity and all conservations are preserved locally. These ideas in
the field of electromagnetics has been put forward by Bossavit in [9] and then
used by many authors (see [17, 18] and the references there in). Moreover,
finite element techniques bases on differential complexes are strictly related
with finite difference techniques like the Finite Integration Technique (see [14]
and the reference therein), or the Mimetic Finite Differences Technique (see
[8] and the references there in). We believe that the deep relation existing
among these ideas is still not completely understood.

A missing step for the use of differential complexes to provide compatible
discretizations is the construction of discrete stable Hodge-� operators (see.
e.g. [16] for a first attempt in this direction). Without entering into the details
of differential forms, we explain the concept through an example borrowed by
physics: magnetostatics. The magnetic induction B and the magnetic field
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H coexists, they verify divB = 0 and curlH = J, where J is a fixed current
density. Measurements of B are fluxes and measurements of H are circulations.
In the modeling of constitutive relation B = µ(H) we need an operator µ
which maps circulation into fluxes, this is an Hodge-� operator. A compatible
numerical method should be able to reproduce this action. On the other hand,
this concept can be useful in the numerical analysis of PDEs only if it is
combined with a metric and, in particular, with Sobolev spaces. Let us then
introduce some notation. Given a Lipschitz bounded domain Ω ⊂ R

2 and any
s ∈ [−1, 1] we denote by Hs(Ω) the standard Sobolev space of regularity s (see
[15, p. 16]), H̃s(Ω) := {u ∈ Hs(Ω) : ũ ∈ Hs(R2)}, where ũ is the extension
by zero of u (see [15, p. 18]). Note that it holds H̃−s(Ω) :=

(
Hs(Ω)

)′ and
H−s(Ω) :=

(
H̃s(Ω)

)′. In a similar way, we introduce, for d = div and d = curl:1

Hs(d,Ω) = {u ∈ Hs(Ω)2 : du ∈ Hs(Ω)}; (1)

H̃s(d,Ω) = {u ∈ Hs(d,Ω) : ũ ∈ Hs(d,R2)}. (2)

The following duality relation holds true (see [12, 13]):

(
H−s(curl, Ω)

)′ = H̃s−1(div, Ω) s ∈ [0, 1].

We can draw the following diagram, s ∈ (− 1
2 ,

1
2 ):

H̃s(Ω) curl−→ H̃s−1(div, Ω) div−→ H̃s−1(Ω)
�0 ↓ �1 ↓ �2 ↓
H−s(Ω) curl←− H−s(curl, Ω) −grad←− H1−s(Ω)

It is apparent that the Hodge-� operators are the (isomorphic) identifications
between spaces on the first line and their duals on the second line: the vertical
arrows. In the paper [11], a discrete analog of this diagram is provided when
the first line is discretized by the complex centered around low order Raviart-
Thomas (RT) finite elements on a given simplicial mesh Th (see (3) for the
definition of spaces, and [10] for details). More precisely, another discrete
complex (Y0

h,Y
1
h,Y

2
h) is built as discretization of the second line in order

to ensure that the vertical lines remains uniformly stable isomorphisms in
natural norms. This is way we call it “dual complex”. In other words, the
authors built couples of finite dimensional spaces (Xih,Y

i
h) which are linked

by discrete, uniformly stable Hodge-� operators, i.e., which are inf-sup stable
in natural norms, with respect to the L2 duality pairing.

In this paper, after recalling the construction and main properties of the
new family of finite elements, we analyze its applications. In Section 3 we first
provide a compatible discretization scheme for a general div − curl problem.
The scheme is then adapted in Section 3.1 to magnetostatics and Darcy flow

1 We recall: curlu = ∂xu2 − ∂yu1 and curlu = (∂yu,−∂xu)
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equation. For both problems, two different compatible discretizations are pro-
posed and their stability properties are analyzed. Finally, in Section 3.2, we
use the dual complex to provide an optimal matching conditions for domain
decomposition methods on non-matching grids for Maxwell equations in three
dimensions. For all these examples only the stability properties are analyzed
and the corresponding error estimates are object of on-going research.

2 Construction of the dual complex

2.1 Definition and algebraic properties

Let Ω be a bounded Lipschitz polygon in R
2, Γ be its boundary and n be

the outer unit normal. We equip Ω with a simplicial mesh denoted Th, and
we denote by T ih , i = 0, 1, 2 the set of vertices, (closed) edges and (closed)
triangles of Th. For further use, we also introduce the barycentric refinement
of Th whish is constructed by dividing each triangle s ∈ T 2

h , into six triangles
by drawing the six edges joining the barycentre of s with the vertexes of s as
well as the midpoints of its edges. The barycentric refinement of Th is denoted
T ′
h. In the figures 1, 3 and 4 the edges of Th are drawn in bold, whereas

non-bold segments are edges of T ′
h (all bold segments are also edges of T ′

h).
On Th we consider the lowest order finite-element complex (X0

h,X
1
h,X

2
h)

based on Raviart-Thomas divergence conforming vector fields RT0. It is de-
fined by:

X0
h = {u ∈ H̃1(Ω) : ∀ t ∈ T 2

h u|t ∈ P1}, (3a)

X1
h = {u ∈ H̃(div, Ω) : ∀ t ∈ T 2

h u|t ∈ RT0}, (3b)

X2
h = {u ∈ L2

0(Ω) : ∀ t ∈ T 2
h u|t ∈ P0}, (3c)

where L2
0(Ω) denotes the space of L2 functions with zero mean value. For

generalities about mixed finite elements and Raviart-Thomas vector fields in
particular, we refer to [10]. These spaces satisfy curlX0

h ⊂ X1
h and divX1

h ⊂
X2
h, so that the spaces do indeed form a complex:

X0
h

curl−→X1
h

div−→X2
h. (4)

We denote by λi = (λis) indexed by s ∈ T ih the standard basis of Xih. For
each i, the usual family of degrees on freedom relative to Xih will be denoted
li = (lis) indexed by s ∈ T ih . Then l0v is evaluation at the vertex v, l1e is
integration of the normal component along the edge e in some orientation,
and l2t is integration on the triangle t. In a sense, for each i and each s, lis
can be represented as integration on the simplex s. The basis λi of Xih is
characterized by the property that lis(λ

i
t) = δst.

On T ′
h we consider the slightly different finite-element complex (X ′0

h ,X ′1
h ,

X ′2
h ) defined by:
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X ′0
h = {u ∈ H1(Ω) : ∀ t ∈ T ′2

h u|t ∈ P1}, (5a)

X ′1
h = {u ∈ H(curl, Ω) : ∀ t ∈ T ′2

h u|t ∈ RT0 × n}, (5b)

X ′2
h = {u ∈ L2(Ω) : ∀ t ∈ T ′2

h u|t ∈ P0}. (5c)

The only two differences from the spaces corresponding to Xih on the refined
mesh T ′

h is that we rotate the middle one by the operation u → u × n, and
that we remove the boundary conditions. These spaces satisfy gradX ′0

h ⊂ X ′1
h

and curlX ′1
h ⊂ X ′2

h so that we have the complex:

X ′0
h

grad−→ X ′1
h

curl−→X ′2
h . (6)

Basis are constructed for the spaces X ′i
h associated with T ′

h as for the spaces
associated with Th, and denoted (λ′i

s : s ∈ T ′i
h ) (the corresponding degrees of

freedom will not be needed).
In the paper [11], the authors construct subspaces Y ih ⊂ X ′i

h such that on
the one hand Y ih is L2-dual to X2−i

h (in the sense of satisfying a Babuska-
Brezzi Inf-Sup condition uniformly in h, in appropriate norms), and on the
other hand they should form a complex:

Y0
h

grad−→ Y1
h

curl−→Y2
h. (7)

We recall here the construction of these spaces, by means of explicit definition
of their basis functions. To this aim we fix some notation. For each triangle
t ∈ T 2

h , let t′ denote its barycentre. For each edge e ∈ T 1
h , let e′ be union of

(the geometric realizations of) the two edges of T ′
h joining the barycentre of

e to the barycentres of the two neighboring triangles. The oriented tangent
vector along e′ is denoted τe′ , orientation being chosen such that τe′ ·τe×n < 0.
For each vertex v ∈ T 0

h , denote by v′ the union of (the geometric realizations
of) the triangles of T ′

h containing v.
For each i ∈ {0, 1, 2} and each simplex s ∈ T 2−i

h , let µis ∈ X ′i
h be the field

attached to s constructed as a linear combination of the functions λ′i
s with

the following coefficients:

• For i = 0, let t ∈ T 2
h . We need to distinguish three cases:

(i) t ∩ ∂Ω = ∅, the coefficients are shown in Figure 1; t is the triangle of
Th whose barycentre carries the coefficient 1. Thus µ0

t is the continuous
piecewise affine function on T ′

h with non-zero values at the vertices shown
in that figure.
(ii) t ∩ ∂Ω ∈ T 1

h , i.e., t shares an edge with the boundary, then the basis
function associated with t is µ0

t ∈ X̃′0
h having the coefficients shown in

Figure 2(a), where t is the triangle of Th whose barycentre carries the
coefficient 1.
(iii) t ∩ ∂Ω ∈ T 0

h , i.e., t shares a vertex with the boundary, then µ0
t ∈ X̃′0

h

has the coefficients shown in Figure 2(b)



Compatible Discretizations in Two Dimensions 7

1/6

1/6

1/5

1/2

1/2

1/2

1

Fig. 1. A basis element for Y 0
h expressed in the basis of X ′0

h .

1/3

1/2

1/2

1

1/2

1

1/N_v

(a) Case t ∩ ∂Ω ∈ T 1
h

1/2
1/N_w

1/3

1

1/N_v

1/2
1/2

(b) Case t ∩ ∂Ω ∈ T 0
h

Fig. 2. The two types of boundary basis element for Y 0
h expressed in the basis of

X ′0
h . The shaded gray region corresponds to the boundary ∂Ω.
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• For i = 1, let s ∈ T 1
h . We need to distinguish two cases:

(i) s ∩ ∂Ω = ∅. The coefficients are shown in Figure 3; s is the central
edge and we have oriented the edges as pointing away from it. Thus µ1

s

is the Nédélec vector field on T ′
h such that the integrals of the tangent

component on edges is the coefficient shown in the figure. The coefficient
of each edge should be multiplied by the one indicated at its origin e.g.
to the left we have coefficients ranging from 5/12 to −5/12 when ordered
counterclockwise.

-1/2

1/2

-4 -3 -2

-1

0

1
2

3

4� ./10

-5

-4

-3-2-1
0

1

2

3 4 5

./12

Fig. 3. A basis element for Y 1
h expressed in the basis of X ′1

h .

(ii) s∩∂Ω 	= ∅. We associate a basis function only with those edges e ∈ T 1
h

such that e ∩ ∂Ω ∈ T 0
h , i.e., which share a vertex with the boundary. Let

v ∈ T 0
h be on ∂Ω and mv + 1 the number of triangles t ∈ T 2

h sharing
v as a vertex. We number these triangles as t0, . . . , tmv

turning around
v in a counterclockwise sense. Accordingly we number edges e such that
e ∩ ∂Ω = v as e1 , e2, . . . emv−1 and denote by wi the other vertex of ei.
We suppose each ei to be oriented from wi to v, and we denote by µ�ei

the basis function associated with ei built as in (i) here above. The basis
function µ1

ei
associated with ei is then defined as:
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µ1
ei

=
{
µ�ei

on w′
i∑i−1

j=0 gradµ0
tj on v′.

(8)

• For i = 2 and s ∈ T 0
h . The coefficients are shown in Figure 4; s is the

central vertex. All 12 triangles of T ′
h in the shaded region should carry

the same weight 1/12. Thus µ2
s is the piecewise constant field on T ′

h whose
integral is 1/12 on each shaded triangle. We associate a basis function only
to those vertices s such that s ∈ Ω.

1/12

Fig. 4. A basis element for Y 2
h expressed in the basis of X ′2

h .

In each figure the shaded region is the support of the corresponding field
We define Y ih by:

Y ih = span{µis : s ∈ T 2−i
h , (s \ ∂s) ∩ ∂Ω = ∅}. (9)

For each integer i ∈ {0, 1, 2}, we now construct families of linear forms
on fields (scalar or vector according to the case) whose restrictions to Yih are
linearly independent. These linear forms are the degrees of freedom (dof).

We now define three families of degrees of freedom:

M0
h = (m0

t : u 
→ u(t′) : t ∈ T 2
h ), (10a)

M1
h = (m1

e : u 
→
∫

e′ u · τe′ : e ∈ T 1
h ), (10b)

M2
h = (m2

v : u 
→
∫

v′ u : v ∈ T 0
h ). (10c)
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It is perhaps worth remarking that the first family of linear forms M0
h can also

be written as integrals (with respect to the trivial measure on points). In this
sense the three preceding definitions may be written:

Mi
h = (mis : u 
→

∫

s′ u : s ∈ T 2−i
h ), (11)

where we integrate on certain dual geometric objects s′ relative to T ′
h and

attached to simplexes s ∈ Th, defined above.

Proposition 1. For each i ∈ {0, 1, 2} and each i-dimensional simplexes
s, s′ ∈ T ih we have:

mis(µ
i
s′) = δss′ . (12)

In particular, for each i the family µi = (µis) indexed by s ∈ T 2−i
h is a basis

for Y ih, and an element u ∈ Yih, i = 0, 1, 2 is uniquely determined the values
mis(u) for s ∈ T 2−i

h .

Proof. This is a matter of straightforward checking.

We also remark that:

Proposition 2. The family of functions (µis : s ∈ T 2
h ) is a partition of unity.

Proof. It is enough to remark that for each s ∈ T 2
h the nonzero values of µis at

the vertexes v of the barycentric refinement T ′
h are the inverses of the number

of triangles t ∈ T 2
h such that v ∈ t. Therefore the sum of the functions µis

evaluated at any such vertex v is 1.

Proposition 3. We have gradY0
h ⊂ Y1

h and curlY 1
h ⊂ Y2

h. Moreover the ma-
trix of grad : Y0

h → Y1
h in the basis µ0 → µ1 is minus the transpose of the

matrix of div : X1
h → X2

h in the standard basis, and similarly the matrix
of curl : Y 1

h → Y2
h in the basis µ1 → µ2 is the transpose of the matrix of

curl : X0
h → X1

h in the standard basis.

Proof. Concerning the grad operator one checks that for each triangle t ∈ Th,
gradµ0

t is a linear combination of the three vector-fields µ1
e where e is an edge

of t. The coefficients are 1 or −1 according to orientations of the edges. Check-
ing this is a matter of elementary but tedious computations using only the
definitions of basis functions. The matrix thus formed is known as an incidence
matrix and its transpose is also known to be the matrix of −div : X1

h → X2
h

in the standard basis. The case of the curl operator is similar.

For each i ∈ {0, 1, 2} we denote by Iih the interpolation operator associated
with the d.o.f Mi

h. Explicitly Iih associates with a field u (scalar or vector
according to i) the element uh of Y ih such that :

∀s ∈ T 2−i
h mis(uh) = mis(u). (13)
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Let ∆0 ⊂ H̃1(Ω), ∆1 ⊂ (curl,Ω) and ∆2 ⊂ L2(Ω) be the subspaces consisting
of piecewise smooth fields. We then have:

Proposition 4. The interpolators satisfy the following commuting diagram:

∆0 grad−→ ∆1 curl−→ ∆2

I0h ↓ I1h ↓ I2h ↓
Y 0
h

grad−→ Y 1
h

curl−→ Y 2
h

(14)

Proof. This follows from an application of Stokes theorem on the geometric
elements s′ we associated with the simplexes s ∈ Th in order to define the
degrees of freedom.

Moreover,

Proposition 5. In the following complex, the cohomology groups have the
“right” dimension.

0 −→ Y0
h

grad−→ Y1
h

curl−→Y2
h −→ 0. (15)

Specifically, for a connected domain, for the first cohomology group an element
of Y 0

h has gradient 0 iff it is constant, whereas for the last cohomology group
an element of Y 2

h is the curl of an element of Y 1
h .

Proof. By Proposition 3, we already know that gradY0
h ⊆ Y1

h, and curlY1
h ⊂

Y2
h. We need now to prove that {u ∈ Y1

h : curlu = 0} = gradY0
h. Take

u ∈ Y1
h : curlu = 0. Since Y1

h ⊂ X ′1
h , there exists a p ∈ X ′0

h such
that u = gradp. Given a edge e, let v1 and v2 its end point. Note that
∫

e′ u · τe′ =
∫

e′ gradp · τe′ = ±(p(v′1) − p(v′2)). Let q ∈ X0
h be such that

q(v′) = p(v′), ∀v ∈ T 0
h . We have gradq ⊂ Y1

h. On the other hand, by construc-
tion

∫

e′ u · τe′ =
∫

e′ gradq · τe′ . Since the d.o.fs M1
h are uni-solvent, u = gradq.

The last statement is an application of the Euler identity.

Proposition 4 and 5 are the main tool to prove the validity of a uniform
discrete Friedrichs inequality (see [11, Section 3.2]): for all u ∈ Y1

h it holds
∫

Ω

u · gradq = 0 ∀ q ∈ Y0
h ⇒ ‖u‖0 ≤ CF ‖curlu‖0; (16)

where CF is a constant which depends only upon the domain Ω. The same
result holds true in a slightly more general situation: let a be a positive definite
2× 2 matrix with piecewise regular coefficients, then for all u ∈ Y1

h it holds
∫

Ω

au · gradq = 0 ∀ q ∈ Y0
h ⇒ ‖u‖0 ≤ C ′

F ‖curlu‖0; (17)

where C ′
F is a constant which depends only upon the domain Ω and ‖a‖. The

same type of result holds true for Raviart-Thomas finite elements (see [10]
and [1] for details).
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2.2 LBB inf-sup conditions

In the work [11], the authors prove that the couples Xih−Y 2−i
h , i = 0, 1, 2 are

inf-sup stable for the L2(Ω) scalar product for a range of Sobolev indices. Here
we report only the ones we need in the applications we propose in Section 3.
Under the assumption that the mesh Th is quasi-uniform there hold:
(i) The couple X0

h − Y 2
h is inf-sup stable: i.e., there exists α > 0 independent

of the mesh size s.t.

inf
u∈X2

h

sup
v∈Y 0

h

∫
uv

‖u‖0‖v‖0
≥ α and inf

v∈Y 0
h

sup
u∈X2

h

∫
uv

‖u‖0‖v‖0
≥ α. (18)

(ii) The couple X2
h−Y 0

h is inf-sup stable: i.e., there exists α > 0 independent
of the mesh size s.t.

inf
u∈X0

h

sup
v∈Y 2

h

∫
uv

‖u‖0‖v‖0
≥ α and inf

v∈Y 2
h

sup
u∈X0

h

∫
uv

‖u‖0‖v‖0
≥ α. (19)

(iii) The question whether the couple X1
h − Y 1

h is L2 inf-sup stable is still
open. In [11], the authors prove that this couple is stable with respect to other
norms but L2 which are relevant for the application proposed later in Section
3.2. We consider the spaces H̃− 1

2 (div, Ω) and H− 1
2 (curl, Ω) as defined in the

Introduction, formulae (1) endowed with their graph norms ‖ · ‖− 1
2 ,div and

‖ · ‖− 1
2 ,curl. Following [13], we know it holds H̃− 1

2 (div, Ω) =
(
H− 1

2 (curl, Ω)
)′,

i.e. these spaces are in duality with L2 as a pivot space: with a little abuse of
notation (because one should make explicit the meaning of the numerator in
the next fraction), this can be expressed in formulae as:

inf
u∈H̃− 1

2 (div,Ω)

sup
v∈H− 1

2 (curl,Ω)

∫
u · v

‖u‖− 1
2 ,div‖v‖− 1

2 ,curl

> β > 0. (20)

We have X1
h ⊂ H̃− 1

2 (div, Ω), Y1
h ⊂ H− 1

2 (curl, Ω) and the following discrete
counterpart of (20) is proved in [11]: there exists α > 0 independent of the
mesh size such that

inf
u∈X1

h

sup
v∈Y1

h

∫
u · v

‖u‖− 1
2 ,div‖v‖− 1

2 ,curl

≥ α > 0. (21)

3 Applications

This section is devoted to some applications of the finite element complex in-
troduced in Section 2. In [11], the complex {Yih} is used to provide an optimal
preconditioner for integral equations in electromagnetics, and more precisely
for the Electric Field Integral Equation. Here, we devote our attention to
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other applications where a suitable modeling of the Hodge-� operator allow
for “compatible” discretization of some partial differential equations in the
sense of [2]. The meaning we give to the word “compatible” is made clear
through in the following Section 3.1. Finally, in the Section 3.2, we show
how to apply this theory to the construction of an optimal mortar method
for Maxwell equation in three dimension. For all examples, the attention is
devoted only to the wellposedness and stability of the discrete problems we
propose and no error analysis is provided. A complete error analysis for the
schemes proposed in this section will be the object of a future work.

In this section, ‖ · ‖s, s ∈ [−1, 1] will denote the standard Sobolev norm of
Hs(Ω).

3.1 The div-curl problem and some applications

We formulate the div-curl problem in two dimensions in the following way:
given f ∈ L2(Ω) , g ∈ L2

0(Ω), find





divx = g Ω
curly = f Ω
x · n = 0 ∂Ω.

(22)

together with the constitutive law x = ay where a is assumed here to be
a positive smooth function or a positive definite 2 × 2 matrix with smooth
coefficients. Equations (22) can be reformulated in terms of conservation and
continuity in the following way: for any subset T ⊂ Ω it holds

[[x]]ν,∂T = 0 and
∫

∂T
x · ν =

∫

T
g (23a)

[[y]]τ ,∂T = 0 and
∫

∂T
y · τ =

∫

T
f (23b)

where τ and ν are the tangential and normal unit vectors at ∂T , respectively;
[[·]]ν,∂T and [[·]]τ ,∂T denote the jumps of the normal and tangential component,
respectively. We say that a discretization of (22) is “compatible” when (23)
are verified on each element of the mesh (or of a dual mesh), or, in order words,
when the discretization spaces are conforming and the local conservations are
preserved.

A well known discretization of this problem is by means of RT finite ele-
ments. In this case, the discretization reads: Find xh ∈ X1

h such that:
∫

Ω

divxhq =
∫

Ω

g q ∀ q ∈ X2
h

∫

Ω

axh · curlv =
∫

Ω

f v ∀ v ∈ X0
h. (24)

This discretization provides a wellposed problem [10], which is not compatible:
the conservation and continuity (23b) are not satisfied on any subset T of Ω.
This can be seen as a lack of modeling for the constitutive relation y = ax.
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Thanks to the new finite element complex (Y0
h,Y

1
h,Y

2
h), we can propose a

compatible discretization of (22) as follows: Find xh ∈ X1
h and yh ∈ Y1

h such
that:
∫

Ω
divxh q =

∫

Ω
g q ∀ q ∈ X2

h

∫

Ω
curlyh q′ =

∫

Ω
f q′ ∀ q′ ∈ Y2

h (25a)
∫

Ω
(yh − a−1xh)xth = 0 ∀ xth ∈ X1

h. (25b)

In alternative, (25b) can be replaced by its analog:
∫

Ω
(ayh − xh)yth = 0 ∀ yth ∈ Y1

h. (26)

All next theorems and remarks will apply with no change to the discrete
problem (25a)-(26).

A few remarks are due:

1. conformity steams directly from the choice of the spaces;
2. conservation is achieved on all T ∈ T 2

h for the divergence equation, and
on all dual cells v′, v ∈ T 0

h for the curl equation;
3. apparently we multiply by two the number of unknowns. Indeed, both

projections (25b) or (26) provide a mapping from one set of unknowns
(dof for xh) to the other (dof for yh) which is, in general, cheap to compute
once that the basis functions for both X1

h and Y1
h have been built.

Thus, the discretization (25) is compatible. It remains to prove that the
discrete problem is wellposed and this is the object of the following theorem.

Theorem 1. The problem (25) admits a unique solution (xh, yh) ∈ X1
h × Y1

h

which verifies:
‖xh‖0 + ‖yh‖−1 ≤ C(‖f‖0 + ‖g‖0) (27)

where the constant C does not depend upon the data and the mesh size.

Proof. Since the problem is finite dimensional, uniqueness implies existence.
We prove uniqueness. Let (xh, yh) ∈ X1

h×Y1
h be a solution of (25). Using the

properties of the complexes (4) and (15), we decompose xh and yh as follows:

xh = curlq + ξ , q ∈ X0
h , ξ ∈ X1

h :
∫

Ω

a−1ξ · curlχ = 0 ∀χ ∈ X0
h;

yh = gradp + ψ , p ∈ Y0
h , ψ ∈ Y1

h :
∫

Ω

ψ · gradpt = 0 ∀ pt ∈ Y0
h.

(28)
By means of the discrete Friedrichs inequalities for the space X1

h (see [10]) and
for the space Y1

h (see (16)), we have ‖ξ‖0 ≤ C‖divξ‖0, and ‖ψ‖0 ≤ C‖curlψ‖0.
Thus, the quantities ψ and ξ are determined by the equations (25a) only, and
it holds:

‖ξ‖0 ≤ C‖g‖0 ‖ψ‖0 ≤ C‖f‖0. (29)

Using the decomposition (28) for the test function xth ∈ X1
h, (25b) splits in

two:
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∫

Ω

(a−1curlq −ψ)curlqt = 0 ∀qt
∫

Ω

(a−1ξ −ψ − gradp)ξt = 0 ∀ξt. (30)

Now, from the first equation, we deduce ‖curlq‖0 ≤ C‖ψ‖0, and from the
second one, integrating by parts:

∫

Ω

pdivξt =
∫

Ω

(ψ − a−1ξ)ξt.

Using now (18) and the discrete Friedrichs inequality for X1
h, we obtain

‖p‖0 ≤ C‖a−1ξ −ψ‖0. This concludes the proof.

Corollary 1. The problem (25a)-(26) admits a unique solution which verifies:

‖xh‖−1 + ‖yh‖0 ≤ C(‖f‖0 + ‖g‖0)

where the constant C does not depend upon the data and the mesh size.

Remark 1. Note that the Hodge decompositions (28) are just a tool to prove
wellposedness and they are not part of the numerical scheme. Thus, we never
need to compute them explicitly.

A new compatible discretization of magnetostatics

Magnetostatics corresponds to (22) with g = 0: x is the magnetic induction
B, y the magnetic field H and a is the inverse of the magnetic permeability.
Thus, the schemes (25) or (25a)-(26) are a compatible discretization of the
magnetostatics. Moreover, following the steps in the proof of Theorem 1 and
looking in particular to (29), we realize that the computed magnetic induction
Bh := xh takes the form of Bh = curlqh, for some qh ∈ X0

h. This suggests a
way to simplify the discrete problem by using this information explicitly in
the scheme.

Performing this simplification on the discretization (25a)-(26), we obtain
the following discrete problem: Find qh ∈ X0

h, Hh ∈ Y1
h such that:

∫

Ω

curlHhq′ =
∫

Ω

f q′ ∀ q′ ∈ Y2
h

∫

Ω

(curlqh − aHh)Ht = 0 ∀Ht ∈ Y1
h. (31)

Proposition 6. The problem (31) admits a unique solution which verifies:

‖qh‖0 + ‖Hh‖0 ≤ C‖f‖0. (32)

Proof. We decompose any element y ∈ Y1
h as follows:

y = gradp + ψ , p ∈ Y0
h , and ψ ∈ Y1

h :
∫

Ω

aψ · gradpt = 0 ∀ pt ∈ Y0
h.
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The equation (31-left) together with the discrete Friedrichs inequality (17)
implies that ‖ψ‖0 ≤ C‖curlψ‖0 ≤ C‖f‖0. The equation (31-right) reads,
after rearrangement and integration by parts,

∫

Ω

qh curlψt =
∫

Ω

aψ ·ψt ∀ψt
∫

Ω

agradp · gradpt = 0 ∀pt.

Thus, gradp = 0, and using (19) together with the discrete Friedrichs inequal-
ity (17), we obtain:

‖qh‖0 ≤ C‖ψ‖0
which concludes the proof.

Remark 2. The problem (31) is simpler, and “smaller” (less unknowns) than
(25). On the other hand, it has lost symmetry.

The estimate (32) is not completely satisfactory, since we would like
to provide a stability for qh is H̃1, i.e., ‖qh‖1 ≤ C‖f‖0. Such an esti-
mate would rely on an inf-sup condition for the pair (X0

h,Y
2
h) with respect

to the norms H̃1 − H−1, and on an optimal discrete Friedrichs inequality
‖ψ‖0 ≤ C‖curlψ‖−1 for all discrete ψ ∈ Y1

h orthogonal to gradients. The
inf-sup condition has been proved in [11, Section 3.3], whereas the validity of
such a discrete Friedrichs inequality is an open problem. In [11], it is proved
that ‖ψ‖0 ≤ C‖curlψ‖−1+s, for s ∈ (0, 1] and for all ψ ∈ Y1

h orthogonal to
gradients. This estimate ensures only the following:

‖qh‖1−s ≤ C(s)‖f‖0 s ∈ (0, 1],

where the constant C(s) may be unbounded when s→ 0.

A new compatible discretization of the Darcy flow equation

The Darcy flow equation corresponds to (22) with f = 0: x is the flow usu-
ally denoted by σ, y is the gradient of a potential p and a is the diffusion
coefficient. As before, we can use the information that y = gradp to simplify
the discretization (22) and we will see that we obtain a scheme which is very
similar to the standard discretization of the Darcy flow equation by means of
RT element (see [10] for details). Performing this simplification on the scheme
(25), we obtain the following discrete problem: Find σh ∈ X1

h and ph ∈ Y0
h \R

such that:
∫

Ω

divσhq =
∫

Ω

g q ∀ q ∈ X2
h

∫

Ω

(gradph − a−1σh)σt = 0 ∀σt ∈ X1
h. (33)

Note that, an integration by parts can be performed in the second equation
and we obtain:
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∫

Ω

(a−1σh · σt + phdivσt) = 0 ∀σt ∈ X1
h

The following Proposition holds.

Proposition 7. The problem (33) admits a unique solution which verifies:

‖ph‖0 + ‖σh‖0 ≤ C‖g‖0 (34)

Proof. It is enough to proceed as for the proof of Proposition 6.
As for the magnetostatics, the estimate on the discrete scalar potential ph is
not optimal, we would like a stability estimate of the type ‖ph‖1 ≤ C‖g‖0.
Such an estimate would rely again on an inf-sup condition which has been
proved in [11, Section 3.3] and on an optimal discrete Friedrichs inequality
for RT elements which is not known (to the author’s knowledge). The inf-sup
condition and the discrete Friedrichs inequality provided in [11] ensure only
the following:

‖ph‖1−s ≤ C(s)‖g‖0 s ∈ (0, 1],

where, as before, the constant C(s) may be unbounded when s→ 0.

3.2 An optimal mortar method for Maxwell equations

In this Section we will show how the space Y1
h can be used as Lagrange

multiplier space in the definition of domain decomposition methods with non-
matching grids for Maxwell equations. We restrict ourselves to simplified sit-
uation and leave the generality for future investigation. In this section we
suggest a way to reformulate the mortar method proposed in [6] in an opti-
mal way. Let Ω ⊂ R

3 be a bounded Lipschitz polyhedron, n be unit outer
normal at the boundary ∂Ω and

H0(curl , Ω) := {u ∈ L2(Ω)3 : curl u ∈ L2(Ω)3 , (u× n)|∂Ω = 0}.

This is the energy space for the following problem: Given f ∈ L2(Ω)3, find
u ∈ H0(curl , Ω) such that:

curl curl u + u = f . (35)

This is a simplified and coercive version of Maxwell equations in three space
dimensions. Let Γ be a flat interface which split the domain Ω into two non-
empty subsets Ω+ and Ω−: in particular ∂Γ ⊂ ∂Ω. We denote by ν the unit
normal on Γ pointing into Ω+. Given two triangulations T +

h and T −
h of Ω+

and Ω−, respectively, we define the continuous and discrete broken spaces:

Vb :={v ∈ L2(Ω)3 : v±
h = vh|Ω± ∈ H(curl , Ω±) , (v × n)|∂Ω = 0}

Vbh :={vh ∈ L2(Ω)3 : v±
h = vh|Ω± ∈ N0(T ±

h ) , (vh × n)|∂Ω = 0}
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where N0(T ±
h ) stands for low order edge elements of the first family (see [19]

for the definition).
It is well known that

H0(curl , Ω) = {v ∈ Vb : (v+ − v−)× ν = 0 on Γ} (36)

and we want to reproduce the matching condition (v+ − v−) × ν = 0 in a
suitable way at the discrete level. Let us first analyze its consequences:

(i) if v happens to be a gradient v = gradp, then p ∈ H̃1(Ω) and p+−p− = 0
on Γ ;

(ii) it also holds that div((v+ − v−)× ν) = 0 on Γ , which means

(curl v+ − curl v−) · ν = 0 on Γ.

Indeed, it is easy to see that (i) and (ii) provide a characterization of the
matching condition in (36).

The discretization we propose here will reproduce (i) and (ii) at the dis-
crete level in a stable way.

The interface Γ is triangulated by two possibly different grids. We choose
one of them, say the trace of T +

h and we introduce the spaces Yih(Γ ), i = 0, 1, 2
as Yih on this given triangulation on Γ , i.e., T +

h |Γ . We define the constrained
space by mimicking (36):

Vh := {vh ∈ Vbh :
∫

Γ

(
(v+
h − v−

h )× ν
)
· yh = 0 ∀ yh ∈ Y1

h(Γ )}

and solve the following discrete problem: Find uh ∈ Vh such that
∫

Ω

(curl uh · curl vh + uh · vh) =
∫

Ω

f · vh ∀vh ∈ Vh. (37)

It is now enough to realize that v+ × ν belongs to the space X1
h(Γ ) defined

on Γ and on the triangulation T +
h of Γ . Thus, the inf-sup condition (21),

together with the standard theory of mortar method (see [7] or [5]), implies
the wellposedness of (37):

Theorem 2. The problem (37) admits a unique solution which verifies:

‖u±
h ‖0,Ω± + ‖curl u±

h ‖0,Ω± ≤ C‖f‖0,Ω .

For this theorem, only the inf-sup condition (21) is needed. In general, Maxwell
equations do not correspond to a positive definite coercive bilinear form, and
then the structure of the interface condition should matter in order to ensure
wellposedness, spectral correctness and so on. We analyze then the discrete
counterpart of the characterization (i) and (ii) above. We have:
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(i)d Suppose that v±
h = gradp±h . Then, the interface condition reads

∫

Γ

(
(gradp+

h − gradp−h )× ν
)
yh = 0 ∀ yh ∈ Y1

h(Γ ). (38)

Note that the potential ph = p±h on Ω± verifies ph|∂Ω = 0. We rewrite
(38) and by integration by parts we obtain: for all yh ∈ Y1

h(Γ )
∫

Γ

(
(gradp+

h − gradp−h )× ν
)

=
∫

Γ

(curl(p+
h − p−h ) · yh =

=
∫

Γ

(p+
h − p−h )curlyh = 0.

Thus the jump (p+
h − p−h ) is orthogonal to the space curlY1

h(Γ ) = Y2
h(Γ ).

Note that p+
h |Γ ∈ X0

h(Γ ) and that the pair (X0
h(Γ ),Y2

h(Γ )) verifies an
inf-sup condition. Thus the potential ph matches in an optimal way on
the interface Γ ;

(ii)d Choosing only Lagrange multipliers of the type gradqh, qh ∈ Y0
h(Γ ), we

perform integration by parts:
∫

Γ

(
(v+
h − v−

h )× ν
)
· gradqh =

∫

Γ

div((v+
h − v−

h )× ν)qh

=
∫

Γ

(curl v+
h − curl v−

h ) · ν qh = 0.

This means that the quantity (curl v+
h − curl v−

h ) · ν is orthogonal to
all qh ∈ Y0

h(Γ ). Noting that curl v+
h · ν ∈ X2

h(Γ ) and recalling that the
pair (X2

h(Γ ),Y0
h(Γ )) is inf-sup stable, we can argue that also the condition

(curl v+
h −curl v−

h )·ν = 0 is reproduced at the discrete level in an optimal
way.
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Summary. The stress-displacement-pressure formulation of the elasticity problem
may suffer from two types of numerical instabilities related to the finite element in-
terpolation of the unknowns. The first is the classical pressure instability that occurs
when the solid is incompressible, whereas the second is the lack of stability in the
stresses. To overcome these instabilities, there are two options. The first is to use dif-
ferent interpolation for all the unknowns satisfying two inf-sup conditions. Whereas
there are several displacement-pressure interpolations that render the pressure sta-
ble, less possibilities are known for the stress interpolation. The second option is to
use a stabilized finite element formulation instead of the plain Galerkin approach. If
this formulation is properly designed, it is possible to use equal interpolation for all
the unknowns. The purpose of this paper is precisely to present one of such formu-
lations. In particular, it is based on the decomposition of the unknowns into their
finite element component and a subscale, that will be approximated and whose goal
is to yield a stable formulation. A singular feature of the method to be presented
is that the subscales will be considered orthogonal to the finite element space. We
describe in detail the original formulation and a simplified variant and present the
results of their numerical analysis.

1 Introduction

The analysis of the three field formulation of the linear elastic problem is
probably not a goal by itself, but rather a simple model to study problems
in which it is important to interpolate the stresses independently from the
displacements and, in the case we will consider, also the pressure. Perhaps
the most salient problem that requires the interpolation of the (deviatoric)
stresses is the viscoelastic one. In this case, the algebraic constitutive equation
(linear or nonlinear) that relates stresses and strains has to be replaced by an
evolution equation (see [1] for a review).

The problem we will study in this paper is the simple Stokes problem aris-
ing in linear elasticity or creeping flows, taking as unknowns the displacement
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field (or velocity field, in a fluid problem), the pressure and the deviatoric
part of the stresses. In particular, we shall consider that the material is in-
compressible.

When the finite element approximation of the problem is undertaken, it
is well known that incompressibility poses a stringent requirement in the way
the pressure is interpolated with respect to the displacement field. The dis-
placement and pressure finite element spaces have to satisfy the classical inf-
sup condition [4]. Several interpolations are known that satisfy this condition
and yield a stable displacement-pressure numerical solution. However, less is
known about another inf-sup condition that needs to be satisfied when the
stresses are interpolated independently from the displacement. This inf-sup
condition is trivially satisfied for the continuous problem, but only a few in-
terpolations are known that verify it for the discrete case.

The inf-sup conditions for the displacement-pressure and stresses-displa-
cement interpolations are needed if the standard Galerkin method is used for
the space discretization. However, there is also the possibility to resort to a
stabilized finite element method, in which the discrete variational form of the
Galerkin formulation is modified in order to enhance its stability. The purpose
of this paper is precisely to present one of such formulations. In particular,
the one proposed here is based on the decomposition of the unknowns into
their finite element component and a subscale, that is, the component of the
continuous unknown that can not be captured by the finite element mesh.
Obviously, this subscale needs to be approximated in one way or another.
This idea was proposed in the finite element context in [11, 12], although
there are similar concepts developed in different situations (both in physical
and numerical modeling).

The important property of the formulation to be presented here is that the
subscale will be considered orthogonal to the appropriate finite element space.
This idea was first applied to the Stokes problem in displacement-pressure
form in [5], and subsequently applied to general incompressible flows in [6].

Different stabilized formulations for the three-field Stokes problem can be
found in the literature. The GLS (Galerkin/least-squares) method is used for
example in [2, 9]. In [10, 8] the authors propose what they call EVSS (elastic-
viscous-split-stress), that is related to the formulation proposed in this paper
in what concerns the way to stabilize the stress interpolation. An analysis of
both approaches, GLS and EVSS, is presented in [3].

The paper is organized as follows. In the following section we present the
problem to be solved and its Galerkin finite element approximation, explain-
ing the sources of numerical instability. Then we present the stabilized finite
element formulation we propose, for which we present a complete numerical
analysis in Section 4. Section 5 is concerned with a modified formulation,
slightly simpler but that in fact allows us to obtain stability and error esti-
mates in natural norms (H1 for the displacement and L2 for the pressure and
the stresses). The paper concludes with some final remarks.
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2 Problem statement and Galerkin finite element
discretization

2.1 Boundary value problem

Let Ω be the computational domain of R
d (d = 2 or 3) occupied by the solid

(or fluid) and ∂Ω its boundary. If u is the displacement field, p the pressure
(taken as positive in compression) and σ the deviatoric component of the
stress field, the field equations to be solved in the domain Ω are

−∇ · σ +∇p = f , (1)
∇ · u = 0, (2)

σ − 2µ∇Su = 0, (3)

where f is the vector of body forces, µ the shear modulus and ∇Su the sym-
metrical part of ∇u. For simplicity, we shall consider the simplest boundary
condition u = 0 on ∂Ω.

2.2 Variational form

To write the weak form of problem (1)-(3) we need to introduce some func-
tional spaces. Let V = (H1

0 (Ω))d, Q = L2(Ω)/R and T = (L2(Ω))d×d. If we
call U = (u, p,σ), X = V ×Q× T , the weak form of the problem consists in
finding U ∈ X such that

B(U, V ) = L(V ), (4)

for all V = (v, q, τ ) ∈ X , where

B(U, V ) = (∇Sv,σ)− (p,∇ · v) + (q,∇ · u) +
1
2µ

(σ, τ )− (∇Su, τ ), (5)

L(V ) = 〈f ,v〉, (6)

where (·, ·) is the L2 inner product and 〈·, ·〉 is the duality pairing betwen V
and its dual, (H−1(Ω))d, where f is assumed to belong.

2.3 Stability of the Galerkin finite element discretization

let us consider a finite element partition of the domain Ω of diameter h. For
simplicity, we will consider quasi uniform refinements, and thus all the element
diameters can be bounded above and below by constants multiplying h.

From the finite element partition we may build up conforming finite el-
ement spaces Vh ⊂ V, Qh ⊂ Q and Th ⊂ T in the usual manner. If
Xh = Vh × Qh × Th and Uh = (uh, ph,σh), the Galerkin finite element ap-
proximation consists in finding Uh ∈ Xh such that
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B(Uh, Vh) = L(Vh), (7)

for all Vh = (vh, qh, τh) ∈ Xh.
In principle, we have posed no restrictions on the choice of the finite ele-

ment spaces. However, let us analyze the numerical stability of problem (6).
If we take Vh = Uh, it is found that

B(Uh, Uh) =
1
2µ
‖σh‖2, (8)

where ‖·‖ is the L2(Ω) norm. It is seen from (7) that Bh is not coercive in Xh,
the displacement and the pressure being out of control. Moreover, the inf-sup
condition

inf
Uh∈Xh

sup
Vh∈Xh

B(Uh, Vh)
‖Uh‖X ‖Vh‖X

≥ β

is not satisfied for any positive constant β unless the two conditions

inf
qh∈Qh

sup
vh∈Vh

(qh,∇ · vh)
‖qh‖Qh

‖vh‖Vh

≥ C1 > 0, (9)

inf
vh∈Vh

sup
τ h∈Th

(τh,∇Svh)
‖τh‖Th

‖vh‖Vh

≥ C2 > 0, (10)

hold for positive constants C1 and C2. In all the expressions above, ‖ · ‖Y
stands for the appropriate norm in space Y.

Conditions (9) and (10) pose stringent requirements on the choice of the
finite element spaces. Our intention in this paper is to present a stabilized
finite element formulation that avoids the need for such conditions and, in
particular, allows equal interpolation for all the unknowns. Although this is
only a particular choice for the finite element spaces, we will concentrate on
this. Therefore, in what follows we will assume that Vh, Qh and Th are all
constructed from continuous finite element interpolations of degree k.

3 Finite element approximation using subscales

3.1 Decomposition of the unknowns

Let us start by explaining the basic idea of the multiscale formulation proposed
in [11] and applying it to our problem. If we split U = Uh + U ′, where Uh
belongs to the finite element space Xh and U ′ to any space X ′ to complement
Xh in X , problem (4) is exactly equivalent to

B(Uh, Vh) + B(U ′, Vh) = L(Vh) ∀Vh ∈ Xh, (11)
B(Uh, V ′) + B(U ′, V ′) = L(V ′) ∀V ′ ∈ X ′. (12)
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Integrating some terms by parts and using the fact that uh = u′ = 0 on ∂Ω,
it is easy to see that (11) in our case can be written as the system

(∇Svh,σh) + (∇Svh,σ
′)− (ph,∇ · vh)− (p′,∇ · vh) = 〈f ,v〉, (13)

(qh,∇ · uh)− (∇qh,u
′) = 0, (14)

(σh, τh) + (σ′, τh)− 2µ(∇Suh, τh) + 2µ(u′,∇ · τh) = 0, (15)

which must hold for all test functions vh, qh and τh. On the other hand, (12)
implies that

−∇ · σ′ +∇p′ = r1 := f +∇ · σh −∇ph + ξ1, (16)
∇ · u′ = r2 := −∇ · uh + ξ2, (17)

σ′ − 2µ∇Su′ = r3 := −σh + 2µ∇Suh + ξ3, (18)

where ξ1, ξ2 and ξ3 are responsible to enforce that the previous equations hold
in the space for the subscales, that still needs to be approximated (see [6] for
more details). The way to approximate the solution of problem (16)-(18) and
to choose the space for the subscales is the objective of the following section.

3.2 Approximation of the subscales

The subscales, solution of problem (16)-(18), need now to be approximated.
Once this is done, inserting them in (13)-(14) will lead to a problem for the
finite element unknowns which will hopefully have better stability properties
than the standard Galerkin method.

The are several possibilities to deal with problem (16)-(18). As in [6], we
will approximate σ′, p′ and u′ by using an (approximate) Fourier analysis
of the problem. We will omit the details, for which we refer to the above
reference, and sketch only the idea.

Denoting by ̂ the Fourier transform, and assuming that the values of
the subscales are negligible on the element boundaries (which is reasonable
for highly fluctuating subscales), the transformed problem (16)-(18) is, within
each element of the finite element partition,

−i
k

h
· σ̂′ + i

k

h
p̂′ = r̂1,

i
k

h
· û′ = r̂2,

σ̂′ − µi
(

k

h
⊗ û′ + û′ ⊗ k

h

)

= r̂3,

where k is the dimensionless wave number. From these equations it is possible
to obtain the Fourier transform of the subscales and to compute its L2 norm,
which will have the form ‖Û ′(k)‖ = ‖α(k)R̂(k)‖ for a certain matrix α(k)
depending on k and R̂ being the vector that contains (r̂1, r̂2, r̂3). The mean
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value theorem guarantees that there is a wave number k0 for which ‖Û ′(k)‖ ≤
‖α(k0)R̂(k)‖. Parseval’s formula allows now to state that ‖U ′‖ ≤ ‖α(k0)R‖.
Thus, if we take U ′ = α0R, where now α0 is a matrix of constants, there
will be values of these constants for which the approximated subscales U ′ will
have the correct L2 norm over each element.

In principle, α0 is a full (symmetric) matrix. However, assuming that the
components of k0 are high and neglecting tensors of rang lower that d, it can
be heuristically argued that α0 can be approximated by a diagonal matrix,
and therefore the subscales approximated by

u′ = α1
h2

µ
r1, (19)

p′ = α22µr2, (20)
σ′ = α3r3. (21)

These are the expressions we were looking for. Here, α1, α2 and α3 are con-
stants that play the role of the algorithmic parameters of the formulation.
The possibility of using the full matrix α0 needs to be further explored.

It only remains to determine which is the space of the subscales, that is,
to choose the functions ξi, i = 1, 2, 3. Our particular choice is to take the
space for the subscales L2 orthogonal to the finite element space. In view of
(19)-(15), this implies that r1, r2 and r3 must be orthogonal to Vh, Qh and
Th, respectively. Denoting by Pu, Pp and Pσ the L2 projections onto these
spaces and by P⊥

u , P⊥
p and P⊥

σ the orthogonal projections, we will have that

ξ1 = −Pu(f +∇ · σh −∇ph) and u′ = α1
h2

µ
P⊥
u (f +∇ · σh −∇ph),

ξ2 = −Pp(−∇ · uh) and p′ = α22µP⊥
p (−∇ · uh),

ξ3 = −Pσ(−σh + 2µ∇Suh) and σ′ = α3P
⊥
σ (−σh + 2µ∇Suh).

Clearly, we have that P⊥
σ (−σh) = 0. We may also assume for simplicity that

the body force belongs to the finite element space, and thus P⊥
u (f) = 0.

Hence, the expression for the subscales we finally propose is

u′ = α1
h2

µ
P⊥
u (∇ · σh −∇ph), (22)

p′ = −α22µP⊥
p (∇ · uh), (23)

σ′ = α32µP⊥
σ (∇Suh). (24)

3.3 Stabilized finite element problem

Once arrived to (22)-(17), the stabilized finite element problem is obtained by
inserting these approximations for the subscales into (13)-(14). Noting that
(σ′, τh) = 0, the result is the following:
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(∇Svh,σh) + α32µ(∇Svh, P
⊥
σ (∇Suh))− (ph,∇ · vh)

+ α22µ(P⊥
p (∇ · uh),∇ · vh) = 〈f ,v〉, (25)

(qh,∇ · uh) + α1
h2

µ
(∇qh, P

⊥
u (∇ph −∇ · σh)) = 0, (26)

1
2µ

(σh, τh)− (∇Suh, τh) + α1
h2

µ
(P⊥
u (∇ · σh −∇ph),∇ · τh) = 0. (27)

Introducing the bilinear form

Bstab(Uh, Vh) := B(Uh, Vh) + α32µ(∇Svh, P
⊥
σ (∇Suh))

+ α22µ(P⊥
p (∇ · uh),∇ · vh)

+ α1
h2

µ
(∇qh −∇ · τh, P⊥

u (∇ph −∇ · σh)), (28)

problem (18)-(27) can be written as follows: find Uh ∈ Xh such that

Bstab(Uh, Vh) = L(Vh), (29)

for all Vh ∈ Xh. This is the stabilized finite element method we propose and
whose stability and convergence properties are established in the following
section. In Section 5 we will also present and analyze a modified formulation.

4 Numerical analysis of the original formulation

In this section we present the results of the numerical analysis of the method
proposed in the previous section. The norm in which the results will be pre-
sented is

|||Vh|||2 :=
1
2µ
‖τh‖2 + α32µ‖∇Svh‖2 + α22µ‖∇ · vh‖2

+ α1
h2

µ
‖∇qh −∇ · τh‖2. (30)

In fact, the term multiplied by α2 is unnecessary, since it already appears in
the term multiplied by α3. However, we will keep it for generality, to see the
effect of the subscale associated to the pressure introduced in the previous
section. In all what follows we will assume that αi > 0, i = 1, 2, 3.

As it has been mentioned in Section 2, we will consider for the sake of
conciseness quasi-uniform finite element partitions. Therefore, we assume that
there is a constant Cinv, independent of the mesh size h (the maximum of all
the element diameters), such that

‖∇vh‖ ≤
Cinv

h
‖vh‖, (31)



28 Ramon Codina

for all finite element functions vh. Since, again for the sake of simplicity, we
have assumed equal interpolation for all the unknowns, this inequality can be
used for scalars, vectors or tensors.

In all what follows, C will denote a positive constant, independent of the
discretization and the physical coefficient µ, and possibly different at different
occurrences.

We start proving what is in fact the key result, which states that the
formulation presented is stable in the norm (30). This stability is presented
in the form of an inf-sup condition:

Theorem 1 (Stability I). There is a constant C > 0 such that

inf
Uh∈Xh

sup
Vh∈Xh

Bstab(Uh, Vh)
|||Uh||||||Vh|||

≥ C. (32)

Proof. Let us start noting that, for any function Uh ∈ Xh, we have

Bstab(Uh, Uh) =
1
2µ
‖σh‖2 + α32µ‖P⊥

σ (∇Suh)‖2

+ α22µ‖P⊥
p (∇ · uh)‖2 + α1

h2

µ
µ‖P⊥

u (∇ph −∇ · σh)‖2. (33)

The basic idea is to obtain control on the components on the finite element
space for the terms whose orthogonal components appear in this expression.
The key point is that this control comes from the Galerkin terms in the bilinear
form Bstab.

Let us consider Vh1 := α1
h2

µ (Pu(∇ph−∇ · σh), 0,0). A straightforward ap-
plication of Schwarz’s inequality, Young’s inequality and the inverse estimate
(31) leads to

Bstab(Uh, Vh1) ≥ α1
h2

2µ
‖Pu(∇ph −∇ · σh)‖2

− 4α1α
2
3µC

2
inv‖P⊥

σ (∇Suh)‖2

− 4α1α
2
2µC

2
inv‖P⊥

p (∇ · uh)‖2. (34)

Consider now Vh2 := (0, α22µPp(∇ · uh),0). The same strategy as before now
leads to

Bstab(Uh, Vh2) ≥ α2µ‖Pp(∇ · uh)‖2

− α2
1α2C

2
inv

h2

µ
‖P⊥
u (∇ph −∇ · σh)‖2. (35)

Finally, taking Vh3 := (0, 0,−α32µPσ(∇Suh)) what we obtain is

Bstab(Uh, Vh3) ≥ α3µ‖Pσ(∇Suh)‖2

− α3
1
µ
‖σh ‖2

− 2α2
1α3C

2
inv

h2

µ
‖P⊥
u (∇ph −∇ · σh)‖2. (36)
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Let Vh = β1Vh1+β2Vh2+β3Vh3, with Vhi, i = 1, 2, 3, introduced above. Adding
up inequalities (34)-(35)-(36) multiplied by β1, β2 and β3, respectively, and
adding also (33), it is trivially verified that there exist values of the coefficients
βi, i = 1, 2, 3, for which

Bstab(Uh, Vh) ≥ C|||Uh|||2. (37)

On the other hand, we have that

|||Vh1|||2 ≤ 2α2
1(α2 + α3)C2

inv

h2

µ
‖∇ph −∇ · σh‖2 ≤ C|||Uh|||2,

|||Vh2|||2 ≤ 4α1α2µC
2
inv‖∇ · uh‖2 ≤ C|||Uh|||2,

|||Vh3|||2 ≤ 2α2
3µ(1 + 2α1C

2
inv)‖∇Suh‖2 ≤ C|||Uh|||2,

from where it follows that |||Vh||| ≤ C|||Uh|||. Using this fact in (37) we have
shown that for each Uh ∈ Xh there exists Vh ∈ Xh such that Bstab(Uh, Vh) ≥
C|||Uh||||||Vh|||, from where the theorem follows.

Once stability is established, a more or less standard procedure leads to
convergence. In this case, we will assume that all the components of the con-
tinuous solution U = (u, p,σ) ∈ X belong to Hk+1(Ω), where k is the order
of the finite element interpolation. A remark on this requirement will be made
after the final convergence result.

LetWh ⊂ H1(Ω) be a finite element space of degree k, constructed as any
of the spaces for the displacement, the pressure or the deviatoric stress. For
any function v ∈ Hk+1(Ω) and for i = 0, 1, we define the interpolation errors

inf
vh∈Wh

‖v − vh‖Hi(Ω) ≤ Chk+1−i‖v‖Hk+1(Ω) =: εi(v). (38)

We will denote by ṽh the best approximation of v in Wh. Clearly, we have
that ε0(v) = hε1(v). This will allow us to prove that the error function of the
method is

E(h) := hk
(
√
µ‖u‖Hk+1(Ω) +

1
√
µ
h‖σ‖Hk+1(Ω) +

1
√
µ
h‖p‖Hk+1(Ω)

)

. (39)

To prove convergence, we need to preliminary lemmas. The first concerns
the consistency of the formulation:

Lemma 1 (Consistency I). Let U ∈ X be the solution of the continuous
problem and Uh ∈ Xh the finite element solution of (29). Then, if f ∈ Vh,

Bstab(U − Uh, Vh) = 0 ∀Vh ∈ Xh. (40)

Proof. This lemma is a trivial consequence of the consistency of the finite
element method proposed (considering the force term f in the finite element
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space). Note that all the terms added to B in the definition (20) of Bstab

vanish if Uh is replaced by U (recall that σh could have been added to ∇Suh,
since P⊥

σ (σh) = 0).

Remark 1. If P⊥
u (f) 	= 0 there are two options. The first is to include this

orthogonal projection in the definition of the method, and therefore to modify
the right-hand-side of (29). All the analysis carries over to this case. The
second is to take into account the consistency error coming from f in (40).
It is easy to see that in this case this equation can be replaced by Bstab(U −
Uh, Vh) ≤ CE(h)|||Vh||| and the following results can be immediately adapted.

The next step is to express the interpolation error in terms of the norm
|||·||| and the bilinear form Bstab. We do this in the following:

Lemma 2 (Interpolation error I). Let U ∈ X be the continuous solution
and Ũh ∈ Xh its best finite element approximation. Then, the following in-
equalities hold:

Bstab(U − Ũh, Vh) ≤ CE(h)|||Vh|||, (41)

|||U − Ũh||| ≤ CE(h), (42)

where E(h) is given in (39).

Proof. Let us start proving (42). By the definition (30) of the norm |||·||| it is
immediately checked that

|||U − Ũh||| ≤
1
2µ

ε2
0(σ) + α32µε2

1(u) + α22µε2
1(u)

+ α1
h2

µ
ε2
1(p) + α1

h2

µ
ε2
1(σ),

and (42) follows from the fact that ε0(v) = hε1(v) for any function v ∈ H1(Ω).
The proof of (41) is as follows:

Bstab(U − Ũh, Vh) ≤
√
µ‖∇Svh‖

1
√
µ
ε0(σ) +

√
µ‖∇ · vh‖

1
√
µ
ε0(p)

+
1

2
√
µ
‖τh‖

1
√
µ
ε0(σ) +

1
√
µ
‖τh‖

√
µε1(u)

+ 2α3
√
µ‖∇Svh‖

√
µε1(u) + 2α2

√
µ‖∇ · vh‖

√
µε1(u)

+ α1
h2

µ
‖∇qh −∇ · τh‖ (ε1(p) + ε1(σ)) .

All the terms have been organized to see that they are all bounded by
CE(h)|||Vh|||, from where (41) follows.

We are finally in a position to prove convergence. The proof is standard,
but we include it for completeness.
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Theorem 2 (Convergence I). Let U = (u, p,σ) ∈ X be the solution of the
continuous problem. Assume that all the components of this solution belong
to Hk+1(Ω), where k is the order of the finite element interpolation. Then,
there is a constant C > 0 such that

|||U − Uh||| ≤ CE(h),

where E(h) is given in (39).

Proof. Consider the finite element function Ũh−Uh ∈ Xh where, as in Lemma
2, Ũh ∈ Xh is the best finite element approximation to U . Starting from the
inf-sup condition (16) it follows that there exists Vh ∈ Xh such that

C|||Ũh − Uh||||||Vh||| ≤ Bstab(Ũh − Uh, Vh)

= Bstab(Ũh − U, Vh) (from the consistency (40))
≤ CE(h)|||Vh||| (from (41)),

from where |||Ũh − Uh||| ≤ CE(h). The theorem follows now from the triangle
inequality |||U − Uh||| ≤ |||U − Ũh|||+ |||Ũh − Uh||| and the interpolation error es-
timate (42).

Clearly, this convergence result is optimal.

Remark 2. In the error estimate obtained with the standard Galerkin method
and using finite element interpolations satisfying the inf-sup conditions (9)-
(10), the error function would involve ‖σ‖Hk(Ω) and ‖p‖Hk(Ω) instead of
h‖σ‖Hk+1(Ω) and h‖p‖Hk+1(Ω), respectively. Therefore, the stabilized finite
element method requires more regularity for the continuous solution than
what would be needed using the Galerkin method. This is a common feature
of all stabilized methods of the type presented in this paper.

5 A modified stabilized problem

The problem presented in Section 3 and analyzed in Section 4 comes directly
from the variational multiscale concept. However, once arrived to the stabi-
lized problem (29) we may a posteriori modify it. We do this here. As we shall
see, the modified method has both improved convergence behavior and smaller
computational cost. The only price to be paid is a consistency error that has
to be taken into account in the convergence analysis, which otherwise follows
exactly the same lines as in the one presented in the previous section.

The starting observation is that it would be computationally convenient
to drop the last term in the left-hand-side of (27), that is to say, to replace
it by the equation that would come from the standard Galerkin method. In
this case we would simply have σh = Pσ(2µ∇Suh). But then the discrete
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equations would be non-symmetric, due to the presence of ∇ · σh in (19). The
next idea is thus to drop also this term. The final discrete system of equations
to be solved, instead of (18)-(27), is

(∇Svh,σh) + α32µ(∇Svh, P
⊥
σ (∇Suh))− (ph,∇ · vh)

+ α22µ(P⊥
p (∇ · uh),∇ · vh) = 〈f ,v〉, (43)

(qh,∇ · uh) + α1
h2

µ
(∇qh, P

⊥
u (∇ph)) = 0, (44)

1
2µ

(σh, τh)− (∇Suh, τh) = 0, (45)

that must hold for all Vh = (vh, qh, τh) ∈ Xh. This problem can now be
written as: find Uh ∈ Xh such that

Bstab,∗(Uh, Vh) = L(Vh) ∀Vh ∈ Xh, (46)

where the bilinear form Bstab,∗ is now defined as

Bstab,∗(Uh, Vh) := B(Uh, Vh) + α32µ(∇Svh, P
⊥
σ (∇Suh))

+ α22µ(P⊥
p (∇ · uh),∇ · vh) + α1

h2

µ
(∇qh, P

⊥
u (∇ph)). (47)

Remark 3. Even though we will not discuss here the extension of the present
formulation to nonlinear problems, let us briefly discuss some of its impli-
cations in a nonlinear situation. Suppose for example that the constitutive
law is of the form σ = F (∇Su), with F a nonlinear function. Equation
(45) has to be replaced by (σh, τh) − (F (∇Suh), τh) = 0, that is to say,
σh = Pσ(F (∇Suh)). A straightforward application of the variational multi-
scale concept would lead us to replace the second term in the left-hand-side
of (43) by α3(∇Svh, P

⊥
σ (F (∇Su))) and therefore the first two terms of this

equation would add up to (∇Svh, (1− α3)Pσ(F (∇Suh)) + α3F (∇Suh)). For
α3 = 0 the formulation would be unstable, whereas for α3 = 1 we would recover
an irreductibe formulation, without the stress as unknwon. Nothing is gained
for 0 < α3 < 1. However, there is no need to take α3(∇Svh, P

⊥
σ (F (∇Su))) in

the second term of (43). We could for example take α3µ0(∇Svh, P
⊥
σ (∇Suh)),

with µ0 a constant. Once more, the only price to be paid is an optimal con-
sistency error, and the gain is that the constitutive law only appears in (45)
which, as it has been said, implies σh = Pσ(F (∇Suh)).

Let us proceed to analyze now problem (46) with the bilinear form Bstab,∗
given by (47). The analysis now is based on the norm |||·|||∗, defined by

|||Vh|||2∗ :=
1
2µ
‖τh‖2 + α32µ‖∇Svh‖2 + α22µ‖∇ · vh‖2 + α1

h2

µ
‖∇qh‖2. (48)

Clearly, the first point to be noticed is that this norm is finer than |||·|||, since
it involves the norm of the pressure gradient directly, and not a combination
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of the pressure gradient and the stress divergence. The same stability and
convergence estimate in this norm gives, in principle, more information than
in the norm |||·|||.

The results to be presented follow the same scheme as in Section 4. Let us
start proving stability:

Theorem 3 (Stability II). There is a constant C > 0 such that

inf
Uh∈Xh

sup
Vh∈Xh

Bstab,∗(Uh, Vh)
|||Uh|||∗|||Vh|||∗

≥ C. (49)

Proof. Taking Vh = Uh in the definition of Bstab,∗ yields

Bstab,∗(Uh, Uh) =
1
2µ
‖σh‖2 + α32µ‖P⊥

σ (∇Suh)‖2

+ α22µ‖P⊥
p (∇ · uh)‖2 + α1

h2

µ
µ‖P⊥

u (∇ph)‖2. (50)

The control on the components on the finite element space for the terms
whose orthogonal components appear in this expression is obtained in a man-
ner completely analogous to that of Theorem 1. Some of the details will be
omitted.

Taking Vh1 := α1
h2

µ (Pu(∇ph), 0,0) it is now found that

Bstab(Uh, Vh1) ≥ α1
h2

4µ
‖Pu(∇ph)‖2

− 4α1α
2
3µC

2
inv‖P⊥

σ (∇Suh)‖2

− 4α1α
2
2µC

2
inv‖P⊥

p (∇ · uh)‖2

− α1C
2
inv

1
µ
‖σh‖2. (51)

Considering Vh2 := (0, α22µPp(∇ · uh),0), Vh3 := (0, 0,−α32µPσ(∇Suh)), as
in Theorem 1, yields:

Bstab(Uh, Vh2) ≥ α2µ‖Pp(∇ · uh)‖2 − α2
1α2C

2
inv

h2

µ
‖P⊥
u (∇ph)‖2, (52)

Bstab(Uh, Vh3) ≥ α3µ‖Pσ(∇Suh)‖2 − α3
1
4µ
‖σh ‖2. (53)

Let Vh = β1Vh1+β2Vh2+β3Vh3, with Vhi, i = 1, 2, 3, introduced above. Adding
up inequalities (51)-(52)-(53) multiplied by β1, β2 and β3, respectively, and
adding also (50), it is easily shown that there exist βi, i = 1, 2, 3, for which

Bstab,∗(Uh, Vh) ≥ C|||Uh|||2∗. (54)

On the other hand, it can be shown that |||Vh|||∗ ≤ C|||Uh|||∗, which, together
with (54) completes the proof of the theorem.
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We shall prove convergence under the same assumptions as in Section 4. We
will see that the error function in this case is again (39). The main difference
in the analysis is in fact the consistency established in the following:

Lemma 3 (Consistency II). Let U ∈ X be the solution of the continuous
problem and Uh ∈ Xh the finite element solution of (46). Then

Bstab,∗(U − Uh, Vh) ≤ CE(h)|||Vh|||∗ ∀Vh ∈ Xh, (55)

where E(h) is given in (39).

Proof. It is readily checked that

Bstab,∗(U − Uh, Vh) = α32µ(∇Svh, P
⊥
σ (∇Su))

+ α1
h2

µ
(∇qh, P

⊥
u (∇p)). (56)

We could have neglected the first term in the right-hand-side of this expression
assuming that P⊥

u (f) = 0 and noting that P⊥
σ (σh) = 0. However, we have

in any case a consistency error due to the last term, and therefore there is no
need to assume that f is a finite element function (see Remark 1).

To prove (55) from (56) it is enough to recall the best approximation
property of the L2(Ω)-projection onto the finite element spaces, which im-
plies ‖P⊥

σ (∇Su)‖ ≤ Cε1(u) and ‖P⊥
u (∇p)‖ ≤ Chε0(p), with εi(·), i = 0, 1,

defined in (38).

Now we need to express the interpolation error in terms of the norm |||·|||∗
and the bilinear form Bstab,∗. The result is

Lemma 4 (Interpolation error II). Let U ∈ X be the continuous solu-
tion and Ũh ∈ Xh its best finite element approximation. Then, the following
inequalities hold:

Bstab,∗(U − Ũh, Vh) ≤ CE(h)|||Vh|||∗, (57)

|||U − Ũh|||∗ ≤ CE(h), (58)

where E(h) is given in (39).

Proof. It follows the same steps as that of Lemma 2.

We finally give the convergence result. The modification of the standard
proof due to the consistency error is trivial:

Theorem 4 (Convergence II). Let U = (u, p,σ) ∈ X be the solution of the
continuous problem. Assume that all the components of this solution belong
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to Hk+1(Ω), where k is the order of the finite element interpolation. Then,
there is a constant C > 0 such that

|||U − Uh|||∗ ≤ CE(h),

where E(h) is given in (39).

The direct control on the pressure gradient provided by Theorem 3 and
Theorem 4 (instead of a combination of pressure gradient and stress diver-
gence, as in the previous formulation) allows us to obtain stability and error
estimates for the pressure in its natural norm, namely, L2(Ω). We do this
next, extending the strategy employed for example in [7] for the classical
displacement-pressure formulation of the Stokes problem:

Theorem 5 (Stability and convergence in natural norms). The solu-
tion of the discrete problem (46), Uh = (uh, ph,σh) ∈ Xh, is bounded as

√
µ‖uh‖H1(Ω) +

1
√
µ
‖σh‖+

1
√
µ
‖ph‖ ≤

C
√
µ
‖f‖H−1(Ω). (59)

Moreover, under the assumptions of Theorem 4 it follows that

√
µ‖u− uh‖H1(Ω) +

1
√
µ
‖σ − σh‖+

1
√
µ
‖p− ph‖ ≤ CE(h), (60)

where U = (u, p,σ) ∈ X is the solution of the continuous problem.

Proof. Let us first recall that Korn’s inequality implies that ‖∇Sv‖ is a norm
in V equivalent to ‖v‖H1(Ω). On the other hand, it is clear that

〈f ,vh〉 ≤
C
√
µ
‖f‖H−1(Ω)

√
µ‖vh‖H1(Ω) ≤

C
√
µ
‖f‖H−1(Ω)|||Vh|||∗,

where Vh = (vh, qh, τh) ∈ Xh is arbitrary. Therefore the inf-sup condition
proved in Theorem 3 implies that |||Uh|||∗ ≤ C√

µ‖f‖H−1(Ω), which, together
with the definition of |||·|||∗ in (48) yields the bound (59) for the first two terms
in the left-hand-side of this inequality. Likewise, Theorem 4 implies the error
estimate (60) for the displacement and the stresses.

The point is thus to prove the stability and the error estimate for the
pressure stated in (59) and (60), respectively. We do this using a duality
argument. Let (ω, π,S) ∈ X be the solution of the following problem:

−∇ · S +∇π = 0 in Ω, (61)
∇ · ω = γp− ph in Ω, (62)

S − 2µ∇Sω = 0 in Ω, (63)
ω = 0 on ∂Ω,
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where γ can only take the values 0 and 1. Testing (61) by ω, (62) by π, (63)
by S and adding the results, it follows that

1
2µ
‖S‖2 ≤ ‖γp− ph‖‖π‖. (64)

On the other hand, the continuous inf-sup condition for V and Q implies
that there exists ξ ∈ V such that ‖π‖‖ξ‖H1(Ω) ≤ C(π,∇ · ξ), and, from (61),
(π,∇·ξ) ≤ C‖ξ‖H1(Ω)‖S‖, from where ‖π‖ ≤ C‖S‖. The continuous equation
(63) yields also 2µ‖ω‖H1(Ω) ≤ C‖S‖. Using this in (64) we have the stability
bound

‖ω‖H1(Ω) ≤ C‖γp− ph‖. (65)

Let ω̃h ∈ Vh be an approximation to ω such that

‖ω − ω̃h‖Hm(Ω) ≤ Ch1−m‖ω‖H1(Ω), m = 0, 1. (66)

If now we test (62) by γp− ph, we obtain:

‖γp− ph‖2 = (γp− ph, γp− ph)
= (∇ · ω, γp− ph)
= (∇ · (ω − ω̃h), γp− ph)− (ω̃h,∇(γp− ph))

= −(ω − ω̃h,∇(γp− ph)) + (∇Sω̃h, γσ − σh)− (γ − 1)〈ω̃h,f〉
≤ ‖ω − ω̃h‖‖γ∇p−∇ph‖

+ C‖ω‖H1(Ω)

(
‖γσ − σh‖+ (1− γ)‖f‖H−1(Ω)

)

≤ C‖ω‖H1(Ω)h‖γ∇p−∇ph‖
+ C‖ω‖H1(Ω)

(
‖γσ − σh‖+ (1− γ)‖f‖H−1(Ω)

)

≤ C
(
h‖γ∇p−∇ph‖+ ‖γσ − σh‖+ (1− γ)‖f‖H−1(Ω)

)
‖γp− ph‖.

The stability and error estimate for the pressure we wished to prove follow
taking γ = 0 and γ = 1, respectively, and using the stability and convergence
provided by Theorems 3 and 4.

6 Concluding remarks

Let us conclude with some remarks concerning the numerical formulations
presented in this paper. From the point of view of the numerical analysis,
which has been our main concern, the two methods presented are stable and
optimally accurate using equal interpolation for the displacement, the pressure
and the stresses. Therefore, the main goal has been achieved.

Let us comment on two aspects that have been not treated in the paper
and that refer to the pontential of these formulations. The first remark is the
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implementation of the orthogonal projections, say P⊥. In practice, this projec-
tion applied to any derivative of a finite element function, vh, can be expressed
as P⊥(∇vh) = ∇vh − P (∇vh). In an iterative scheme, the term P (∇vh) can
be evaluated in a previous iteration. This allows us to maintain the stencil of
the Galerkin formulation in the matrix of the final discrete system. Of course
for a linear problem, as the one analyzed here, this iterative procedure implies
an additional cost, but for a nonlinear problem this iterative treatment can be
coupled with the iterations due to the nonlinearity. Our experience indicates
that this causes no significant deterioration of the nonlinear convergence of
the scheme.

As it has been mentioned in the Introduction, the problem analyzed here
is nothing but a model for more complex situations. Typically, viscoelastic
flows are often posed as example of a problem that requires the interpolation
of the stresses, but this can also be done for nonlinear models such as damage
or plasticity in solid mechanics, and non-Newtonian fluids or even turbulence
models in fluid mechanics. When designing an extension of the formulations
presented here to these more complex situations, the most important idea
to bear in mind is which is the stabilization mechanism introduced by the
formulations proposed. The analysis dictates that pressure is stabilized by the
term proportional to P⊥

u (∇ph) introduced in the continuity equation (see (19)
and (44)) and the displacement gradient is stabilized by the term proportional
to P⊥

σ (∇Suh) introduced in the momentum equation (see (18) and (43)). This
is the essential point. The only condition on the factors that multiply these
terms is that they have to yield an adequate scaling and order of convergence.
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Summary. We investigate adaptive wavelet methods which are goal–oriented in
the sense that a functional of the solution of a linear elliptic PDE is computed
up to arbitrary accuracy at possibly low computational cost measured in terms of
degrees of freedom. In particular, we propose a scheme that can be shown to exhibit
convergence to the target value without insisting on energy norm convergence of
the primal solution. The theoretical findings are complemented by first numerical
experiments.

1 Introduction

The importance of adaptive solution concepts for large scale computational
tasks arising in Numerical Simulation based on PDEs or integral equations is
nowadays well accepted. The evidence provided by numerical experience is,
however, nor quite in par with the theoretical foundation of such schemes.
A thorough analytical understanding, in turn, has recently proven to lead to
new algorithmic paradigms in connection with wavelet based schemes. Rigor-
ous complexity and convergence estimates were obtained for adaptive wavelet
methods for a wide class of linear and nonlinear variational problems, see, e.g.,
[8, 9, 12, 14]. These estimates relate for the first time the computational work
and the adaptively generated number of degrees of freedom to the target accu-
racy of the approximate solution. This accuracy refers to the approximation
in some (energy) norm, i.e., the whole unknown solution is recovered. These
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Modulation and Fluid-Structure Interaction at Airplane Wings”, and SFB 611,
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developments have meanwhile spilled over to the Finite Element setting where
analogous results could be obtained for a much more restricted problem class,
though, see, e.g., [3, 24].

However, in many applications one is only interested in some functional
of the solution which, in particular, might be local such as point values or
integrals on some lower dimensional manifold. In such a case one might expect
to obtain the desired information at a much lower expense than computing the
whole solution. This is exactly the objective of goal-oriented error estimation
which gives rise to the so called dual weighted residual method (DWR), see,
e.g., [7] and the references cited therein.

Many striking examples indicate that one may indeed reach the goal with
the aid of this paradigm at the expense of much less computational work in
comparison with schemes driven by norm approximation. On the other hand,
a rigorous analysis of the DWR faces a number of severe obstructions related,
in particular, to the fact that the central error representation involves the
(unknown) solution to the dual problem. Thus, the dual solution has to be
estimated along the way. Although this problem arises, in principle, already
when dealing with linear problems, it becomes more delicate in the nonlinear
case since the dual solution depends then on the primal one. It is fair to say
that the mutual intertwinement of the accuracies of dual and primal solutions,
especially with regard to the spatial distribution of degrees of freedom, is far
from a rigorous understanding. It is not even clear in the linear case that
adaptive refinements based on the practiced versions of the DWR paradigm
actually converge in the sense that the searched value is actually approached
better and better by the computed one as the refinement goes on. It is this
issue that will be the primary concern of this paper.

To appreciate this issue, it is helpful to keep a few principal facts in mind.
Approximability of a function in some norm can always be understood in terms
of the regularity of that function (with respect to some nonclassical regularity
measure). In a typical application of the DWR, adaptivity is not driven by
the regularity of the searched for object, but primarily by the locality of the
targeted information, conveyed by the dual solution which is often termed
generalized Green’s function, see, e.g., [19]. This generalized Green’s function
indicates the influence of parts of the primal solution away from the spatial
location of the target functional. Thus, the experience gained with adaptive
wavelet schemes for energy norm approximation is not immediately seen to
be helpful in the context of the DWR.

Nevertheless, the primary goal of this paper is to contribute to the under-
standing of the DWR by looking at this paradigm from a wavelet point of view.
Here is a rough indication why this might indeed be a promising perspective:
The key to the above mentioned results from [8, 9] is to formulate an iteration
(e.g., a gradient or a Newton scheme) for the full infinite dimensional problem
formulated in wavelet coordinates. This idealized iteration is then mimicked
by the adaptive evaluation of the involved operators within any desired error
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tolerance. Staying in that sense controllably close to the infinite dimensional
problem may therefore be expected to help also in the context of the DWR.

In this note we wish to explore this aspect for an admittedly simple class of
model problems, namely, linear elliptic boundary value problems. Moreover,
we shall consider only linear evaluation functionals that belong to the dual of
the energy space. Further linearization and/or regularization can be, of course,
performed as explained in many foregoing investigations. The main point is to
identify the key mechanisms so as to draw also conclusions for more complex
problems.

We shall occasionally use the following convention for estimates containing
generic constants. The relation a ∼ b always stands for a <∼ b and a >∼ b,
i.e., a can be estimated from above and below by a constant multiple of b
independent of all parameters on which a or b may depend.

2 Goal–oriented error estimation

2.1 Problem formulation

Let V denote a Hilbert space living on some bounded Lipschitz domain Ω ⊂
R
d and let V ′ be its topological dual. Its associated dual form will be denoted

as 〈·, ·〉V×V ′ , or shortly as 〈·, ·〉.
Moreover, let a(·, ·) be a symmetric bilinear form which will here always

supposed to be continuous and elliptic on V , i.e., there exist constants cA, CA
such that √

cA‖v‖V ≤ a(v, v)1/2 ≤
√

CA‖v‖V , v ∈ V. (2.1)

In this case the variational problem: given any f ∈ V ′, find u ∈ V such that

a(v, u) = 〈v, f〉, v ∈ V, (2.2)

is well posed. It will be convenient to introduce the induced operator A : V →
V ′ given by 〈v,Aw〉 := a(v, w) for all v, w ∈ V .

Instead of approximating the whole solution u we are interested in evalu-
ating only a functional of the unknown solution. Specifically, we consider the
following problem: Given a fixed linear functional J ∈ V ′, compute

J(u) := 〈u, J〉, (2.3)

where u is the solution of (12). J(u) may be a very local quantity, such as the
point evaluation of u at some point x∗ ∈ Ω, if the Dirac functional is in V ′ (as
in the case of Plateau’s equation on an interval), or a local quantity like the
mean of u over some small domain Ωδ ⊂ Ω, i.e., J(u) = |Ωδ|−1

∫

Ωδ
u(x) dx, or

a weighted integral of u over some lower dimensional manifold in Ω. We shall
exclude first more general situations such as nonlinear functionals J which
would require an additional linearization process as shown in [7], as well as
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functionals that are not contained in V ′ but require additional regularity of
the solution.

Of course, one might approximate the quantity J(u) by determining first
some approximation uΛ to u sitting in some finite dimensional trial space
indicated by the subscript Λ, and take then J(uΛ) as an approximation to the
desired value J(u). Moreover, in the above framework it is natural to take uΛ
as a Galerkin solution with respect to some subspace VΛ ⊂ V , i.e.,

a(v, uΛ) = 〈v, f〉, v ∈ VΛ. (2.4)

Under the circumstances (2.1), (12), uΛ is uniquely determined for any VΛ ⊂
V . (For conceptual reasons that will become clear later, we deliberately do not
even insist at this point on VΛ being finite dimensional.) We shall frequently
use the shorthand notation

eΛ := u− uΛ.

Our goal now is to determine uΛ such that for a given target accuracy
ε > 0

|J(u)− J(uΛ)| = |J(u− uΛ)| = |J(eΛ)| ≤ ε, (2.5)

while the computational cost needed to determine uΛ is to be kept as low as
possible. Since, by assumption, J ∈ V ′, we have

|J(eΛ)| ≤ ‖J‖V→R ‖eΛ‖V , (2.6)

where, as usual, ‖J‖V→R := supv∈V,‖v‖V ≤1〈v, J〉.

Remark 1. When J 	∈ V ′ but J ∈ (V +)′ where V + ↪→ V and u, uΛ ∈ V +, we
obtain an analogous estimate of the form |J(eΛ)| ≤ ‖J‖V +→R ‖eΛ‖V + .

Staying with the simpler former situation, a principal gain is that the target
accuracy ε can be achieved by solving two problems, namely, the primal (12)
and the dual one (2.8) with accuracies of the order

√
ε. Thus, choosing some

subspace VΛ, based on some a-priori estimates, such that the Galerkin error
satisfies

‖u− uΛ‖V < ε/‖J‖V→R, (2.7)

this, together with (2.6), would yield (2.5). In general, such an a-priori choice
would require a too large VΛ. In any case, an adaptive choice of VΛ with
respect to the energy norm may lead to an overestimation since such a norm
approximation does not take the locality of J into account.

2.2 The dual weighted residual method: error representation

It is the very purpose of the dual weighted residual method (DWR) to take the
locality of J into account when refining a given discretization so as to improve
on the accuracy of the approximate value, possibly without approximating
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the whole solution everywhere in the domain with a comparable accuracy.
In order to motivate the subsequent development, we briefly review some
basic facts concerning this methodology from [7, 19]. The key is to obtain an
error representation comprised of local quantities that reflect residual terms
which can be evaluated. The derivation of such representations relies on duality
arguments to be explained next.

Let z ∈ V be the solution of the dual problem

a(z, w) = 〈w, J〉, w ∈ V, (2.8)

with J ∈ V ′ serving as right hand side. Inserting w = u− uΛ = eΛ yields the
error representation

J(eΛ) = 〈eΛ, J〉 = a(z, eΛ) = a(z − yΛ, eΛ), for any yΛ ∈ VΛ, (2.9)

where we have used Galerkin orthogonality in the last step. This suggests
several options for bounding these residuals. First, we obtain the estimate

|J(u− uΛ)| = |a(z − yΛ, u− uΛ)| <∼ ‖u− uΛ‖V inf
yΛ∈VΛ

‖z − yΛ‖V . (2.10)

Thus, if the computational work (measured in terms of problem size expressed
as the number of degrees of freedom N) needed to compute such approxima-
tions for the primal and dual solution with accuracy ε scales like N(ε) = ε−α

for some α > 0, the error in (2.10) can be bounded by ε2. So the computa-
tional work needed to determine the value J(u) within a tolerance ε scales like
2ε−α/2. This is asymptotically better than just computing the primal solution
with tolerance ε in the energy norm (2.7).

This still does not exploit the locality of the functional J of interest. In
the framework of Finite Element discretizations, one usually treats this latter
objective by bounding the error representation a(z − yΛ, u − uΛ) by a sum
of local computable quantities. To specify this, let Λ denote then a current
triangulation of the domain Ω. Such estimates have then the form

|a(z − yΛ, u− uΛ)| <∼
∑

T∈Λ
wT (yΛ) rT (uΛ), (2.11)

where the rT (uΛ) are local residuals of the approximate solution uΛ and the
wT (yΛ) are weights computed in terms of the dual solution. For the simple
case a(v, w) =

∫

Ω
(∇y)T∇wdx, they look like

rT (uΛ) = ‖f + ∆uΛ‖L2(T ) +
1
2
h
−1/2
T

∥
∥
∥
∥

[
∂uΛ
∂n

]∥
∥
∥
∥
L2(∂T )

. (2.12)

The weights or stability factors are of the form

wT (yΛ) = ‖z − yΛ‖L2(T ) + h
1/2
T ‖z − yΛ‖L2(∂T ), (2.13)

see, e.g., [7, 19].
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Note that, while the rT (uΛ) are computable, the weights wT (yΛ) depend
on the unknown dual solution z. One can argue that, in practical applications
it suffices to know only the “trend” of these weights to see the influence of
the local residual rT (uΛ) and, consequently, of the local error caused by uΛ.
There are several ways of obtaining approximations to these weights:

(i) One can compute an approximate solution z̄ of z on some finer mesh
than the one used for the primal solution and substitute z̄ for z.

(ii) One can compute a higher order Galerkin approximation as a substitute
for z in (2.13).

(iii) Instead of computing the difference z−yΛ, one determines a higher order
Galerkin approximation z̄ to z, computes its second order derivatives and
replaces wT (yΛ) by some constant multiple of h2

T ‖z̄‖H2(T ).
(iv) A lower order Galerkin approximation is postprocessed to provide second

order approximations that can then be used as in (iii).

In simple cases, all these strategies are expected to work fine. Nevertheless,
even in the simple linear model case, none of them give rigorous bounds for
the actual error resulting from any refinement strategy and from correspond-
ing decisions on how accurately the dual solution needs to be approximated.
The amount of confidence one can put in either of them may vary consid-
erably: Neither is it clear that any fixed mesh refinement or a higher order
approximation is sufficiently closer to the true solution to provide a reliable
trend (in particular, near singularities), nor is it clear that the second order
derivatives behave as those of the true dual solution (again, especially, when
singularities interfere).

Thus, already at a rather basic level, one faces the essential question as
to how accurately should the dual solution be computed and how localized
the distribution of degrees of freedom can be chosen without loosing essential
information.

The subsequent discussion attempts to shed some further light on these
issues exploiting some concepts that have been developed in connection with
adaptive wavelet schemes, see, e.g., [7, 8, 9].

2.3 Wavelet coordinates

Let Ψ := {ψλ : λ ∈ II} ⊂ V be a wavelet basis for V . By this we mean that
every v ∈ V has a unique expansion v =

∑

λ∈II vλψλ with coefficient array
v = (vλ)λ∈II such that for fixed constants cΨ , CΨ one has

cΨ‖v‖ ≤ ‖v‖V ≤ CΨ‖v‖, (2.14)

where ‖v‖2 :=
∑

λ∈II |vλ|2 = vTv denotes the �2-norm. Only when the �2-
norm with respect to a specific subset Λ ⊂ II is meant we write for clarity
‖v‖2�2(Λ) :=

∑

λ∈Λ |vλ|2. Recall that, by a simple duality argument (see, e.g.,
[13]), one has



Convergence of Adaptive Wavelet Methods ... 45

C−1
Ψ ‖〈ψλ, w〉‖ ≤ ‖w‖V ′ ≤ c−1

Ψ ‖〈ψλ, w〉‖, w ∈ V ′. (2.15)

For typical constructions of wavelet bases that are suitable, e.g., for V =
H1

0 (Ω), we refer to [5, 6, 15, 16, 11, 17]. Here it suffices to add a few remarks
on the structure of the index set II. Each index λ comprises information on
the scale, denoted by |λ|, and on the spatial location of the associated basis
function k(λ). There is usually a finite number of “scaling function type”
basis functions on some coarsest level of resolution j0. This subset will be
denoted by IIφ. All remaining indices refer to “true” wavelets gathered in IIψ.
These wavelets are always of compact support whose diameter scale like 2−|λ|.
Moreover, these true wavelets have cancellation properties of some specified
order m̃ usually derived from a corresponding order of vanishing moments
〈ψλ, P 〉 = 0 for all λ ∈ IIψ and any polynomial P of total order at most m̃.
Furthermore, it follows from (2.14) that the wavelets are normalized such that
‖ψλ‖V ∼ 1.

Testing (12) by v = ψλ, λ ∈ II, we obtain an equivalent formulation in
wavelet coordinates

Au = f , (2.16)

where
A =

(
a(ψλ, ψν)

)

λ,ν∈II (2.17)

is the wavelet representation of the operator A : V → V ′ induced by a(v, w) =
〈v,Aw〉 for all v, w ∈ V . Likewise the dual problem (2.8) is equivalent to

AT z = J, (2.18)

where J :=
(
〈ψλ, E〉

)

λ∈II . Combining (2.14), (2.15) with (2.1) yields

c2ΨcA‖v‖ ≤ ‖Av‖ ≤ C2
ΨCA‖v‖, v ∈ �2, (2.19)

i.e., the wavelet representation is well conditioned in the Euclidean metric �2,
see e.g. [9].

For any subset Λ ⊂ II we let ΨΛ := {ψλ : λ ∈ II} ⊂ V be the corresponding
subset of wavelets and denote by VΛ the closure in V of the linear span of
ΨΛ. We continue denoting by uΛ the Galerkin solution, now with respect to
the subspace VΛ, and by uΛ the corresponding array of wavelet coefficients
supported in Λ.

Note that for any w =
∑

λ∈II wλψλ =: wTΨ

J(w) =
∑

λ∈II
wλJ(ψλ) = JTw. (2.20)

Thus, abbreviating eΛ := u−uΛ, eΛ := (u−uΛ)TΨ , the representation (2.9)
then takes on the form

J(u)−J(uΛ) = JTeΛ = (z−yΛ)T (f−AuΛ) = (AT (z−yΛ))T (u−uΛ), (2.21)
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where yΛ is any vector supported in Λ and the primal residual is given by

rΛ(u) := f −AuΛ = AeΛ. (2.22)

It is important to note here that (2.22) is the true residual for the infinite
dimensional operator A.

We shall frequently exploit that, by definition, one has

rΛ(u)|Λ = 0. (2.23)

Moreover, it immediately follows from (2.19) that

cAc
2
Ψ‖u− uΛ‖ ≤ ‖rΛ(u)‖ ≤ CAC

2
Ψ‖u− uΛ‖. (2.24)

Hence, approximations in V and V ′ on the function side reduce to approxi-
mation in �2 for the primal and dual wavelet coefficient arrays.

Of course, the problem that the representation (2.21) involves the un-
known dual solution remains the same as in conventional discretization set-
tings. However, while the terms in (2.11) reflect primarily spatial localization,
the summands in (2.21) convey spatial and frequency information in terms of
(dual) wavelet coefficients (of the residual) and of the error. We shall explore
next whether this can be exploited for a reliable error estimation.

3 Adaptive error estimation

Our objective is to develop a-posteriori refinement strategies that aim at com-
puting J(u) within some error tolerance at possibly low computational cost.
This amounts to a DWR method in wavelet coordinates. (2.20) suggests to
take (the computable quantity)

J(uΛ) = J(uΛ) =
∑

λ∈Λ
JTuΛ (3.25)

as an approximate value of the target functional, where Λ is a suitable finite
index set. Concerning the incurred error, since, by (2.23), one has rΛ(u)|Λ = 0,
we infer from (2.21)

JTeΛ =
∑

λ∈II\Λ
zλ(rΛ(u))λ. (3.26)

As a natural heuristics this suggests an analog to option (i) in the Finite
Element context, namely, to select some larger index set Λ̂ ⊃ Λ and replace z
in (3.26) by the Galerkin solution zΛ̂ in VΛ̂. But again the question remains,
how large has Λ̂ to be chosen in order to provide a reliable estimate. The
following simple observations suggest how to deal with this question. By (2.21)
we have
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|JT (u− uΛ)| ≤
∣
∣
∣

∑

λ∈Λδ\Λ
zΛ̂,λ rΛ,λ(u)

∣
∣
∣+

∑

λ∈II\Λ
|(zλ − zΛ̂,λ) rΛ,λ(u)|. (3.27)

The first part is a finite sum that is computable through the primal residual
on a finite set and the computed zΛ̂. The second part can be estimated as
follows:

|JT (u− uΛ)| ≤
∣
∣
∣

∑

λ∈Λ̂\Λ

zΛ̂,λ rΛ,λ(u)
∣
∣
∣+ inf

1≤p,p′≤∞ 1
p + 1

p′ =1
‖z− zΛ̂‖�p‖rΛ(u)‖�p′ .

(3.28)
Specifically, p = p′ = 1/2 yields

|JT (u− uΛ)| ≤
∣
∣
∣

∑

λ∈Λ̂\Λ

zΛ̂,λ rΛ,λ(u)
∣
∣
∣+ ‖z− zΛ̂‖ ‖rΛ(u)‖. (3.29)

Thus, due to the norm equivalences (2.24), (2.15), (2.14) the second term on
the right hand side is the product of the primal and dual energy norm error.
Thus, whenever the dual solution is approximated in the energy norm and
the growth of Λ depends on the energy norm approximation of z the target
value is approximated with increasing accuracy even though the global primal
residual does not tend to zero at all in �2. It may tend to zero in some weaker
norm which, according to (3.28), could give a better estimate.

Led by the above considerations, we formulate now in precise terms an
algorithm which, for any given target accuracy ε, computes J(uΛ) = JT (uΛ)
such that |J(eΛ)| = |JT (eΛ)| ≤ ε. A central ingredient is the adaptive wavelet
scheme from [9] that will be formulated next. The resulting well-posedness in
�2 (2.19) allows one to contrive an (idealized) iteration

un+1 = un −B(Aun − f), n = 0, 1, 2, . . . , (3.30)

where B is (a possibly stage dependent) preconditioner, such that for some
ρ < 1

‖u− un+1‖ ≤ ρ‖u− un‖, n ∈ N0, (3.31)
see [8, 9] for various examples covering also noncoercive problems.

The idea is now to mimic (3) numerically by evaluating the weighted resid-
ual B(Aun−f) within a stage dependent dynamical accuracy tolerance. This,
in turn, hinges on the adaptive evaluation of the involved (at this stage still
infinite dimensional) operators when applied to a finitely supported array. We
refer to [9, 10, 2] for the precise description of such evaluation schemes for a
range of (linear and nonlinear) operators. Therefore we may assume at this
point to have a routine of the following form at hand:

Res[η,B,A,f ,v]→ rη computes for any finitely supported input v
and any positive tolerance η an approximate finitely supported

residual rη such that

‖B(Av − f)− rη‖ ≤ η. (3.32)
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We further need the routine
Coarse[η,v] → wη determines for any finitely supported input v
an output wη with possibly small support such that still

‖v −wη‖ ≤ η. (3.33)

Following [9] the announced adaptive solution scheme can now be de-
scribed as follows.

Solve [ε,A,f ,u0] → (uε, Λε) computes for any given target accu-

racy ε > 0 and any initial guess u0
, satisfying ‖u − u0‖ ≤ δ, an

approximation uε to (12), supported in some finite (tree like) in-

dex set Λε, such that

‖u− uε‖ ≤ ε, (3.34)

according to the following steps:

(i) Choose some C∗ > 1, ρ̄ ∈ (0, 1). Set ε0 := δ according to the

above initialization, and j = 0;
(ii) If εj ≤ ε stop and output uε := ūj; else set v0 := ūj and k = 0

(ii.1) Set ηk := ωkρ̄
kεj and compute

rk = RES [ηk,B,A,f ,vk], vk+1 = vk − rk.

(ii.2) If

β
(
ηk + ‖rk‖

)
≤ εj/(2(1 + C∗)), (3.35)

set ṽ := vk and go to (iii). Else set k+1→ k and go to (ii.1).

(iii)Coarse[ C∗εj

2(1+C∗) , ṽ]→ ūj+1
, εj+1 = εj/2, j + 1→ j, go to (ii).

Step (ii) is a block of perturbed iterations of the form (3). As soon as
the approximate residual is small enough, the iteration is interrupted by a
coarsening step. The constant β in step (ii.2) depends on the constants in
(2.19). It can be shown that the number of perturbed iterations between two
coarsening steps remains uniformly bounded. Things are arranged such that
after an iteration block and a coarsening step the error in the energy norm is at
least halved. Thus, under the above conditions the scheme Solve terminates
always after finitely many steps. Moreover, its computational complexity is in
some sense asymptotically optimal in that the number of adaptively generated
degrees of freedom and the respective computational work grow at the rate
of the best N -term approximation, see [9]. For more general problem classes,
the coarsening step ensures optimal complexity rates. It has recently been
shown in [20], however, that coarsening can be avoided for the current class
of problems.

We shall use (variants of) this algorithm as ingredients in the present
weighted dual residual scheme. The routine Res is based on the following
ingredients. Suppose for simplicity that f is a finitely supported array, possibly
as a result of a preprocessing step. In addition, one needs an approximate
application of A:
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Apply[η,A,v] → w computes for any finitely supported input v
and any tolerance η > 0 a finitely supported output w such that

‖Av −w‖ ≤ η. (3.36)

Realizations of such a routine satisfying all requirements that render
Solve having optimal complexity can be found in [1]. For the current type of
elliptic problems we can, in principle, choose the preconditioner B = αI as a
stage independent damped identity which gives rise to a Richardson iteration.
In this case the residual approximation scheme takes the form

Res [η,A,f ,v] := α (Apply [η/2α,A,v]−Coarse [η/2α,f ]) . (3.37)

The quantitative performance of this choice is usually rather poor and we refer
to [18] for more efficient versions that are actually used in our experiments
here as well.

Since Solve produces energy norm approximants, a few preparatory com-
ments on its use in the present context are in order. Let again Λ ⊂ II be any
(possibly infinite) subset of II. For any two such subsets Λ,Λ′ let

AΛ,Λ′ :=
(
a(ψλ, ψν)

)

λ∈Λ,ν∈Λ′

be the section of A determined by Λ and Λ′. For simplicity we set AΛ := AΛ,Λ.
Clearly, (2.4) is then equivalent to

AΛuΛ = fΛ := f |Λ. (3.38)

Of course, (2.19) remains valid when replacing �2 by �2(Λ) and A by AΛ
uniformly in Λ. Solving the original problem in VΛ can therefore be done
by running the scheme Solve while restricting all arrays to Λ. An adaptive
application of the operator A in this constrained setting can be thought of
for the moment as employing the usual (unconstrained) scheme to the con-
strained input and cutting the result back to Λ. (There may be even better
ways taking the special circumstances into account but this satisfies all the
properties needed in [9] to establish corresponding error and complexity esti-
mates for the restricted case.) We identify this version of Solve by writing
SolveΛ[η,A,f ,u0] (and accordingly ResΛ[η,A,f ,v]). As before, the sub-
script Λ is omitted when Λ = II. All arrays generated by this scheme are then
by definition supported in Λ.

It will be important to distinguish between the residual α(AΛv − fΛ) in
�2(Λ) which is approximated by ResΛ[η,A,f ,v] and the full residual Av−f
which appears in (2.21). The latter one reflects the global deviation of v from
the exact solution u. In fact, for the exact solution uΛ of the restricted problem
(3.38) one has AuΛ = AII,ΛuΛ and therefore

rΛ(u) = AII,ΛuΛ − f =
(

AΛuΛ − fΛ
AII\Λ,ΛuΛ − f II\Λ

)

=
(

0
AII\Λ,ΛuΛ − f II\Λ

)

,

(3.39)
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reflecting the pollution caused by the restricted wavelet coordinate domain.
A more careful analysis of this aspect will be given in a forthcoming paper.
We have collected now the main ingredients for the following scheme:

Algorithm I[ε,A,J,f ]→ J̄ computes for any target accuracy ε > 0
a value J̄ such that

|J̄ − J(u)| ≤ ε, (3.40)

where u is the solution to (12), as follows:

(i) Fix parameters cu, cz, cr ∈ (0, 1), m0 ≥ 2 and set j = 0, δu :=
c−1
A ‖f‖, δz := c−1

A ‖J‖ and choose ε0 := min {δu/2, δz/2}.
Apply Solve [ε0,A,f ,0]→ (u0, Λ̂0);
Apply Solve [ε0,AT ,J,0]→ (z0, Υ̂0);
Set Λ0 := Λ̂0 ∪ Υ̂0.

(ii) Apply Solve[czεj ,AT ,J, zj ]→ (ẑj , Λ̂j);
Apply SolveΛj

[cuεj ,A,f ,uj ]→ uΛj
;

Apply Res[crεj ,A,f ,uΛj
]|II\Λj

→ r;
Set w̃ := ẑj |Λ̂j\Λj

and compute

ej :=
∣
∣
∣

∑

λ∈Λ̂j\Λj

w̃λrλ

∣
∣
∣. (3.41)

If

ej + εj

{

(CAcu + cr)(‖w̃|Λ̂j\Λj
‖+ czεj) + cz‖r‖

}

≤ ε (3.42)

stop and accept

J̄ = JTuΛj
:=

∑

λ∈Λj

ūΛj ,λJλ (3.43)

as target value.

Otherwise

(iii) Set

ūj+1 := ūΛj
, z̄j+1 := ẑj , Λj+1 := Λj∪Λ̂j , εj+1 = εj/m0, j+1→ j,

(3.44)
and go to (ii).

A few comments on this scheme are in order. Step (i) should be viewed as
an initialization where ε0 is a crude initial tolerance whose square is typically
still larger than the target accuracy ε. The initial approximate solutions for
the primal and dual problem are energy norm approximations. Because of the
crude target accuracy, one expects that the degrees of freedom generated in
Λ0 are necessary anyway.
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Note that the approximations ūΛj
are then generated through the re-

stricted scheme SolveΛj
while the corresponding residual approximations are

unrestricted. Moreover, the application of Solve for the dual problem in step
(ii) is unconstrained. We have explained the rationale of this step above. It
essentially enforces the approximation of z in the norm but is expected to
draw in only the relevant degrees of freedom concentrated near the support
of J . It presumably requires only a few iterations with the initial guess zΛj

which already is a good norm approximation for a somewhat larger tolerance.
In summary, in the above version the primal problem is always solved in

a constrained subspace determined by the norm approximation of the dual
solution.

Theorem 1. For any target accuracy ε > 0 the above scheme terminates after
a finite number of steps and outputs a result J satisfying |J(u)− J | ≤ ε.

Proof: First note that at the jth stage we have, according to (3.26),

J(eΛj
) = zT rΛj

(u) =
∑

λ∈Λ̂j\Λj

w̃λrλ +
∑

λ∈Λ̂j\Λj

w̃λ(rΛj ,λ(u)− rλ)

+
∑

λ∈II\Λj

(zλ − w̃λ)rλ +
∑

λ∈II\Λj

(zλ − w̃λ)(rΛj ,λ(u)− rλ)

=
(

w̃|Λ̂j\Λj

)T

r +
(

w̃|Λ̂j\Λj

)T

(rΛj
(u)− r)

+
(

(z− w̃)|II\Λj

)T

r +
(

(z− w̃)|II\Λj

)T

(rΛj
(u)− r),

so that

|J(eΛj
)| ≤ ej + ‖w̃|Λ̂j\Λj

‖ ‖rΛj
(u)− r‖+ ‖

(
z− w̃

)
|II\Λj

‖ ‖r‖
+‖
(
z− w̃

)
|II\Λj

‖ ‖r− rΛj
(u)‖. (3.45)

We collect now several auxiliary estimates for the various terms in (1). By
definition of w̃ we have

‖
(
z− w̃

)
|II\Λj

‖ ≤ ‖z− w̃‖ ≤ czεj . (3.46)

As for the exact residual of the exact Galerkin solution uΛj
, we have, on

account of (3.38), the very rough estimate

‖rΛ(u)‖ ≤ ‖f‖+ ‖AuΛ‖ = ‖f‖+ ‖AA−1
Λ fΛ‖. (3.47)

Alternatively, because the exact Galerkin solution uΛ is a best approximation
to u from �2(Λ) in the norm ‖|v‖|2 := vTAv, one could argue that

‖rΛ(u)‖ ≤ C
1/2
A ‖A1/2(u− uΛ)‖ ≤ C

1/2
A ‖A1/2(u− ū0)‖ ≤ CAε0, (3.48)
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which would allow us to use the initial norm approximation to u in step (i)

of Algorithm I to influence the constant.
Moreover, the approximate residual r deviates from the exact one for the

exact Galerkin solution uΛj
by

‖rΛj
(u)− r‖ ≤ ‖A(uΛj

− uΛj
)‖+ ‖AuΛj

− f − r‖
≤ ‖A(uΛj

− uΛj
)‖+ crεj ≤ (CAcu + cr)εj . (3.49)

Inserting (3.46) and (3) into (1), yields

|J(eΛj
)| ≤ ej + ‖w̃|Λ̂j\Λj

‖(CAcu+ cr)εj + czεj

(

‖r‖+(CAcu+ cr)εj
)

, (3.50)

which is the computable error bound (3.42). Thus the termination criterion
ensures that the asserted target tolerance is met.

In order to prove convergence it remains to estimate the terms ‖w̃|Λ̂j\Λj
‖,

‖r‖ and ej . Clearly

‖w̃|Λ̂j\Λj
‖ ≤ ‖

(
z− w̃

)
|II\Λj

‖+ ‖z|Λ̂j\Λj
‖

≤ czεj + ‖z− ẑj−1‖ ≤ cz(εj + εj−1)
= cz(1 + m0)εj . (3.51)

Furthermore, by (3.47) and (3),

‖r‖ ≤ ‖r− rΛj
(u)‖+ ‖rΛj

(u)‖ ≤ (CAcu + cr)εj + CAε0. (3.52)

Finally, by (3.51) and (3.52), we obtain

ej ≤ ‖w̃|Λ̂j\Λj
‖ ‖r‖ ≤ cz(1 + m0)εj

(
(CAcu + cr)εj + CAε0

)
, (3.53)

which also tends to zero as j grows. This finishes the proof.

To prepare for the numerical experiments in the subsequent section, we
address next several further issues concerning the scheme Algorithm I.

We have not specified yet the choice of the parameters cu, cz, cr. Of course,
the smaller these parameters are chosen, the more will the computed error
terms ej dominate the true error. It is also clear that one should take cz < cu.
The numerical experiments in the subsequent section will shed some more
light on the quantitative behavior of Algorithm I regarding this point.

Concerning the progressive improvement of accuracy, let

ēj(w̃, r) := ej + εj

{

(CAcu + cr)(‖w̃|Λ̂j\Λj
‖+ czεj) + cz‖r‖

}

, (3.54)

see step (ii) in Algorithm I. An alternative choice of the tolerances εj might
be

εj+1 :=
1
m0

min {εj , ēj(w̃, r)}, (3.55)
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in order to exploit the fact that the error decay is superlinear. In fact, in view
of (3.50) and (3.51), the estimate (3.42) says that

|J(eΛj
)| ≤ c εj(‖r‖+ εj).

Thus, up to the approximate residual ‖r‖, the error decay is quadratic in the
refinement tolerances εj . If instead of using the constraint scheme SolveΛj

for
the primal problem in step (ii) of Algorithm I, one applies the unconstraint
Solve also to the primal problem, the term ‖r‖ would decay like εj as well.
In this case, an overall quadratic error decay would result which is the point
of view taken in [22]. In fact, during the final stage of this work, we became
aware of recent results by M. S. Mommer and R. P. Stevenson [22] who derive
convergence rates for a goal oriented scheme in the Finite Element framework.
There, however, they combine adaptive energy norm approximations to the
primal and dual solution to arrive at concrete rates. Of course, this may
increase the number of degrees of freedom required for the primal solution
even in regions where they may only weakly contribute to the accuracy of
the target functional. We shall address this issue in the experiments in the
subsequent section.

Even though in the present scheme the primal problem is solved only in
a constrained way, one expects that the third term on the right hand side of
(1) is too crude an estimate. In fact, as shown in later experiments, ‖r‖ may
not tend to zero at all but r may be “locally” small where z has its most
significant terms and large contributions may be damped by negligible com-
ponents of z. Therefore, the Cauchy Schwarz inequality produces a significant
overestimation. Better estimates would require some a-priori knowledge about
the decay of the coefficients in the dual solution z which will be discussed in
a forthcoming paper.

As another practical variant, one could tame the increase of degrees of
freedom by modifying step (ii) in Algorithm I as follows. When (3.42) is
not satisfied, for gλ := |w̃λrλ|, λ ∈ Λ̂j \Λj , let g := (gλ)λ∈Λ̂j\Λj

and determine

the smallest subset Γ ⊂ Λ̂j \ Λj such that

‖g|Γ ‖�1(Γ ) ≥
1
2
‖g‖�1(Λ̂j\Λj)

. (3.56)

In the subsequent step (iii), one would then set

ūj+1 := ūΛj
, z̄j+1 := ẑj , Λj+1 := Λj ∪ Γ, εj+1 = εj/m0, j + 1→ j,

(3.57)
and go to (ii). This may be viewed as a coarsening based on the error rep-
resentation. To ensure convergence, one could add in (3.57), in addition, the
support of a norm approximation to z with respect to the coarser tolerance
c′zεj , c

′
z > cz. The reasoning remains then the same while the constants change

somewhat.
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As for the computational complexity of any of these versions, most of the
applications of Solve are actually just tightenings of already good initial
guesses where the current accuracy is improved only by a constant factor. So
the corresponding computational work remains, in principle, proportional to
the current number of degrees of freedom.

4 Numerical experiments

We complement next the above findings by some first numerical experiments
that are to shed some light on the quantitative behavior of the various error
components.

Our test case is the Poisson equation on the L–shaped domain Ω =
(−1, 1)2\

(
(−1, 0]× [0, 1)

)
so that

a(u, v) =
∫

Ω

(∇u)T∇v dx (4.58)

and V = H1
0 (Ω) in (12). This problem is interesting since the solution may

exhibit a singularity caused by the shape of the domain even for smooth right
hand sides, see, e.g., [21]. Thus, we can monitor the quantitative influence of
such a singularity on the growth of the sets Λj . For the discretization, we use
a globally continuous and piecewise linear wavelet basis.

The linear functional in our experiments is given by

J(u) =
1

|Ωv,δ|

∫

Ωv,δ

u(x)dx (4.59)

with
Ωv,δ := {x ∈ R

2 : ‖v − x‖∞ ≤ δ} ⊂ Ω.

We choose v = (0.5, 0.5)T and δ = 0.1. The right hand side is scaled such
that J(u) ≈ 1. Hence J(eΛ) is close to the relative error |J(eΛ)|/|J(u)|. Using
approximations to u of very high accuracy, we use the resulting value of J for
the validation of the results.

In the experiments below, ej is defined as before by (3.41) while the second
summand on the right hand side of (3.42) is denoted by fj , so that ej + fj is
the computed error bound at the jth stage of Algorithm I.

4.1 Example 1: Smooth right hand side

In the first example, we choose f := 10 so that the solution u of (12) exhibits
only a singularity at the reentrant corner.

Table 1 shows that the “true” error J(eΛ) decays at least as fast as the
parameter εj . The component ej is much smaller than the true error and the
computed error bound ej+fj exceeds the true error only by a factor around 2.
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Table 1. Convergence history of Algorithm I in Example 1.

j εj ej + fj ej fj J(eΛ)
1 2.07e+00 8.11e-01 3.10e-01 5.00e-01 1.02e+00
2 1.03e+00 8.91e-01 5.77e-01 3.14e-01 7.47e-01
3 5.17e-01 3.82e-01 2.20e-01 1.61e-01 2.55e-01
4 2.58e-01 1.21e-01 3.98e-02 8.08e-02 1.32e-01
5 1.29e-01 3.45e-02 3.72e-03 3.07e-02 4.21e-02
6 6.46e-02 2.03e-02 5.05e-03 1.53e-02 2.35e-02
7 3.23e-02 9.03e-03 1.70e-03 7.34e-03 7.30e-03
8 1.61e-02 4.24e-03 6.84e-04 3.56e-03 3.63e-03
9 8.07e-03 1.93e-03 2.24e-04 1.71e-03 8.77e-04

This is illustrated in Figure 3 which displays the computed dual error and the
computed primal residual. While the dual energy norm error is halved within
each iteration, the primal residual shows very poor convergence in accordance
with the spirit of the scheme. As mentioned earlier, the slight overestimation
is probably due to the crude estimate in the third term of the right hand side
of (1). This is substantiated by Figure 1 which depicts the computed primal
and dual solution uΛj

and zΛj
for j = 1, . . . , 5. The strong concentration of

the generalized Green’s function around the support of J indicates that the
primal residual, being large far away from the support of J , would hardly
influence accuracy.

Moreover, the actual behavior of the primal approximate solutions is il-
lustrated in Figures 2 and 4. With each wavelet ψλ, we associate a reference
point κλ ∈ R

2 which is located in the ‘center’ of its support. Locations where
wavelets on many scales overlap therefore appear darker. Therefore, plotting
the reference points (κλ)λ∈Λ gives an impression of the distribution of active
indices in u =

∑

λ∈Λ ūλ. Specifically, in Figure 2 the distribution of the el-
ements of Λ9 is displayed. As expected, most wavelets are located near the
support of J and near the reentrant corner.

To see where the largest coefficients of the primal residual r are located,
we plot the reference points of the largest (in modulus) 5% of the coefficients
rλ. The result is displayed in Figure 4. It can be seen that, near the support of
J , the residual is small, reflecting a ‘local’ (in the wavelet coordinate domain)
convergence behavior of ūΛj

.
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Fig. 1. Computed primal and dual solution in Example 1.
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Fig. 2. Set of active coefficients Λ9 used to evaluate J(uΛ) in Example 1.
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Fig. 4. Largest (in modulus) 5% of coefficients appearing in the primal residual
vector in Example 1.
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4.2 Example 2: Singular Right Hand Side

Next we wish to test the influence of a strong singularity of the primal solution
u located far away from the support of J . This is realized by constructing a
corresponding right hand side as follows. All (dual) wavelet coefficients of f are
set equal to zero except the ones that overlap a fixed given point in the domain.
These coefficients are chosen as 〈ψλ, f〉 := 1/(|λ| + 1). Since on each dyadic
level only a uniformly bounded finite number of indices contributes and since
the sequence (〈ψλ, f〉)λ∈II therefore belongs to �2, the resulting functional f
is not contained in L2(Ω), but certainly in H−1(Ω). We finally add to f the
constant function from Example 1. We expect that the singularity of the right
hand side causes a strong concentration of relevant coefficients in the solution
u that are spatially close to the singularity of f and comprise a wide range of
relevant scales.

As we see from Table 2, the overestimation of the true error is slightly
stronger than in Example 1. The reason is that, according to Figure 5, the
primal residual is in this case larger (away from the support of J) due to the
unresolved singularity caused by the right hand side f , so that the third term
on the right hand side of (1) is overly pessimistic.

Table 3 sheds some more light on the local behavior of the primal residual.
It shows that in the lower left patch where the singularity of f is located it

Table 2. Convergence history of Algorithm I in Example 2.

j εj ej + fj ej fj J(eΛ) #Λj

1 1.03e+00 1.31e+00 5.77e-01 7.33e-01 7.5092e-01 16
2 5.17e-01 5.85e-01 2.20e-01 3.65e-01 2.5913e-01 53
3 2.58e-01 2.27e-01 4.47e-02 1.82e-01 1.3628e-01 139
4 1.29e-01 9.21e-02 3.72e-03 8.84e-02 5.7297e-02 279
5 6.46e-02 4.90e-02 4.87e-03 4.41e-02 2.7194e-02 570
6 3.23e-02 2.37e-02 1.68e-03 2.20e-02 6.8861e-03 1752
7 1.61e-02 1.17e-02 6.95e-04 1.10e-02 2.7267e-03 5726
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Fig. 5. Largest (in modulus) 5% of coefficients appearing in the primal residual
vector and index set Λ10 generated in Example 2.
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Table 3. Convergence of dual error, primal residual, primal residual restricted to
upper right patch P1 and lower left patch P3 in Example 2.

j ‖w̃‖ ‖r‖ ‖r|P1‖ ‖r|P3‖
1 6.92e-01 5.35e+00 8.60e-01 5.23e+00
2 2.23e-01 5.37e+00 6.80e-01 5.23e+00
3 1.02e-01 5.40e+00 3.22e-01 5.29e+00
4 5.37e-02 5.20e+00 3.23e-01 5.19e+00
5 3.30e-02 5.20e+00 2.85e-01 5.18e+00
6 1.63e-02 5.19e+00 1.94e-01 5.18e+00
7 8.46e-03 5.19e+00 1.13e-01 5.18e+00
8 4.34e-03 5.18e+00 5.66e-02 5.17e+00
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Fig. 6. Error J(eΛ) vs. number of degrees of freedom in Example 2.

does not converge to zero at all which, however, does not appear to affect the
accuracy in a strong way.

The complexity of the scheme is indicated in Figure 6 which shows that
the true error actually decays like N−1, where N is the size of the index set
needed to compute the approximate target value. Note that the rate for the
energy norm error would be N−1/2 at best.
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Summary. We first review our recent results concerning optimal algorithms for
the solution of bound and/or equality constrained quadratic programming prob-
lems. The unique feature of these algorithms is the rate of convergence in terms of
bounds on the spectrum of the Hessian of the cost function. Then we combine these
estimates with some results on the FETI method (FETI-DP, FETI and Total FETI)
to get the convergence bounds that guarantee the scalability of the algorithms. i.e.
asymptotically linear complexity and the time of solution inverse proportional to
the number of processors. The results are confirmed by numerical experiments.

1 Introduction

One of the most impressive results in numerical analysis of the twentieth
century was discovery that the systems of linear equations arising from the
discretization of an elliptic partial differential equation may be solved by the
multigrid or domain decomposition methods with asymptotically linear com-
plexity. In this paper, we show how to extend these results to get scalable
algorithms for variational inequalities. Our basic tool is the FETI method,
which was proposed by Farhat and Roux [28] for parallel solution of problems
described by elliptic partial differential equations. Its key ingredient is the de-
composition of the spatial domain into non-overlapping subdomains that are
”glued” by Lagrange multipliers, so that, after eliminating the primal vari-
ables, the original problem is reduced to a small, relatively well conditioned,
typically equality constrained quadratic programming problem that is solved
iteratively. Observing that the equality constraints may be used to define so
called ”natural coarse grid”, Farhat, Mandel and Roux [27] modified the basic
FETI algorithm so that they were able to prove its numerical scalability. A
similar results were achieved by the Dual-Primal FETI method (FETI–DP)
introduced by Farhat et al. [26]; see also [32].

If the FETI procedure is applied to the contact problems, the resulting
quadratic programming problem has not only the equality constraints, but
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also the non-negativity constraints. Even though the latter is a considerable
complication as compared with the linear problem, the resulting problem is
still easier to solve than the contact problem in displacements as it is smaller,
better conditioned having constraints with simpler structure. Promising ex-
perimental results by Dureisseix and Farhat [24] support this claim and even
indicate numerical scalability of their metod. Similar results were achieved
also with the FETI–DP method by Avery, Rebel, Lesoinne and Farhat [1]. A
different approach based on the augmented Lagrangian method was used by
Dostál, Friedlander, Gomes and Santos [12, 13].

In this paper we review our recent improvements that resulted in develop-
ment of theoretically supported scalable algorithms for variational inequalities
that combine various FETI based domain decomposition methods with our
optimal quadratic programming algorithms [6, 23, 7]. We present optimal al-
gorithms based on scalable variant of FETI [27] or on its easier implementable
variant called TFETI [19], on FETI–DP [26] and on optimal dual penalty [17].
Let us point out that the effort to develop scalable solvers for variational in-
equalities was not restricted to FETI. For example, developing ideas of Mandel
[35], Kornhuber, Krause and Wohlmuth [33, 34, 40] gave an experimental ev-
idence of numerical scalability of the algorithm based on monotone multigrid.
Nice results concerning development of scalable algorithms were proved by
Schöberl [37].

We start our exposition by presenting our MPRGP (Modified Propor-
tioning with Reduced Gradient Projection) and SMALBE (Semimonotonic
Augmented Lagrangians for Bound and Equality constrained problems) algo-
rithms with in a sense optimal rates of convergence. Then we present a simple
model problem and the FETI methodology [12] that turns the variational in-
equality into the quadratic programming problem with bound and possibly
equality constraints. Combining these ingredients, we shall get new algorithms
for numerical solution of boundary elliptic variational inequalities. A unique
feature of these algorithms is theoretically guaranteed numerical scalability.
We report results of numerical experiments that are in agreement with the
theory and indicate high parallel and numerical scalability of the algorithm
presented.

2 Bound constrained problems

Let us consider the problem

minimize q(x) subject to x ∈ ΩB (1)

with q(x) = 1
2x
TAx−bTx, A a symmetric positive definite matrix, b ∈ IRn,

ΩB = {x : x ≥ �} and � ∈ IRn. The unique solution x of (1) is fully determined
by the Karush-Kuhn-Tucker optimality conditions [3] so that for i = 1, . . . , n,

xi = �i implies gi ≥ 0 and xi > �i implies gi = 0, (2)
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where g = g(x) denotes the gradient of q defined by

g = g(x) = Ax− b. (3)

The conditions (2) can be described alternatively by the free gradient ϕ and
the chopped gradient β that are defined by

ϕi(x) = gi(x) for xi > �i, ϕi(x) = 0 for xi = �i,

βi(x) = 0 for xi > �i, βi(x) = g−i (x) for xi = �i,

where we have used the notation g−i = min{gi, 0}. Thus the conditions (2) are
satisfied iff the projected gradient gP (x) = ϕ(x) + β(x) is equal to the zero.
The algorithm for the solution of (1) that we describe here exploits a given
constant Γ > 0, a test to decide about leaving the face and three types of steps
to generate a sequence of the iterates {xk} that approximate the solution of
(1). The expansion step may expand the current active set and is defined by

xk+1 = xk − αϕ̃(xk) (4)

with the fixed steplength α ∈ (0, ‖A‖−1] and the reduced free gradient ϕ̃(x)
with the entries ϕ̃i = ϕ̃i(x) = min{(xi − �i)/α, ϕi}. If the inequality

||β(xk)||2 ≤ Γ 2ϕ̃(xk)
ϕ(xk) (5)

holds then we call the iterate xk strictly proportional. The test (5) is used to
decide which component of the projected gradient gP (xk) will be reduced in
the next step. The proportioning step may remove indices from the active set
and is defined by

xk+1 = xk − αcgβ(xk) (6)

with the steplength αcg that minimizes q
(
xk − αβ(xk)

)
. It is easy to check

[3] that αcg that minimizes q(x− αd) for a given d and x may be evaluated
by the formula

αcg = αcg(d) =
d
g(x)
d
Ad

. (7)

The conjugate gradient step is defined by

xk+1 = xk − αcgpk (8)

where pk is the conjugate gradient direction [3] which is constructed recur-
rently. The recurrence starts (or restarts) from ps = ϕ(xs) whenever xs is
generated by the expansion or proportioning step. If pk is known, then pk+1

is given [3] by

pk+1 = ϕ(xk+1)− γpk, γ =
ϕ(xk+1)
Apk

(pk)
Apk
. (9)
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Algorithm 1. Modified proportioning with reduced gradient projec-
tions (MPRGP).
Let x0 ∈ Ω, α ∈ (0, ‖A‖−1], and Γ > 0 be given. For k ≥ 0 and xk known,
choose xk+1 by the following rules:
Step 1. If gP (xk) = o, set xk+1 = xk.
Step 2. If xk is strictly proportional and gP (xk) 	= o, try to generate xk+1 by
the conjugate gradient step. If xk+1 ∈ Ω, then accept it, else use the expan-
sion step.
Step 3. If xk is not strictly proportional, define xk+1 by proportioning.

Algorithm 1 has been proved to enjoy the R-linear rate of convergence in
terms of the spectral condition number [23].

To formulate the optimality results, let T denote any set of indices and
assume that for any t ∈ T there is defined the problem

minimize qt(x) s.t. x ∈ ΩtB (10)

with ΩtB = {x ∈ IRnt : x ≥ �}, qt(x) = 1
2x


Atx − b

t x, At ∈ IRnt×nt sym-

metric positive definite, and bt,x, �t ∈ IRnt . Our optimality result then reads
as follows.

Theorem 1. Let the Hessian matrices At = ∇2qt of (10) satisfy

0 < amin ≤ λmin(At) ≤ λmax(At) ≤ amax,

let {xkt } be generated by Algorithm 1 for (10) with a given x0
t ∈ ΩtB, α ∈

(0, a−1
max], and let Γ > 0. Let there be a constant ab such that ‖x0

t‖ ≤ ab‖bt‖
for any t ∈ T .
(i) If ε > 0 is given, then the approximate solution xt of (10) which satisfies

‖xkt − xt‖ ≤ ε‖bt‖

may be obtained at O(1) matrix-vector multiplications by At.
(ii) If ε > 0 is given, then the approximate solution xkt of (10) which satisfies

‖gPt (xkt )‖ ≤ ε‖bt‖

may be obtained at O(1) matrix-vector multiplications by At.

Proof. See [23].

Numerical experiments and implementation details may be found in [23].

3 Bound and equality constrained problems

We shall now be concerned with the problem of finding the minimizer of
the strictly convex quadratic function q(x) subject to the bound and linear
equality constraints, that is
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minimize q(x) subject to x ∈ ΩBE (11)

with ΩBE = {x ∈ IRn : x ≥ � and Cx = o} and C ∈ IRm×n. We do not
require that C is a full row rank matrix, but we shall assume that ΩBE is not
empty. Let us point out that confining ourselves to the homogeneous equality
constraints does not mean any loss of generality, as we can use a simple trans-
form to reduce any non-homogeneous equality constraints to our case. The
algorithm that we describe here combines in a natural way the augmented
Lagrangians and MPRGP described above. It is related to the earlier work
of Friedlander and Santos with the present author [11]. Let us recall that the
basic scheme that we use was proposed by Conn, Gould and Toint [4] who
adapted the augmented Lagrangian method to the solution of the problems
with a general cost function subject to general equality constraints and simple
bounds.

Algorithm 2. (Semi-monotonic augmented Lagrangians for bound
and equality constraints (SMALBE)
Given η > 0, β > 1, M > 0, ρ0 > 0, and µ0 ∈ IRm , set k = 0.
Step 1. {Inner iteration with adaptive precision control.}

Find xk such that

‖gP (xk,µk, ρk)‖ ≤ min{M‖Cxk‖, η}. (12)

Step 2. {Update µ.}
µk+1 = µk + ρkCxk. (13)

Step 3. {Update ρ provided the increase of the Lagrangian is not sufficient.}
If k > 0 and

L(xk,µk, ρk) < L(xk−1,µk−1, ρk−1) +
ρk
2
‖Cxk‖2 (14)

then
ρk+1 = βρk, (15)

else
ρk+1 = ρk. (16)

Step 4. Set k = k + 1 and return to Step 1.

In (12), we use the augmented Lagrangian defined by

L(x,µ, ρ) = q(x) + µ
Cx +
ρk
2
‖Cx‖2. (17)

Algorithm 2 has been shown to be well defined [11], that is, any convergent
algorithm for the solution of the auxiliary problem required in Step 1 which
guarantees convergence of the projected gradient to zero will generate either
xk that satisfies (12) in a finite number of steps or a sequence of approxima-
tions that converges to the solution of (11). To present explicitly the optimality



Scalable Algorithms for Variational Inequalities 67

of Algorithm 2 with Step 1 implemented by Algorithm 1, let T denote any
set of indices and let for any t ∈ T be defined the problem

minimize qt(x) s.t. x ∈ ΩtBE (18)

with ΩtBE = {x ∈ IRnt : Ctx = o and x ≥ �t}, qt(x) = 1
2x


Atx − b

t x,

At ∈ IRnt×nt symmetric positive definite, Ct ∈ IRmt×nt , and bt, �t ∈ IRnt .
Our optimality result reads as follows.

Theorem 2. Let {xkt }, {µkt } and {ρt,k} be generated by Algorithm 2 for (18)
with ‖bt‖ ≥ ηt > 0, β > 1, M > 0, ρt,0 = ρ0 > 0, µ0

t = o. Let Step
1 of Algorithm 2 be implemented by Algorithm 1 (MPRGP) which generates
the iterates xk,0t ,xk,1t , . . . ,xk,lt = xkt for the solution of (18) starting from
xk,0t = xk−1

t with x−1
t = o, where l = lkt

is the first index satisfying

‖gP (xk,lt ,µkt , ρk)‖ ≤M‖Ctxk,lt ‖ (19)

or
‖gP (xk,lt ,µkt , ρk)‖ ≤ ε‖bt‖min{1,M−1}. (20)

Let 0 < amin < amax and 0 < cmax be given and let the class of problems (18)
satisfy

amin ≤ λmin(At) ≤ λmax(At) ≤ amax and ‖Ct‖ ≤ cmax. (21)

Then Algorithm 2 generates an approximate solution xkt
t of any problem (18)

which satisfies

‖gP (xkt
t ,µkt

t , ρt,kt
)‖ ≤ ε‖bt‖ and ‖Ctxkt

t ‖ ≤ ε‖bt‖ (22)

at O(1) matrix-vector multiplications by the Hessian of the augmented La-
grangian Lt.

Proof. See [7, 8].

4 Model problem

To simplify our exposition, we restrict our attention to a simple scalar
variational inequality. The computational domain is Ω = Ω1 ∪ Ω2, where
Ω1 = (0, 1) × (0, 1) and Ω2 = (1, 2) × (0, 1), with boundaries Γ 1 and Γ 2, re-
spectively. We denote by Γ iu, Γ

i
f , and Γ ic the fixed, free, and potential contact

parts of Γ i, i = 1, 2. We assume that Γ 1
u has non-zero measure, i.e., Γ 1

u 	= ∅.
For a coercive model problem, Γ 2

u 	= ∅, while for a semicoercive model prob-
lem, Γ 2

u = ∅; see Figure 1. Let H1(Ωi), i = 1, 2 denote the Sobolev space
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of the first order in the space L2(Ωi) of functions on Ωi whose squares are
integrable in the Lebesgue sense. Let

V i =
{
vi ∈ H1(Ωi) : vi = 0 on Γ iu

}

denote the closed subspaces of H1(Ωi), i = 1, 2, and let

V = V 1 × V 2 and K =
{
(v1, v2) ∈ V : v2 − v1 ≥ 0 on Γc

}

denote the closed subspace and the closed convex subset of H = H1(Ω1) ×
H1(Ω2), respectively. The relations on the boundaries are in terms of traces.
On H we shall define a symmetric bilinear form

a(u, v) =
2∑

i=1

∫

Ωi

(
∂ui

∂x

∂vi

∂x
+

∂ui

∂y

∂vi

∂y

)

dΩ

and a linear form

�(v) =
2∑

i=1

∫

Ωi

f ividΩ,

where f i ∈ L2(Ωi), i = 1, 2 are the restrictions of

f(x, y) =






−1| − 3 for (x, y) ∈ (0, 1)× [0.75, 1),
0| 0 for (x, y) ∈ (0, 1)× [0, 0.75) and (x, y) ∈ (1, 2)× [0.25, 1),
−3| − 1 for (x, y) ∈ (1, 2)× [0, 0.25),

for coercive | semicoercive model problem. Thus we can define a problem to
find

min q(u) =
1
2
a(u, u)− �(u) subject to u ∈ K. (23)

The solution of the model problem may be interpreted as the displacement of
two membranes under the traction f . The membranes are fixed as in Fig. 1 and
the left edge of the right membrane is not allowed to penetrate below the right
edge of the left membrane. In the first case, when the Dirichlet conditions are
prescribed on the parts Γ iu, i = 1, 2 of the boundaries with a positive measure,
the quadratic form a is coercive which guarantees the existence and uniqueness
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Fig. 1. The coercive (left) and semicoercive (right) model problem
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of the solution [31]. In the second case, only the left membrane is fixed on the
outer edge and the right membrane has no prescribed displacement as in Fig.
1 (right), so that

Γ 1
u = {(0, y) ∈ IR2 : y ∈ [0, 1]}, Γ 2

u = ∅.

Even though a is in this case only semidefinite, the form q is still coercive due
to the choice of f so that it has again the unique solution [31].

5 FETI and total FETI domain decomposition

To enable efficient application of the domain decomposition methods, we can
optionally decompose each Ωi into square subdomains Ωi1, . . . , Ωip, p = s2 >
1, i = 1, 2. The outer subdomains Ωij can either inherit the Dirichlet boundary
conditions from Γ iu as in the original FETI [28], or they can be treated as
floating with the Dirichlet conditions enforced by the Lagrange multipliers.
The latter approach was coined Total FETI (TFETI) [19]. The continuity in
Ω1 and Ω2 of the global solution assembled from the local solutions uij will be
enforced by the ”gluing” conditions uij(x) = uik(x) that should be satisfied
for any x in the interface Γ ij,ik of Ωij and Ωik. After modifying appropriately
the definition of problem (23), introducing regular grids in the subdomains
Ωij that match across the interfaces Γ ij,kl, indexing contiguously the nodes
and entries of corresponding vectors in the subdomains, and using the finite
element discretization, we get the discretized version of problem (23) with the
auxiliary domain decomposition that reads

min
1
2
u
Ku− f
u s.t. BIu ≤ o and BEu = o. (24)

In (24), K = diag[K1, . . . ,K2p] denotes a positive semidefinite stiffness matrix,
the full rank matrices BI and BE describe the discretized inequality and gluing
conditions, respectively, and f represents the discrete analog of the linear term
�(u). Denoting

λ =
[

λI

λE

]

and B =
[

BI

BE

]

,

we can write the Lagrangian associated with problem (30) briefly as

L(u,λ) =
1
2
u
Ku− f
u + λ
Bu.

It is well known that (24) is equivalent to the saddle point problem

Find (u,λ) s.t. L(u,λ) = sup
λI≥o

inf
u

L(u,λ). (25)

After eliminating the primal variables u from (25), we shall get the minimiza-
tion problem
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min Θ(λ) s.t. λI ≥ o and R
(f − B
λ) = o, (26)

where
Θ(λ) =

1
2
λ
BK†B
λ− λ
BK†f , (27)

K† denotes a generalized inverse that satisfies KK†K = K, and R denotes
the full rank matrix whose columns span the kernel of K. We shall choose
R so that its entries belong to {0, 1} and each column corresponds to some
floating auxiliary subdomain Ωij with the nonzero entries in the positions
corresponding to the indices of nodes belonging to Ωij . The action of K† =
diag[K†

1, . . . ,K
†
2p] can be evaluated in parallel at the cost comparable with the

action of the inverse of the regular matrix with the same sparsity pattern [25].
When TFETI method is used, the implementation is easy as the kernels of
Ki are known a priori. Even though problem (26) is much more suitable for
computations than (24), further improvement may be achieved by adapting
some simple observations and the results of Farhat, Mandel and Roux [27].
Let us denote

F = BK†B
, G̃ = R
B
, ẽ = R
f , d̃ = BK†f ,

and let λ̃ solve G̃λ̃ = ẽ, so that we can transform the problem (26) to mini-
mization on the subset of the vector space by looking for the solution in the
form λ = µ + λ̃. Since

1
2
λ
Fλ− λ
d̃ =

1
2
µ
Fµ− µ
(d̃− Fλ̃) +

1
2
λ̃



Fλ̃− λ̃


d̃,

problem (26) is, after returning to the old notation, equivalent to

min
1
2
λ
Fλ− λ
d s.t Gλ = o and λI ≥ −λ̃

I
, (28)

where d = d̃−Fλ̃ and G denotes a matrix arising from the orthonormalization
of the rows of G̃. Our final step is based on observation that the problem (28)
is equivalent to

min
1
2
λ
PFPλ− λ
Pd s.t Gλ = o and λI ≥ −λ̃

I
(29)

where
Q = G
G and P = I− Q

denote the orthogonal projectors on the image space of G
 and on the kernel
of G.

Theorem 3. If F and P denote the matrices of the problem (29) (generated
either by FETI or TFETI), then the following spectral bounds hold:

λmax(PFP) ≤ ||F|| ≤ C
H

h
; λmin(PFP|ImP) ≥ C.

Proof. See [27, 9].
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6 FETI–DP domain decomposition and discretization

We shall now assume that the subdomains are not completely separated, but
joined in the joint corners that we shall call crosspoints. We call a crosspoint
either a corner that belongs to four subdomains, or a corner that belongs to
two subdomains and is located on ∂Ω1 \ Γ 1

u or on ∂Ω2 \ Γ 2
u . An important

feature for developing FETI–DP type algorithms is that a single degree of
freedom is considered at each crosspoint, while two degrees of freedom are
introduced at all the other matching nodes across subdomain edges as in
FETI or TFETI. Using the finite element discretization, we get again the
discretized version of problem (23) with the auxiliary domain decomposition

min
1
2
u
Ku− f
u s.t. BIu ≤ o and BEu = o, (30)

where the full rank matrices BI and BE describe the non-penetration (in-
equality) conditions and the gluing (equality) conditions, respectively, and f
represents the discrete analog of the linear form �(·). In (30), using suitable
numbering, K = diag(K1,K2) is the block diagonal stiffness matrix with the
nonzero blocks

Ki =








Ki11 Ki1,p+1

. . .
...

Kip,p Kip,p+1

Kip+1,1 . . . Kip+1,p Kip+1,p+1







.

The block K1 corresponding to Ω1 is nonsingular due to the Dirichlet bound-
ary conditions on Γ 1

u . The block K2 corresponding to Ω2 is nonsingular for a
coercive problem, and is singular, with the kernel made of a vector e with all
the entries equal to 1, for a semicoercive problem. In the latter case, the kernel
of K is spanned by the matrix R =

[
o
, e


]

. Using the duality theory [3],

we can again transform (30) to the dual problem. For a coercive problem, K
is nonsingular and we obtain the problem of finding

min
1
2
λ
Fλ− λ
d s.t. λI ≥ o, (31)

with F = B K−1B
 and d = B K−1f . For an efficient implementation of F,
it is important to exploit the structure of K; see [21] for more details. For a
semicoercive problem, we obtain the problem of finding

min
1
2
λ
Fλ− d
λ s.t Gλ = o and λI ≥ −λ̃

I
, (32)

with d = d̃− Fλ̃ and G and λ̃ defined similarly as in FETI. Our final step is
again based on the observation that the Hessian of the augmented Lagrangian
for problem (32) may be decomposed by the orthogonal projectors

Q = G
G and P = I− Q



72 Zdeněk Dostál, David Horák and Dan Stefanica

on the image space of G
 and on the kernel of G, respectively. Since Pλ = λ
for any feasible λ, problem (32) is equivalent to

min
1
2
λ
PFPλ− λ
Pd s.t Gλ = o and λI ≥ −λ̃

I
. (33)

The optimality follows from the following theorem.

Theorem 4. If F denotes the matrix of the problem (32) generated by FETI–
DP for the coercive problem, then the following spectral bounds hold:

λmax(F) = ‖F‖ ≤ C

(
H

h

)2

; λmin(F) ≥ C.

If F and P denote the matrices of the problem (33) generated by FETI–DP
for the semicoercive problem, then the following spectral bounds hold:

λmax(PFP|ImP) ≤ ‖F‖ ≤ C

(
H

h

)2

; λmin(PFP|ImP) ≥ C.

Proof. See [21, 22].

7 Numerical scalability

To show that Algorithm 2 with the inner loop implemented by Algorithm 1
is optimal for the solution of our model problems (or a class of problems)
discretized by means of FETI, TFETI and FETI–DP, we shall use

T = {(H,h) ∈ IR2 : H ≤ 1, 2h ≤ H and H/h ∈ IN}

as the set of indices. Given a constant C ≥ 2, we shall define a subset TC of
T by

TC = {(H,h) ∈ IR2 : H ≤ 1, 2h ≤ H, H/h ∈ IN and H/h ≤ C}.

For any t ∈ T , and a given ρ > 0, we shall define

At = PFP + ρQ, bt = Pd

Ct = G, �It = −λ̃
I

and �Et = −∞

with the vectors and matrices generated with the discretization and decompo-
sition parameters H and h, respectively, so that the problem (29) is equivalent
to the problem

minimize Θt(λt) s.t. Ctλt = 0 and λt ≥ �t (34)

with Θt(λ) = 1
2λ
Atλ−b


t λ. Using these definitions and GG
 = I, we obtain
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‖Ct‖ ≤ 1 and ‖�+
t ‖ = 0, (35)

where for any vector v with the entries vi, v+ denotes the vector with the
entries v+

i = max{vi, 0}. Moreover, it follows by Theorem 4 that for any C ≥ 2
there are constants aCmax > aCmin > 0 such that

aCmin ≤ αmin(At) ≤ αmax(At) ≤ aCmax (36)

for any t ∈ TC . Moreover, there are positive constants C1 and C2 such that
aCmin ≥ C1 and aCmax ≤ C2C. In particular, it follows that the assumptions of
Theorem 5 (i.e. the inequalities (35) and (36)) of [8] are satisfied for any set
of indices TC , C ≥ 2, and we have the following result:

Theorem 5. Let C ≥ 2 denote a given constant, let {λkt }, {µkt } and {ρt,k}
be generated by Algorithm 2 (SMALBE) for (34) with ‖bt‖ ≥ ηt > 0, β > 1,
M > 0, ρt,0 = ρ0 > 0, and µ0

t = o. Let s ≥ 0 denote the smallest integer such
that βsρ0 ≥M2/amin and assume that Step 1 of Algorithm 2 is implemented by
means of Algorithm 1 (MPRGP) with parameters Γ > 0 and α ∈ (0, (amax +
βsρ0)−1], so that it generates the iterates λk,0t ,λk,1t , . . . ,λk,lt = λkt for the
solution of (34) starting from λk,0t = λk−1

t with λ−1
t = o, where l = lt,k is the

first index satisfying

‖gP (λk,lt ,µkt , ρt,k)‖ ≤M‖Ctλk,lt ‖ (37)

or
‖gP (λk,lt ,µkt , ρt,k)‖ ≤ ε‖bt‖min{1,M−1}. (38)

Then for any t ∈ TC and problem (34), Algorithm 2 generates an approximate
solution λkt

t which satisfies

M−1‖gP (λkt
t ,µkt

t , ρt,kt
)‖ ≤ ‖Ctλkt

t ‖ ≤ ε‖bt‖ (39)

at O(1) matrix-vector multiplications by the Hessian of the augmented La-
grangian Lt for (34) and ρt,k ≤ βsρ0.

Proof. See [9].

8 Numerical experiments

We have implemented all three domain decomposition methods described
above to the solution of both variants of the model problems of Fig. 1. The
solution of both problems is in Fig. 2. For the solution of the quadratic pro-
gramming problems generated by FETI1 and TFETI, we used the SMALBE
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Fig. 3a: Coercive problem Fig. 3b: Semicoercive problem

Fig. 2. Solution of model problems

algorithm of Section 3 with the inner loop generated by the MPRGP algo-
rithm of Section 2. We have implemented the solver in C exploiting PETSc
to solve the semicoercive model problem with varying decomposition and dis-
cretization parameters. The results of computations which were carried out
to the relative precision 1e-4 are in Table 1.

Table 1. Numerical scalability of FETI and TFETI for H/h=const and ρ=1e3

primal dim. 2312 9248 36992 133128 532512 2130048
FETI/TFETI dual dim. 167/201 863/931 3839/3975 1287/- 6687/- 29823/-
subdomains 8 32 128 8 32 128
FETI iterations 47 58 64 59 36 47
TFETI iterations 39 54 45 - - -

Since the algorithms are closely related to the original FETI method, it
is not surprising that they enjoy good parallel scalability as documented in
Table 2. The experiments with semicoercive problem were run on the Lomond
52-processor Sun Ultra SPARC-III based system with 900 MHz, 52 GB of
shared memory, nominal peak performance 93.6 GFlops, 64 kB level 1 and 8
MB level 2 cache in EPCC Edinburgh, to the relative precision 1e-4.

Table 2. Parallel scalability for semicoer.problem with prim.dim 540800, dual
dim.14975, 2 outer iters, 43 cg iters, 128 subdomains using Lomond, ρ=1e3

processors 1 2 4 8 16 32
time [sec] 879 290 138 50 27 15
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We have implemented also the basic FETI-DP algorithms for the so-
lution of both coercive and semicoercive problems in MATLAB. We have
used MPRGP of Section 2 for the solution of the coercive problems and the
SMALBE algorithm of Section 3 with the inner loop generated by the MPRGP
algorithm to the solution of the semicoercive problem to the relative precision
1e-6. The results are in Table 3.

Table 3. Numerical scalability of the basic FETI-DP for coer. and semi-
coer.problem, ρ=1e3

prim./dual/corner dim. 2312/153/10 9248/785/42 36992/3489/154
subdomains 8 32 128
cg iters for coer.problem 27 48 51
cg iters for semicoer.problem 41 57 63

9 Comments and conclusions

We have reviewed our recent results related to application of the augmented
Lagrangians with the FETI based domain decomposition method to the so-
lution of variational inequalities using recently developed algorithms for the
solution of special QP problems. In particular, we have shown that the solu-
tion of the discretized problem to a prescribed precision may be found in a
number of iterations bounded independently of the discretization parameter.
Numerical experiments with the model variational inequality are in agreement
with the theory and indicate that the algorithms presented are efficient. The
research in progress includes implementation of preconditioners, the mortar
discretization and the generalization to the contact problems with friction.
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31. Hlaváček, I., Haslinger, J., Nečas, J., Lov́ı̌sek J.: Solution of Variational Inequal-
ities in Mechanics. Springer, Berlin (1988)

32. Klawonn, A., Widlund, O.B., Dryja, M.: Dual-Primal FETI Methods for Three-
dimensional Elliptic Problems with Heterogeneous Coefficients. SIAM J. Numer.
Anal. 40, 159–179 (2002)

33. Kornhuber, R.: Adaptive Monotone Multigrid Methods for Nonlinear Varia-
tional Problems. Teubner-Verlag, Stuttgart (1997)

34. Kornhuber, R., Krause, R.: Adaptive multigrid methods for Signorini’s problem
in linear elasticity. Computer Visualization in Science 4, 9–20 (2001)
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78 Zdeněk Dostál, David Horák and Dan Stefanica
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Summary. This work presents a unified analysis of Discontinuous Galerkin meth-
ods to approximate Friedrichs’ systems. A general set of boundary conditions is
identified to guarantee existence and uniqueness of solutions to these systems. A
formulation enforcing the boundary conditions weakly is proposed. This formula-
tion is the starting point for the construction of Discontinuous Galerkin methods
formulated in terms of boundary operators and of interface operators that mildly
penalize interface jumps. A general convergence analysis is presented. The setting
is subsequently specialized to two-field Friedrichs’ systems endowed with a partic-
ular 2×2 structure in which some of the unknowns can be eliminated to yield a
system of second-order elliptic-like PDE’s for the remaining unknowns. A general
Discontinuous Galerkin method where the above elimination can be performed in
each mesh cell is proposed and analyzed. Finally, details are given for four exam-
ples, namely advection–reaction equations, advection–diffusion–reaction equations,
the linear elasticity equations in the mixed stress–pressure–displacement form, and
the Maxwell equations in the so-called elliptic regime.

1 Introduction

Since their introduction in 1973 by Reed and Hill [19] to simulate neutron
transport, Discontinuous Galerkin (DG) methods have sparked extensive in-
terest owing to their flexibility in handling non-matching grids, heterogeneous
data, and high-order hp-adaptivity. However, the development and analysis of
DG methods has followed two somewhat parallel routes depending on whether
the PDE is hyperbolic or elliptic.

For hyperbolic PDE’s, the first analysis of DG methods in an already
rather abstract form was performed by Lesaint and Raviart in 1974 [16, 17]
and subsequently improved by Johnson et al. [15] in 1984. More recently,
DG methods for hyperbolic and nearly hyperbolic equations experienced a
significant development based on the ideas of numerical fluxes, approximate
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Riemann solvers, and slope limiters; see, e.g., Cockburn et al. [8] and the
references therein.

For elliptic PDE’s, DG methods originated from the early work of Nitsche
on boundary-penalty methods [18] and the use of Interior Penalties (IP) to
weakly enforce continuity on the solution or its derivatives across the interfaces
between adjoining elements; see, e.g., Babuška [3], Babuška and Zlámal [4],
Baker [5], Wheeler [20], and Arnold [1]. DG methods for elliptic problems in
mixed form were introduced more recently (see, e.g., Bassi and Rebay [6])
and further extended by Cockburn and Shu [9] leading to the so-called Local
Discontinuous Galerkin (LDG) method. The fact that several of the above DG
methods (including IP methods) share common features and can be tackled by
similar analysis tools called for a unified analysis. A first important step in that
direction has been recently accomplished in Arnold et al. [2], where it is shown
that it is possible to cast many DG methods for the Poisson equation with
homogeneous Dirichlet boundary conditions into a single framework amenable
to a unified error analysis.

The goal of the present work is to propose a unified analysis of DG methods
that goes beyond the traditional hyperbolic/elliptic classification of PDE’s. To
this purpose, we make systematic use of the theory of Friedrichs’ systems [14],
i.e., systems of first-order PDE’s endowed with a symmetry and a positivity
property, to formulate DG methods and to perform the convergence analysis.
For brevity, the main theoretical results are stated without proof; see [11, 12,
13] for full detail.3

This paper is organized as follows. In mS2 we revisit Friedrichs’ theory
and formulate a set of abstract conditions ensuring well–posedness of the con-
tinuous problem while avoiding to invoke traces at the boundary. In mS3
we formulate and analyze a general DG method to approximate Friedrichs’
systems. The design of the method is based on an operator enforcing bound-
ary conditions weakly and an operator penalizing the jumps of the solution
across the mesh interfaces. All the design constraints to be fulfilled by the
boundary and the interface operators for the error analysis to hold are stated.
Moreover, using integration by parts, the DG method is re-interpreted locally
by introducing the concept of element fluxes, thus providing a direct link with
engineering practice where approximation schemes are often designed by spec-
ifying such fluxes. In mS4 we specialize the setting to a particular class of
Friedrichs’ systems with a 2×2 structure in which some of the unknowns can be
eliminated to yield a system of second-order elliptic-like PDE’s for the remain-
ing unknowns. For such systems, a general Discontinuous Galerkin method is
proposed and analyzed. The key feature of the method is that the unknowns
that can be eliminated at the continuous level can also be eliminated at the
discrete level by solving local problems. In mS5, we apply the theoretical re-
sults to advection–reaction equations, advection–diffusion–reaction equations,
the linear elasticity equations in the mixed stress–pressure–displacement form,

3 Internal reports available at cermics.enpc.fr/reports/CERMICS-2005
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and the Maxwell equations in the so-called elliptic regime. Concluding remarks
are reported in mS6.

2 Friedrichs’ systems

Let Ω be a bounded, open, and connected Lipschitz domain in R
d. We denote

by D(Ω) the space of C∞ functions that are compactly supported in Ω. Let
m be a positive integer. Let K and {Ak}1≤k≤d be (d+1) functions on Ω with
values in R

m,m such that

K ∈ [L∞(Ω)]m,m, (a1)

∀k ∈ {1, . . . , d}, Ak ∈ [L∞(Ω)]m,m and
d∑

k=1

∂kAk ∈ [L∞(Ω)]m,m, (a2)

∀k ∈ {1, . . . , d}, Ak = (Ak)t a.e. in Ω, (a3)

K +Kt −
d∑

k=1

∂kAk ≥ 2µ0Im a.e. on Ω, (a4)

where Im is the identity matrix in R
m,m. Assumptions (a3) and (a4) are,

respectively, the symmetry and the positivity property referred to above.
Set L = [L2(Ω)]m. A function z in L is said to have an A-weak derivative

in L if the linear form [D(Ω)]m � φ 
−→ −
∫

Ω

∑d
k=1 z

t∂k(Akφ) ∈ R is bounded
on L. In this case, the function in L that can be associated with the above
linear form by means of the Riesz representation theorem is denoted by Az.
Clearly, if z is smooth, e.g., z ∈ [C1(Ω)]m, Az =

∑d
k=1Ak∂kz. Define the

so-called graph space W = {z ∈ L; Az ∈ L} equipped with the graph norm
‖z‖W = ‖Az‖L+‖z‖L. The space W is endowed with a Hilbert structure when
equipped with the scalar product (z, y)L + (Az,Ay)L. Define the operators
T ∈ L(W ;L) and T̃ ∈ L(W ;L) as

Tz = Kz + Az, T̃ z = Ktz + Ãz, (1)

with Ãz = −
∑d
k=1 ∂k(Akz). Assumption (a4) implies that T+T̃ is L-coercive

on L.
Let f ∈ L and consider the problem of seeking z ∈ W such that Tz = f

in L. In general, boundary conditions must be enforced for this problem to be
well–posed. In other words, one must find a closed subspace V of W such that
T : V → L is an isomorphism. Let D ∈ L(W ;W ′) be the operator defined by

∀(z, y) ∈W ×W, 〈Dz, y〉W ′,W = (Az, y)L − (z, Ãy)L. (2)

Let W0 be the closure of [D(Ω)]m in W . For every subspace Z ⊂ W , let Z⊥

denote the polar set of Z, i.e., the set of linear forms on W that vanish on Z
and use a similar notation for the polar sets of subspaces of W ′. A key result
concerning the operator D is the following



82 Alexandre Ern and Jean-Luc Guermond

Lemma 1. The operator D is self-adjoint. Moreover, the following holds:

Ker(D) = W0 and Im(D) = W⊥
0 . (3)

To enforce boundary conditions, a simple approach inspired from Friedrichs’
work consists of assuming that there is an operator M ∈ L(W ;W ′) such that

M is positive, i.e., 〈Mz, z〉W ′,W ≥ 0 for all z in W, (m1)
W = Ker(D −M) + Ker(D + M). (m2)

Then by setting V = Ker(D − M) and V ∗ = Ker(D + M∗) where M∗ ∈
L(W ;W ′) is the adjoint of M and equipping V and V ∗ with the graph norm,
the following theorem can be proved:

Theorem 1. Assume (a1)–(a4) and (m1)–(m2). Then, the restricted opera-
tors T : V → L and T̃ : V ∗ → L are isomorphisms.

The proof of Theorem 1 relies on the following fundamental result, the
so-called Banach–Nečas–Babuška (BNB) Theorem, that is restated below for
completeness (see, e.g., [5]).

Theorem 2 (BNB). Let V and L be two Banach spaces, and denote by
〈·, ·〉L′,L the duality pairing between L′ and L. Then, T ∈ L(V ;L) is bijective
if and only if

∃α > 0, ∀w ∈ V, sup
y∈L′\{0}

〈y, Tw〉L′,L

‖y‖L′
≥ α‖w‖V , (4)

∀y ∈ L′, (〈y, Tw〉L′,L = 0, ∀w ∈ V ) =⇒ (y = 0). (5)

Remark 1. It is possible to formulate an intrinsic criterion for the bijectivity
of the operators T and T̃ that circumvents the somewhat ad hoc operator M
by introducing the concept of maximal boundary conditions. To this purpose,
introduce the cones C± = {w ∈ W ; ± 〈Dw,w〉W ′,W ≥ 0}. Let V and V ∗ be
two subspaces of W such that

V ⊂ C+ and V ∗ ⊂ C−, (v1)

V = D(V ∗)⊥ and V ∗ = D(V )⊥. (v2)

Then, under the assumptions (a1)–(a4) and (v1)–(v2), the conclusions of
Theorem 1 still hold. Furthermore, one can prove that if V and V ∗ are two
subspaces of W satisfying (v1)–(v2), then V is maximal in C+ (there is no
x ∈W such that Vx := V + span(x) ⊂ C+ and V is a proper subspace of Vx)
and V ∗ is maximal in C− (there is no y ∈W such that V ∗

y := V ∗ +span(y) ⊂
C− and V ∗ is a proper subspace of V ∗

y ). In this sense, the boundary conditions
embodied in V and V ∗ are maximal.
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Owing to Theorem 1, the following problems are well-posed:

Seek z ∈ V such that Tz = f , (6)

Seek z∗ ∈ V ∗ such that T̃ z∗ = f . (7)

The boundary conditions in (6) and (7) are enforced strongly by seeking the
solutions in V and V ∗, respectively. A key feature of Friedrichs’ systems is
that it is possible to enforce boundary conditions naturally, thus leading to
a suitable framework for developing a DG theory. To see this, introduce the
following bilinear forms on W ×W ,

a(z, y) = (Tz, y)L + 1
2 〈(M −D)z, y〉W ′,W , (8)

a∗(z, y) = (T̃ z, y)L + 1
2 〈(M

∗ + D)z, y〉W ′,W . (9)

It is clear that a and a∗ are in L(W ×W ; R). Consider the following problems:

Seek z ∈W such that a(z, y) = (f, y)L, ∀y ∈W , (10)
Seek z∗ ∈W such that a∗(z∗, y) = (f, y)L, ∀y ∈W . (11)

Contrary to (6) and (7), the boundary conditions in (10) and (11) are weakly
enforced. For this reason, problem (10) will constitute our working basis for
designing DG methods. The key result of this section is the following

Theorem 3. Assume (a1)–(a4) and (m1)–(m2). Then, there is a unique so-
lution to (10) (resp., (11)) and this solution solves (6) (resp., (7)).

3 Design and analysis of DG methods

The purpose of this section is to design and analyze a general DG method to
approximate the unique solution to (10).

3.1 The discrete setting

Let {Th}h>0 be a family of meshes of Ω. The meshes are assumed to be affine
to avoid unnecessary technicalities, i.e., Ω is assumed to be a polyhedron.
However, we do not make any assumption on the matching of element inter-
faces. Let p be a non-negative integer and set

Ph,p = {vh ∈ L2(Ω); ∀K ∈ Th, vh|K ∈ Pp}, (12)

where Pp denotes the vector space of polynomials with real coefficients and
total degree less than or equal to p. Define

Wh = [Ph,p]m, W (h) = [H1(Ω)]m + Wh. (13)
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We denote by F i
h the set of interior faces (or interfaces), i.e., F ∈ F i

h

if F is a (d−1)-manifold and there are K1(F ), K2(F ) ∈ Th such that F =
K1(F )∩K2(F ). We denote by F∂h the set of the faces that separate the mesh
from the exterior of Ω, i.e., F ∈ F∂h if F is a (d−1)-manifold and there is
K(F ) ∈ Th such that F = K(F ) ∩ ∂Ω. Finally, we set Fh = F i

h ∪ F∂h . Since
every function v in W (h) has a (possibly two-valued) trace almost everywhere
on F ∈ F i

h, it is meaningful to set vn(x) = lim y→x
y∈Kn(F )

v(y), n ∈ {1, 2}, for a.e.
x ∈ F and

[[v]] = v1 − v2, {v} = 1
2 (v1 + v2), a.e. on F . (14)

Nothing that is said hereafter depends on the arbitrariness in the sign of [[v]].
For any measurable subset of Ω, say E, (·, ·)L,E denotes the usual L2-

scalar product on E. The same notation is used for scalar- and vector-valued
functions. For K ∈ Th (resp., F ∈ Fh), hK (resp., hF ) denotes the diameter
of K (resp., F ). The mesh family {Th}h>0 is assumed to be shape-regular so
that the usual inverse and trace inverse inequalities hold on Wh. Henceforth,
we use the notation A � B to represent the inequality A ≤ cB where c is
independent of h.

3.2 The design of the DG bilinear form

Set D =
∑d
k=1 nkAk, where n = (n1, . . . , nd)t is the outward unit normal to

Ω, and assume that there is a matrix-valued field M : ∂Ω −→ R
m,m such

that for all functions y, w smooth enough (e.g., y, w ∈ [H1(Ω)]m),

〈Dy,w〉W ′,W =
∫

∂Ω

wtDy, 〈My,w〉W ′,W =
∫

∂Ω

wtMy. (15)

To enforce boundary conditions weakly, we introduce for all F ∈ F∂h a linear
operator MF ∈ L([L2(F )]m; [L2(F )]m) such that for all y, w ∈ [L2(F )]m,

(MF (y), y)L,F ≥ 0, (dg1)
(My = Dy) =⇒ (MF (y) = Dy), (dg2)
|(MF (y)−Dy, w)L,F | � |y|M,F ‖w‖L,F , (dg3)
|(MF (y) +Dy, w)L,F | � ‖y‖L,F |w|M,F , (dg4)

where for all y ∈W (h), |y|2M =
∑

F∈F∂
h
|y|2M,F with |y|2M,F = (MF (y), y)L,F .

For K ∈ Th, define the matrix-valued field D∂K : ∂K → R
m,m as

D∂K(x) =
d∑

k=1

nK,kAk(x) a.e. on ∂K, (16)

where nK = (nK,1, . . . , nK,d)t is the unit outward normal to K on ∂K. We
extend the matrix-valued field D on Fh = F i

h ∪ F∂h as follows. On F∂h , D is
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defined as above. On F i
h, D is two-valued and for all F ∈ F i

h, its two values
are D∂K1(F ) and D∂K2(F ). Note that {D} = 0 a.e. on F i

h. To control the jumps
of functions in Wh across mesh interfaces, we introduce for all F ∈ F i

h a linear
operator SF ∈ L([L2(F )]m; [L2(F )]m) such that for all y, w ∈ [L2(F )]m,

(SF (y), y)L,F ≥ 0, (dg5)
|(SF (y), w)L,F | � |y|S,F |w|S,F , (dg6)
|(D∂K(F )y, w)L,F | � |y|S,F ‖w‖L,F , (dg7)

where F ⊂ ∂K(F ) and where for all y ∈ W (h), |y|2S =
∑

F∈F i
h
|y|2S,F with

|y|2S,F = (SF (y), y)L,F . A simple way of enforcing (dg5)–(dg7) consists of
setting SF (y) = |D∂K(F )|y.

Introduce the bilinear form ah such that for all z, y in W (h),

ah(z, y) =
∑

K∈Th

(Tz, y)L,K +
∑

F∈F∂
h

1
2 (MF (z)−Dz, y)L,F

−
∑

F∈F i
h

2({Dz} , {y})L,F +
∑

F∈F i
h

(SF ([[z]]), [[y]])L,F .
(17)

Observe that owing to (dg2), the second term in the definition of ah weakly
enforces the boundary conditions in a way which is consistent with (8). The
purpose of the third term is to ensure that an L-coercivity property holds on
Wh. The last term controls the jump of the discrete solution across interfaces.
Some user-dependent arbitrariness appears in the second and fourth term
through the definition of the operators MF and SF . An equivalent definition
of the DG bilinear form obtained by integration by parts is the following:

ah(z, y) =
∑

K∈Th

(z, T̃ y)L,K +
∑

F∈F∂
h

1
2 (MF (z) +Dz, y)L,F

+
∑

F∈F i
h

1
2 ([[Dz]], [[y]])L,F +

∑

F∈F i
h

(SF ([[z]]), [[y]])L,F .
(18)

3.3 Convergence analysis

An approximation to the solution of (10) is constructed as follows: For f ∈ L,
{

Seek zh ∈Wh such that
ah(zh, yh) = (f, yh)L, ∀yh ∈Wh.

(19)

The error analysis uses the following discrete norms on W (h),

‖y‖2h,A = ‖y‖2L + |y|2J + |y|2M +
∑

K∈Th

hK‖Ay‖2L,K , (20)

‖y‖2h, 12 = ‖y‖2h,A +
∑

K∈Th

[h−1
K ‖y‖2L,K + ‖y‖2L,∂K ], (21)
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where for all y ∈ W (h), |y|2J =
∑

F∈F i
h
|y|2J,F with |y|J,F = |[[y]]|S,F . The

convergence analysis is performed in the spirit of Strang’s Second Lemma.
The main result is the following

Theorem 4. Let z solve (10) and let zh solve (19). Assume that for all k ∈
{1, . . . , d}, Ak ∈ [C0, 12 (Ω)]m,m. Then,

‖z − zh‖h,A � inf
yh∈Wh

‖z − yh‖h, 12 , (22)

if z ∈ [H1(Ω)]m, and limh→0 ‖z − zh‖L = 0 if z ∈ V only, assuming there is
γ > 0 such that [H1+γ(Ω)]m ∩ V is dense in V .

Using standard interpolation results on Wh, the above result implies that

‖z − zh‖h,A � hp+
1
2 ‖z‖[Hp+1(Ω)]m (23)

whenever z is in [Hp+1(Ω)]m. In particular, ‖z−zh‖L converges to order hp+
1
2 ,

and if the mesh family {Th}h>0 is quasi-uniform, (
∑

K∈Th
‖A(z − zh)‖2L,K)

1
2

converges to order hp. These estimates are identical to those that can be
obtained by other stabilization methods like Galerkin/Least-Squares, subgrid
viscosity, etc.

3.4 Localization and the notion of fluxes

The purpose of this section is to discuss briefly some equivalent formulations of
the discrete problem (19) in order to emphasize the link with other formalisms
derived previously for DG methods based on the notion of fluxes (see, e.g.,
Arnold et al. [2]). Let K ∈ Th. For v ∈ W (h) and x ∈ ∂K, set vi(x) =
lim y→x

y∈K
v(y), ve(x) = lim y→x

y �∈K
v(y) (with ve(x) = 0 if x ∈ ∂Ω), and

[[v]]∂K(x) = vi(x)− ve(x), {v}∂K (x) = 1
2 (vi(x) + ve(x)). (24)

The element flux of a function v on ∂K, say φ∂K(v) ∈ [L2(∂K)]m, is defined
on a face F ⊂ ∂K by

φ∂K(v)|F =

{
1
2MF (v|F ) + 1

2Dv, if F ⊂ ∂K∂ ,

SF ([[v]]∂K |F ) +D∂K{v}∂K , if F ⊂ ∂K i,
(25)

where ∂K i denotes that part of ∂K that lies in Ω and ∂K∂ that part of ∂K
that lies on ∂Ω. The relevance of the notion of flux is clarified by the following

Proposition 1. The discrete problem (19) is equivalent to each of the follow-
ing two local formulations:

{
Seek zh ∈Wh such that ∀K ∈ Th and ∀yh ∈ [Pp(K)]m,

(zh, T̃ yh)L,K + (φ∂K(zh), yh)L,∂K = (f, yh)L,K ,
(26)

{
Seek zh ∈Wh such that ∀K ∈ Th and ∀yh ∈ [Pp(K)]m,

(Tzh, yh)L,K + (φ∂K(zh)−D∂Kzih, yh)L,∂K = (f, yh)L,K .
(27)
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In engineering practice, approximation schemes such as (26) are often de-
signed by specifying the element fluxes. The above analysis then provides a
practical means to assess the properties of the scheme. Indeed, once the ele-
ment fluxes are given, the boundary operators MF and the interface operators
SF can be directly retrieved from (25). Then, properties (dg1)–(dg7) provide
sufficient conditions for convergence.

Remark 2. The element fluxes are conservative in the sense that for all F =
K1(F ) ∩ K2(F ) ∈ F i

h, φ∂K1(F )(v) + φ∂K2(F )(v) = 0 on F . The concept of
conservativity as such does not play any role in the present analysis of DG
methods. It plays a role when deriving improved L2-error estimates by using
the Aubin–Nitsche lemma; see, e.g., Arnold et al. [2] and mS4.3.

4 DG approximation of two-field Friedrichs’ systems

In this section the setting is specialized to Friedrichs’ systems endowed with
a 2×2 block structure in which some of the unknowns can be eliminated to
yield a system of elliptic-like PDE’s for the remaining unknowns. A general
DG method to approximate such systems is proposed and analyzed. The key
feature is that the unknowns that can be eliminated at the continuous level
can be also eliminated at the discrete level by solving local problems. To
achieve this goal we will see that at variance with the DG method formulated
in mS3, where jumps and boundary values are equally controlled among
the unknowns, the boundary values and jumps of the discrete unknowns to
be eliminated must no longer be controlled whereas the boundary values and
jumps of the remaining discrete unknowns must be controlled with an O(h−1)
weight.

4.1 The setting

We now assume that there are two positive integers mσ and mu with m =
mσ+mu such that the (d+1) R

m,m-valued fields K and {Ak}1≤k≤d have the
following 2×2 block structure:

K =
[
Kσσ Kσu
Kuσ Kuu

]

, Ak =

[

0 Bk
[Bk]t Ck

]

, (28)

with obvious notation for the blocks of K and where for all k ∈ {1, . . . , d}, Bk
is an mσ×mu matrix field and Ck is a symmetric mu×mu matrix field. Define
the operators B =

∑d
k=1 Bk∂k, B† =

∑d
k=1[Bk]t∂k, and C =

∑d
k=1 Ck∂k. The

two key hypotheses on which the present work is based are the following:

∃k0 > 0, ∀ξ ∈ R
mσ , ξtKσσξ ≥ k0‖ξ‖2Rmσ a.e. on Ω, (a5)

∀k ∈ {1, . . . , d}, the mσ×mσ upper-left block of Ak is zero. (a6)
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Set Lσ = [L2(Ω)]mσ and Lu = [L2(Ω)]mu . Consider the PDE system
Tz = f with f ∈ L = Lσ×Lu and partition z and f into (zσ, zu) and (fσ, fu),
respectively. Assumption (a5) (which implies that the matrix Kσσ is invert-
ible) together with assumption (a6) allow for the elimination of zσ from the
PDE system, yielding zσ = [Kσσ]−1(fσ − Kσuzu − Bzu), and it comes that
zu solves the following second-order PDE:

−B†[Kσσ]−1Bzu + (C −B†[Kσσ]−1Kσu −Kuσ[Kσσ]−1B)zu

+ (Kuu −Kuσ[Kσσ]−1Kσu)zu = fu − (Kuσ + B†)[Kσσ]−1fσ. (29)

The leading order term in this PDE has a very particular structure since the
matrices (Bk)t[Kσσ]−1Bk are positive semi-definite. Hence, the PDE’s covered
hereafter are elliptic-like.

4.2 The design of the DG bilinear form

Let p and pσ be two non-negative integers such that p − 1 ≤ pσ ≤ p. Define
the vector spaces

Uh = [Ph,p]mu , Σh = [Ph,pσ
]mσ , Wh = Uh×Σh. (30)

Consider the DG bilinear form defined in (17) and the discrete problem (19).
Partition the discrete unknown into zh = (zσh , z

u
h). We now want to design a

DG method in which zσh can be eliminated by solving local problems. It is
then readily seen from (26) that this is possible only if the σ-component of
the flux φ∂K(zh) solely depends on zuh . Owing to (25), it is inferred that the
boundary operators MF and the interface operators SF must be such that

Mσσ
F = 0 and SσσF = 0. (31)

Let U(h) = [H1(Ω)]mu + Uh. We define the mapping θ1
h : U(h) −→ Σh such

that for all zu ∈ U(h) and for all K ∈ Th, θ1
h(z

u)|K solves the following
problem: For all qσ ∈ [Ppσ

(K)]mσ ,

(Kσσθ1
h(z

u), qσ)Lσ,K = − (Kσuzu + Bzu, qσ)Lσ,K

− (φσ∂K(zu)−Dσu∂K(zu)i, qσ)Lσ,∂K . (32)

Owing to (a5), this problem is well–posed. Similarly, we define the mapping
θ2
h : Lσ −→ Σh such that for all fσ ∈ Lσ and for all K ∈ Th, θ2

h(f
σ)|K solves

the following local problem: For all qσ ∈ [Ppσ
(K)]mσ ,

(Kσσθ2
h(f

σ), qσ)Lσ,K = (fσ, qσ)Lσ,K . (33)

Finally, define the bilinear form φh on U(h)× U(h) by

φh(zu, yu) = ah((θ1
h(z

u), zu), (0, yu)), (34)

and the linear form ψh on U(h) by ψh(yu) = ah((θ2
h(f

σ), 0), (0, yu)). This
readily leads to the following
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Proposition 2. If the pair (zσh , z
u
h) solves (19), then,

zσh = θ1
h(z

u
h) + θ2

h(f
σ), (35)

and zuh solves the following problem:
{

Seek zuh ∈ Uh such that
φh(zuh , y

u
h) = (fu, yuh)Lu

− ψh(yuh), ∀yuh ∈ Uh.
(36)

Conversely, if zuh solves (36) and if zσh is defined by (35), then the pair (zσh , z
u
h)

solves (19).

For the convergence analysis of mS4.3 to hold, the boundary operators
MF and the interface operators SF must comply with certain design criteria
that are formulated in [12]. This set of conditions simplifies into the following
whenever Dirichlet-type boundary conditions are enforced on zu: For all F ∈
F∂h and for all y = (yσ, yu) ∈ [L2(F )]m, we assume that

(My −Dy = 0) =⇒ (MF (y)−Dy = 0), (ldg1)

(Mty +Dy = 0) =⇒ (M∗
F (y) +Dy = 0), (ldg2)

Mσσ
F = 0, Mσu

F (yu) = −Dσuyu, Muσ
F (yσ) = Duσyσ, (ldg3)

Muu
F is self-adjoint, (ldg4)

h−1
F (DuσDσu) 1

2 + hF |Duu| � Muu
F � h−1

F Imu
, (ldg5)

where M∗
F denotes the adjoint operator of MF and Imu

the identity matrix
in R

mu,mu . Similarly, for all F ∈ F i
h, we assume that

SσσF = 0, SσuF = 0, SuσF = 0, (ldg6)
SuuF is self-adjoint, (ldg7)

h−1
F (DuσDσu) 1

2 + hF |Duu| � SuuF � h−1
F Imu

. (ldg8)

Remark 3. Assumption (ldg1) is a consistency assumption similar to (dg2).
Assumption (ldg2) is an adjoint-consistency assumption needed to obtain
an improved error estimate for zuh in the Lu-norm. Assumption (ldg3) is
suitable to enforce Dirichlet boundary conditions and must be modified if
other boundary conditions are considered. In this case, assumption (ldg5)
must also be modified: Muu

F no longer scales as h−1
F , but is of order 1.

4.3 Convergence analysis

The error analysis uses the following discrete norms on W (h),

‖y‖2h,A′ = ‖yσ‖2Lσ
+ ‖yu‖2Lu

+ |yu|2J + |yu|2M +
∑

K∈Th

‖Byu‖2Lσ,K , (37)

‖y‖2h,1 = ‖y‖2h,A′ +
∑

K∈Th

[h−2
K ‖yu‖2Lu,K+h−1

K ‖yu‖2Lu,∂K+hK‖yσ‖2Lσ,∂K ],(38)
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where for all yu ∈ U(h), |yu|2M =
∑

F∈F∂
h
(Muu

F (yu), yu)Lu,F and |yu|2J =
∑

F∈F i
h
(SuuF ([[yu]]), [[yu]])Lu,F . The main result is the following

Theorem 5. Let z solve (10) and let zh solve (19). Assume that for all k ∈
{1, . . . , d}, Bk ∈ [C0,1(Ω)]m,m. Then

‖z − zh‖h,A′ � inf
yh∈Wh

‖z − yh‖h,1, (39)

if z ∈ [H1(Ω)]m, and limh→0(‖z − zh‖2L +
∑

K∈Th
‖B(zu − zuh)‖2Lσ,L

) = 0 if
z ∈ V only, assuming there is γ > 0 s.t. [Hγ(Ω)]mσ×[H1+γ(Ω)]mu ∩ V is
dense in V .

Using standard interpolation results on Wh and since p− 1 ≤ pσ ≤ p, the
above result implies

‖z − zh‖h,A′ � hp
(
‖zσ‖[Hpσ+1(Ω)]mσ + ‖zu‖[Hp+1(Ω)]mu

)
. (40)

whenever z is in [Hpσ+1(Ω)]mσ×[Hp+1(Ω)]mu . In particular, ‖z − zh‖L
converges to order hp and if the mesh family {Th}h>0 is quasi-uniform,
(
∑

K∈Th
‖B(zu − zuh)‖2Lσ,K

)
1
2 also converges to order hp. If pσ = p, the L-

norm error estimate is suboptimal when compared with that obtained using
the DG method analyzed in mS3. The reason for this optimality loss is that
the interface jumps of the σ-component are no longer controlled to allow for
this component to be locally eliminated, and the jumps of the u-component
are penalized with an O(h−1) weight. If pσ = p−1, the L-norm error estimate
is still suboptimal for the u-component, but is optimal for the σ-component.

To derive an optimal error estimate for the u-component in the Lu-norm,
we use a duality argument. Let ψ ∈ V ∗ solve

T̃ψ = (0, zu − zuh). (41)

Assuming the above problem yields elliptic regularity, i.e., ‖ψu‖[H2(Ω)]mu +
‖ψσ‖[H1(Ω)]mσ � ‖zu − zuh‖Lu

, the main result is the following

Theorem 6. The following holds:

‖zu − zuh‖Lu
� h inf

yh∈Wh

‖z − yh‖h,1+ , (42)

where ‖y‖2h,1+ = ‖y‖2h,1 +
∑

K∈Th
[h2
K‖yσ‖2[H1(K)]mσ + hK‖yσ‖2Lσ,∂K

]. In par-
ticular, if z ∈ [Hpσ+1(Ω)]mσ×[Hp+1(Ω)]mu , then

‖zu − zuh‖Lu
� hp+1

(
‖zσ‖[Hpσ+1(Ω)]mσ + ‖zu‖[Hp+1(Ω)]mu

)
. (43)

5 Examples

In this section we apply the methods formulated in mS3 and mS4 to vari-
ous Friedrichs’ systems encountered in engineering applications. To alleviate
notation, an index h indicates that the norm is broken on the mesh elements
and h denotes the piecewise constant function equal to hK on each K ∈ Th.
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5.1 Advection–reaction

Let µ ∈ L∞(Ω), let β ∈ [L∞(Ω)]d with ∇·β ∈ L∞(Ω), and assume that there
is µ0 > 0 such that µ(x)− 1

2∇·β(x) ≥ µ0 a.e. in Ω. Let f ∈ L2(Ω). The PDE

µu + β·∇u = f (44)

is recast as a Friedrichs’ system by setting m = 1, K = µ, and Ak = βk for k ∈
{1, . . . , d}. The graph space is W = {w ∈ L2(Ω); β·∇w ∈ L2(Ω)}. To enforce
boundary conditions, define ∂Ω± = {x ∈ ∂Ω; ± β(x)·n(x) > 0}, and assume
that ∂Ω− and ∂Ω+ are well-separated, i.e., dist(∂Ω−, ∂Ω+) > 0. Then, the
boundary operator D has the following representation: For all v, w ∈W ,

〈Dv,w〉W ′,W =
∫

∂Ω

vw(β·n). (45)

Letting 〈Mv,w〉W ′,W =
∫

∂Ω
vw|β·n|, then (m1)–(m2) hold and V = {v ∈

W ; v|∂Ω− = 0}, i.e., homogeneous Dirichlet boundary conditions are enforced
at the inflow boundary.

Let α > 0 (α can vary from face to face) and for all F ∈ Fh, set

MF = |β·n| and SF = α|β·nF |, (46)

where nF is a unit normal vector to F (the orientation is irrelevant). Then,
letting MF (v) = MF v and SF (v) = SF v, assumptions (dg1)–(dg7) hold.
Hence, if β ∈ [C0, 12 (Ω)]d and the exact solution is smooth enough,

‖u− uh‖L2(Ω) + ‖h 1
2 β·∇(u− uh)‖h,L2(Ω) � hp+

1
2 ‖u‖Hp+1(Ω). (47)

Remark 4. The specific value α = 1
2 leads to the so-called upwind scheme. This

coincidence has led many authors to believe that DG methods are methods
of choice to solve hyperbolic problems. Actually DG methods, as presented
herein, are merely stabilization techniques tailored to solve symmetric positive
systems of first-order PDE’s.

5.2 Advection–diffusion–reaction

Let µ, β, and f be as in mS5.1. Then, the PDE −∆u+β·∇u+µu = f written
in the mixed form {

σ +∇u = 0,
µu +∇·σ + β·∇u = f,

(48)

falls into the category of Friedrichs’ systems by setting m = d + 1 and

K =
[ Id 0

0 µ

]

, Ak =

[

0 ek

(ek)t βk

]

, (49)
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where Id is the identity matrix in R
d,d and ek is the k-th vector in the canonical

basis of R
d. The graph space is W = H(div;Ω)×H1(Ω).

The boundary operator D is such that for all (σ, u), (τ, v) ∈W ,

〈D(σ, u), (τ, v)〉W ′,W = 〈σ·n, v〉− 1
2 ,

1
2

+ 〈τ ·n, u〉− 1
2 ,

1
2

+
∫

∂Ω

(β·n)uv, (50)

where 〈, 〉− 1
2 ,

1
2

denotes the duality pairing between H− 1
2 (∂Ω) and H

1
2 (∂Ω).

Dirichlet boundary conditions are enforced by setting 〈M(σ, u), (τ, v)〉W ′,W =
〈σ·n, v〉− 1

2 ,
1
2
− 〈τ ·n, u〉− 1

2 ,
1
2
, yielding V = H(div;Ω)×H1

0 (Ω). Neumann and
Robin boundary conditions can be treated similarly.

Let α1 > 0, α2 > 0, and η > 0 (these design parameters can vary from
face to face) and for all F ∈ Fh, set

MF =

[
0 −n
nt η

]

, SF =
[
α1nF⊗nF 0

0 α2

]

. (51)

Then, letting MF (σ, u) = MF (σ, u) and SF (σ, u) = SF (σ, u), assump-
tions (dg1)–(dg7) hold. Hence, if β ∈ [C0, 12 (Ω)]d and the exact solution is
smooth enough,

‖u− uh‖L2(Ω) + ‖σ − σh‖[L2(Ω)]d + ‖h 1
2∇(u− uh)‖h,[L2(Ω)]d

+ ‖h 1
2∇·(σ − σh)‖h,L2(Ω) � hp+

1
2 ‖(σ, u)‖[Hp+1(Ω)]d+1 . (52)

The above Friedrichs’ system can be equipped with the 2×2 block structure
analyzed in mS4 by setting zσ := σ and zu := u. Take

MF =

[
0 −n
nt ηh−1

F

]

, SF =

[
0 0
0 α2h

−1
F

]

. (53)

Then, letting MF (σ, u) = MF (σ, u) and SF (σ, u) = SF (σ, u), assump-
tions (ldg1)–(ldg8) hold. If the exact solution is smooth enough,

‖u− uh‖L2(Ω) + h‖σ − σh‖[L2(Ω)]d + h‖∇(u− uh)‖h,[L2(Ω)]d

� hp+1‖(σ, u)‖[Hp(Ω)]d×Hp+1(Ω). (54)

Remark 5. Other choices for the operators MF and SF are possible. In par-
ticular, one can show that the DG method of Brezzi et al. [7], that of Bassi
and Rebay [6], the IP method of Baker [5] and Arnold [1] (provided (ldg5)
and (ldg8) are slightly weakened), and the LDG method of Cockburn and
Shu [9] fit into the present framework.

5.3 Linear elasticity

Let ς and γ be two positive functions in L∞(Ω) uniformly bounded away from
zero. Let f ∈ [L2(Ω)]d. Let u be the R

d-valued displacement field and let σ
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be the R
d,d-valued stress tensor. The PDE’s σ = 1

2 (∇u + (∇u)t) + 1
γ (∇·u)Id

and −∇·σ + ςu = f can be written in the following mixed stress–pressure–
displacement form






σ + πId − 1
2 (∇u + (∇u)t) = 0,

tr(σ) + (d + γ)π = 0,

− 1
2∇·(σ + σt) + ςu = f.

(55)

The tensor σ in R
d,d can be identified with the vector σ ∈ R

d2 by setting
σ[ij] = σij with 1 ≤ i, j ≤ d and [ij] = d(j − 1) + i. Then, (55) falls into the
category of Friedrichs’ systems by setting m = d2 + 1 + d and

K =






Id2 Z 0

(Z)t (d+γ) 0
0 0 ςId




 , Ak =






0 0 Ek
0 0 0

(Ek)t 0 0




 , (56)

where Z ∈ R
d2 has components given by Z[ij] = δij , and for all k ∈ {1, . . . , d},

Ek ∈ R
d2,d has components given by Ek[ij],l = − 1

2 (δikδjl + δilδjk); here, i, j, l ∈
{1, . . . , d} and the δ’s denote Kronecker symbols. The graph space is W =
Hσ×L2(Ω)×[H1(Ω)]d with Hσ = {σ ∈ [L2(Ω)]d

2
; ∇·(σ + σt) ∈ [L2(Ω)]d}.

The boundary operator D is s.t. for all (z := (σ, π, u), y := (τ , ρ, v)) ∈W ,

〈Dz, y〉W ′,W = −〈12 (τ + τ t)·n, u〉− 1
2 ,

1
2
− 〈12 (σ + σt)·n, v〉− 1

2 ,
1
2
. (57)

Letting 〈Mz, y〉W ′,W = 〈 12 (τ+τ t)·n, u〉− 1
2 ,

1
2
−〈12 (σ+σt)·n, v〉− 1

2 ,
1
2
, then (m1)–

(m2) hold and V = Hσ×L2(Ω)×[H1
0 (Ω)]d, i.e., homogeneous Dirichlet bound-

ary conditions are enforced on the displacement.
Let α1 > 0, α2 > 0, and η > 0 (these design parameters can vary from

face to face) and for all F ∈ Fh, set

MF =






0 0 −H
0 0 0
Ht 0 ηId




 , SF =






α1HF ·HtF 0 0
0 0 0
0 0 α2Id




 , (58)

whereH =
∑d
k=1 nkEk ∈ R

d2,d andHF is defined similarly by substituting nF
to n. Then, letting MF (σ, π, u) =MF (σ, π, u) and SF (σ, π, u) = SF (σ, π, u),
assumptions (dg1)–(dg7) hold. Hence, if the exact solution is smooth enough,

‖u− uh‖[L2(Ω)]d + ‖π − πh‖L2(Ω) + ‖σ − σh‖[L2(Ω)]d,d

+ ‖h 1
2∇(u− uh)‖h,[L2(Ω)]d,d + ‖h 1

2∇·((σ + σt)− (σh + σth))‖h,[L2(Ω)]d

� hp+
1
2 ‖(σ, π, u)‖[Hp+1(Ω)]d2+1+d . (59)

The above Friedrichs’ system can be equipped with the 2×2 block structure
analyzed in mS4 by setting zσ := (σ, π) and zu := u. Take
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MF =






0 0 −H
0 0 0
Ht 0 ηh−1

F Id




 , SF =






0 0 0
0 0 0
0 0 α2h

−1
F Id




 . (60)

Then, letting MF (σ, π, u) = MF (σ, π, u) and SF (σ, π, u) = SF (σ, π, u), as-
sumptions (ldg1)–(ldg8) hold. Hence, if the exact solution is smooth enough,

‖u− uh‖[L2(Ω)]d + h‖π − πh‖L2(Ω) + h‖σ − σh‖[L2(Ω)]d,d

+ h‖∇(u− uh)‖h,[L2(Ω)]d,d � hp+1‖(σ, π, u)‖[Hp(Ω)]d2+1×[Hp+1(Ω)]d . (61)

5.4 Maxwell’s equations in the elliptic regime

Let σ and µ be two positive functions in L∞(Ω) uniformly bounded away from
zero. A simplified form of Maxwell’s equations in R

3 in the elliptic regime,
i.e., when displacement currents are negligible, consists of the PDE’s

µH +∇×E = f, σE −∇×H = g, (62)

with data f, g ∈ [L2(Ω)]3. The above PDE’s fall into the category of Friedrichs’
systems by setting m = 6 and

K =
[
µI3 0
0 σI3

]

, Ak =

[

0 Rk
(Rk)t 0

]

, (63)

with Rkij = εikj for i, j, k ∈ {1, 2, 3}, εikj being the Levi–Civita permuta-
tion tensor. The graph space is W = H(curl;Ω)×H(curl;Ω). The boundary
operator D is such that for all (H,E), (h, e) ∈W ,

〈D(H,E), (h, e)〉W ′,W = (∇×E, h)[L2(Ω)]3 − (E,∇×h)[L2(Ω)]3

+ (H,∇×e)[L2(Ω)]3 − (∇×H, e)[L2(Ω)]3 .
(64)

Letting 〈M(H,E), (h, e)〉W ′,W = −(∇×E, h)[L2(Ω)]3 + (E,∇×h)[L2(Ω)]3 +
(H,∇×e)[L2(Ω)]3−(∇×H, e)[L2(Ω)]3 , then (m1)–(m2) hold and V = {(H,E) ∈
W ; (E×n)|∂Ω = 0}, i.e., homogeneous Dirichlet boundary conditions are en-
forced on the tangential component of the electric field.

Let α1 > 0, α2 > 0, and η > 0 (these design parameters can vary from
face to face) and for all F ∈ Fh, set

MF =

[
0 −N
N t ηN tN

]

, SF =




α1N tFNF 0

0 α2N tFNF



 , (65)

where N =
∑d
k=1 nkRk ∈ R

3,3 and NF is defined similarly by substituting
nF to n. Then, letting MF (H,E) = MF (H,E) and SF (H,E) = SF (H,E),
assumptions (dg1)–(dg7) hold. Hence, if the exact solution is smooth enough,
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‖E − Eh‖[L2(Ω)]3 + ‖H −Hh‖[L2(Ω)]3 + ‖h 1
2∇×(E − Eh)‖h,[L2(Ω)]3

+ ‖h 1
2∇×(H −Hh)‖h,[L2(Ω)]3 � hp+

1
2 ‖(H,E)‖[Hp+1(Ω)]6 . (66)

The above Friedrichs’ system can also be equipped with the 2×2 block
structure analyzed in mS4 by setting zσ := H and zu := E. Take

MF =

[
0 −N
N t ηh−1

F N tN

]

, SF =

[
0 0
0 α2h

−1
F N tFNF

]

. (67)

Then, letting MF (H,E) = MF (H,E) and SF (H,E) = SF (H,E), assump-
tions (ldg1)–(ldg8) hold. Hence, if the exact solution is smooth enough,

‖E − Eh‖[L2(Ω)]3 + h‖H −Hh‖[L2(Ω)]3 + h‖∇×(E − Eh)‖h,[L2(Ω)]3

� hp+1‖(H,E)‖[Hp(Ω)]3×[Hp+1(Ω)]3 . (68)

6 Concluding remarks

In this paper we have presented a unified analysis of DG methods by making
systematic use of Friedrichs’ systems. As already pointed out by Friedrichs,
such systems go beyond the traditional hyperbolic/elliptic classification of
PDE’s. Furthermore, DG methods as presented herein appear to be merely
stabilization methods where the boundary operators MF and the interface
operators SF have to be set (tuned) by the user so as to comply with the
design criteria (dg1)–(dg7) or (ldg1)–(ldg8).
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Summary. The last few years have witnessed substantive developments in the com-
putation of highly oscillatory integrals in one or more dimensions. The availability
of new asymptotic expansions and a Stokes-type theorem allow for a comprehensive
analysis of a number of old (although enhanced) and new quadrature techniques:
the asymptotic, Filon-type and Levin-type methods. All these methods share the
surprising property that their accuracy increases with growing oscillation. These
developments are described in a unified fashion, taking the multivariate integral
∫

Ω
f(x)eiωg(x)dV as our point of departure.

1 The challenge of high oscillation

Rapid oscillation is ubiquitous in applications and is, by common consent,
considered a ‘difficult’ problem. Indeed, the standard technique of dealing
with high oscillation is to make it disappear by sampling the signal sufficiently
frequently, and this typically leads to prohibitive cost.

The subject of this article is a review of recent work on the computation
of integrals of the form

I[f,Ω] =
∫

Ω

f(x)eiωg(x)dV, (1)

where Ω ⊂ R
n is a bounded open domain with piecewise-smooth boundary,

while f and the oscillator g are smooth. We assume in (1) that ω ∈ R is large
in modulus, hence I[f,Ω] oscillates rapidly as a function of ω.
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A natural technique to compute (1) in a univariate setting is Gaussian
quadrature. Yet, a moment’s reflection clarifies that it is likely to be absolutely
useless unless |ω| is small. Classical quadrature (with a trivial weight function)
is just an exact integration of a polynomial interpolation of the integrand.
However, if the integrand oscillates rapidly, and unless we use an astronomical
number of function evaluations, polynomial interpolation is useless! This is
vividly demonstrated in Fig. 1. We have computed

∫ 1

−1

cosxeiωx2dx = − π
1
2

2(−iω)
1
2

exp
(

1
4

1
iω

)[

erf
(

i
ω + 1

2

(−iω)
1
2

)

+ erf
(

i
ω − 1

2

(−iω)
1
2

)]

by Gaussian quadrature with different number of points. The figure displays
the absolute value of the error as a function of ω ∈ [0, 100]. Note that, as
long as ω is small, everything is fine, but as soon as ω is large in comparison
with the number of quadrature points and high oscillation sets in, the error
becomes O(1). As a matter of fact, given that I[f ] ∼ O

(

ω− 1
2

)

, the trivial
approximation I[f ] ≈ 0 is far superior to Gaussian quadrature with 30 points!

Yet, efficient and cheap quadrature of (1) is perfectly possible. Indeed, once
we understand the mathematical mechanism underlying (1), we can compute
it to high precision with minimal effort and, perhaps paradoxically, the quality
of approximation increases with ω.
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Fig. 1. Error in Gaussian quadrature with Ω = (−1, 1), f(x) = cos x, g(x) and ν
points. Here ν increases by increments of five, from 5 to 30.
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This article collates a sequence of papers by the authors into unified nar-
rative. In particular, we revisit here the work of [8, 10, 16] and [17], to which
the reader is referred for technical details, more comprehensive exposition and
a wealth of further numerical examples.

The conventional organising principle of quadrature is a Taylor expansion.
Once the integrand oscillates rapidly, a Taylor expansion converges very slowly
indeed and is, to all intents and purposes, useless. Instead, we need to exploit
an asymptotic expansion in negative powers of ω. In Section 2 we present an
asymptotic expansion of (1) in the case when the oscillator g has no critical
points: ∇g(x) 	= 0 for all x ∈ clΩ and subject to the nonresonance condition:
∇g(x) is not allowed to be normal to the boundary ∂Ω for any x ∈ ∂Ω.

The availability of an asymptotic expansion allows us to design and analyse
effective quadrature methods, and this is the subject of Section 3. We single
out for consideration three general techniques: asymptotic methods, consisting
of a truncation of the asymptotic expansion of Section 2, Filon-type methods,
which interpolate just f(x), rather than the entire integral [3], and Levin-type
methods, which collocate the integrand [11].

In Section 4 we consider the case when critical points are allowed. A com-
prehensive theory exists, as things stand, only in one dimension, hence we
focus on g : [a, b] → R and study the case of g′(ξ) = 0 for some ξ ∈ [a, b],
g′ 	= 0 for [a, b] \ {ξ}. (Obviously, we are allowed, without loss of generality,
to assume the existence of just one critical point: otherwise we integrate in
a finite number of subintervals.) An asymptotic expansion in the presence of
a critical point presents us with new challenges. In principle, we could have
used here the standard technique of stationary phase [15, 18], except that it
is not equal to our task. We present an alternative that leads to an explicit
and workable expansion. It is subsequently used to design asymptotic and
Filon-type methods: unfortunately, Levin-type methods are not available in
this setting.

The purpose of the final section is the sketch gaps in the theory and com-
ment on ongoing challenges and developments. Moreover, we describe there
briefly the recent method of [5], as well as the work in progress in Cambridge
and Trondheim.

Quadrature of (1) represents but one problem in the wide range of issues
originating in high oscillation. Quite clearly, a more significant challenge is to
solve highly oscillatory differential equations. It is thus of interest to mention
that the availability of efficient highly oscillatory quadrature is critical to
a number of contemporary methods for ordinary differential equations that
exhibit rapid oscillation [2, 6, 7, 12].

2 Asymptotic expansion in the absence of critical points

We restrict our analysis to R
2, directing the reader to [10] for the general

case. Let first Ω = S2, the triangle with vertices at (0, 0), (1, 0) and (0, 1).
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The nonresonance condition is thus

gy(x, 0) 	= 0, x ∈ [0, 1], gx(0, y) 	= 0, y ∈ [0, 1],
gx(x, y)− gy(x, y) 	= 0, x, y ≥ 0, x + y ∈ [0, 1].

Integrating by parts in the inner integral,

I[g2
xf,S2] =

∫ 1

0

∫ 1−y

0

g2
x(x, y)f(x, y)eiωg(x,y)dxdy

=
1
iω

∫ 1

0

gx(1− y, y)f(1− y, y)eiωg(1−y,y)dy

− 1
iω

∫ 1

0

gx(0, y)f(0, y)eiωg(0,y)dy − 1
iω

I

[
∂

∂x
(gxf),S2

]

=
1
iω

∫ 1

0

gx(x, 1− x)f(x, 1− x)eiωg(x,1−x)dx

− 1
iω

∫ 1

0

gx(0, y)f(0, y)eiωg(0,y)dy − 1
iω

I

[
∂

∂x
(gxf),S2

]

.

By the same token,

I[g2
yf,S2] =

1
iω

∫ 1

0

gy(x, 1− x)f(x, 1− x)eiωg(x,1−x)dx

− 1
iω

∫ 1

0

gy(x, 0)f(x, 0)eiωg(x,0)dy − 1
iω

I

[
∂

∂y
(gyf),S2

]

.

Adding up, we have

I[‖∇g‖2f,S2] =
1
iω

(M1 + M2 + M3)−
1
iω

I[∇
(f∇g),S2],

where

M1 =
∫ 1

0

f(x, 0)[n

1 ∇g(x, 0)]eiωg(x,0)dx,

M2 =
√

2
∫ 1

0

f(x, 1− x)[n

2 ∇g(x, 1− x)]eiωg(x,1−x)dx,

M3 =
∫ 1

0

f(0, y)[n

3 g(0, y)]eiωg(0,y)dy.

Here

n1 =
[

0
−1

]

, n2 =

[ √
2

2√
2

2

]

, n3 =
[
−1
0

]

are outward unit normals at the edges of S2.
Since ∇g(x, y) 	= 0 in clS2, we may replace above f by f/‖∇g‖2 without

any danger of dividing by zero. The outcome is
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I[f,S2] =
1
iω

∫

∂S2

n
(x)∇g(x)
f(x)

‖∇g(x)‖2 eiωg(x)dS (2)

− 1
iω

I

[

∇

(

f

‖∇g‖2 ∇g

)

,S2

]

.

Extending this technique to R
n, it is possible to prove that (2) remains

true once we replace S2 by Sn ⊂ R
n, the regular simplex with vertices at 0

and e1, . . . ,en.
Let

f0(x) = f(x), fm = ∇

[

fm−1(x)
‖∇g(x)‖2 ∇g(x)

]

, m ∈ N.

We deduce from (2) (extended to R
n) that

I[fm,Sn] =
1
iω

∫

∂Sn

n
∇g(x)
fm(x)
‖∇g(x)‖2 eiωg(x)dS− 1

iω
I[fm+1,Sn], m ∈ Z+.

Finally, we iterate the above expression to obtain a Stokes-type formula, ex-
pressing I[f,Sn] as an asymptotic expansion on the boundary of the simplex,

I[f,Sn] ∼ −
∞∑

m=0

1
(−iω)m+1

∫

∂Sn

n
∇g(x)
fm(x)
‖∇g(x)‖2 eiωg(x)dS. (3)

We wish to highlight four important issues. Firstly, a trivial inductive
proof confirms that each fm can be expressed as a linear combination of f
and the first m directional derivatives (altogether,

(
n+m+1
m

)
quantities), with

coefficients that depend on the oscillator g and its derivatives.
Secondly, the simplest (and most useful) special case is n = 1, whence (3)

reduces to

I[f, (0, 1)] ∼ −
∞∑

m=0

1
(−iω)m+1

[
eiωg(1)

g′(1)
fm(1)− eiωg(0)

g′(0)
fm(0)

]

. (4)

Thirdly, using an affine transformation, we can map Sn to an arbitrary
simplex in R

n. Applying an identical transformation to (3), we deduce that it
is valid for I[f,S], where S ⊂ R

n is any simplex.
Fourthly, the boundary of S is itself composed of n+ 1 simplices in R

n−1.
Because of the nonresonance condition, the gradient of the oscillator does not
vanish in any of these simplices and we can apply (3) therein: this expresses
I[f,S] as an asymptotic expansion over (n − 2)-dimensional simplices. We
continue with this procedure until we reach 0-dimensional simplices: the n+1
vertices of the original simplex. Bearing in mind our first observation, we thus
deduce that

I[f,S] ∼
∞∑

m=0

1
(−iω)m+n

Θm[f ], (5)
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where each Θm is a linear functional which depends on ∂|i|f/∂xi, |i| ≤ m, at
the n + 1 vertices of S. Note that I[f,S] = O(ω−n).

In general, the functionals Θm are fairly complicated, the univariate case
(4) being an exception. However, it is the existence of (5), rather than its
exact form, which render possible the design of efficient quadrature methods
in the next section.

Let Ω ⊂ R
n be a polytope, a bounded (open) domain with piecewise-linear

boundary. (Note that Ω need be neither convex nor even simply connected.)
We may then tessellate Ω with simplices Ω1, Ω2, . . . , Ωr ∈ R

n, therefore

I[f,Ω] =
r∑

k=1

I[f,Ωr]. (6)

A simplicial complex is a collection C of simplices in R
n such that every face

of Φ ∈ C is also in C and if Φ1 ∩ Φ2 	= ∅ for Φ1, Φ2 ∈ C then Φ1 ∩ Φ2 is a face
of both Φ1 and Φ2 [14]. We may always choose a tessellation composed of all
n-dimensional simplices in a simplicial complex. In finite-element terminology,
this corresponds to a tessellation without ‘hanging nodes’.

Assume that the nonresonance condition condition holds for the oscilla-
tor g. We may always choose a simplicial complex so that the nonresonance
condition is valid in each Ωk, otherwise we vary the internal nodes. Clearly,
once we can expand asymptotically each I[f,Ωk], we may use (6) to expand
I[f,Ω]. Bearing in mind (5), this means that the entire information needed
to construct such an expansion is the values of f and its derivatives at the
vertices of the Ωks. However, a moment’s reflection clarifies that only the
original vertices of Ω may influence the expansion: the internal vertices are
arbitrary, since there is an infinity of simplicial complexes consistent with
the nonresonance condition. In other words, because of our construction of
the tessellation via a simplicial complex, the contributions from neighbour-
ing simplices cancel at internal vertices and each Θm depends on f and its
derivatives at the original vertices of Ω.

3 Asymptotic, filon and levin methods

3.1 Asymptotic methods

The simplest and most natural means of approximating (1) consists of a trun-
cation of the asymptotic expansion (5) (replacing S by a polytope Ω). This
results in the asymptotic method

QA
s [f,Ω] =

s−1∑

m=0

1
(−iω)m+n

Θm[f ], (7)

bearing an asymptotic error of
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QA
s [f,Ω]− I[f,Ω] ∼ O

(
ω−n−s) , |ω| � 1.

We say that QA
s is of an asymptotic order s + n.

Asymptotic quadrature is particularly straightforward in a single dimen-
sion, since then its coefficients are readily provided explicitly by an affine
mapping of (4) from (0, 1) to an arbitrary bounded real interval.

In Fig. 2 we have plotted the absolute value of the error once
∫ 1

−1

x sinxeiω(x+ 1
4x

2)dx

is approximated by QA
s with s = 1 and s = 2. The error (here and in the

sequel) is scaled by ωp, where p is the asymptotic order, otherwise the rate of
decay at the plot would have been so rapid as to prevent much useful insight.
It is clear that, exactly as predicted by our theory, the error indeed decays as
ψ(ω)/ωp, where ψ is a bounded function.

The coefficients of an asymptotic method are becoming fairly elaborate
in n ≥ 2 dimensions. Thus, for example, for the linear oscillator g(x, y) =
κ1x + κ2y we have
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QA
2 [f,S2] =

1
(−iω)2

[
1

κ1κ2
f(0, 0) +

eiκ1ω

κ1(κ1 − κ2)
f(1, 0)− eiκ2ω

κ2(κ1 − κ2)
f(0, 1)

]

+
1

(−iω)3

{[
1

κ2
1κ2

fx(0, 0) +
1

κ1κ2
2

fy(0, 0)
]

+ eiκ1ω

[
2κ1 − κ2

κ2
1(κ1 − κ2)2

fx(1, 0)− 1
κ1(κ1 − κ2)2

fy(1, 0)
]

+ eiκ2ω

[

− 1
κ2(κ1 − κ2)2

fx(0, 1) +
−κ1 + 2κ2

κ2
2(κ1 − κ2)2

fy(0, 1)
]}

.

Note that all the coefficients are well defined, because of the nonresonance
condition.

Figure 3 exhibits the scaled error of two asymptotic methods, of asymp-
totic orders 3 and 4, respectively, in S2. Yet, it is fair to comment that the
sheer complexity of the coefficients for general oscillators and polytopes lim-
its the application of (1) mainly to the univariate case. Another important
shortcoming of an asymptotic method is that, given ω and the number of
derivatives that we may use, its accuracy, although high, is predetermined.
Often we may increase accuracy by using higher derivatives, but even this is
not assured, since asymptotic expansions do not converge in the usual sense.
Once ω is fixed, it is entirely possible that QA

s for some s ≥ 1 is superior to
QA
r for all r > s.

3.2 Filon-type methods

Although an asymptotic method (1) is the most obvious consequence of the
asymptotic expansion (5), it is by no means the most effective. A more
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Fig. 3. Scaled error for QA
1 (on the left) and QA

2 (on the right) for Ω = S2, f(x, y) =
ex−2y and g(x, y) = x + 2y.
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sophisticated use of the asymptotic expansion rapidly leads to far superior,
accurate and versatile quadrature schemes.

Let ϕ be an arbitrary smooth function in the closure of the polytope
Ω ⊂ R

n and suppose that at every vertex v ∈ R
n of Ω it is true that

∂|i|

∂xi
ϕ(v) =

∂|i|

∂xi
f(v), 0 ≤ |i| ≤ s− 1.

It then follows at once from (5) (where, again, we have replaced S with Ω)
that

I[ϕ,Ω]− I[f,Ω] = I[ϕ− f,Ω] ∼ O
(
ω−s−n) , |ω| � 1.

This motivates the Filon-type method

QF
s [f,Ω] = I[ϕ,Ω] =

∫

Ω

ϕ(x)eiωg(x)dS. (8)

Needless to say, the above is a ‘method’ only if I[ϕ,Ω] can be evaluated
exactly. In the most obvious case when ϕ is a polynomial, this is equivalent
to the explicit computability of relevant moments of the oscillator g,

µi(ω) =
∫

Ω

xieiωg(x)dS, xi = xi11 · · ·xinn , i ∈ Z
n
+.

We will return to this restriction upon the applicability of (2) in the sequel.
It is important to observe that in the ‘minimalist’ case, when ϕ interpo-

lates only at the vertices of Ω, (1) and (2) use exactly the same information.
The difference in their performance, which is often substantive, is due solely
to the different way this information is processed. While the error in (1) is
determined by the asymptotic expansion (5) of f , the error of (2) follows from
an asymptotic expansion of the interpolation error ϕ− f . The latter is likely
to be smaller.

Historically, Louis Napoleon George [3] was the first to contemplate this
approach in a single dimension, replacing f by a quadratic approximation at
the endpoints and the midpoint. This was generalized by [13] and [4], who
have considered general univariate interpolatory quadrature in which eiωg(x)

plays the role of a complex-valued weight function. Yet, a thorough qualita-
tive understanding of such methods and an analysis of their asymptotic order
(indeed, the very observation that this concept is germane to their under-
standing) has been presented only recently: in the univariate case in [8] and
in a multivariate setting in [10].

In one dimension we construct Filon-type methods similarly to the familiar
interpolatory quadrature rules. Thus, we choose nodes c1 < c2 < · · · < cν ,
where c1 and cν are the endpoints of Ω, as well as multiplicities m ∈ N

ν . The
function ϕ is the unique Hermite interpolating polynomial of degree 1
m− 1
such that
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ϕ(i)(ck) = f (i)(ck), i = 0, . . . ,mk, k = 1, 2, . . . , ν.

This is consistent with (2) with s = min{m1,mν}.
Note that, although asymptotic order is assured by interpolation at the

endpoints, it is often useful to interpolate also at internal points, since this
usually decreases the error. This is demonstrated in Fig. 4, where we revisit
the calculation of Fig. 2 using three Filon-type methods.
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4
, 3

4
, 1], m = [1, 1, 1, 1] (at the centre) and QA

2 with c = [−1, 1], m = [2, 2]
(on the right) for Ω = (−1, 1), f(x) = x sin x and g(x) = x + 1

4
x2.

Unlike (1), it is fairly straightforward to implement Filon-type methods in
a multivariate setting, using standard multivariate approximation theory. The
most natural approach is to take a leaf off finite-element theory, tessellate a
polytope with simplices (taking care to respect nonresonance) and interpolate
in each simplex with suitable polynomials. Note that there is no need to force
continuity across edges. In general, the computation of the moments might be
problematic, but it is trivial for linear oscillators g(x) = κ
x.

Figure 5 displays a bivariate Filon-type quadrature of the integral of Fig. 3.
On the left we have used a standard linear interpolation at the vertices. On
the right the ten degrees of freedom of a bivariate cubic were quenched by
imposing function and first-derivative interpolation at the vertices and simple
interpolation at the centroid (1

3 ,
1
3 ).

We mention that it is possible to implement Filon-type methods without
the computation of derivatives, using instead finite differences with spacing of
O
(
ω−1

)
[9].

Filon-type methods are highly accurate, affordable and very simple to
construct. Yet, there is no escaping their main shortcoming: we must be able
to evaluate the moments µi of the underlying oscillator. In the next subsection
we describe another kind of quadrature methods that use identical information
and attain identical asymptotic order without any need to calculate moments.
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3.3 Levin-type methods

Levin-type methods are quadrature techniques which do not require the com-
putation of moments. Indeed, if Ω satisfies the nonresonance condition, a
Levin-type method can be used to approximate I[f,Ω] even if Ω is not a
polytope. We begin with an overview of the method described in [11]. If we
have a function F such that

d
dx

[

F (x)eiωg(x)
]

= [F ′(x) + iωg′(x)F (x)]eiωg(x) = f(x)eiωg(x),

then we can compute I[f, (a, b)] trivially. Defining the differential operator
L[F ] = F ′ + iωg′F and rewriting the above equation as L[F ] = f , we can
now approximate F by a function v that is a linear combination of ν basis
functions ψ1, ψ2, . . . , ψν , using collocation with the operator L. In other words,
we choose nodes c1 < c2 < · · · < cν , where c1 and cν are the endpoints of the
interval Ω, and solve for v using the system

L[v](ck) = f(ck), k = 1, 2, . . . , ν.

[16] generalized this method in a manner similar to a Filon-type method,
equipping collocation points with multiplicities m ∈ N

ν . Now v is a linear
combination of τ = 1
m− 1 functions. This results in a new system,

di

dxi
L[v](ck) =

di

dxi
f(ck), i = 1, 2, . . . ,mk, k = 1, 2, . . . , ν.

We then define

QL
s[f, (a, b)] = v(b)eiωg(b) − v(a)eiωg(a),

which is equivalent to I[L[v]].
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One huge benefit of Levin-type methods is that they work easily on com-
plicated domains and complicated oscillators for which Filon-type methods
utterly fail. We demonstrate the method on the quarter-circle H = {(x, y) :
x2 + y2 < 1, x, y > 0}, however it works equally well on other domains that
satisfy the nonresonance condition, including those in higher dimensions. In
the univariate version we approximated F , where L[F ] = f , which enabled us
to ‘push’ the integral to the boundary of the interval, namely its endpoints.
We use this idea as an inspiration for the multivariate case: we begin by deter-
mining an operator L that will allow us to ‘push’ the integral to the boundary.
To do so, we use differential forms along with the Stokes theorem. Suppose
we have a function F such that

∫

∂H

F (x, y)eiωg(x,y)(dx + dy) =
∫

H

f(x, y)eiωg(x,y)dV.

Stokes’ theorem tells us that

I[f ] =
∫

∂H

F eiωg(dx + dy) =
∫

H

d
[
F eiωg(dx + dy)

]

=
∫

H

(Fy + iωgyF )eiωgdy ∧ dx + (Fx + iωgxF )eiωgdx ∧ dy

= I[Fx + iωgxF − Fy − iωgyF ]

Hence we use the collocation operator L[F ] = Fx + iωgxF − Fy − iωgyF . For
simplicity, we write both the univariate and multivariate operator as L[F ] =
J [F ]+iωJ [g]F , where in two dimensions J [F ] = Fx−Fy, and in one dimension
J [F ] = F ′. Thus we determine a linear combination of basis functions v by
solving the system

∂|i|

∂xi
L[v](ck) =

∂|i|

∂xi
f(ck), 0 ≤ |i| ≤ mk − 1, k = 1, 2, . . . , ν, (9)

where c1, . . . , cν is a sequence of nodes. Consequently,

I[f,H] ≈ I[L[v],H] =
∫

∂H

veiωg(dx + dy)

=
∫ π

2

0

(cos t− sin t)v(cos t, sin t)eiωg(cos t,sin t)dt (10)

−
∫ 1

0

v(0, 1− t)eiωg(0,1−t)dt +
∫ 1

0

v(t, 0)eiωg(t,0)dt.

We thus define QL[f,H] by approximating each of these univariate integrals
using univariate Levin-type methods. For the proof of the asymptotic order we
assume that the endpoints of each of these integrals have the same multiplicity
as the associated vertex. For example, the multiplicity at t = 0 of the first
integral is the same as the multiplicity at (cos 0, sin 0) = (1, 0).
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We will show that, as in a Filon-type method, I[f,H] − QL[f,H] =
O(ω−s−n) = O

(
ω−s−2

)
, where s is again the smallest vertex multiplicity.

We begin by showing that I[f,Ω]− I[L[v], Ω] = O(ω−s−n), where Ω = H or
a univariate interval. One might be tempted to prove this by considering it
as a Filon-type method with φ = L[v]. Indeed, it satisfies all the conditions
of a Filon-type method, except for the fact that L[v] depends on ω. Hence, in
order to prove the error, we also need to show that f−L[v] and its derivatives
are bounded for increasing ω. To do so, we impose the regularity condition,
which requires that the vectors g1, g2, . . . , gτ , where τ = 1
m−1, are linearly
independent. Here

gj =






ρj,1
...

ρj,ν




 ,

where

ρj,k =










∂|pk,1|

∂xpk,1
(J [g]ψj)(ck)

...
∂|pk,nk

|

∂xpk,nk
(J [g]ψj)(ck)










,

while pk,1, . . . ,pk,nk
∈ N

n, nk = 1
2mk(mk + 1), are all the vectors such that

|pk,i| ≤ mk − 1, lexicographically ordered.
Note that we can rewrite the system (9) in the form (P + iωG)d = f ,

where G is the matrix whose jth column is gj , P is a matrix independent of
ω, d is the vector of unknown coefficients in v, and f is defined as

f =






σ1

...
στ




 , σk =










∂|pk,1|

∂xpk,1
f(ck)

...
∂|pk,nk

|

∂xpk,nk
f(ck)










, k = 1, . . . , ν.

From Cramer’s rule we know that dk = detDk/det(P + iωG), where Dk is
the matrix P +iωG with the kth column replaced by f . Due to the regularity
condition, G is nonsingular, hence [det(P + iωG)]−1 = O(ω−τ ), where τ is
equal to the number of rows in G. Moreover, it is clear that detDk = O

(
ωτ−1

)
.

Hence dk = O
(
ω−1

)
, and L[v] = O(1) for increasing ω. Thus, as in a Filon-

type method, I[f,Ω]− I[L[v], Ω] = O(ω−s−n).
If Ω is a univariate interval then we have just demonstrated that I[f,Ω]−

QL[f,Ω] = O
(
ω−s−1

)
. In the multivariate case (and sticking to our example of

a quarter-circle: the general case is similar) we need to prove that I[L[v],H]−
QL[f,H] = O(ω−s−n). Each of the integrands in (10) is of order O

(
ω−1

)
. It

follows that the approximations by QL are of order O
(
ω−s−2

)
. Hence we have
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demonstrated that I[f,H]−QL[f,H] = O
(
ω−s−2

)
. It is clear that this proof

can be generalized to other domains, with an asymptotic order n + s.
It should be emphasized that a Levin-type method attains exactly the same

asymptotic order as a Filon-type method, using the same information about
f . In fact, if Ω is a simplex and g is a linear oscillator then the two methods
are equivalent, assuming that the subintegrals in a Levin-type method have a
sufficient number of data points [17]. However, the latter requires significantly
more operations, assuming that the computation of moments is efficient, since
a system must be solved for each dimension. Moreover, [16] presents exper-
imental evidence that suggests that Levin-type methods are typically less
accurate than Filon-type methods, though this depends on the choice of os-
cillator g, on interpolation nodes, the closeness of f to a polynomial and the
choice of interpolation basis for the Levin-type method.

In Fig. 6, we approximate the same univariate integral as in Fig. 4, now
with Levin-type methods in place of Filon-type methods. As can be seen, in
conformity with the theory, the two methods share the same asymptotic order,
while the Levin-type method exhibits somewhat lesser accuracy.

6

60

4

2

40
0

200

ω
100

8

80 60

0.5

0.4

0.3

0.1

40200

0.6

0.2

100

ω
0

80 604020

8

0

6

0

ω
80

12

4

100

10

2

Fig. 6. Scaled error for QL
1 with c = [−1, 1], m = [1, 1] (on the left), QL

1 with
c = [−1,− 3

4
, 3

4
, 1], m = [1, 1, 1, 1] (at the centre) and QL

2 with c = [−1, 1], m = [2, 2]
(on the right) for Ω = (−1, 1), f(x) = x sin x and g(x) = x + 1

4
x2.

In Fig. 7 we see how well can a Levin-type method handle two-dimensional
domains with nonlinear g. Specifically, we consider the quarter-circle H =
{(x, y) : x2 + y2 < 1, x, y > 0}. In the first figure we collate at each vertex
with multiplicity one for the bivariate system, and at the endpoints with mul-
tiplicity one for each univariate integral in (10). The second figure collocates
with multiplicity two at each vertices and with multiplicity one at

(
1
3 ,

1
3

)
, for

the bivariate system, and collocates with just the endpoints with multiplicities
two for each univariate system. Note that H, not being a polytope, represents
a domain for which no viable theory exists for Filon-type methods.

In the univariate case it is possible to identify basis functions ψk which lead
to the highest-possible asymptotic order. Specifically, ψk = fk+1/g

′, where the
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2 (on the right) for Ω = H, f(x, y) =
ex−2y and g(x, y) = x3 + x − y.

functions fk have already featured in the asymptotic expansion (4). We dwell
no further on this issue, referring the reader to [16].

4 Critical points

Once ∇g is allowed to vanish in clΩ, the asymptotic formula (5) is no longer
valid. Worse, in a multivariate setting surprisingly little is known about as-
ymptotic expansions in the presence of high oscillation and critical points [18].
The situation is much clearer and better understood in a single dimension.4

This is due to the van der Corput theorem, which allows us to determine
the asymptotic order of magnitude of (1) [18]. Moreover, the classical method
of stationary phase provides an avenue of sorts, once we have taken care of
the behaviour at the endpoints, toward an asymptotic expansion [15, 18].
Unfortunately, this technique falls short of providing the entire information
required to construct an asymptotic expansion, while being complicated and
cumbersome.

In this section we describe an alternative to the method of stationary phase
which has been introduced in [8]. We revisit the method of proof of Section 2,
taking full advantage of the considerable simplification due to univariate set-
ting. Let us suppose for simplicity that Ω = (a, b) and there exists a unique
ξ ∈ (a, b) such that g′(ξ) = 0, g′′(ξ) 	= 0 and g′(x) 	= 0 for x ∈ [a, b] \ {ξ}.
Clearly, the assumption that there is just one critical point hardly represents
loss of generality, since we can always partition (a, b) into such subintervals.
We will comment later on the case when also higher derivatives of g vanish at

4 In the univariate case critical points are often termed “stationary points”, but for
consistency’s sake we employ ‘multivariate’ terminology.
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ξ. Finally, the case of ξ = a or ξ = b can be obtained by fairly straightforward
generalization of our technique and is left to the reader.

A single step of our expansion technique in the absence of critical points
in a single dimension is

I[f, (a, b)] =
1
iω

∫ b

a

f(x)
g′(x)

d
dx

eiωg(x)dx

=
1
iω

[
eiωg(b)

g′(b)
f(b)− eiωg(a)

g′(a)
f(a)

]

− 1
iω

I

[(
f

g′

)′
, (a, b)

]

and it does not generalize to our setting since division by g′ introduces polar
singularity at ξ. Instead, we add and subtract f(ξ) in the integrand,

I[f, (a, b)] = f(ξ)
∫ b

a

eiωg(x)dx +
1
iω

∫ b

a

f(x)− f(ξ)
g′(x)

d
dx

eiωg(x)dx (11)

= f(ξ)µ0(ω) +
1
iω

{
eiωg(b)

g′(b)
[f(b)− f(ξ)]− eiωg(a)

g′(a)
[f(a)− f(ξ)]

}

− 1
iω

I

[(
f − f(ξ)

g′

)′
, (a, b)

]

.

Note that [f(x)− f(ξ)]/g′(x) is a smooth function, since the singularity at ξ
is removable.

Iterating the last identity leads to an asymptotic expansion in the presence
of a simple critical point. Thus, we define

f0(x) = f(x), fm(x) =
d
dx

fm−1(x)− fm−1(y)
g′(x)

, m ∈ N,

whence

I[f, (a, b)] ∼ µ0(ω)
∞∑

m=0

1
(−iω)m

fm(y) (12)

−
∞∑

m=0

1
(−iω)m+1

{
eiωg(b)

g′(b)
[fm(b)− fm(y)]− eiωg(a)

g′(a)
[fm(a)− fm(y)]

}

.

For x 	= ξ each fm is a linear combination of f, f ′, . . . , f (m), but at x = ξ
we have

f0(ξ) = f(ξ),

f1(ξ) = 1
2

1
g′′(ξ)

f ′′(ξ)− 1
2

g′′′(ξ)
g′′2(ξ)

f ′(ξ),

f2(ξ) = 1
8

1
g′′2(ξ)

f (iv)(ξ)− 5
12

g′′′(ξ)
g′′3(ξ)

f ′′′(ξ) +

[

5
8

g′′′2(ξ)
g′′4(ξ)

− 1
4

g(iv)(ξ)
g′′3(ξ)

]

f ′′(ξ)

+

[

−5
8
g′′′2(ξ)
g′′5(ξ)

+ 2
3

g(iv)(ξ)
g′′4(ξ)

− 1
8

g(v)(ξ)
g′′3(ξ)

]

f ′(ξ)
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and so on: in general, each fm(ξ) is a linear combination of f (i)(ξ), i =
0, 1, . . . , 2m. The price tag of quadrature in the presence of critical point is
the imperative to evaluate more derivatives there.

Note that (12) is not a ‘proper’ asymptotic expansion, because of the
presence of the function µ0(ω). In principle, it might have been possible to
replace µ0 by its asymptotic expansion, e.g. using the method of stationary
phase. This, however, is neither necessary nor, indeed, advisable. Assuming
that µ0 can be computed – and we need this anyway for Filon-type methods!
– it is best to leave it in place. According to the van der Corput theorem,
µ0(ω) ∼ O

(

ω− 1
2

)

.
It is straightforward to generalize our method of analysis to higher-order

critical points. Thus, if g(i)(ξ) = 0, i = 1, 2, . . . , r, g(r+1)(ξ) 	= 0, in place of
(11) we integrate by parts on the right in

I[f, (a, b)] =
r−1∑

k=0

1
k!f

(k)(ξ)
∫ b

a

(x− ξ)keiωg(x)dx

+
1
iω

∫ b

a

f(x)−
∑r−1
k=0

1
k!f

(k)(ξ)(x− ξ)k

g′(x)
d
dx

eiωg(x)dx.

Again, we obtain removable singularity inside the integral. Note that by the
van der Corput theorem I[f, (a, b)] = O

(
ω−1/(r+1)

)
.

Truncation of (12) results in an asymptotic method, a generalization of
(1). Specifically,

QA
s [f, (a, b)] = µ0(ω)

s−1∑

m=0

1
(−iω)m

fm(y)

−
s−1∑

m=0

1
(−iω)m+1

{
eiωg(b)

g′(b)
[fm(b)− fm(y)]− eiωg(a)

g′(a)
[fm(a)− fm(y)]

}

bears asymptotic error of s + 1
2 .

Figure 8 revisits the calculation from Section 1 that persuaded us in the
inadequacy of Gaussian quadrature in the present setting: the calculation of
∫ 1

−1
cosx eiωx2dx. Note that QA

1 requires just the values of f at −1, 0, 1, while
QA

2 needs f and f ′ at the endpoints and f, f, f ′′ at the critical point.
It is easy to generalize Filon-type methods to this setting. Nothing of

essence changes. Thus, we choose nodes a = c1 < c2 < · · · < cν = b, taking
care to include ξ: thus, cr = ξ for some r ∈ {2, . . . , ν − 1}. We interpolate to
f and its first mk − 1 derivatives at ck, k = 1, 2, . . . , ν, with a polynomial ϕ
of degree m
1− 1 and set

QF
s [f, (a, b)] = I[ϕ, (a, b)]. (13)

Here s = min{m1, �(mr − 1)/2�,mµ}. It follows at once from the asymptotic
expansion that
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respectively, for Ω = (−1, 1), f(x) = cos x and g(x) = x2, with a stationary point
at the origin.

QF
s [f, (a, b)] = I[f, (a, b)] +O

(

ω−s− 1
2

)

, |ω| � 1,

and the method is of asymptotic order s + 1
2 . As a matter of fact, a general-

ization of Filon in the presence of critical points is much more flexible than
that of the asymptotic method. We can easily cater for any number of critical
points, possibly of different degrees, once we include them among the nodes
and choose sufficiently large multiplicities.

Figure 9 shows the scaled error for three different Filon-type methods
for the same problem as in Figs 1 and 8. Note how the accuracy greatly
improves upon the addition of extra internal nodes. It is at present unclear
why the addition of extra internal nodes has a much more dramatic effect in
the presence of critical points.
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5 Conclusions and pointers for further research

The first and foremost lesson to be drawn from our analysis is that, once we
can understand the mathematics of high oscillation, we gain access to a wide
variety of effective and affordable algorithms. This, of course, is a truism that
we might apply to just about every issue in mathematical computation, yet it
is of particular importance in the current framework. The overwhelming wis-
dom in much of classical treatment of rapidly oscillating phenomena is to find
means to make high oscillation go away. Thus, the ‘rule of a thumb’, ubiqui-
tous in signal processing, that a function should be sampled sufficiently often
within each period: in the current setting this translates to an approximation
of I[f, (a, b)], say, by partitioning (a, b) into a very large number of subin-
tervals of length O

(
ω−1

)
and using Gaussian quadrature within each ‘panel’.

However, the conclusion of this paper, and also of much contemporary work in
the discretization of highly oscillatory ordinary differential equations, is that
high oscillation renders solution easier!

Another reason why it is important to emphasize the role of mathematical
understanding in our endeavour is that so little is known about the asymp-
totics of I[f,Ω] in general domains Ω. A fairly complete theory exists for
Ω = R

n and for Ω = S
n−1 (the (n − 1)-sphere), at least as long as there are

no critical points [18]. Yet, once we concern ourselves with bounded domains
with boundary and allow for the presence of critical points, a great deal re-
mains to be done. It is a sobering thought that the asymptotic behaviour of
I[f,Ω], where Ω ⊂ R

2 is bounded and with piecewise-smooth boundary, is
unknown in general even if there are no critical points! Clearly, it depends
on the geometry of ∂Ω, an issue to which we will return, but it is presently
unclear how.

A thread running through our entire analysis is the centrality of an as-
ymptotic expansion of I[f,Ω]. Once (5) is available, its truncation presents
us with an immediate means to compute the integral. Moreover, even if the
explicit form of (5) is unavailable, the very existence and known structure of
an asymptotic formula allow us to analyse better and more flexible quadrature
methods.

The assumption that Ω is a polytope is very restrictive. A naive means
of a generalization to arbitrary bounded domains Ω with piecewise-smooth
boundary is to approximate it from within by a convergent sequence of poly-
topes and use the dominating convergence theorem. This, however, might fall
foul of the nonresonance condition. Consider, for example, the linear oscillator
g(x) = κ
x, x ∈ R

2 and a circular wedge Ω with angle α,

Ω =
{

x ∈ R
2 : x2

1 + x2
2 < 1, arctan

x2

x1
< α

}

.

As long as

± 1
√

κ2
1 + κ2

2

[
−κ2

κ1

]

	∈ ∂Ω,
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we can approximate Ω with narrow wedges, pass to a limit and obtain an
asymptotic expansion, expressing I[f,Ω] in terms of f and its derivatives at
(0, 0) and (cosα,± sinα). Yet, if the above condition fails, the nonresonance
condition must be breached upon passage to the limit. It is important to
make it clear that the fault is definitely not in our method of proof. Once the
resonance condition fails, an (5)-like expansion is no longer true! For simplicity,
consider the bivariate unit disc Ω = S

1 and, again, a linear oscillator. We have

I[f,S1] =
∫ 1

−1

∫ (1−x2)
1
2

−(1−x2)
1
2

f(x, y)eiω(κ1x+κ2y)dydx.

Expanding asymptotically in the inner interval similarly to (4), we thus have
(assuming for simplicity that κ2 	= 0)

I[f,S1] ∼ − 1
κ2

∫ 1

−1

∞∑

m=0

1
(−iω)m+1

[

eiωκ2(1−x2)
1
2 dm

dym
f(x, (1− x2)

1
2 )

− e−iωκ2(1−x2)
1
2 dm

dym
f(x,−(1− x2)

1
2 )
]

eiωκ1xdx

= − 1
κ2

∞∑

m=0

1
(−iω)m+1

∫ 1

−1

dm

dym
f(x, (1− x2)

1
2 )eiω[κ1x+κ2(1−x2)

1
2 ]dx

+
1
κ2

∞∑

m=0

1
(−iω)m+1

∫ 1

−1

dm

dym
f(x,−(1− x2)

1
2 )eiω[κ1x−κ2(1−x2)

1
2 ]dx,

an infinite sum of univariate integrals. However, before we rush to expand
them asymptotically, we observe that the new oscillators have critical points
at ±κ1/(κ2

1 + κ2
2)

1
2 . Our immediate conclusion is that I[f,S1] ∼ O

(

ω− 3
2

)

,

rather than the O
(
ω−2

)
which we might have expected. Worse, all our three

approaches fail. The moments of g(x) = κ1x±κ2(1−x2)
1
2 are unknown, hence

we have neither an asymptotic expansion á la (12) nor a Filon-type method.
Moreover, a Levin-type method fails because of the presence of critical points.

As long as the nonresonance condition is maintained throughout the ap-
proximation of Ω by polytopes, our methods can be extended to this setting.
This has been already done for Levin-type methods in [17]: cf. the discussion
leading to Fig. 7 in Section 3.

Our narrative underlies the importance of further research into quadra-
ture methods for highly oscillatory integrals, in particular in the presence
of critical points and when exact moments are unavailable. There are a few
natural ways forward, in particular Filon-type methods with suitable approxi-
mate moments and Levin-type methods with special treatment of small neigh-
bourhoods surrounding critical points (where the integral does not oscillate
rapidly). Both approaches are under active consideration. Another option is
quadrature methods based on altogether new principles, e.g. the recent tech-
nique of [5], who approximate (1) in a single dimension using a complex-valued
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path along which eiωg(x) does not oscillate. The underlying idea there, assum-
ing that both f and g can be analytically extended to the complex plane, is
to find a path from each endpoint of Ω = (a, b) to infinity alongside which
g(z)− g(a) and g(z)− g(b), respectively, are real and negative. In place of (1)
it is then possible to integrate from b to z =∞ and then from∞ to a. Because
of exponential decay of the integrand, each integration can be accomplished
by familiar Gauss–Laguerre quadrature and the outcome matches Filon-type
and Levin-type methods in its asymptotic behaviour. We further note that
in the presence of critical points there is a need to integrate also along paths
joining them with z =∞ in a fairly nontrivial manner.

Other challenges in highly oscillatory quadrature abound. One obvious
generalization of (1) is ∫

Ω

f(x)K(ω,x)dV,

where K oscillates rapidly for |ω| � 1. Filon-type methods have been gen-
eralized to this setting in the important special case of the Bessel oscillator,
when Ω = (a, b) and K(ω, x) = Jν(ωx) [20] but, by and large, this is an un-
charted territory. Another terra incognita is (1) where Ω is a general bounded
manifold with boundary, immersed in R

n.
We have already touched upon applications of highly oscillatory quadra-

ture to numerical methods for rapidly oscillating differential equations. Even
more ambitious goal is the analysis of highly oscillatory Fredholm equations
of the second kind

∫ b

a

f(x, ω)K(x, y, ω)dx = λ(ω)f(y, ω)− g(y), y ∈ [a, b], (14)

where λ(ω) ∈ C is not an eigenvalue of the underlying operator, and of the
corresponding spectral problem

∫ 1

−1

ϕ(x, ω)K(x, y, ω) = λ(ω)ϕ(y, ω), y ∈ [a, b]. (15)

Both (14) and (15) are highly interesting because of their applications in
electromagnetics and in laser theory, but their treatment by ‘our’ methods is
hampered by the fact that the function f in (14) and the eigenfunction ϕ in
(15) themselves oscillate. This renders integration by parts, along the lines of
Section 2, fairly useless.

The spectral problem (15) has been solved for the kernel K(x, y, ω) =
eiωxy, by demonstrating that ϕ obeys a specific Sturm–Liouville problem [1].
The asymptotic behaviour of the spectrum for K(x, y, ω) = eiω|x−y| has been
investigated by [19]. A detailed investigation of this kernel, inclusive of an
asymptotic expansion of both eigenvalues and the solution of (14) in nega-
tive powers of ω will feature in a forthcoming paper by Brunner, Iserles and
Nørsett. Yet, in their full generality, highly oscillatory integral equations of
this kind represent an enduring and difficult challenge.
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The 3D Inverse Electromagnetic Scattering
Problem for a Coated Dielectric
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Summary. We use the linear sampling method to determine the shape and sur-
face conductivity of a partially coated dielectric from a knowledge of the far field
pattern of the scattered electromagnetic wave at fixed frequency. A mathematical
justification of the method is provided for the full 3D vector case based on the use
of a complete family of solutions. Numerical examples are given.

1 Introduction

In a previous paper together with D. Colton [6], we have analyzed the use of
the linear sampling method to identify the shape of a coated dielectric in the
2D TM-polarized case. In addition we proposed and tested a heuristic formula
for calculating the surface conductivity from far field data. In this paper we
extend the techniques of [6] to the full three dimensional electromagnetic
scattering problem at a fixed frequency. Using approximation arguments we
shall provide a mathematical justification of the linear sampling method of
finding the shape of a coated dielectric. Such arguments avoid the need to
analyze an appropriate interior problem appearing in the theory (the “interior
transmission problem”). Assuming that the interior transmission problem is
well-posed (currently an open problem), we then derive a formula for the
surface conductivity. Computational results for simple model problems show
that the linear sampling method can reconstruct the surface conductivity .

The physical relevance and background for the inverse problem in this
paper is discussed in [6] and we direct the reader there for further references.

The plan of our paper is as follows. In Section 2 we formulate the direct
and inverse scattering problem for a dielectric that is partially coated by a
highly conductive layer. In Section 3, we then use the linear sampling method
[10] to determine the shape of the scattering object. We also discuss how
to additionally recover the surface conductivity from the scattering data. In
Section 4, we conclude by providing some numerical examples.
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2 Formulation of the direct and inverse scattering
problem

Let D ⊂ R
3 be a bounded region with boundary Γ such that De := R

3 \D
is connected. Each simply connected piece of D is assumed to be a Lipschitz
curvilinear polyhedron. Moreover we assume that the boundary Γ = Γ1 ∪
Π ∪ Γ2 is split into two disjoint parts Γ1 and Γ2 having Π as their possible
common boundary in Γ which is assumed to be a union of Lipschitz curves.
The domain D is the support of an anisotropic object that is partially coated
on a portion Γ2 of the boundary by a very thin homogeneous layer of a highly
conductive material and the incident field is a time-harmonic electromagnetic
plane wave with frequency ω (Γ1 may be the empty set which corresponds to
a fully coated obstacle!). The interior electric and magnetic fields Ẽint, H̃int,
and the exterior electric and magnetic fields Ẽext, H̃ext, satisfy






∇× Ẽext − iωµ0H̃
ext = 0

in De
∇× H̃ext + iωε0Ẽ

ext = 0
(1)






∇× Ẽint − iωµ0H̃
int = 0

in D

∇× H̃int + (iωε(x)− σ(x))Ẽint = 0
(2)

and on the boundary Γ

ν × Ẽext − ν × Ẽint = 0 on Γ (3)

ν × H̃ext − ν × H̃int = 0 on Γ1 (4)

ν × H̃ext − ν × H̃int = η̃ (ν × Ẽext)× ν on Γ2. (5)

The electric permittivity ε0 and magnetic permeability µ0 of the exterior
dielectric medium are positive constants whereas the scatterer has the same
magnetic permeability µ0 as the exterior medium but the electric permittivity
ε and conductivity σ are real 3 × 3 matrix valued functions. The constant
η̃ > 0 describes the physical properties of the thin coating layer [1]. If we
define Ẽ(ext,int) = 1√

ε0
E(ext,int), H̃(ext,int) = 1√

µ0
H(ext,int), k2 = ε0µ0ω

2,

N(x) = 1
ε0

(

ε(x) + iσ(x)ω

)

, and η̃ =
√
µ0
ε0
η we obtain the transmission problem






∇× Eext − ikHext = 0
in De

∇×Hext + ikEext = 0
(6)






∇× Eint − ikHint = 0
in D

∇×Hint + ikN(x)Eint = 0
(7)
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ν × Eext − ν × Eint = 0 on Γ (8)
ν ×Hext − ν ×Hint = 0 on Γ1 (9)
ν ×Hext − ν ×Hint = η (ν × Eext)× ν on Γ2, (10)

where the exterior field Eext, Hext is given by

Eext = Ei + Es (11)
Hext = Hi + Hs, (12)

Es, Hs is the scattered field satisfying the Silver Müller radiation condition

lim
r→∞

(Hs × x− rEs) = 0 (13)

uniformly in x̂ = x/|x|, r = |x|, the incident field Ei,Hi is given by

Ei(x) :=
i

k
∇×∇× peikx·d = ik(d× p)× deikx·d (14)

Hi(x) := ∇× peikx·d = ikd× peikx·d,

where the wave number k is a positive constant, d ∈ Ω := {x ∈ R
3 : |x| = 1}

is a unit vector giving the direction of propagation and p is the polarization
vector.
In the following we assume that N is a 3 × 3 symmetric matrix-valued
function whose entries are in C1(D), and N satisfies ξ̄ · Im (N) ξ ≥ 0 and
ξ̄ ·Re (N) ξ ≥ γ|ξ|2 for all ξ ∈ C

3 and all x ∈ D where γ is a positive constant.
In order to formulate precisely the forward problem we need the following
spaces. Letting (Hs(D))3, (Hsloc(De))

3 and (Hs(Γ ))3, s ∈ R, denote the prod-
uct of the standard Sobolev spaces defined on D,De and Γ respectively (with
the convention H0 = L2), and

H(curl,D) := {u ∈ (L2(D))3 : ∇× u ∈ (L2(D))3}
L2
t (Γ ) := {u ∈ (L2(Γ ))3 : ν · u = 0 on Γ}

L2
t (Γ2) := {u|Γ2 : u ∈ L2

t (Γ )},

we introduce the space

X(D,Γ2) := {u ∈ H(curl,D) : ν × u|Γ2 ∈ L2
t (Γ2)}

equipped with the norm

‖u‖2X(D,Γ2)
= ‖u‖2H(curl,D) + ‖ν × u‖2L2(Γ2)

. (15)

For the exterior domain De we define the above spaces in the same way for
every De ∩ BR, with BR a ball of radius R containing D and denote these
spaces by Hloc(curl,De) and Xloc(De, Γ2), respectively. Finally, we introduce
the trace space of X(D,Γ2) on Γ by



122 Fioralba Cakoni and Peter Monk

Y (Γ ) :=
{

h ∈ (H−1/2(Γ ))3 : ∃u ∈ H0(curl, BR),
ν × u|Γ2 ∈ L2

t (Γ2)
and h = ν × u|Γ

}

where H0(curl, BR) is the space of functions u in H(curl, BR) satisfying x̂×u =
0 on the boundary of BR. As shown in [7] Y (Γ ) is a Banach space with respect
to the norm

‖h‖2Y (Γ ) := inf {‖u‖2H(curl,BR) + ‖ν × u‖2L2
t (Γ2)

} (16)

where the infimum is taken over all functions u ∈ H0(curl, BR) such that ν ×
u|Γ2 ∈ L2

t (Γ2) and h = ν×u|Γ . In fact Y (Γ ) coincides with H
− 1

2
div (Γ )∩L2

t (Γ2)
where

H
− 1

2
div (Γ ) :=

(

u ∈ (H− 1
2 (Γ ))3, ν · u = 0, divΓ u ∈ H− 1

2 (Γ )
)

is the trace space of ν×u|Γ for u ∈ H0(curl, BR) (see [4] and [2, 3] for the case
of Lipshitz boundaries). We also recall that the trace space of (ν × u) × ν|Γ
for u ∈ H(curl, BR) is defined by

H
− 1

2
curl(Γ ) :=

(

u ∈ (H− 1
2 (Γ ))3, ν · u = 0, curlΓ u ∈ H− 1

2 (Γ )
)

,

and a duality relation is defined between H
− 1

2
div (Γ ) and H

− 1
2

div (Γ ).
Expressing the magnetic fields in terms of the electric fields, the direct scat-
tering problem becomes a particular case of the following problem: Given
f ∈ Y (Γ ), h ∈ Y (Γ ), h2 ∈ L2

t (Γ2) find Es ∈ Xloc(De, Γ2), Eint ∈ X(D,Γ2)
such that

∇×∇× Es − k2Es = 0 in De (17)
∇×∇× Eint − k2N(x)Eint = 0 in D (18)

ν × Es − ν × Eint = f on Γ (19)

ν × (∇× Es)− ν × (∇× Eint) = h +
{

0 on Γ1

ikηEsT + h2 on Γ2
(20)

limr→∞((∇× Es)× x− ikrEs) = 0 (21)

where uT denotes the tangential component (ν × u)× ν. Note that the direct
scattering problem corresponds to f := −ν × Ei|Γ , h := −ν × (∇ × Ei)|Γ ,
and h2 := ikη EiT |Γ2 .
The following theorem concerning the well-posedness of the above problem
was proved in [9].

Theorem 1. The transmission problem (17)–(21) has a unique solution Eint ∈
X(D,Γ2), Es ∈ Xloc(De, Γ2) which satisfies

‖Eint‖X(D,Γ2) + ‖Es‖X(BR\D,Γ2)
≤ C

(

‖f‖Y (Γ ) + ‖h‖Y (Γ ) + ‖h2‖L2
t (Γ2)

)

(22)
for some positive constant C depending on R but not on f , h and h2.
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It is known [11] that the radiating solution Es to (17)–(21) has the asymptotic
behavior

Es(x) =
eik|x|

|x|

{

E∞(x̂) + O

(
1
|x|

)}

(23)

as |x| → ∞, where E∞ is defined on the unit sphere Ω and is known as the
electric far field pattern. In the case of incident plane waves given by (14) the
electric far field pattern depends on the incident direction and polarization
which will be indicated by E∞(x̂) = E∞(x̂, d, p).

The inverse scattering problem we are concern with is to determine D and
η from a knowledge of the electric far field pattern E∞(x̂, d, p) of the scattered
field Es for x̂, −d ∈ Ω0, where Ω0 is a subset of the unit sphere Ω, and three
linearly independent polarizations p. Note that no a priori knowledge of the
amount of coating is required.

3 Analysis of the inverse problem

Now we turn to the inverse problem for the vector case. Given the incident
plane wave Ei = ik(d × p) × d eikx·d and the corresponding electric far field
pattern E∞(x̂, d, p) for x̂, d in the unit sphere Ω and three linearly independent
polarizations p, determine D and η. Uniqueness results for the inverse problem
can be found in [9]. The aim of this paper is to show how to reconstruct D
and η from the given data.

3.1 Shape reconstruction

The analysis of this inverse problems follows the lines of the analysis of the
inverse problem in the scalar case treated in [6]. We define Maxwell eigenvalues
to be the values of k for which

∇×∇× E + k2N(x)E = 0 in D

ν × E = 0 on Γ,

has a nontrivial solution, and transmission eigenvalues the values of k for
which

{
∇×∇× E0 − k2E0 = 0
∇×∇× E − k2N(x)E = 0 in D (24)

ν × E − ν × E0 = 0 on Γ (25)
ν × (∇× E)− ν × (∇× E0) = 0 on Γ1 (26)

ν × (∇× E)− ν × (∇× E0) = −ikη(ν × E0)× ν on Γ2. (27)

has a nontrivial solution. Note that if ξ̄ · Im (N) ξ > 0 at a point x0 ∈ D
Maxwell eigenvalues and transmission eigenvalues do not exist.
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We now define an electromagnetic Herglotz pair to be a pair of vector fields
of the form

Eg(x) =
∫

Ω

eikx·dg(d)ds(d), Hg(x) =
1
ik
∇× Eg(x) (28)

where g ∈ L2
t (Ω). It is easy to see that ∇ × ∇ × Eg − k2Eg = 0. Next we

consider the vector space

E(D) := {E ∈ X(D,Γ2), ∇× E ∈ X(D,Γ2),
∇×∇× E − k2N(x)E = 0 inD

}

and define the subset of Y(Γ ) := H
− 1

2
div (Γ )× Y (Γ1)× L2

t (Γ2) by

E := {ν × (Eg − E), ν ×∇× (Eg − E)|Γ1 ,

ν ×∇× (Eg − E)− ikη(ν × Eg)× ν|Γ2}

for all E ∈ E(D), g ∈ L2
t (Γ ), Eg the electric field of the electromagnetic

Herglotz pair with kernel g, where Y (Γ1) := {h|Γ1 : h ∈ Y (Γ )}.

Theorem 2. Suppose that k is neither a Maxwell eigenvalue nor a transmis-
sion eigenvalue. Then E is dense in Y(Γ ).

Proof. Let ϕ ∈ H
− 1

2
curl(Γ ) and ψ ∈ H

− 1
2

curl(Γ ) ∩ L2
t (Γ2) such that

∫

Γ

ν×(Eg−E) ·ϕds+
∫

Γ

ν×∇×(Eg−E)ψ ds−
∫

Γ2

ikη(Eg)T ·ψ ds = 0 (29)

for all g ∈ L2
t (Ω) and E ∈ E(D). Note that ϕ ∈ H

− 1
2

curl(Γ )′ and ψ|Γ1 ∈ Y (Γ1)′

(see [7], Section 2.2 for the characterization of the dual space Y (Γ1)′). The
first and the second integral in (29) is understood in the sense of duality

paring between H
− 1

2
div (Γ ) and H

− 1
2

div (Γ ) while the third integral containing η is
understood in the L2

t (Γ2) sense. Setting first E = 0 in (29) and interchanging
the order of integrations we obtain

0 = x̂×






∫

Γ

(ϕ× ν)e−iky·x̂ ds + ik x̂×
∫

Γ

(ψ × ν)e−iky·x̂ ds (30)

−ikη
∫

Γ2

[(ν × ψ)× ν]e−iky·x̂ ds





× x̂

The right hand side of the above expression is the far field pattern of the
following electric and magnetic dipole distribution defined by
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P (x) =
1
k2
∇×∇×

∫

Γ

(ϕ(y)× ν)Φ(x, y) dsy

−∇×
∫

Γ

(ψ(y)× ν)Φ(x, y) dsy

−i η
k
∇×∇×

∫

Γ2

[(ν × ψ(y))× ν]Φ(x, y) dsy (31)

where Φ(x, y) := 1
4π
eik|x−y|

|x−y| . Therefore we conclude that P (x) = 0 in De :=
R

3 \D. Hence taking the limit of P (x) as x→ Γ from both sides we obtain

ν × P− = −ν × ψ ν ×∇× P− − ikη̃(ν × P−)× ν = ν × ϕ

on Γ , where the superscript - indicates the limit obtained by approaching the
boundary Γ from D, and η̃ = 0 on Γ1 and η̃ = η on Γ2. We remark that
P (x) and curlP (x) are both square integrable in any compact subset of D

and De. Furthermore, since ϕ × ν and ψ × ν are in H
− 1

2
div (Γ ), the potentials

over Γ in (31) and the corresponding jump relations are well defined from
potential theory for single layer potentials with H− 1

2 densities [17], while the
jump relations for the potential over Γ2 with L2 density is interpreted in the
sense of the L2 limit ([11] p.172). Next, setting Eg = 0 in (29), using the
expressions for ϕ and ψ and Green’s formula together with a parallel surfaces
argument (see [14]) we obtain

0 =
∫

Γ

[
(ν × P−) · ∇ × E − (ν × E) · ∇ × P−

−ikη̃(ν × E) · (ν × P−)
]
ds

= k2

∫

D

P− · (I −N)E dx− ikη

∫

Γ2

(ν × E) · (ν × P−) ds. (32)

Note that P ∈ L2(D). Now let F ∈ H(curl,D) be the unique solution (c.f.
[18]) of

∇×∇× F − k2NF = k2(I −N)P in D

ν × F = 0 on Γ.

Using the vector Green formula for E and F , from (32) we obtain
∫

D

(ν × E) · ∇ × F ds = −k2

∫

D

P− · (I −N)E dx

= −ikη
∫

Γ2

(ν × E) · (ν × P−) ds.
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Hence ∫

Γ

(ν × E) ·
[
∇× F + ikη̃(ν × P−)

]
ds = 0

for all E ∈ E(D) whence

ν ×∇× F + ikη̃(ν × P−)× ν = 0 on Γ

since k is not a Maxwell eigenvalue. Now we observe that P and Ẽ = P + F
satisfy

{
∇×∇× P − k2P = 0

∇×∇× Ẽ − k2N(x)Ẽ = 0
in D (33)

ν × Ẽ − ν × P = 0 on Γ (34)

ν × (∇× Ẽ)− ν × (∇× P ) = 0 on Γ1 (35)

ν × (∇× Ẽ)− ν × (∇× P ) = −ikη(ν × P )× ν on Γ2 (36)

which implies that P = Ẽ = 0 in D provided k is not a transmission eigen-
value. Therefore ϕ = ψ = 0 which proves the theorem. We remark that, in
order to conclude that P = Ẽ = 0 in D, the H(curl,Dh)-regularity of P ,
where Dh ⊂ D allows us to apply the vector Green’s formula in any com-
pact subset Dh of D and then take the limit of the surface integrals since the
boundary relations in (33)–(36) hold in the L2-limit sense (see Lemma 2.1 of
[6] for a similar proof in the scalar case).

Next we define the far field operator F : L2
t (Ω)→ L2

t (Ω) by

(Fg)(x̂) :=
∫

Ω

E∞(x̂, d, g(d))ds(d), x̂ ∈ Ω and g ∈ L2
t (Ω) (37)

and look for solutions g ∈ L2
t (Ω) of the far field equation

(Fg)(x̂) := Ee,∞(x̂, z, q) (38)

where
Ee,∞(x̂, z, q) =

ik

4π
(x̂× q)× x̂ e−ikx̂·z

is the electric far field pattern of the electric dipole with polarization q given
by

Ee(x, z, q) :=
i

k
∇x ×∇x × q Φ(x, z) (39)

with Φ(x, z) := 1
4π
eik|x−z|

|x−z| . We can now prove the following theorem.

Theorem 3. Assume that k is neither a transmission eigenvalue nor a Maxwell
eigenvalue and let F be the far field operator corresponding to (6)–(13). Then
we have:
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1. For z ∈ D and every ε > 0 there exists a solution gzε ∈ L2
t (Ω) of the

inequality
‖Fgzε − Ee,∞(·, z, q)‖L2

t (Ω) < ε

such that ‖Egz
ε
‖X(D,Γ2) <∞ where Egz

ε
is the electric field of the electro-

magnetic Herglotz pair with kernel gzε . Moreover, for a fixed ε > 0

lim
z→Γ

‖gzε ‖L2
t (Ω) =∞ and lim

z→Γ
‖Egz

ε
‖X(D,Γ2) =∞.

2. For z ∈ R
3 \D and every ε > 0 and δ > 0 there exists a solution gzε,δ ∈

L2
t (Ω) of the inequality

‖Fgzε,δ −Ee,∞(·, z, q)‖L2(Ω) < ε + δ

such that

lim
δ→0
‖gzε,δ‖L2

t (Ω) =∞ and lim
δ→0
‖Egz

ε,δ
‖X(D,Γ2) =∞,

where Egz
ε,δ

is the electric field of the electromagnetic Herglotz pair with
kernel gzε,δ.

Remark 1. Note that, in Theorem 3, Egz
ε

for z ∈ D is such that ν × Egz
ε

and
ν ×∇× Egz

ε
converge with respect to the Y (Γ ) norm as ε→ 0.

Proof. The proof follows the lines of the proof of Theorem 2.6 of [6]. Let B
denotes the linear bounded operator which maps f := ν×E|Γ , h := ν× (∇×
E)|Γ and h2 := ikη(ν×E)× ν|Γ2 , where E ∈ X(D,Γ2) satisfies ∇×∇×E−
k2E = 0, onto the electric far field pattern of the corresponding solution of
(17)–(21). Exactly in the same way as in Lemma 2.5 of [6] by making use of
the result of Theorem 2 and using the divergence free vector spherical wave
functions [11], one can show that B : Y (Γ ) × Y (Γ ) × L2

t (Γ2) → L2
t (Ω) is

compact, injective and has dense range provided that k is neither a Maxwell
eigenvalue nor a transmission eigenvalue.
Next consider z ∈ D. Given ε > 0 from Theorem 2 there exists Egz

ε
with

gzε ∈ L2
t (Ω) and Ezε ∈ E(D) such that ν × (Egz

ε
−Ezε ), ν ×∇× (Egz

ε
−Ezε )−

ikη̃(ν × Egz
ε
) × ν approximates ν × Ee(· , z, q), ν ×∇× Ee(·, z, q) − ikη̃(ν ×

Ee(·, z, q))× ν in the Y(Γ ) norm with discrepancy ε, where η̃ = η on Γ2 and
η̃ = 0 on Γ1. Noting that Fgz

ε
is the far field pattern of the electric scattered

field corresponding to Egz
ε

as the incident field, from the estimate (22) and
the fact that the far field pattern depends continuously on the scattered field
we obtain that

‖Fgzε,δ − Ee,∞(·, z, q)‖L2(Ω) < Cε

where C is a positive constant independent of ε. As z → Γ , using (22) for the
solution of the direct scattering problem Eε and Ee(· , z, q) together with the
fact that limz→Γ ‖Ee(· , z, q)‖H(curl,BR\D) =∞ one obtain that
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lim
z→Γ

‖gzε ‖L2
t (Ω) =∞ and lim

z→Γ
‖Egz

ε
‖X(D,Γ2) =∞.

Now let z ∈ R
3 \D. From the theory of the ill-posed problems applied to the

compact operator B, we obtain

B(fαz , h
α
z , h

α
1z)− Ee,∞(·, z, q)‖L2(Ω) < δ

for an arbitrary small but fixed δ where fαz = ν×Eαz , h
α
z = ν×∇×Eαz , h

α
1z =

ikη(ν×Eαz ×ν) with Eαz ∈ X(D,Γ2) is the regularized solution corresponding
to the regularization parameter α chosen by a regular regularization strat-
egy (e.g. the Morozov discrepancy principle). Furthermore, we have that the
Y (Γ )× Y (Γ )×L2

t (Γ2) norm of (fαz , h
α
z , h

α
1z) goes to infinity as α→∞. Note

that α → 0 as δ → 0. Now the second part of the theorem follows from
the fact that Eαz can be approximated arbitrarily close with respect to the
X(D,Γ2)-norm by a Herglotz wave function Eg (see Theorem 2.5 of [7]) and
the fact that Fg = B(ν×Eg, ν×∇×Eg, ikη(ν×Eg×ν)). This ends the proof.

The above result provides a characterization for the boundary Γ of the
scattering object D. Unfortunately, since the behavior of Egz

ε
is described in

terms of a norm depending on the unknown region D, Egz
ε

can not be used to
characterize D. Instead the linear sampling method characterizes the obstacle
by the behavior of gzε . In particular, given a discrepancy ε > 0 and gzε the
ε-approximate solution of the far field equation (38), the boundary of the
scatterer is reconstructed as the set of points z where the L2

t (Ω) norm of gzε
becomes large. Alternatively one can try to use |Egz

ε
| as an indicator function

of the boundary ∂D of the scattering object D as it will be shown in the
numerical examples presented in Section 4 (although this is not justified by
the foregoing theory).

3.2 Identification of the surface conductivity

Assuming now that D is known, we want to determine the surface conductiv-
ity η by making use of the approximate solution g to the far field equation
(38). In [5] a formula for computing η in the 2D TE-polarized case is derived
and the mathematical justification is based on the analysis of a appropriate
boundary value problem called the interior transmission problem. The interior
transmission problem corresponding to our scattering problem reads: Find a
solution E,E0 of the following boundary value problem

{
∇×∇× Ez0 − k2Ez0 = 0

∇×∇× Ez − k2N(x)Ez = 0 in D (40)

ν × Ez − ν × (Ez0 + Ee(·, z, q)) = 0 on Γ (41)
ν × (∇× Ez)− ν × [∇× (Ez0 + Ee(·, z, q))] = 0 on Γ1 (42)
ν × (∇× Ez)− ν × [∇× (Ez0 + Ee(·, z, q))] =

−ikη [ν × (Ez0 − Ee(·, z, q))]× ν on Γ2 (43)
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where Ee(·, z, q) is the electric dipole given by (39), z ∈ D and q ∈ R
3.

As noticed in [6] the completeness result given by Theorem 2 does not suffice
to proceed further with the reconstruction of η. It is essential in the following
analysis to know that the interior transmission problem has a (weak) solution
in appropriate Sobolev spaces. Unfortunately, the well posedness of (40)–(43)
is not yet established. In the case where η = 0, Haddar in [13] has shown that,
provided k is not a transmission eigenvalue and under some assumptions on N ,
the interior transmission problem has a unique weak solution Ez ∈ L2(D) and
Ez0 ∈ L2(D) such that Ez−Ez0 ∈ H(curl,D) and ∇×(Ez−Ez0 ) ∈ H(curl,D).

Conjecture 1. Assume that k is not a transmission eigenvalue and either ξ̄ ·
Re (N − I)−1 ξ ≥ γ|ξ|2 or ξ̄ ·Re (N − I) ξ ≥ γ|ξ|2 for all ξ ∈ C

3, all x ∈ D and
some γ > 0. Then the interior transmission problem (40)–(43) has a unique
solution Ez ∈ L2(D), Ez0 ∈ L2(D) and Ez0 |Γ2 ∈ L2(Γ2) such that Ez − Ez0 ∈
H(curl,D), ∇× (Ez −Ez0 ) ∈ H(curl,D) and ν ×∇× (Ez −Ez0 )|Γ2 ∈ L2(Γ2).

Assuming Conjecture 1, we now use the approximate solution gz for z ∈
D of the far field equation (38) to give an approximation for the surface
conductivity η. To this end we need the following lemma.

Lemma 1. Assume that k is neither a Maxwell eigenvalue nor a transmission
eigenvalue. For any point z in D we have that

∫

D

E
z · Im (N)Ez dx + kη

∫

Γ2

|ν × (Ez0 + Ee(·, z, q)|2 ds

= − k3

6π
‖q‖2 + kRe (Ez0 (z)) (44)

where Ez and Ez0 is a solution to the interior transmission problem (40)–(43).

Proof. From Theorem 2, for given ε > 0, there exists a Ezε ∈ E(D) and a
electromagnetic Herglotz pair with electric field Egz

ε
and kernel gzε ∈ L2

t (Ω)
such that






ν × Ezε − Ee(·, z, q)) = Egz
ε

+ αε

ν ×∇× (Ezε − Ee(·, z, q)) + ikη̃(ν × Ee(·, z, q))× ν
= ν ×∇× Egz

ε
− ikη̃(ν × Egz

ε
)× ν + βε

on Γ where
‖ (αε, βε) ‖Y(Γ ) < ε. (45)

Now, let Ez and Ez0 be the unique solution of the interior transmission problem
(40)–(43). Obviously, Ezε and Egz

ε
and converge to Ez and Ez0 , respectively as

ε→ 0 with respect to the graph norm L2(D)∩L2
t (Γ2). Hence, Ezε and Egz

ε
are

uniformly bounded together with their curl in the L2(D) norm. Applying the
vector Green’s formula to Ezε and E

z

ε in D (see [18] for the case of H(curl,D)
functions) we obtain
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∫

Γ

(
ν × Ezε · curlEzε − ν × Ezε · curlEzε

)
ds = 2i

∫

D

E
z

ε · Im (N)Ezε dx. (46)

On the other hand, using (45) and defining W z
ε := Egz

ε
+ Ee(·, z, q), we have

that
∫

Γ

(
ν × Ezε · curlEzε − ν × Ezε · curlEzε

)
ds

=
∫

Γ

(
ν ×W z

ε · curlW z
ε − ν ×W z

ε · curlW z
ε

)
ds

−2ikη
∫

Γ2

|(ν ×W z
ε )× ν|2 ds + Rzε (47)

where |Rzε | ≤ Cε for a positive constant C independent of ε. Again using the
vector Green’s formula, the integral representation formula and connecting
the radiating solution Ee(·, z, q) to its far field pattern as in [8] Theorem 3.1,
we obtain

∫

Γ

(
ν ×W z

ε · curlW z
ε − ν ×W z

ε · curlW z
ε

)
ds (48)

= − ik3

3π
‖q‖2 + ikq ·

[
Egz

ε
(z) + Egz

ε
(z)
]
.

Hence, combining (46), (47) and (48) we have that

2i
∫

D

E
z

ε · Im (N)Ezε dx + 2ikη
∫

Γ2

|(ν ×W z
ε )× ν|2 ds (49)

= − ik3

3π
‖q‖2 + ikq ·

[
Egz

ε
(z) + Egz

ε
(z)
]
−Rzε .

Now letting ε→ 0 in (49) we obtain the result.

Theorem 4. Let z be a fixed point in D, Im (N) = 0 and assume that k is
neither a Maxwell eigenvalue nor a transmission eigenvalue. Then for every
ε > 0 there exists an electromagnetic Herglotz function Egz

ε
with kernel gzε ∈

L2
t (Ω) an approximate solution of the far field equation (38) such that

∣
∣
∣
∣
∣
η +

k2

6π‖q‖2 − Re
(
Egz

ε
(z)
)

‖ν × (Egz
ε

+ Ee(·, z, q))‖2L2
t (Γ2)

∣
∣
∣
∣
∣
≤ ε. (50)

Proof. From the proof of Theorem 3 we have that the kernel gzε of the Herglotz
wave function Egz

ε
in the proof of Lemma 1 is the ε-approximate solution to the
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far field equation (38). Hence the result of the theorem follows from Lemma
1.

A draw back of (50) is that the extent of the coating Γ2 is not known. So, in
practice this expression only provides a lower bound for η. In addition, due
to the accuracies in the determination of Γ by the linear sampling method,
the computation of the outward normal ν can be problematic hence the most
reliable lower bound for η is the following estimate

η ≥
− k26π‖q‖2 + Re (Egz (z))
‖(Egz + Ee(·, z, q))‖2L2

t (Γ )

(51)

where gz is the regularized solution of the far field equation (38) which is
previously computed to determine D.

4 Numerical example

For detailed numerical examples of shape reconstruction for coated objects,
and also of estimating the surface conductivity the reader can consult [12].
Here we will give a single numerical example that illustrates our more general
experience with the method. The numerical experiment is performed on syn-
thetic far field data computed using the Ultra Weak Variational Formulation
of Maxwell’s equations as described in [16]. This (already approximate) far
field data is further corrupted by noise as described in [12]. The far field data
is then used first to reconstruct the shape of the scatterer using the standard
Linear Sampling Method. This involves computing an approximate solution
to the far field equation (38) for many sampling points z by discretizing g on
the unit sphere and applying Tikhonov regularization and Morozov’s principle
to this ill-posed problem.

Once an approximation to the boundary of the scatterer is determined, the
conductivity η can be approximated using (50) or a lower bound estimated
using (51).

For this example we choose as test object the cube [−1, 1]3. Outside this
cube N = 1 and within the cube N = 2. The entire cube is coated with η = .1
and k = 3 so the wavelength of the radiation is λ = 2.09. Figure 1 shows the
result of reconstructing the cube using the Linear Sampling Method with 96
incoming waves (and 96 measurements) for each of two linearly independent
polarizations (the other parameters in the method including the surface chosen
for display are as in [12]). It is interesting to see that the Herglotz wave
function gives a much better reconstruction of the scatterer than the Herglotz
kernel.

Using the reconstructed surface in panel (c) of Fig. 1 we can estimate η.
Alternatively we can test the formula (50) using the exact boundary in (a).
The exact value is η = 0.1 using (50) gives η ≈ 0.14 and using (51) gives
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Fig. 1. Reconstructing the cube: (a) the original scatterer showing the surface mesh,
(b) the reconstructed surface using the Linear Sampling Method and g, (c) a contour
map of 1/‖gz‖ in the plane z3 = 0 showing how the surface in (b) is obtained, (d)
a reconstruction of the scatterer using |Egz (z)|. Surprisingly, use of the Herglotz
wave function Egz gives a much better reconstruction of the scatterer than use of
the kernel.

the same approximation. Of course the reconstructed scatterer is not very
accurate and this accounts for the rather poor approximation to η (the lower
bound is an overestimate for this reason also).

5 Conclusion

We have given some mathematical theory to substantiate the use of the Linear
Sampling Method for reconstructing the shape of coated dielectrics. Assuming
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a conjecture on the existence of solutions of an interior transmission problem
we have also derived a formula for the surface conductivity. Numerical results
here and elsewhere show that the method can be applied in practice. We hope
that the conjectured existence theory will be proved shortly.
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Summary. The paper is concerned with functional approach to the a posteriori er-
ror control for approximate solutions of differential equations. Functional a posteriori
estimates are derived by purely functional methods using the analysis of variational
problems or integral identities. They are intended to give computable minorants and
majorants for various measures of the difference between exact solutions and their
conforming approximations. Functional estimates contain no mesh dependent con-
stants and provide guaranteed lower and upper bounds of errors. In this paper, the
major attention is paid on a posteriori estimates in terms of local norms or locally
based linear functionals. It is shown that for linear elliptic and parabolic problems
functional estimates in global (energy) norms imply a posteriori estimates in terms
of local quantities.

1 Introduction

A posteriori error estimation methods for partial differential equations started
receiving attention in the middle of the 20th century (see [10, 13]). In general,
they are intended to solve two problems: (a) find reliable bounds of the overall
error encompassed in an approximate solution and (b) give an error indicator
for mesh–adaptive procedures. In the last decades, such topics as adaptive
methods, reliable computer simulation methods and a posteriori estimates for
differential equation were in the focus of numerous researches and are ex-
posed in a vast amount of publications. It is not surprising that finite element
methods (FEM) where one of the first were such methods were developed. At
present, such methods as “explicit residual”, “dual–weighted residual”, and
“equilibrated residual” (see, e.g., [1, 4, 2, 4, 27]) are widely used by numer-
ical analysts for a posteriori control of the quality of approximate solutions.
Methods based on post–processing (e.g., gradient averaging) form another
group of cheap and efficient error indicators (see, e.g., [3, 5, 28]). They gained
high popularity in engineering computations. Typically, a posteriori methods
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for FEM exploit specific features of approximations (Galerkin orthogonality,
superconvergence, higher regularity etc.).

In this paper, we consider another (functional) approach to the a poste-
riori error control of approximate solutions of differential equations. These
estimates are derived by purely functional methods using the analysis of vari-
ational problems or integral identities. Functional a posteriori estimates are
intended to give computable minorants and majorants for various measures of
the difference between exact solution u and any conforming approximation v.
In general, they have the following form:

M�(D, v) ≤ Φ(u− v) ≤M⊕(D, v) ∀v ∈ V , (1)

where D is the data set (coefficients, domain, parameters, etc.) and Φ : V →
R+ is a given functional. M� and M� must be explicitly computable and
continuous in the sense that

M� and M⊕ → 0, if v → u

Typically, the the functional Φ is presented on one of the following three forms:

Φ(u− v) = ‖u− v‖Ω (‖ · ‖Ω is the global (energy) norm);
Φ(u− v) = ‖u− v‖ω (‖ · ‖ω is a local norm);
Φ(u− v) =< �, u− v > ( � is a linear functional).

Estimate (1) provides a computable measure for the deviation from the exact
solution u and, therefore, is also called a deviation estimate. The latter gives
the principal form of the a posteriori bounds for all conforming approxima-
tions of a boundary–value problem considered that follows from the theory of
partial differential equations. It does not attract specific features of the nu-
merical method, approximations, and the mesh used. This information should
be used on the next stage when deviation estimates are applied to a particular
approximate solution.

Such type estimates were primarily derived in 1996-99 by means of varia-
tional methods in the duality theory of the calculus of variations and convex
analysis (see, [14]-[16] and some other papers cited therein). A systematic
exposition of the variational approach to a posteriori error estimation is pre-
sented in [12, 16]. Functional a posteriori estimates can be also used for ap-
proximations that violate boundary conditions (see [24, 25]). Other important
areas of their application arise due to a possibility to evaluate modeling and
indeterminacy errors (see [20, 21, 25]).

For elliptic type problems, a non–variational approach to the derivation
of functional a posteriori estimates was suggested in [17]. In [7, 18] it was
extended to parabolic problems. In [17], it was also shown that for linear
elliptic PDE’s deviation estimates obtained by variational and non-variational
methods are identical. Deviation estimates for the Stokes problem can be
found in [19].
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All the estimates mentioned above has been derived for energy norms.
Deviation estimates in terms of non–energy quantities were considered in [22,
23], where such estimates were obtained for local norms of u − v and for
〈�, u − v〉. In this paper, we present advanced forms of this type a posteriori
estimates and discuss their properties.

For the convenience of readers, in Section 2, we first consider functional
a posteriori estimates in global norms and present the main ideas of the ap-
proach on the paradigm of the problem

divA∇u + f = 0 in Ω; (2)
u = u0 on ∂1Ω; (3)

ν ·A∇u = F on ∂2Ω, (4)

where Ω ∈ R d is a bounded connected domain with Lipschitz continuous
boundary that consists of two measurable disjoint parts ∂1Ω and ∂2Ω. For
this problem, we derive two–sided bounds for the energy norm ||| u−v |||, where
v is an arbitrary conforming approximation of u.

In Section 3, these results are used to derive guaranteed upper bounds for
errors measured in terms of the local norm ||| u − v |||ω related to a certain
domain ω ⊂ Ω. We discuss particular forms of such estimates and methods of
their practical implementation. Local a posteriori estimates are also derived
for the linear elasticity problem.

Section 4 is concerned with estimates in terms of goal–oriented quantities.
One example of such a quantity is

∫

Ω
�(u − v)dx. If � is a locally supported

function, then such a quantity can be also used to characterize local behavior
of approximation errors.

Finally, in Section 5, we consider the parabolic equation

ut − divA∇u− f = 0 inΩ.

For the respective initial boundary–value problem we obtain a posteriori esti-
mates in terms of local quantities and discuss how to apply them in practice.

2 Functional a posteriori estimates for elliptic problems

2.1 Two–sided estimates in the energy norm

In this section, we shortly recall a non–variational method. In a more general
form, it has been presented in [17] where it was shown that functional a pos-
teriori estimates can be obtained from the integral identities of the respective
boundary–value problems without using methods of the duality theory in the
calculus of variations. For the convenience of readers, we present below this
method using (2)–(3) as an example. We assume that A = {aij} is a symmet-
ric positive definite matrix, which has a positive definite inverse matrix A−1

and satisfies the usual condition
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c21|ξ|2 ≤ Aξ · ξ ≤ c22|ξ|2 ∀ξ, (5)

where |ξ|2 = ξ · ξ =
∑

i ξ
2
i . Here and later on, ‖ · ‖ defines the norm in L2(Ω).

To simplify the notation, we denote the norm in the space of vector–valued
functions Y := L2(Ω,R d) by the same symbol. Also, we use the norms

||| y |||2:=
∫

Ω

Ay · y dx and ||| y |||2∗ :=
∫

Ω

A−1y · y dx,

which are equivalent to the natural norm of Y .
Generalized solution u is an function in V0 + u0, where

V0 := {v ∈ H1(Ω) | v = 0 on ∂1Ω}

that meets the integral identity
∫

Ω

A∇u · ∇w dx =
∫

Ω

fwdx +
∫

∂2Ω

Fw ds ∀w ∈ V0(Ω) (6)

For any w ∈ V0 and any

y ∈ Ydiv := {y ∈ Y := L2(Ω,Rn) | divy ∈ L2(Ω), y · ν ∈ L2(∂2Ω},

we have
∫

Ω

((divy)w +∇w · y) dx =
∫

∂2Ω

(y · ν)w ds.

Now, from (6) it follows that

∫

Ω

A∇(u− v) · ∇w dx =
∫

Ω

(f + divy)wdx+
∫

Ω

(y −A∇v) · ∇w dx +
∫

∂2Ω

(F − y · ν)w ds. (7)

Let λ1(Ω, ∂2Ω) be such a constant that

λ2
1(Ω, ∂2Ω) = inf

w∈V0

||| ∇w |||2
‖w‖2 + ‖w‖2∂2Ω

. (8)

Since
∫

Ω

(A∇v − y) · ∇w dx ≤||| A∇v − y |||∗||| ∇w |||

and
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∣
∣
∣
∣
∣
∣

∫

Ω

(f + divy)w dx +
∫

∂2Ω

(F − y · ν)w ds

∣
∣
∣
∣
∣
∣

≤

≤
(
‖f + divy‖2 + ‖F − y · ν‖2∂2Ω

)1/2
C1 ||| ∇w |||

we arrive at the deviation estimate in the global (energy) norm

||| ∇(u− v) |||2≤ M2
⊕(v, y, β, C1) :=(1 + β) ||| A∇v − y |||2∗ +

+
1 + β

β
C2

1

(
‖f + divy‖2 + ‖F − y · ν‖2∂2Ω

)
, (9)

where β is an arbitrary positive number, and C1 is any constant greater than
λ−1

1 (Ω, ∂2Ω).
Minimization with respect to β leads to the estimate

|||∇(u−v) |||≤||| A∇v−y |||∗+C1

(
‖f+divy‖2 + ‖F−y · ν‖2∂2Ω

)1/2
. (10)

It is worth noting that (9) may be less convenient for practical computations
than (9) because its right–hand side is given by a non-quadratic functional.

Estimates (9) and (9) are directly computable and give guaranteed upper
bounds of the energy norm of the difference between the exact solution and an
arbitrary conforming approximation v. These bounds are exact in the sense
that by choosing proper β and y it is possible to make the right hand side of
the estimate arbitrarily close to the left hand one. In other words (see [17]),

||| ∇(u− v) |||=
= inf
y∈Ydiv(Ω)

||| A∇v−y |||∗+C1

(
‖f+divy‖2+‖F−y · ν‖2∂2Ω

)1/2
.

A lower bound of ||| ∇(u− v) ||| can be derived as follows. Note that

sup
w∈V0

∫

Ω

(

A∇(u− v) · ∇w − 1
2
A∇w · ∇w

)

dx ≤

≤ sup
τ∈L2(Ω,Rn)

∫

Ω

(

A∇(u− v) · τ − 1
2
Aτ · τ

)

dx =
1
2
||| ∇(u− v) |||2 .

However,

sup
w∈V0

∫

Ω

(

A∇(u− v) · ∇w − 1
2
A∇w · ∇w

)

dx ≥
∫

Ω

(

A∇(u− v) · ∇(u− v)− 1
2
A∇(u− v) · ∇(u− v)

)

dx =
1
2
‖∇(u− v)‖2 .

Thus, we conclude that
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1
2
‖∇(u− v)‖2 = sup

w∈V0

∫

Ω

(

A∇(u− v) · ∇w − 1
2
A∇w · ∇w

)

dx ≥

≥ sup
w∈V0

∫

Ω

(

−1
2
A∇w · ∇w −A∇v · ∇w + fw

)

dx +
∫

∂2Ω

Fw ds.

It is easy to see that this lower bound is sharp (set w = u− v). Thus, for any
w ∈ V0

‖∇(u− v)‖2 ≥M2
�(v, w) :=

=
∫

Ω

(−A∇w · ∇w − 2A∇v · ∇w + 2fw) dx + 2
∫

∂2Ω

Fw ds. (11)

2.2 Application to FEM

There are 3 basic ways to measure errors of a finite element approximations
by means of the above estimates:

• (a) Direct (flux averaging on the mesh Th);
• (b) One step retardation (flux averaging on the mesh href );
• (c) Optimization (minimization (maximization) of the Majorant (Mino-

rant) with respect to y (w)).

Let us discuss these methods on the paradigm of Dirichlét type problem (i.e.,
for the case ∂Ω = ∂1Ω).

(a) Use recovered fluxes on Th. Let uh ∈ Vh, then

ph := ∇uh ∈ L2(Ω,R d), ph 	∈ H(Ω,div).

Use an averaging operator Gh : L2(Ω,R d)→ H(Ω,div) and have a directly
computable estimate

||| ∇(u− uh) ||| ≤ ||| A∇uh −Ghph |||∗ +C1 ‖divGhph + f‖ . (12)

(b) Take the recovered fluxes from a refined mesh. Let uh1 , uh2 , ..., uhk
, ...

be a sequence of approximations on meshes Thk
. Compute pk := ∇uk, average

it by Ghk
and for uhk−1 use the estimate

||| ∇(u− uhk−1) |||≤||| A∇uhk−1−Ghk
phk

|||∗ +C1 ‖divGhk
phk

+f‖ . (13)

It is worth mentioning, that this estimate gives a quantitative form of the
heuristic Runge’s rule that dates back to the 19th century. This rule reads:
If the difference between approximate solutions computed on two consequent
meshes is small, then probably both of them are close to the exact one.

In other words, it was suggested to use the quantity ‖uhk
− uhk−1‖ as a

heuristic a posteriori error indicator based on the information contained in
two consequent approximations.
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Estimate (6) presents a functional, which is defined on approximations
computed on the two consequent meshes Thk−1 and Thk

. It gives a cheaply
computable and guaranteed upper bound of ‖u− uhk−1‖.

A computable lower bound is given by (4). By setting w = uhk
−uhk−1 we

find that the quantity

M�(uhk−1 , uhk
− uhk−1)

gives a guaranteed lower bound for ||| ∇(u− uhk−1) |||.
(c) Minimization with respect to y. Select a certain subspace Yτ in

H(Ω,div). In the simplest case, this space is constructed with help of the
same mesh Th. However, in general, any another suitable mesh Tτ and trial
functions can be used.

Then, we have

‖∇(u− uh)‖ ≤ inf
yτ∈Yτ

{‖∇uh−yτ‖+ CΩ ‖divyτ +f‖} (14)

Let us denote the respective minimizer by ŷτ . It is clear that the wider
Yτ ⊂ H(Ω, div) we take the sharper upper bound we obtain.

Similarly, if take a subspace V̂h wider than Vh, then the quantity

sup
wh∈V̂h

M2
�(uh, wh)

gives a positive lower bound for ‖∇(u− uh)‖. As we will see, the respective
maximizer ŵh can be also used in a posteriori estimates of local errors and
errors estimated in terms of goal–oriented quantities.

More information on the practical implementation of the functional a pos-
teriori estimates is presented in [6, 8, 11, 12, 16, 24].

2.3 A posteriori error estimates in local norms

Functional a posteriori estimates implies computable upper bounds for the
local errors. Let ω be a subdomain of Ω with Lipschitz continuous boundary
∂ω and ‖ · ‖ω denotes the norm in L2(ω). Take a function ϕ ∈ V0. Since
ṽ = (v +ϕ) can be viewed as an approximation of u, we apply (9) and obtain

||| ∇(u− ṽ) |||2=||| ∇(u− ṽ) |||2ω + ||| ∇(u− ṽ) |||2Ω\ω ≤
≤ (1 + β) ||| A∇(v + ϕ)− y |||2∗ +

+
1 + β

β
C2

1

(
‖f + divy‖2 + ‖F − y · ν‖2∂2Ω

)
, (15)

where β is an arbitrary positive number and y is an function from Ydiv. For
any γ ∈ (0, 1),

||| ∇(u− ṽ) |||2ω≥ (1− γ) ||| ∇(u− v) |||2ω +
(

1− 1
γ

)

||| ∇ϕ |||2ω .
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Then, we obtain

c21 ‖∇(u− v)‖22,ω ≤||| ∇(u− v) |||2ω ≤ M2
⊕ω(v), (16)

where

M2
⊕ω(v) := inf

β∈R+, ϕ∈V0

γ∈(0,1), y∈Ydiv

1
1− γ

{

(1 + β) ||| A∇(v + ϕ)− y |||2∗ +

+
1+β

β
C2

1

(
‖f+divy‖2+‖F−y · ν‖2∂2Ω

)}

+
1
γ
||| ∇ϕ |||2ω .

Note that the second inequality in (13) holds as equality (i.e., M⊕ω(v) gives
the exact bound of the local error). To show this it suffices to set φ = u− v,
y = A∇u and tend γ to 1.

In particular, if take

ϕ ⊂ V0ω := {v ∈ V0 | v(x) = const ∀x ∈ ω}.

then the third term vanishes and we observe that an upper bound of the local
error is obtained by the minimization of the global (energy) majorant with
respect to an additional variable ϕ in the space V0ω of all the functions from
the space V0 having zero gradients on ω gives a guaranteed upper bound of
||| u− v |||ω for any conforming approximation v.

Practical implementation of the above estimate follows the lines of the
scheme presented in 2.2. If uhk

and uhk−1 are two approximate solutions com-
puted on two consequent meshes, then from (13) we find that

||| ∇(u− uhk−1) |||ω ≤ ||| ∇(uhk
− uhk−1) |||ω +

+ ||| A∇uhk
−Ghk

phk
||| +C1

(
‖f+divGhk

phk
‖2+‖F−Ghk

phk
· ν‖2

)1/2
.

(17)

If we have only one approximate solution uh computed on Th, then bounds
of local errors can be easily found provided that two-sided estimates of the
global energy error norm has been accurately determined. In this case, we
may use the functions ŷτ and ŵh found in the framework of the method (c)
and obtain

||| ∇(u− uh) |||ω ≤ ||| ∇ŵh |||ω +

+ ||| A∇(uh + ŵh)− ŷτ ||| +C1

(
‖f+divŷτ‖2+‖F−ŷτ · ν‖2

)1/2
. (18)

Linear elasticity problem gives another practically interesting elliptic prob-
lem. In this problem, we need to find a vector–valued function u (displace-
ment) and a tensor–valued function σ (stress) such that
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divσ + f = 0 inΩ; (19)
σ = Lε(u); L = {Lijkm}, Lijkm = Lkmij = Ljikm, (20)
u = u0 on ∂1Ω, σ · ν = F on ∂2Ω, (21)

where ε(u) is the symmetric part of the tensor ∇u, ν is the unit outward
normal to ∂Ω and (σ · ν)i = σijνj . Assume that

c21|ξ|2 ≤ Lξ : ξ ≤ c22|ξ|2 ∀ξ ∈Mn×n, (22)

where two dots denote the scalar product in the space of real n× n matrixes
and |ξ| =

√
ξ : ξ. Generalized solution u of this problem is a function in

V0 := {v ∈W 1
2 (Ω,Rn) | v = 0 on ∂1Ω} that meets the integral identity

∫

Ω

Lε(u) · ε(w) dx =
∫

Ω

fwdx +
∫

∂2Ω

Fw ds ∀w ∈ V0(Ω)

For this problem, a posteriori error estimates in the energy norm has been
derived in [15, 17] and tested in [11]. It has the form

||| ε(u− v) |||2≤ 2(1 + β)D(ε(v), τ) + (23)

+
1 + β

β
C2

1

(
‖f + divτ‖2 + ‖F − τ · ν‖2

)
.

Here

D(ε(v), τ) =
1
2
||| ε(v) |||2 +

1
2
||| τ |||2∗ −

∫

Ω

ε(v) : τ dx,

||| ε(v) |||2 :=
∫

Ω

Lε(v) : ε(v) dx, ||| τ |||2∗ :=
∫

Ω

L−1τ : τ dx,

τ is an arbitrary tensor–valued function in the space

Σdiv := {τ ∈ L2(Ω,Mn×n) | divτ ∈ L2(Ω,Rn)},

β is an arbitrary positive number, L−1 is the tensor inverse to L, and C1 is a
constant greater than λ1(Ω, ∂2Ω), where

λ2
1(Ω, ∂2Ω) = inf

w∈V0

||| ε(w) |||2
‖w‖2 + ‖w‖2∂2Ω

. (24)

Estimate (23) yields local estimates. To derive them we use the same argu-
ments. Take ϕ ∈ V0. Then ṽ = v + ϕ ∈ V0 + u0. We apply (23) and obtain

||| ε((u− ṽ) |||2≤ (1 + β)D(ε(v + ϕ), τ)+

+
1 + β

β
C2

1

(
‖f − divτ‖2 + ‖F − τ · ν‖2

)
, (25)
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Thus,

c21 ‖ε((u− v)‖22,ω ≤||| ε((u− v) |||2ω ≤ M⊕
ω (v), (26)

where

M2
⊕ω(v) := inf

β∈R+, ϕ∈V0

γ∈(0,1), τ∈Σdiv

1
1− γ

{

(1 + β)D(ε(v + ϕ), τ)+

+
1+β

β
C2

1

(
‖f+divτ‖2+‖F−τ · ν‖2

)}

+
1
γ
||| ∇ϕ |||2ω .

Similarly to the previous case, we establish that the last inequality in (26)
holds as the equality, i.e., the upper bound of the local error is sharp. Also,
(26) leads to practically computable a posteriori estimates analogous to (5)
and (18).

2.4 Error estimates in terms of linear functionals

Very often error control is performed in terms of the so–called “goal–oriented”
functionals (see, e.g., [4]). In this case, a linear functional � ∈ V ∗

0 is specially
selected in order to control some specific properties of the solution. If � is de-
fined by the integral relation with a locally based integrand, then the quantity
| 〈�, u − v〉 |, is a certain characteristic of the local accuracy. In this section,
we discuss how guaranteed upper bounds of such a quantity can be derived
with help of the functional type a posteriori estimates derived for the energy
norm of the error (see also [22, 23]). Let ϕ ∈ V0. Then

〈�, u−v〉 = 〈�, u−v−ϕ〉 + 〈�, ϕ〉

and, therefore,

| 〈�, u− v〉 |≤ || � || inf
ϕ∈V0

||| ∇(u− v − ϕ) ||| + | 〈�, ϕ〉 |, (27)

where

|| � || := sup
w∈V0

| 〈�, w〉 |
||| ∇w ||| .

This estimate is sharp. Indeed, if ϕ = u − v, then (27) holds as equality.
Usually, the quantity || � || is not difficult to estimate. For example, if

〈�, u− v〉 =
∫

Ω

λ(u− v) dx, λ ∈ L2(Ω)

then || � || ≤ ‖λ‖CΩ

c1
.

Now, we apply the energy estimate (9) and obtain
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| 〈�, u− v〉 |≤ || � || inf
ϕ∈V0, β>0

y∈Ydiv(Ω)

{

||| A∇(v + ϕ)− y |||∗+

+C1

(
‖f+divy‖2 + ‖F−y · ν‖2∂2Ω

)1/2
+ | 〈�, ϕ〉 |

}

. (28)

If ϕ ∈ V0�(Ω) := {ϕ ∈ V0(Ω) | 〈�, ϕ〉 = 0}, then a particular form of (28)
arises. It reads,

| 〈�, u− v〉 |≤ || � || inf
ϕ∈V0	, β>0

y∈Ydiv(Ω)

{

||| A∇(v + ϕ)− y |||∗+

+C1

(
‖f+divy‖2 + ‖F−y · ν‖2∂2Ω

)1/2}. (29)

This estimate shows that minimization of the global (energy) error majorant
with respect to an additional variable ϕ in the space V0� of all the functions or-
thogonal to � gives a guaranteed upper bound of | 〈�, u−v〉 | for any conforming
approximation v.

Note that actually (28) and (29) hold as equalities. For (28) it is easily
observed (take ϕ = u − v, y = A∇u). For (29) the respective proof is more
complicated (see [23]).

Practical implementation of the above estimate follows the lines of the
scheme presented in 2.2. If uhk

and uhk−1 are two approximate solutions com-
puted on two consequent meshes, then from

| 〈�, u− uhk−1〉 |≤ | 〈�, uhk
− uhk−1〉 | + || � ||

{

||| A∇uhk
−Ghk

phk
||| +

+ C1

(
‖f+divGhk

phk
‖2+‖F−Ghk

phk
· ν‖2

)1/2
}

. (30)

If we have only one approximate solution uh computed on Th, then bounds of
the goal–oriented quantity can be directly computed provided that we have
found the functions ŷτ and ŵh that give sufficiently good two-sided estimates
of the global energy error norm. In this case,

| 〈�, u− uh〉 |≤ | 〈�, ûh − uh〉 | +

+ || � ||
{

||| A∇(uh + ŵh)− ŷτ ||| +C1

(
‖f+divŷτ‖2+‖F−ŷτ · ν‖2

)1/2
}

. (31)

Another way to compute an upper bound of the goal–oriented error follows
from (29): set y = ŷτ and minimize the functional

|| � || 2
{

(1 + β) ||| A∇(v + ϕ)− y |||2∗ +

+
1 + β

β
C2

1

(
‖f + divy‖2 + ‖F − y · ν‖2∂2Ω

)}

(32)
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with respect to β > 0 and ϕ ∈ V0�h, where V0�h is a certain finite dimensional
subspace of V0�.

Guaranteed error bounds in terms of goal–oriented quantities for linear
elasticity and Stokes problem can be derived in a similar way (see [22, 23]).

3 Functional a posteriori estimates for a model
evolutionary problem

Consider the classical linear parabolic problem: find a function u(x, t) such
that

ut − divA∇u− f = 0, in QT , (33)
u(x, 0) = ϕ(x), x ∈ Ω, (34)
u(x, t) = 0, (x, t) ∈ ST . (35)

Here, QT := Ω × (0, T ) is the space–time cylinder, ST := ∂Ω × [0, T ],
T > 0, A is a symmetric matrix that satisfies the conditions

ν1|ξ|2 ≤ A(x, t)ξ · ξ ≤ ν2|ξ|2, ∀ξ ∈ R d, t ∈ [0, T ],

with 0 < ν1 ≤ ν2.
Weak solution of the problem (33)–(35) (see, e.g., [9]) is a function

u ∈
◦
W

1,0
2 (QT ) := L2((0, T );

◦
W 1

2(Ω)) such that

∫

QT

A∇u · ∇η dxdt −
∫

QT

uηt dxdt+

+
∫

Ω

(u(x, T )η(x, T )− ϕ(x)η(x, 0))dx =
∫

QT

fη dxdt ∀η ∈W 1
2,0(QT ), (36)

where

W 1
2,0(QT ) = {w ∈W 1

2 (QT ) | w(x, t) = 0 on ST }.

Hereafter, we assume that f ∈ L2(QT ) and ϕ(x) ∈
◦
W 1

2(Ω). Then, u ∈
W∆,1

2,0 (QT ), where W∆,1
2,0 (QT ) is a space with the norm

‖ w ‖∆,12,0 =





∫

QT

(w2 + w2
t+ | ∇w |2 +(∆w)2)dx dt





1
2

.

Let v ∈W 1
2,0(QT ) be an approximation of u. In [7, 18], an upper bound of

the deviation e := u− v was evaluated in terms of the quantity
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[e]2(γ1,γ2) := γ1‖e(x, T )‖2 + γ2 ‖∇e‖2QT
,

where

‖∇e‖2QT
:=

T∫

0

||| ∇e |||2 dt =
∫

QT

A∇e · ∇e dx dt,

and γ1 and γ2 are some positive numbers.
An upper bound of the deviation is given by the estimate

[e]2(2−δ,1) ≤M I
⊕(v, y, β, δ) :=

=‖ v(x, 0)− ϕ(x) ‖22,Ω +
1
δ

T∫

0

[

(1 + β) ||| A∇v − y |||2∗ +

+ C2
Ω

(

1 +
1
β

)

‖f − vt + divy‖2
]

dt,

where δ ∈ (0, 2], CΩ is the constant in the Friedrichs inequality ,

y ∈ Ydiv(QT ) := {y(x, t) ∈ L2(QT ; R d) |divy ∈ L2(QT )},

and β = β(t) is a positive valued function.
As in the elliptic case, the majorant M I

⊕(v, y, β, δ, CΩ) consists of the terms
that can be interpreted as penalties for possible violations of the relations

ut − divy − f = 0, in QT ,

y = A∇u, in QT ,

u(x, 0) = ϕ(x), x ∈ Ω.

Since v(x, t) = 0 on ST , we observe that M I
⊕(v, y, β, δ, CΩ) vanishes if and

only if v = u and y = A∇u.
In [7, 18], it was also derived a sharper upper bound of the error norm. It

is as follows:

[e]2(2−δ,1− 1
γ ) ≤ M II

⊕ (v, w, y, β, γ, δ) := γ‖w(x, T )‖2+

+
1
δ

T∫

0

[

(1+β) ‖y−A∇v+A∇w‖2∗ +
(

1+
1
β

)

C2
Ω‖f−vt−wt+divy‖2

]

dt+

+
∫

QT

(A∇v · ∇w + vtw − fw) dx dt+

+
∫

Ω

(
|ϕ(x)− v(x, 0)|2 − 2w(x, 0)(ϕ(x)− v(x, 0))

)
dx, (37)
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where y ∈ Ydiv(QT ), δ ∈ (0, 2], γ ≥ 1, β = β(t) is a positive valued function
and w ∈W 1

2,0(QT ) is an additional free variable.
It is worth noting, that both majorants M I

⊕ and M II
⊕ give certain quan-

titative forms of the Runge’s rule for the parabolic problem. Indeed, let UTH
be an approximate solution of the problem computed on the mesh with mesh
size T for time variable and H for spatial variables and let uτ,h be another ap-
proximate solution computed on a finer mesh (τ, h) (e.g. τ = T /2, h = H/2).
Then the estimates can be applied as follows:

[u− UTH ]2(2−δ,1) ≤ M I
⊕(UTH , GTH(∇uτh), β, δ), (38)

[u− UTH ]2
(2−δ,1− 1

γ )
≤ M II

⊕ (UTH , uτh − UTH , GTH(∇uτh), β, γ, δ). (39)

Properties of M I
⊕ and M II

⊕ were investigated in [7, 18] where it was shown
that

• for any approximation v ∈W 1
2,0(QT ) the majorants gives guaranteed upper

bounds of the error in terms of the quantity [e]2(γ1,γ2);
• majorants vanish if and only if v coincides with the exact solution u and

y = ∇u;
• majorants does not depend on mesh parameters and contains only global

constants;
• to obtain a sharper upper bound one should minimize M I

⊕ over y ∈
Ydiv(QT ) and β = β(t) > 0 and M II

⊕ additionally with respect to w;
• majorants are given by certain integrals in Qt and Ω; therefore in practice

they are presented as sums of local quantities distributed in space and
time, which can be used as error indicators for time and space adaptation
strategies (see [7]).

Recalling the idea used for deriving local estimates in elliptic problems, we
observe that functional majorants M I

⊕ and M II
⊕ also imply certain local a

posteriori estimates.
Indeed, let Q0 = ω× [T − t0, T ] be a subdomain of the space–time cylinder

QT .
Let ϕ ∈ W 1

2,0(QT ). Denote by [·]Q0;γ1,γ2 the restriction of [·]γ1,γ2 on Q0.
We have

[e]Q0;γ1,γ2 ≤ [e− ϕ]γ1,γ2 + [ϕ]Q0;γ1,γ2

From this relation, we obtain guaranteed upper bounds for the local error
norm

[e]Q0;2−δ,1 ≤
(
M I

⊕(v + ϕ, y, β, δ)
)1/2

+ [ϕ]Q0;2−δ,1, (40)

[e]Q0;2−δ,1− 1
γ
≤
(
M II

⊕ (v + ϕ,w, y, β, γ, δ)
)1/2

+ [ϕ]Q0;2−δ,1− 1
γ
. (41)

These estimates are valid for any variables ϕ, y, and w in the respective spaces.
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Practical implementation of (40) and (41) follows the scheme discussed for
elliptic problems (cf. (5) and (18)). Namely, if uτ,h and UTH are two approx-
imate solutions computed on a “coarse” and “refined” mesh, then directly
computable bounds are given by the relations

[u− UTH ]Q0;2−δ,1 ≤
(
M I

⊕(uτ,h, GTH(∇uτh), β, δ)
)1/2

+
+[uτ,h − UTH ]Q0;2−δ,1, (42)

[u− UTH ]2
Q0;2−δ,1− 1

γ

≤
(
M II

⊕ (uτ,h, uτh − UTH , GTH(∇uτh), β, γ, δ)
)1/2

+

+[uτ,h − UTH ]2Q0;2−δ,1− 1
γ
. (43)

Another option is to define certain finite dimensional subspaces for the vari-
ables ϕ, τ , and w and minimize the majorants over these subspaces.
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Summary. In this paper we consider a problem of parabolic optimal design in
2D for the heat equation with Dirichlet boundary conditions. We introduce a finite
element discrete version of this problem in which the domains under consideration
are polygons defined on the numerical mesh. The discrete optimal design problem
admits at least one solution. We prove that, as the mesh size tends to zero, any limit
in Hc of discrete optimal shapes is an optimal domain for the continuous optimal
design problem. We work in the functional and geometric setting introduced by V.
Šveràk in which the domains under consideration are assumed to have an a priori
limited number of holes. We present in detail a numerical algorithm and show the
efficiency of the method through various numerical experiments.

1 Introduction

We consider a problem of optimal control in which the control variable is the
domain on which a partial differential equation is posed. The function we want
to minimize depends on Ω through the solution of the PDE. In the present
paper we analyze the heat equation in 2D with Dirichlet boundary conditions
extending previous works by D. Chenais and the second author on the elliptic
problem in [6] and [7].

We focus on the problem of numerical approximation of optimal shapes.
We build a finite element approximation of the optimal design problem and
prove that, as the mesh size tends to zero, in the Hc-topology, every limit
of discrete optimal shapes is an optimal shape for the continuous equation.
We work in the functional setting introduced by Šveràk [25] in which the
domains under consideration have an a priori limited finite number of holes,
later adapted to the finite element setting in [6] and [7].
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Let us describe more precisely the problem under the consideration.

• C is a non-empty bounded Lipschitz open set of R2.
• O is the set of all open subsets of C.
• For all Ω ∈ O and T > 0, we consider the heat equation in Ω






ut − u = f Ω × [0, T ],
u = 0 ∂Ω × [0, T ],
u(0) = ψ0 Ω,

(1)

where f ∈ L2(0, T ;L2(R2)) and ψ0 ∈ L2(R2). The variational formulation
of (1) is as follows (see [4]):






To find u ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1
0 (Ω)) such that

d
dt (u, ϕ) + a(u, ϕ) = (f, ϕ), ∀ϕ ∈ H1

0 (Ω),
u(0) = ψ0,

(2)

where
a(u, v) =

∫

Ω

∇u · ∇vdx,

and (·, ·) stands for the scalar product in L2(Ω).
• We also consider the functional J : O → R to be minimized. Typically

in applications J is defined as an integral involving the solution u of (1).
Therefore, the continuity of J (with respect to the Hc convergence of
domains) requires the continuity of the solutions of (1) with respect to the
domain. For that to be the case one often needs to restrict the functional
to a suitable subclass of domains.
To be more precise we consider functionals of the form

J(Ω) =
∫ T

0

∫

Ω

L(t, x, u,∇u)dxdt, (3)

where L(t, x, z, s) is assumed to be non-negative, continuous in (t, x, z, s),
strictly convex in s and and such that there exists c > 0 such that

|L(t, x, z, s)| ≤ c(|z|2 + |s|2).

In (3) u denotes the solution of (1) in Ω.
These assumptions may be greatly simplified in specific applications. We
do not intend to describe the most general framework but only give a few
relevant examples in which our developments apply.
Let us give some examples of functionals J(Ω) which often arise in appli-
cations and fulfill the previous requirements:
– The first one concerns the compliance of the system (1). It is defined

by

J(Ω) =
∫ T

0

∫

Ω

fudxdt.

The assumptions are fulfilled when f = f(x, t) is continuous although
our methods apply when f ∈ L2(0, T ;L2(R2)).
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– A second important example concerns shape identification problems.
Let us consider a subdomain E ∈ O, E 	= ∅. We suppose that a function
uE has been measured on E, which is a known or accesible part of the
set Ω which is unknown and has to be identified.
In this case, the functional to be minimized is, for example, of the form

J(Ω) =
1
2

∫ T

0

∫

Ω

|∇(u− ũE)|2dxdt.

Here and in the sequel we denote by ũ the extension by zero of u so that ũ = 0
in C \Ω. The assumptions above are satisfied by this functional too.

The continuous optimal design problem we consider is as follows:

To find Ω∗ ∈ O such that J(Ω∗) = min
Ω∈O

J(Ω). (4)

In practice, often, this problem is formulated in a suitable subset of O in order
to guarantee the compactness and continuity properties that are needed for
the minimum to be achieved. The results by Šveràk [25] guarantee that this
occurs when working in the subclass of domains with complementary sets with
at most a finite prescribed number of connected components. We shall denote
by ON that class where #(Ωc) ≤ N for all Ω ∈ ON , N being a finite number
and #(K) the number of connected components of K.

In other words, we shall be mainly concerned with the following minimiza-
tion problem:

To find Ω∗ ∈ ON such that I := J(Ω∗) = min
Ω∈ON

J(Ω). (5)

The question we address in this paper is the numerical approximation of the
optimal design problem (5). In particular we address the issue of whether the
discrete optimal shapes for a suitable discretization of the above problem con-
verge in Hc (see Section 2 for the precise definition), to an optimal shape for
the continuous one as the mesh-size tends to zero. This problem was success-
fully formulated and solved by D. Chenais and the second author in [6] and
[7] for the elliptic case and this article is aimed to give an extension to the
parabolic one.

In order to do this, we now introduce a discretization of this problem as
follows.

• For any h > 0, we consider a triangulation Th =
{
(τhi )i∈Ih

}
of C made of

finite elements τhi so that

C =

◦
︷ ︸︸ ︷
⋃

i∈Ih

τhi ,

where

◦
︷︸︸︷

A denotes the interior of A ⊂ R2. To this end, we suppose that
the triangulations are uniformly regular, that is
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∃σ > 0 s.t. ∀h > 0, τhi ∈ Th, 0 <
h

ρi
≤ σ,

where the grid size h is defined as the maximum diameter of the elements
τhi and ρi is the radius of the largest ball contained in τhi .

• Oh is the set of open subsets of C constituted by unions of triangles of
the triangulation Th and ONh = Oh ∩ ON , the subset of those polygonal
domains for which the number of connected components of the complement
is a priori bounded by N .

• We use the implicit Euler method with time step  t = T/M , for some
M ∈ N, to discretize the heat equation (1) in time and a P1 finite element
approximation for the elliptic component. For doing that we consider the
P1 finite element space Xh ⊂ H1

0 (Ωh,�t), and we denote by ukh,�t the
discrete solution in the time step k, ukh,�t ∼ u(x, tk) where tk = k t.
We also denote by Uh,�t := (ukh,�t)

M
k=1 the vector-valued solution con-

taining the solution for all time-steps. The discrete solution we consider is
characterized by the following system:





To find ukh,�t ∈ Xh such that
(
ukh,�t − uk−1

h,�t
 t

, ϕh

)

+ a(ukh,�t, ϕh) = (fk, ϕh), ∀ϕh ∈ Xh, k = 1, . . . ,M

u0
h = ψ0,h,

(6)
where

fk =
1
 t

∫ tk

tk−�t
f(t)dt,

and ψ0,h is the orthogonal projection of ψ0 over Xh.
• We approximate J(Ω) by a well-chosen functional J�t

h (Ωh,�t) : ONh → R.
In practice this is done by keeping the same structure of the functional as
in (3) in what concerns its x-dependence and replacing the time-integral
by a discrete sum.

Thus, the discrete problem we consider is

To find Ω∗
h,�t ∈ ONh such that I�th := J�t

h (Ω∗
h,�t) = min

Ωh,�t∈ON
h

J�t
h (Ωh,�t).

(7)
As indicated above, this is a natural extension to the parabolic setting of the
elliptic optimal design problem addressed in [6] and [7].

The main result of this paper asserts that, for any fixed N , the discrete
optimal design problems (7) converge towards (5) as h → 0 and  t → 0 in
the sense that the minima converge and that the limits of Ω∗

h,�t are optimal
domains for the continuous optimization problem (5).

The techniques we employ and the results we obtain in this article can
be adapted and extended to other discretization schemes. In particular this
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can be done for the semi-discrete approximation and other time-discretization
methods of (1).

This paper is divided in five sections after this introduction. In Section 2
we recall some definitions and properties concerning Hausdorff topology, γ-
convergence, Mosco-convergence and some useful results from previous papers.
In Section 3 we prove the convergence of the numerical scheme. In Section 4
we prove the convergence of discrete optimal shapes. In Section 5 we develop
a classical optimization algorithm to obtain the optimal design in the con-
tinuous and the discrete time cases respectively. In particular, we present a
fully discrete numerical algorithm allowing to obtain an approximation of the
optimal domain. Moreover, we present in detail some numerical experiments
that allow checking the efficiency of the method. Finally, Section 6 is devoted
to summarize the main results of the paper.

2 Preliminaries

2.1 Hausdorff convergence

In this section we recall some notations and basic results.
The Hausdorff distance between two compact sets K1 and K2 of R2 is

defined by

d(K1,K2) = max
(

sup
x∈K1

inf
y∈K2

||x− y||, sup
x∈K2

inf
y∈K1

||x− y||
)

.

Fig. 1. Hausdorff distance between two compact sets

Definition 1. The complementary Hausdorff distance between two open sub-
sets Ω1 and Ω2 of C is defined by

dHc(Ω1, Ω2) = dH(C\Ω1, C\Ω2).

We denote by Hc the corresponding convergence of sets, i.e., Ωn
Hc

→Ω if only
if dHc(Ωn, Ω)→ 0.
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In addition to the set ON defined above, for any open non-empty subset
ω of C we define the class ONω of domains of ON containing ω, i.e.

ONω = {Ω ∈ ON : ω ⊂ Ω}.

The following result on the Hc-compactness of the sets ON and ONω will be
useful for addressing the optimal design problems above.

Lemma 1. ([25, 12]) For any finite N , and ω open subset of C, the sets ON
and ONω are Hc-compact.

2.2 Dependence of the dirichlet problem with respect to the
domain

For each function ϕ ∈ H1
0 (Ω), we define ϕ̃ its extension by zero to C so that

ϕ̃ ∈ H1
0 (C) (see [4]).

We recall the definition of γ-convergence and Mosco-convergence.

Definition 2. ([12]) Given a sequence (Ωn)n ⊂ O and a domain Ω ∈ O, Ωn
γ-converges to Ω, and we denote it as Ωn

γ→Ω, if

∀f ∈ H−1(C), ũΩn
→ ũΩ strongly in H1

0 (C),

where uΩn
∈ H1

0 (Ωn) is defined as the solution of the Dirichlet elliptic problem
in Ωn:

a(uΩn
, ϕ) =< f,ϕ >H−1(Ωn)×H1

0 (Ωn), ∀ϕ ∈ H1
0 (Ωn).

Definition 3. ([18]) Ωn Mosco-converges to Ω and we denote it as Ωn
Mosco→ Ω,

if

1. For all ϕ ∈ H1
0 (Ω), there exists ϕn ∈ H1

0 (Ωn) such that ϕ̃n → ϕ̃ strongly
in H1

0 (C).
2. For all subsequence of domains (Ωnk

)k, and for all ϕnk
∈ H1

0 (Ωnk
), one

has

{ϕ̃nk
⇀ w weakly in H1

0 (C)} ⇒ {∃ϕ ∈ H1
0 (Ω) such that w = ϕ̃}.

It is by now well known that these two notions coincide (see [12]), i.e. Ωn
γ→Ω

if and only if Ωn
Mosco→ Ω.

Now, let us recall some relations between Hc-convergence and γ-convergence.

Lemma 2. ([5]) If a sequence Hc-converges, then the first point of the defi-
nition of the Mosco convergence is satisfied. In other words, if Ωn converges
to Ω in Hc, then, for all ϕ ∈ H1

0 (Ω), there exists ϕn ∈ H1
0 (Ωn) such that

ϕ̃n → ϕ̃ strongly in H1
0 (C).
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In general, Hc-convergence does not imply γ-convergence, nevertheless, sev-
eral situations are known where this implication holds true. In [5], a list of
subsets U of O on which Hc-convergence implies γ-convergence is given. The
following one is due to V. Šveràk [25]:

Theorem 1. In two space dimensions, for any finite N , Hc-convergence and
γ-convergence are equivalent properties on ON .

In order to deal with the time-dependent continuous and discrete heat equa-
tions we have to work with functions depending on the time variable. The
following technical result is a natural consequence of γ-convergence for se-
quences of functions depending both on x and t.

Lemma 3. Assume that Ωj
γ→Ω and consider a sequence of functions uj in

L∞(0, T ;L2(Ωj)) ∩ L2(0, T ;H1
0 (Ωj)) satisfying

ũj ⇀ w weakly ∗ in L∞(0, T ;L2(C)) ∩ L2(0, T ;H1
0 (C)). (8)

Then w = ỹ, with y ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1
0 (Ω))

Proof (of Lemma 3). As Ωj
γ→Ω we know that Ωj

Mosco→ Ω.
Let θ ∈ L2(0, T ) be given. We obtain

ũθj (x, t) =
∫ T

0

θ(t)ũj(x, t)dt ⇀ wθ(x, t) =
∫ T

0

θ(t)w(x, t)dt in H1
0 (C).

Since ũθj ∈ H1
0 (Ωj), by the γ-convergence of the sets Ωj , we get wθ ∈ H1

0 (Ω).
By the Lebesgue Differentiation Theorem we have

w(x, t0) = lim
j→0

∫ T

0

1
2j

χ[t0−j,t0+j](t)w(x, t)dt a.e. t0 ∈ [0, T ].

Therefore, w(t) ∈ H1
0 (Ω) a.e. t ∈ [0, T ].

Now, we have to prove that the function w : [0, T ] 
→ H1
0 (Ω) is measurable.

Since H1
0 (Ω) is separable, it is sufficient to prove (see [8]) that w is weakly

measurable, i.e., that for any ϕ ∈ C∞
c (Ω), the function t 
→

∫

Ω
w(x, t)ϕ(x)dx

is measurable. According to (8),
∫

Ω
w(x, t)ϕ(x)dx is the weak ∗ limit in

L∞(0, T ) of
∫

Ω
uj(x, t)ϕ(x)dx, and, in particular, it is measurable with respect

to t.
This completes the proof of the Lemma.

3 Preliminaries on the convergence of the numerical
scheme

We first define the set of discrete admissible domains. This set is independent
of  t.
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Definition 4. For each h > 0, we consider the set Oh of subdomains of C
constituted by elements of the triangulations Th. Then we set

ONh = {Ωh ∈ Oh : #(Ωch) ≤ N}.

For all Ωh ∈ ONh , we consider the P1 finite element space Xh ⊂ H1
0 (Ωh). We

use the implicit Euler method to discretize in time and we get the discrete
system (6). At each time step k, it consist on solving a linear system of the
form

(M+ tA)ξk = ηk−1,

where ηk−1 = Mξk−1 + F k is known, with F k = (fk, ϕj), M = (ϕi, ϕj) is
the mass matrix, A = a(ϕi, ϕj) is the stiffness matrix for i, j = 1, . . . , S, and
ξk = (ξkj )

S
j=1 is the vector of the coefficients of the solution on the finite-

elements basis, i.e.

ukh,�t =
S∑

j=1

ξkj ϕj ,

(ϕj)Sj=1 being the basis functions for Xh. Obviously M + tA is symmetric
and positive definite so that the system above is solvable.

We recall that, for a fixed bounded domain Ω with Lipschitz boundary, the
fully discrete solutions ukh,�t converge to the solution u of the continuous heat
equation (1) as h → 0 and  t → 0. The proof of this result is based on the
classical consistency plus stability analysis. In particular, the implicit method
(6) is unconditionally stable with respect to the L2(0, T ;H1

0 (Ω))-norm.
The following estimate on the rate of convergence is also well known. Given

ψ0 ∈ H2(Ω), for each k = 1, ...,M it follows that (see Section 11.3, pp. 394,
Corollary 11.3.1, [21]):

||ukh,�t − u(tk)||L2(Ω) ≤ ||ψ0,h − ψ0||L2(Ω)

+Ch2
(

|ψ0|H2(Ω) +
∫ tk

0

∣
∣
∣∂tu(s)

∣
∣
∣
H2(Ω)

)

+ t
(∫ tk

0

∣
∣
∣

∣
∣
∣∂2
t u(s)

∣
∣
∣

∣
∣
∣
L2(Ω)

)

, (9)

where the seminorm in H2(Ω) is denoted by | · |H2(Ω) and the norm in L2(Ω)
is denoted by || · ||L2(Ω).

Remark 1. We choose the implicit method for the time-discretization because
it is unconditionally stable, so that the choice of  t is dictated from accuracy
requirements only. Recall that, by the contrary, explicit methods are condi-
tionally stable, and, therefore, they require the time-step  t to be sufficiently
small with respect to the spatial mesh size h.

In the analysis of the convergence of the optimal design problems we will
need to pass to the limit in the solution of the discrete problems towards
those of the continuous heat equation when the domain varies. The following
Proposition provides the needed convergence result:
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Proposition 1. Let Ω ∈ ON be given. Let Ωh,�t ∈ ONh be a sequence such

that Ωh,�t
Hc

→Ω.
Then ũkh,�t → ũ strongly in L2(0, T ;H1

0 (C)) when h→ 0 and  t→ 0.

Remark 2. This convergence property holds for the piecewise constant or lin-
ear extension of ũkh,�t to all t ∈ [0, T ]. For the sake of simplicity we denote it
simply as ũkh,�t.

Proof (of Proposition 1). Let us denote by X̃h the vector space of all functions
of Xh extended by zero to C.

Let ϕ(x, t) = σ(t)ω(x) ∈ C∞
c (Ω × [0, T ]) be given. We define the time

discrete test function:

ϕk = σkω(x) = σ(tk)ω(x), k = 1, ...,M

and ϕ̃k = σkω̃(x) its extension by zero to C.
The equation (6) can be rewritten as follows,

∫

C

ũkh,�t − ũk−1
h,�t

 t
ϕ̃kdx +

∫

C
∇ũkh,�t · ∇ϕ̃kdx =

∫

C
fkϕ̃kdx, k = 1, ...,M.

Taking the test function ϕ̃k = ũkh,�t and rewriting

ũkh,�t =
 t

2
ũkh,�t − ũk−1

h,�t
 t

+
ũkh,�t + ũk−1

h,�t
2

,

we get

||ũkh,�t||2L2(C) − ||ũ
k−1
h,�t||2L2(C)

2 t
+ ||ũkh,�t||2H1

0 (C) ≤
1
2
||fk||2L2(C) +

1
2
||ũkh,�t||2L2(C).

Therefore, we conclude that

||ũkh,�t||L2(0,T ;H1
0 (C)) ≤ c1[||f̃ ||L2(0,T ;L2(C)) + ||ψ̃0,h||L2(C)]

for any h and  t.
Thus, up to the extraction of subsequences, ũkh,�t weakly converges in

L2(0, T ;H1
0 (C)) to w. We have to show that its limit coincides with ũ, u being

the solution of (1), to later prove strong convergence. By Lemma 3, we know
that there exists y ∈ L2(0, T ;H1

0 (Ω)) such that w = ỹ.
Now, let us prove that y = u and that the convergence holds in the strong

topology.
First we prove that y = u. Observe that the solution u of (1) is character-

ized by the fact that u ∈ C([0, T ];L2(Ω)) ∩ L2(0, T ;H1
0 (Ω)) and
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




−
∫ T

0

∫

Ω

uσtωdxdt +
∫

Ω

ψ0σ(0)ω(x)dx−
∫ T

0

∫

Ω

∇u · σ∇ωdxdt

=
∫ T

0

∫

Ω

fσωdxdt,

∀σ(t)ω(x) ∈ H1(Ω × (0, T )) s.t. σ(t)ω(x)|∂Ω×[0,T ] = 0 and σ(T ) ≡ 0.

We have to prove that y is the solution of the previous equation.
We have

M∑

k=1

∫

C

ũkh,�t − ũk−1
h,�t

 t
σkω̃hdx +

M∑

k=1

∫

C
∇ũkh,�t · σk∇ω̃hdx =

M∑

k=1

∫

C
fkσkω̃hdx.

By Lemma 3.1 pp. 17, [7], there exists ω̃h ∈ Xh such that ω̃h → ω̃ strongly in
H1

0 (C) as h→ 0.
Adding by parts we get

−
∫ T

0

∫

C
ũkh,�t

σk+1 − σk

 t
ω̃hdxdt−

∫

C
ψ̃0,hσ

0ω̃hdx

+
∫ T

0

∫

C
∇ũkh,�t · ∇ω̃hσ

kdxdt =
∫ T

0

∫

C
fkσkω̃hdxdt. (10)

On the other hand
∣
∣
∣
σk+1 − σk

 t
− σt(t)

∣
∣
∣ ≤

∣
∣
∣
σk+1 − σk

 t
− σt(tk)

∣
∣
∣+

∣
∣
∣σt(t)− σt(tk)

∣
∣
∣

≤ C( t)||σtt||L∞(0,T ).

Furthermore, we know that ũkh,�t ⇀ ỹ weakly in L2(0, T ;H1
0 (C)). Thus, we

can pass to the limit in equation (10) and get

−
∫ T

0

∫

C
ỹσtω̃dxdt−

∫

C
ψ̃0σ(0)ω̃dx+

∫ T

0

∫

C
∇ỹ ·σ∇ω̃dxdt =

∫ T

0

∫

C
fσω̃dxdt.

Using that ỹ is vanishes on C\Ω and ỹ = y on Ω we have that y satisfies the
same equation on Ω. So y = u.

Now, we prove the strong convergence in L2(0, T ;H1
0 (C)). For ũ the energy

estimate yields
∫ T

0

∫

C
|∇ũ|2dxdt +

1
2
||ũ(T )||2L2(C) =

1
2
||ũ(0)||2L2(C) +

∫ T

0

∫

C
fũdxdt. (11)

For ũkh,�t taking as test function ϕ̃kh = ũkh,�t we get

 t

M∑

k=1

∫

C
|∇ũkh,�t|2dx +

1
2

∫

C
|ũMh,�t|2dx =

1
2

∫

C
|ũ0
h,�t|2dx

+ t
M∑

k=1

∫

C
fkũkh,�tdx. (12)
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Under the assumptions on the initial data and the weak convergence in
L2(0, T ;H1

0 (C)) we can easily pass to the limit in the right hand side term of
(14). On the other hand, by weak convergence of the solutions and the weak
lower semi-continuity of norms, we have

||∇ũ||2L2(0,T ;L2(C)) +
1
2
||ũ(T )||2L2(C)

≤ lim inf
h

[
||∇ũkh,�t||2L2(0,T ;L2(C)) +

1
2
||ũMh,�t||2L2(C)

]

=
1
2
||ũ(0)||2L2(C) +

∫ T

0

∫

C
fũdxdt.

On the other, by the energy identity (13) for the heat equation (1) we deduce
that

||∇ũkh,�t||2L2(0,T ;L2(C)) +
1
2
||ũMh,�t||2L2(C) → ||∇ũ||2L2(0,T ;L2(C)) +

1
2
||ũ(T )||2L2(C).

This, together with weak convergence, implies the strong convergences:

ũkh,�t → ũ in L2(0, T ;H1
0 (C)).

ũMh,�t → ũ(T ) in L2(C).

Note that, in the proof above, we have used the weak convergence of ũMh,�t
towards ũ(T ) in L2(C). This is due to the uniform bounds on (14), the weak
convergence in L2(0, T ;H1

0 (C)) and a classical compactness argument which
uses the Aubin-Lions Lemma and the equation satisfied by ũMh,�t which al-
lows getting uniform bounds on the time-derivative of its piecewise linear and
continuous extension in time in L2(0, T ;H−1(C)).

4 Convergence of discrete optimal shapes

The question we address here is the numerical approximation of the optimal
design problem (5). In particular, we address the issue of whether the discrete
optimal shapes for a suitable discretization of the above problem converge in
Hc to a continuous optimal shape. As we shall see, the answer to this question
is positive if the discrete optimization problem is conveniently built, as above,
in the context of finite element approximations.

The triangulation Th being fixed, for any h > 0, the number of triangular
domains in ONh under consideration for the discrete optimal design problem
(7) is finite. Thus, the existence of discrete optimal shapes is obvious, and we
denote them by Ω∗

h,�t.
Now, we prove that any limit in Hc of discrete optimal shapes is an optimal

domain for the continuous optimal design problem.
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Theorem 2. Let J be the functional as in (3). Suppose that the discretization
J�t
h of J has been chosen such that:

1. If Ω,Ωh,�t ∈ ON are such that Ωh,�t
Hc

→Ω, then J�t
h (Ωh,�t) → J(Ω)

when h→ 0 and  t→ 0.

Then, the discrete optimal design problems (7) converge as h→ 0 and  t→ 0
to the continuous one (5) in the sense that

(a) J�t
h reaches its minimum on ONh for all h > 0 and  t > 0.

(b) Any accumulation point as h → 0,  t → 0 in the topology Hc of any
sequence

(

Ω∗
h,�t

)

h,�t
of discrete minimizers is a continuous minimizer.

(c) The whole sequence
(

I�th
)

h,�t
converges to I.

Remark 3. Similar results hold in the class ONω of domains.

Proof (of Theorem 2). Let (Ω∗
h,�t)h,�t be a sequence of discrete minimizers

for problem (6). Any Ω∗
h,�t belongs to ON which is Hc-compact. Let Ωap

be an accumulation point of this sequence. By Lemma 1 Ωap ∈ ON . From
Proposition 1 we have

ũkh,�t → ũΩap strongly in L2(0, T ;H1
0 (C)),

where uΩap is the solution of the continuous problem (1) in Ωap. Due to the
assumption of the Theorem, we obtain

I�th = J(Ω∗
h,�t)→ J(Ωap) when h→ 0 and  t→ 0. (13)

Let us now check that Ωap is a minimizer for J .

Given Ω ∈ ON , there exist Ωh ∈ ONh such that Ωh
Hc

→Ω (see Section 4.2.1,
[7]). For each h and  t, we have

I�th ≤ J�t
h (Ωh).

Passing to the limit in this inequality and using (13) and hypothesis 1, we
obtain J(Ωap) ≤ J(Ω) for all Ω ∈ ON . This proves points a) and b) of the
theorem.

Also, we have seen that the only accumulation point of the sequence(

I�th
)

h,�t
is nothing but I.

Remark 4. We have proved that any limit in Hc of discrete optimal shapes is
an optimal domain for the continuous optimal design problem. The obtention
of convergence rates would be of interest, but this subject is completely open.
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5 Gradient calculations: A numerical approach

5.1 Preliminaries

We have proven that the discrete optimal shapes converge in Hc to an optimal
shape for the continuous problem. Now we address the problem of efficiently
computing the discrete optimal shapes. Despite of the fact that, for h > 0
and  t > 0 given, the existence of the discrete optimal shapes is trivial,
its computation may be rather complex because of the very large number of
existing admissible domains.

The search of the discrete optimal shapes is usually performed by gradient
type methods. The main idea of these methods is to iterate in the discrete
domain using the information provided by the gradient of the functional with
respect to perturbations of the domain in the continuous framework. This gra-
dient can be calculated using classical methods of differentiation with respect
to the domain (see [9, 16, 19, 20]).

As far as we know, the convergence of an iterative method based on these
ideas is not proved so far. In fact, in principle, taking into account that the
information we are using to iterate on the discrete domains comes from the
continuous framework, it is not even clear that the discrete functional de-
creases along the iteration. We refer to [9] and [19] for an analysis of the
comparison between discrete and continuous gradients. As we shall see, how-
ever, the method turns out to be efficient in practice.

The second drawback of this procedure is that it is based on tools coming
from the differentiation with respect to the shape of the domain. This requires
a minimal amount of regularity of the domains under consideration and, con-
sequently, can not be applied in the general geometric setting in which our
convergence result in Theorem 2 has been established.

The use of differentiation with respect to domain deformations can be
fully justified by restricting the class of admissible domains to consider only
sufficiently smooth ones (see [22, 23, 24]). In that setting the existence of
optimal domains can be proved by classical regularity and compactness results
for the solutions of the PDE under consideration both in the elliptic and the
parabolic case (see [16, 17]). However, as far as we know, the convergence of
these iterative numerical methods is still to be proved in this context too.

Let us now describe how to use differentiation with respect to the domain
to build an iterative method for searching optimal shapes.

5.2 A example for the continuous problem

Consider the functional

J(Ω) =
1
2

∫ T

0

∫

Ω

|∇(u− ũE)|2dxdt, (14)
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where uE is the solution of the problem (1) in the domain E that we want to
recover. Obviously the solution of this minimization problem is Ω = E. We
use it as a test of the efficiency of our method.

The aim of this section is to obtain an expression for the variation of the
functional (14). The main tool is the so-called shape differentiation ([16, 20,
22]). To do this, we consider normal variations of the domain and the new
domains of the form

Ω + α = {x + α(x) : x ∈ Ω},

where α represents the variations of Ω, with α ∈ C2. These variations α are
assumed to be small enough and oriented along the normal direction over the
boundary ∂Ω. This induces a variation on the solution: δu = u(Ω+α)−u(Ω).
Differentiating in (14) we obtain

〈δJ(Ω), α〉 =
1
2

∫ T

0

∫

Γ

α|∂n(u− ũE)|2dσdt +
∫ T

0

∫

Ω

∇(u− ũE) · ∇(δu)dxdt

(15)

where Γ = ∂Ω.
On the other hand, differentiating the state equation (1) we have (see

[16, 20, 22]) 




δut − (δu) = 0 Ω × [0, T ],
δu = −α(∂nu) Γ × [0, T ],
δu(0) = 0 Ω.

(16)

Let φ ∈ H1(0, T ;L2(Ω))∩L2(0, T ;H2(Ω)∩H1
0 (Ω)). Multiplying the previous

equation by φ and integrating by parts, we get

0 =
∫ T

0

∫

Ω

[−φt − φ]δudxdt +
∫

Ω

φ(T )δu(T )dx−
∫ T

0

∫

Γ

∂n(δu)φdσdt

+
∫ T

0

∫

Γ

(∂nφ)δudσdt.

Let us choose φ as the solution of the adjoint problem





−φt − φ = − (u− ũE) Ω × [0, T ],
φ = 0 Γ × [0, T ],
φ(T ) = 0 Ω.

(17)

Multiplying this equation (17) by δu and integrating by parts we get
∫ T

0

∫

Ω

∇(u− ũE) · ∇(δu)dxdt−
∫ T

0

∫

Γ

∂n(u− ũE)δudσdt

= −
∫ T

0

∫

Ω

φtδudxdt−
∫ T

0

∫

Ω

 φδudxdt

=
∫ T

0

∫

Ω

φ[δut − (δu)]dxdt−
∫ T

0

∫

Γ

(∂nφ)δudσdt.
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Therefore,
∫ T

0

∫

Ω

∇(u− ũE) · ∇(δu)dxdt =
∫ T

0

∫

Γ

α(∂nu)(∂nφ)dσdt

−
∫ T

0

∫

Γ

α∂n(u− ũE)∂nudσdt. (18)

Taking (18) in (15) we obtain

〈δJ(Ω), α〉 =
1
2

∫ T

0

∫

Γ

α|∂n(u− ũE)|2dσdt +
∫ T

0

∫

Γ

α(∂nu)(∂nφ)dσdt

−
∫ T

0

∫

Γ

α∂n(u− ũE)∂nudσdt

=
∫ T

0

∫

Γ

α
(

∂n(u− ũE)
(1

2
∂n(u− ũE)− ∂nu

)

+ ∂nu∂nφ
)

dσdt.

In this way we obtain the following expression for the variation of J :

〈δJ(Ω), α〉 =
∫ T

0

∫

Γ

α
(

− 1
2

(

(∂nu)2 − (∂nũE)2
)

+ ∂nu∂nφ
)

dσdt. (19)

Note that using the adjoint state, the expression of 〈δJ(Ω), α〉 in (15) has been
simplified. Indeed, in the final one (19), the variation of the state δu does not
enter. This is a significant improvement since, according to (16), computing
δu would require solving an initial boundary value problem for each α. In view
of (19), it is sufficient to compute the adjoint solution φ and then an integral
for each α.

5.3 Optimization algorithm

We introduce a full-discretization of the functional (14):

J�t
h (Ωh,�t) =

 t

2

M∑

k=1

∫

Ωh,�t

|∇(ukh,�t − ũE)|2dx. (20)

We discretize the adjoint problem (17) in the same way as the state equation,
i.e. let φkh,�t ∈ Xh be the solution of






∫

Ωh,�t

φkh,�t − φk+1
h,�t

 t
ϕdx +

∫

Ωh,�t

(∇φkh,�t) · (∇ϕ)dx

=
∫

Ωh,�t

∇(ukh,�t − ũE) · ∇ϕdx ∀ϕ ∈ Xh, k = 1, . . . ,M,

φM+1
h,�t = 0.

(21)
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We discretize (19) to get an approximate estimate of the variation of the
discrete functional (20):

〈δJ�t
h (Ωh,�t), α〉 ∼  t

M∑

k=1

∫

Γh,�t

α
(

− 1
2

(

(∂nukh,�t)
2 − (∂nũE)2

)

+(∂nukh,�t)(∂nφ
k
h,�t)

)

dσ. (22)

Note that both in the continuous and the discrete case ∂nu = ∇u · n.
We denote by Γint the interior boundary of the domain, and Γout the outer

one, and by τhi
− the triangles belonging to in Γint and τhi

+ those in Γout. The
inner τhi

− and outer triangles τhi
+ are linked by the fact that they have a

common edge on the boundary Γh, and Fh is the set of nodes of the boundary
(see Fig. 2).

Fig. 2. Outer and inner boundaries of the domain, Γout and Γint respectively.

As we mentioned above, in the continuous case the deformations α consid-
ered are oriented in the normal direction along the boundary. In the discrete
setting it is natural to interprete this fact by considering perturbations in
which one adds triangles τhi

+ or drops τhi
− depending how they contribute to

the decrease of the functional.
To do this we compute the contribution of each edge of the boundary to

the gradient of the discrete functional as follows:

δJ�t
h (Ωjh,�t)

∣
∣
∣
Γ j

h,�t∩τh
i

− :=  t

M∑

k=1

∫

Γ j
h,�t∩τh

i
−

(

− 1
2

(

(∂nukh,�t)
2 − (∂nũE)2

)

+(∂nukh,�t)(∂nφ
k
h,�t)

)

dσ, (23)
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the contribution of the edge Γ jh,�t∩τhi
− to this approximation of the variation

of the functional J�t
h .

The functional J�t
h (Ωh,�t) being defined on a finite number of polygonal

domains its continuous derivative is not well defined. But (23) provides an
approximation to its change rate locally on each edge of the boundary. How-
ever one has to interprete the estimated variation in (23) in the context of the
given triangulation and the possible polygonal configurations.

To do this, given a discrete domain, in view of (23), we analyze the con-
tribution of each one of its boundary triangles, both inner and outer ones,
and we obtain the new domain adding or cutting triangles based on their
contribution to decreasing the value of J�t

h (see [9, 16, 17, 19, 20]).

To compute δJ�t
h (Ωjh,�t)

∣
∣
∣
Γ j

h,�t∩τh
i

− , according to (23), we need to solve

the discrete state equation (6) and the discretization of the adjoint problem
(21) with Ωh,�t = Ωjh,�t.

For each node of the boundary, � ∈ Fh, we compute the variation of the
functional at this node as the average of the variation of the funcional in the
edges Γ jh,�t ∩ τhi

− containing the node �. We denote by δJ�t
h (Ωjh,�t)

∣
∣
∣
�

the
variation of the functional at the node �.

Following this procedure, the new domain Ωjh,�t is obtained from the pre-
vious one Ωj−1

h,�t adding the triangles containing the node � where the contri-

bution of δJ�t
h (Ωjh,�t)

∣
∣
∣
�

is negative, and cutting ones where its contribution
is positive.

We explain this procedure in more detail below.
Let us now describe the algorithm. We fix a tolerance TOL > 0.

1. We choose h > 0 and  t > 0 and construct the mesh Th of C.
2. Consider the initial guess Ω0

h,�t = C.
3. Iteration scheme, j ≥ 0. It is applied while |J�t

h (Ωjh,�t)| > TOL:
a) Solve the discrete state problem (6) with Ωh,�t = Ωjh,�t.
b) Solve the adjoint discrete problem (21) with Ωh,�t = Ωjh,�t.

c) Compute δJ�t
h (Ωjh,�t)

∣
∣
∣
Γ j

h,�t∩τh
i

− as in (23).

d) Compute δJ�t
h (Ωjh,�t)

∣
∣
∣
�
.

e) Deformation of the domain.
We build the new domain Ωj+1

h,�t as follows:

Ωj+1
h,�t = Ωjh,�t

⋃

{τh� : δJ�t
h (Ωjh,�t)

∣
∣
∣
�
< 0} \ {τh� : δJ�t

h (Ωjh,�t)
∣
∣
∣
�
> 0},

where τh� are the triangles that contain the node �.
f) Compute the functional (20) in the new domain Ωj+1

h,�t.
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g) We take Ωjh,�t = Ωj+1
h,�t and go back to the beginning of this iteration

scheme.

5.4 Numerical results

All the numerical experiments we present here have been performed with a
Pentium M 715 processor and 512 MB RAM.

Let the set C be the rectangle (−1.5, 1.5)× (−1, 1). We consider problems
(1) and (5), with force term f = 1, initial data ψ0(x, y) = sin(2πx) and where
the functional to be minimized is

J(Ω) =
1
2

∫ T

0

∫

Ω

|∇(u− ũE)|2dxdt, (24)

where uE is the solution of the problem (1) in the domain E that we want to
recover, and u is the solution in Ω.

Numerical experiment # 1

We take T = 20,  t = 0.1 and h = 0.19197. This time the computation is
done over a mesh of 206 nodes and 372 triangles. Our goal is to recover the
circle E (see Fig 3).

Fig. 3. The unknown body

In order to do this, we compute uE , the solution of the problem (6) in the
domain E, then we minimize the functional (24) by the algorithm that we
have described in the previous section.

Figure 4 depicts the evolution of the domain with respect to the iteration j.
We find the circle E in 6 steps and 3621 seconds (CPU time). Figure 5 depicts
the evolution of the cost function. As expected, the limit of the sequence Ωj
is close to the circle E.

Numerical experiment # 2

We take T = 20,  t = 0.1 and h = 0.31062. This time the computation is
done over a mesh of 118 nodes and 213 triangles. Now, our goal is to recover
E as in Fig. 6 bellow:
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Fig. 4. Evolution of the domain converging to the circle E

Fig. 5. Evolution of the functional (24)

Fig. 6. The unknown body
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Figure 7 depicts the evolution of the domain with respect to the iteration
j. In this case, we find E in 5 steps and 1768 seconds (CPU time). Figure 8
depicts the evolution of the cost function.

Fig. 7. Evolution of the domain converging to E

Fig. 8. Evolution of the functional (24)
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Numerical experiment # 3

We take T = 20,  t = 0.1 and h = 0.14509. This time the computation is
done over a mesh of 281 nodes and 506 triangles. Now, our goal is to recover
E as in Fig. 9 bellow:

Fig. 9. The unknown body

Figure 10 depicts the evolution of the domain with respect to the iteration
j. In this case, we find E in 6 steps and 6866 seconds (CPU time). Figure 11
depicts the evolution of the cost function.

Fig. 10. Evolution of the domain converging to E
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Fig. 11. Evolution of the functional (24)

Numerical experiment # 4

We take T = 20,  t = 0.1 and h = 0.13798. This time the computation is
done over a mesh of 284 nodes and 516 triangles. Now, our goal is to recover
E as in Fig. 12 bellow:

Fig. 12. The unknown body

Figure 13 depicts the evolution of the domain with respect to the iteration
j. In this case, we find E in 6 steps and 10372 seconds (CPU time). Figure 14
depicts the evolution of the cost function.
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Fig. 13. Evolution of the domain converging to E

Fig. 14. Evolution of the functional (24)

6 Conclusions

We have considered the problem of numerically approximating optimal shapes
in the context of the 2D linear heat equation with Dirichlet boundary con-
ditions. We have addressed the issue of whether discrete optimal shapes for
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a suitable discretization of the original continuous optimal design problem
provide an approximation of the continuous optimal shape.

We have developed a P1 finite-element approximation in space and an
implicit discretization in time for which this convergence result holds in the
2D case, in the class of domains with an a priori bounded number of holes,
introduced by V. Šverák ([25]). According to our results convergence holds in
the complementary-Hausdorff topology.

Our results can be extended to a more general framework of evolution
problems provided a number of properties are guaranteed: (a) the continuous
dependence of the solution of the PDE with respect to the domain on which
it is posed, and (b) the Hc-compactness of the set of admissible continuous
domains. These continuity properties, and the convergence properties of the
numerical scheme under consideration, allow proving sufficient continuity con-
ditions of numerical schemes with respect to the numerical mesh, to guarantee
the convergence of the optimal shapes.

These results extend to the evolution framework those previously devel-
oped in [6] and [7] in the elliptic case.

Then, we use a classical iterative optimization algorithm to obtain a nu-
merical approximation of the discrete optimal domains. Using differentiation
with respect to the domain, we can find explicit formulas of the approximate
variation of the discrete functional to build numerical methods for the search
of the discrete optimal shape, by means of the solution of the discrete adjoint
problem. The convergence of the iterative numerical methods we obtain by
this procedure is not proved but its efficiency is illustrated by various experi-
ments.
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Summary. We present a multilayer Saint-Venant system for the simulation of 3D
free surface flows. A precise analysis of the shallow water assumption leads to a set of
coupled Saint-Venant type systems. For each time dependent layer, a Saint-Venant
type system is solved on the same 2D mesh by a kinetic solver using a finite volume
framework. We validate the model by comparisons with Navier-Stokes solutions.

1 Introduction

In this paper, we present a multilayer Saint-Venant system for the simula-
tion of 3D free surface flows. The idea is to introduce, when the hydrostatic
assumption is valid, an alternative to the solution of the free surface Navier-
Stokes system, leading to a precise description of the vertical profile of the
horizontal velocity while preserving the robustness and the computational ef-
ficiency of the usual Saint-Venant system. This study generalizes the work of
Audusse [1] to the 3D problem with slow varying bottom (see also [4]).

In Section 2, we recall the incompressible Navier-Stokes equations, the
boundary conditions and the hydrostatic approximation. The multilayer Saint-
Venant system is described in Section 3 and the associated numerical method
in Section 4. A numerical example is presented in Section 5.

2 Navier-Stokes equations and hydrostatic
approximation

We consider the classical incompressible Navier-Stokes system

∇.U = 0, (1)
∂U
∂t

+∇.(U⊗U) = ∇.σ + g, (2)
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with the stress tensor σ given by

σ = −pIId + µ[∇U + (∇U)T ] (3)

and where U = (u, v, w) is the velocity, u = (u, v) is the horizontal velocity,

p is the pressure, g represents the gravity forces, g =





0
0
−g



 and µ is the

viscosity coefficient.
We consider a free surface flow (see Fig. 1), so we assume

Z(x, y) ≤ z ≤ H(t, x, y) = h(t, x, y) + Z(x, y)

with Z(x, y) the bottom elevation and h(t, x, y) the water depth.
On the bottom we prescribe an impermeability condition

U.n = 0 (4)

and a friction condition given by a Navier law

(σ.n).t = −κ U.t (5)

with κ a Navier coefficient, n a unit outward normal and t a tangential vector.
For applications, we use also the Strickler friction.

On the free surface, the kinematic boundary condition is satisfied

∂H

∂t
+ u(t, x, y,H).∇H − w(t, x, y,H) = 0 (6)

and also the no stress condition

σ.n = 0. (7)

Then we introduce the shallow water assumption. We consider two character-
istic dimensions H and L in the vertical and horizontal directions respectively
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and we assume that H is small compared to L, so we can write ε = H
L with ε

a small parameter. We assume also slow varying bottom ([4]). We introduce
dimensionless variables and we obtain a dimensionless Navier-Stokes system
(see [1, 4]). By an asymptotic analysis, we deduce the approximation at zero
order in ε of the system (1)–(7) which gives the horizontally inviscid hydro-
static model

∇.U = 0, (8)
∂u
∂t

+∇(u⊗ u) +
∂uw
∂z

+∇p = µ
∂2u
∂z2

, (9)

∂p

∂z
= −g, (10)

with the boundary conditions

w(t, x, y, Z(x, y)) = 0, (11)

µ
∂u
∂z

(t, x, y, Z(x, y)) = κ u(t, x, y, Z(x, y)), (12)

∂u
∂z

(t, x, y,H(t, x, y)) = 0, (13)

p(t, x, y,H(t, x, y)) = 0. (14)

The system is still associated with the kinematic boundary condition (6).
Taking into account the pressure boundary condition on the free surface

(14), the equation (10) is equivalent to

p(t, x, y, z) = g(H(t, x, y)− z). (15)

3 A Multilayer saint-venant system

In order to define a vertical discretization of the system (8)–(14), we introduce
a discretization of the water domain in the z direction (see Fig.2). For some
M ∈ IN we define M intermediate water heights Hα(t, x, y) such that

0 = H0(t, x, y) ≤ H1(t, x, y) ≤ H2(t, x, y) ≤ ...

... ≤ HM−1(t, x, y) ≤ HM (t, x, y) = h(t, x, y).

Then for each layer we define its water height hα(t, x, y) by

∀α ∈ {1,M}, hα(t, x, y) = Hα(t, x, y)−Hα−1(t, x, y),

and so
M∑

α=1

hα(t, x, y) = h(t, x, y).
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Fig. 2. Water domain discretization in the z direction

We assume that the interfaces are advected by the flow.
We also define an average velocity Uα(t, x, y) by

∀α ∈ {1,M}, Uα(t, x, y) =
1

hα(t, x, y)

∫ Hα

Hα−1

u(t, x, y, z)dz. (16)

An extension of the arguments in [1] leads to the following result:

The multilayer Saint-Venant system with friction defined by

∂hα
∂t

+ ∇.(hαUα) = 0, (17)

∂hαUα
∂t

+ ∇ (hαUα ⊗Uα) + ghα∇h = −ghα∇Z

−καUα + 2µα
Uα+1 −Uα
hα+1 + hα

− 2µα−1
Uα −Uα−1

hα + hα−1
, for α = 1, ...,M (18)

with

κα =
{
κ if α = 1,
0 if α 	= 1, µα =






0 if α = 0,
µ if α = 1, ...,M − 1,
0 if α = M.

results from a formal asymptotic approximation in O(ε), coupled with a verti-
cal discretization, of the hydrostatic model and therefore of the Navier-Stokes
equations.

The multilayer Saint-Venant system satisfies some fundamental properties
(see [1]), we just mention here that the multilayer system (17)–(18) preserves
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the positivity of the water height in each layer. It preserves also the steady-
state of still water.

However the formulation of the multilayer system (17)–(18) has two main
drawbacks. The pressure terms are not in a conservative form and thus their
definition is not obvious when shocks occur. And if we consider a two layers
system satisfying

Uα(t, x, y) = U(t, x, y) + O(ε) ∀α = 1, 2, (19)

we verify (see [1]) that the two layers system is not hyperbolic.
In order to define a stable approximation of the multilayer system, it is

shown in [1] that the following new set-up of the same system but with a
conservative form of the left hand side is better

∂hα
∂t

+ ∇.(hαUα) = 0, (20)

∂hαUα
∂t

+ ∇ (hαUα ⊗Uα) +
g

2
∇(hαh) =

g

2
h2∇(

hα
h

) − ghα∇Z

−καUα + 2µα
Uα+1 −Uα
hα+1 + hα

− 2µα−1
Uα −Uα−1

hα + hα−1
, for α = 1, ...,M (21)

4 Numerical method

In this section we give some short information concerning space and time
discretization of the system (20)–(21).

With ∆t the time step, knowing the solution (hnα,U
n
α) at time tn, we

compute the solution at time tn+1 with an explicit treatment of the hyperbolic
part (left hand side), of the non conservative pressure source term and of the
bottom topography term, and an implicit treatment of the viscous and friction
terms, so the scheme is written:

hn+1
α − hnα

∆t
+ ∇.(hnαU

n
α) = 0, (22)

hn+1
α Un+1

α − hnαU
n
α

∆t
+ ∇ (hnαU

n
α ⊗Unα) +

g

2
∇(hnαh

n)

=
g

2
(hn)2∇(

hnα
hn

)− ghnα∇Z (23)

−καUn+1
α + 2µα

Un+1
α+1 −Un+1

α

hn+1
α+1 + hn+1

α

− 2µα−1

Un+1
α −Un+1

α−1

hn+1
α + hn+1

α−1

, for α = 1, ...,M

We notice that hn+1
α is obtained explicitly and Un+1

α is the solution of a
tridiagonal M ×M linear system.

Concerning the space discretization, we consider finite volumes defined on
an unstructured mesh. For the hyperbolic part, the fluxes at the interfaces
are computed by a kinetic solver analogous to the one explained in details in
[2] for the Saint-Venant system. Here the Gibbs equilibrium for the layer α is
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Mα(t, x, y, ξ) =
hα(t, x, y)
c2(t, x, y)

χ(
ξ −Uα(t, x, y)

c(t, x, y)
), (24)

with c(t, x, y) =
√
gh(t,x,y)

2 , and the notations defined in [2].
To discretize the bottom topography term we generalize the hydrostatic

reconstruction [3] in order to preserve steady state of still water.
We define:
• a piecewise constant approximation of the bottom topography Z(x, y)

Zi =
1
|Ci|

∫

Ci

Z(x, y)dxdy, (25)

with |Ci| the area of the cell Ci surrounding the node Pi,
• an interface topography (we denote Zij , Zji the values at the interface

between nodes Pi and Pj)

Zij = Zji = max(Zi, Zj), (26)

• an hydrostatic reconstructed total water depth

hij = (hi + Zi − Zij)+, (27)

• a proportional reconstructed water depth for each layer

hα,ij = hα,i
hij
hi

. (28)

For the non conservative source term of the right hand side h2∇(hα

h ) we use
the following approximation Sα,i which has proved to be robust and gives
stable results

Sα,i = min
j

(h2
ij) minmod (∇Tk

(
hα
h

)) (29)

where ∇Tk
denotes the constant gradient on each triangle surrounding the

node Pi.
The vertical velocity is an output variable and is deduced from the imper-

meability condition at the bottom and the integration in z of the incompress-
ibility condition (8).

5 Numerical results

We compare the results obtained with the multilayer system described above
and the hydrostatic Navier-Stokes solver “Telemac” presented in [5]. The main
ingredients of the Telemac solver are finite elements, operator splitting, semi-
implicit scheme, σ transformation (A.L.E. type transformation) along vertical
axis.

We consider a classical test, a stationary transcritical flow over a parabolic
bump and the geometric data are the following: channel length ≈ 21 m, chan-
nel width ≈ 2 m, bump length ≈ 5.75 m, bump height ≈ 0.2 m. At the inflow
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boundary, the given discharge is 2.m3/s and at the outflow the prescribed
water depth is 0.6 m. The vertical viscosity is 10−2m2/s and the Strickler co-
efficient is 30. The results shown in Figures (3)–(6) have been obtained with
6 layers along the vertical axis (1452 nodes, 2620 triangles for the 2D mesh).
We can see the good agreement of the results obtained with the two different
models though the approximation of the velocities are different (constant by
layer or piecewise linear). The CPU times are 10 minutes for the multilayer
and 33 minutes for the hydrostatic Navier-Stokes solver.

(a) Multilayer Saint-Venant model

(b) Hydrostatic Navier-Stokes model

Fig. 3. Horizontal velocities

(a) Multilayer Saint-Venant model

(b) Hydrostatic Navier-Stokes model

Fig. 4. Vertical velocities
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Fig. 5. Free surface comparisons. Multilayer Saint-Venant model (red line) and
hydrostatic Navier-Stokes model (green dotted line).
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Fig. 6. Vertical profiles of horizontal velocity . Comparison of the multilayer (red
crosses) and of the hydrostatic Navier-Stokes (green lines) solutions.
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Summary. This paper is concerned with the numerical approximation of bed-load
sediment transport due to water evolution. We introduce an unified formulation for
several bed-load models. Some numerical simulations are presented.4

1 Sediment transport model

In order to understand and predict geomorphological evolutions in coastal
seas and estuaries a model, which describes the dynamics of the water motion
and bed-load sediment transport movement, is needed.

In this paper, the hydrodynamical model is given by shallow water equa-
tions, and the morphological model is modelized using a bed evolution equa-
tion. Both systems can be written as a coupled system of conservations laws,
with non-conservative products and source terms. The model equations are
described in Section 1.4.

1.1 Hydrodynamical model: shallow water equations

The system of equations governing a flow of a shallow layer of fluid through a
straight channel with a constant rectangular cross-section is given by the well
known shallow water model,

4 This research was partially supported by Spanish Government Research Projects
BFM2003-07530-C02-01 and BFM2003-07530-C02-02.
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




∂h

∂t
+

∂q

∂x
= 0,

∂q

∂t
+

∂

∂x

(
q2

h
+

1
2
gh2

)

= gh
dH

dx
− ghSf .

(1)

In this system, it is supposed that the fluid is homogeneous and inviscid;
coordinate x refers to the axis of the channel, t is the time; h(x, t) is the
thickness of the fluid layer and q(x, t) represents the mass-flow, being q(x, t) =
h(x, t)u(x, t) where u(x, t) is the velocity of the fluid; g is gravity and H(x)
the depth function measured from a fixed level of reference (AR).

The term Sf models bottom friction, that it is supposed given by a Man-
ning’s law,

Sf =
gη2u2

R
4/3
h

, (2)

being η the Manning coefficient. Rh is the hydraulic ratio, that can be apro-
ximated by h.

To study bed-load sediment transport it is necessary to consider a sediment
layer of thickness zb, and a fixed layer (without sediments), with thickness
given by zf = −H + AR. In this case, system (1) can be rewritten as,






∂h

∂t
+

∂q

∂x
= 0,

∂q

∂t
+

∂

∂x

(
q2

h
+

1
2
gh2

)

= −gh∂zb
∂x

+ gh
dH

dx
− ghSf .

(3)

h
AR

H

zf

zb

Fig. 1. Sediment layer over a fixed bed

1.2 Morphological model

The continuity sediment equation models bed-load sediment transport. The
temporal variation of sediment layer must be equal to the total variation of
the solid transport.

The expression of the conservation law of sediment volume is given by,
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∂zb
∂t

+ ξ
∂qb
∂x

= 0. (4)

zb(x, t) represent the sediment layer; ξ = 1/(1− ρs) where ρs is the sediment
porosity. qb denotes the solid transport flux, that depends on fluid velocity
qb = qb(h, q).

1.3 Flux of bed-load sediment transport equations

In the literature there are several formulae for qb, which have been obtai-
ned using different empirical methods, studying hydrodynamical problems in
rivers, currents in coastal areas, etc. Some of the most popular equations are
(see [4, 5, 6]),

• Grass equation uses the hypothesis that sediment movement begins at the
same time as fluid movement,

qb = Ag
q

h
u|u|mg−1, 1 ≤ mg ≤ 4 (5)

where, the constant Ag (s2/m) is determined using experimental data, and
its value is between 0 and 1. Usually the constant mg is set to mg = 3.

• Meyer-Peter&Muller equation is a flux formula based on the size of the
grain of a porous media. The expression of qb is obtained from the following
identity:

qb
√

(G− 1)gd3
i

= sgn(u)8 (τ∗ − τ∗c)
3/2 ; (6)

where, τ∗c = 0.047 is the critical stress shear; di denotes grain size. G = γs

γ
is the rate between the specific weight of the fluid, γ, and the specific weight
of the sediment, γs. Finally, u is fluid velocity and, τ∗ denotes the shear
stress whose expression is:

τ∗ =
τ

(γs − γ)di
where τ =

γη2u2

R
1/3
h

. (7)

Note that bed-load transport occurs when the bed shear stress τ∗ exceed
the critical value τ∗c.

Other models that can be found in literature are: Nielsen, Van Rijn,
FL&Van Beek, etc.

Unified formulation

The different formulae of qb can be written under an unified formulation in
this way,

qb = c1g2(h, q)(c2 + c3g1(h, q))m, (8)

where c1, c2, c3 and m are constants and g1, g2 are functions of h and q.
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1.4 One-dimensional coupled model

The one-dimensional model used to modelize the bed-load sediment transport
due to water movement, is obtained coupling the shallow water system (3) and
the conservation law of the sediment volume (4), resulting the following cou-
pled system of conservations laws with non-conservative products and source
terms:






∂h

∂t
+

∂q

∂x
= 0,

∂q

∂t
+

∂

∂x

(
q2

h
+

1
2
gh2

)

= −gh∂zb
∂x

+ gh
dH

dx
− ghSf ,

∂zb
∂t

+ ξ
∂qb
∂x

= 0.

(9)

If a new variable S is defined by S = H − zb, and taking into account

that
∂S

∂t
= −∂zb

∂t
, is possible to re-write the system (9) as a coupled system

of conservation laws with a non-conservative product and a source term SF :

∂W

∂t
+

∂F (W )
∂x

= B(W )
∂W

∂x
+ SF , (10)

where,

W =





h
q
S



 , F =







q

q2

h
+

1
2
gh2

−ξqb






, B(W ) =





0 0 0
0 0 gh
0 0 0



 , SF =







0

−ghSf
0






.

(11)

2 Finite volume method for non conservative hyperbolic
systems

The friction term SF will be discretized in a semi-implicit way. So, in what
follows, to simplify notation, we can forget the friction term and work with
the system:

∂W

∂t
+

∂F (W )
∂x

= B(W )
∂W

∂x
, (12)

Note that, (12) can be written as a non-conservative hyperbolic system,

∂W

∂t
+A(W )

∂W

∂x
= 0, (13)

where,
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A(W ) = A(W )−B(W ) =










0 1 0

− q2

h2
+ gh 2

q

h
−gh

−ξ ∂qb
∂h

−ξ ∂qb
∂q

0










, (14)

being A(W ) the jacobian matrix of F (W ). Let us assume that the system is
hyperbolic, that is, the eigenvalues of matrix A(W ), {λj , j = 1, 2, 3} are real
and distinct.

In order to construct a numerical scheme for solving (13), computing cells
Ii = [xi−1/2, xi+1/2] are considered. Let us suppose for simplicity that the cells
have constant size, ∆x, and that xi+1/2 = i∆x. We will note xi = (i−1/2)∆x,
the center of the cell Ii. Let ∆t be the constant time step and define tn = n∆t.
Noting by Wn

i the approximation of the cell averages of the exact solution
provided by the numerical scheme, that is,

Wn
i
∼= 1

∆x

∫ xi+1/2

xi−1/2

W (x, tn)dx. (15)

Then, the numerical scheme advances in time by solving Linear Riemann pro-
blems at each intercell at time tn and taking the averages of their solutions
on the cells at time tn+1. Under usual CFL conditions, the resulting scheme
can be written:

Wn+1
i = Wn

i +
(
Gi+1/2 −Gi−1/2

)

+
∆t

2∆x

(
Bi−1/2(Wn

i −Wn
i−1) + Bi+1/2(Wn

i+1 −Wn
i )
)
,

(16)

where,

Gi+1/2 =
1
2
(
F (Wn

i ) + F (Wn
i+1)

)
− 1

2
Di+1/2

(
Wn
i+1 −Wn

i

)
; (17)

being Di+1/2 the viscosity matrix of the scheme. Depending on the choice of
this matrix, different schemes are obtained. Roe method is obtained by

Di+1/2 =
∣
∣Ai+1/2

∣
∣ = K

(
Wn
i ,W

n
i+1

) ∣
∣L
(
Wn
i ,W

n
i+1

)∣
∣K−1

(
Wn
i ,W

n
i+1

)
, (18)

where Ai+1/2 is the Roe matrix for the states Wn
i and Wn

i+1. Li+1/2 is a
diagonal matrix whose coefficients are the eigenvalues of Ai+1/2:

λ
i+1/2
1 < λ

i+1/2
2 < λ

i+1/2
3 ,

and Ki+1/2 is a 3× 3 matrix whose columns are the associated eigenvectors.
Other definitions of matriz Di+1/2 can be obtained including flux limiters.

The basic idea is to use Lax-Wendroff method in the regular parts of the
solution.
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3 High order schemes based on state reconstruction

Methods based on state reconstruction are built using the following procedure:
given a first order scheme with numerical flux function G(U, V ), a reconstruc-
tion operator of order p is considered, that is, an operator that associates to
each given sequence of states, Wi, two new sequences W+

i+1/2, W−
i+1/2 in a

way that, whenever

Wi =
1
∆x

∫

Ii

W (x)dx,

for some smooth function W , then:

W±
i+1/2 = W (xi+1/2) + O(∆xp).

In [3], a high order numerical scheme based on the state reconstruction
for coupled systems of conservation laws with non-conservative products like
(12) is obtained. The space discretization is provided by:

W
′

i =
∆t

∆x

(

G̃i−1/2 − G̃i+1/2

)

+
∆t

2∆x

(

Bi−1/2 ·
(

W+
i−1/2 −W−

i−1/2

)

+ Bi+1/2 ·
(

W+
i+1/2 −W−

i+1/2

))

+
∆t

∆x
IB,i

(19)
where,

G̃i−1/2 =
1
2

(

F
(

W−
i+1/2

)

+ F
(

W+
i+1/2

))

− 1
2
Di+1/2 ·

(

W+
i+1/2 −W−

i+1/2

)

,

(20)
being Di+1/2 the viscosity matrix given in (18).
Moreover,

IB,i =
∫ xi+1/2

xi−1/2

B
[
P ti
] d

dx
P ti (x)dx, (21)

being P ti a regular function provided by the reconstruction operator and de-
fined at every cell Ii, verifying (see [3] to details),

lim
x→x+

i−1/2

P ti (x) = W+
i−1/2(t); lim

x→x−
i+1/2

P ti (x) = W−
i+1/2(t). (22)

The time discretization is provided by a TVD method such RK2 or RK3
proposed in [1].
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4 Numerical test: comparison with an analytical solution

Hudson and Sweby in [4] propose a family of asymptotic analytical solutions
for the Grass model, when the constant Ag < 10−2, supposing that the
sediment layer zb is present over all the domain, and the fluid movement is
slow, with a constant flow q. We have considered an analytical solution of this
family given by:

h = 10− zb(x, t), q = 10 ,

where,

zb(x, t) =






0.1 + sin2

(
π (xo − 300)

200

)

if 300 ≤ xo ≤ 500,

0.1 otherwise,
(23)

where xo is the solution of the equation,





x = xo + Ag ξ mg 10mg t

(

10− sin2

(
π (xo − 300)

200

) )−(mg+1)

if 300 ≤ xo ≤ 500,

x = xo + Ag ξ mg t/10 otherwise.

We consider a rectangular channel with length L = 1000 meters, dis-
cretized with 250 cells. The CFL parameter is set to 0.8. The sediment porosity
is set by ρ0 = 0.4. The constant Ag of Grass formula (5) is set to Ag = 0.001
(weak interaction) and mg = 3. Free boundary conditions are considered and
the initial condition is given by:

h(x, 0) = 10− zb(x, 0), q(x, 0) = 10,

zb(x, 0) =






0.1 + sin2

(
π (x− 300)

200

)

if 300 ≤ x ≤ 500;

0.1 otherwise.
(24)

In Figures 2, 3, 4 the analytical solution (continued line) is compared with
the approximation provided by different numerical schemes. In Figure 2 the
first order Roe method is compared with the second order Roe-flux limiter
scheme. In Figure 3 the second order Roe-Flux limiter scheme is compared
with the second order Roe-Weno2-RK2 scheme. Finally, in Figure 4 the com-
parison between the third order Roe-Weno3-RK3 scheme and the second order
Roe-Weno2-Rk2 scheme is provided. The best approximation is obtained, as
expected, using the third order Roe-Weno3-RK3 scheme.
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Fig. 2. Roe-Flux limeter (dotted line) and
Roe-Euler (dash line)
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Fig. 3. Roe-Flux limiters (dash line). Re-
construction Weno2-Rk2 (dotted line)
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Fig. 4. Reconstruction: Weno2-Rk2 (dotted line), Weno3-Rk3 (dash line)
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Departament de Matemàtica Aplicada. Universitat de València
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Summary. We review a conservative finite difference shock capturing scheme that
has been used by our research team over the last years for the numerical simula-
tions of complex flows [3, 6]. This scheme is based on Shu and Osher’s technique [9]
for the design of highly accurate finite difference schemes obtained by flux recon-
struction procedures (ENO, WENO) on Cartesian meshes and Donat-Marquina’s
flux splitting [4]. We then motivate the need for mesh adaptivity to tackle realistic
hydrodynamic simulations on two and three dimensions and describe some details
of our Adaptive Mesh Refinement (AMR) ([2, 7]) implementation of the former fi-
nite difference scheme [1]. We finish the work with some numerical experiments that
show the benefits of our scheme.

1 Introduction

This work is concerned with the numerical solution of hyperbolic systems of
conservation laws of the form:

{
Ut +

∑d
i=1 Fi(U)xi

= 0
U(x, 0) = U0(x),

(1)

where U = (U1, . . . , Um)T , x = (x1, . . . , xd), Ui : R
d −→ R and Fi : R

m −→
R
m, by means of a numerical scheme built from Shu-Osher’s conserva-

tive finite-difference formulation [9], a fifth order weighted essentially non-
oscillatory (WENO) interpolatory technique, Donat-Marquina’s flux-splitting
[4], and a third order TVD Runge-Kutta ODE solver [9], merged with the
adaptive mesh refinement (AMR) algorithm [2].

∗ Research supported by EUCO Projects HPRN-CT-2002-00282 and HPRN-CT-
2002-00286
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The paper is organized as follows: in Sect. 2 we review the numerical
method used to solve (1) on a fixed grid. In Sect. 3 we review the AMR
technique and we explain our implementation of the method described in
Sect. 2 within the AMR framework. In Sect. 5 we experimentally validate our
algorithm. Finally, the conclusions are pointed out in Sect. 5.

2 Finite-difference Shu-Osher schemes

Shu and Osher [9] proposed a finite-difference scheme to solve (1) based on
highly accurate conservative approximations of the fluxes Fi(U), to ease multi-
dimensional extensions. This dimensional-splitting facility allows us to restrict
the exposition to the one dimensional case, i.e., d = 1 in (1). In this case system
(1) is written as:

{
Ut + F (U)x = 0
U(x, 0) = U0(x). (2)

We will denote by Un = {Unj }j the vector of the numerical approximations
to the exact solution U(x, t) of (2) at the points (xj , tn), , where xj = (j+ 1

2 )∆x
and tn = n∆t. We start with the case of a scalar conservation law, i.e., m = 1
in (2).

The key idea of Shu-Osher’s formulation is to express the derivative of the
flux as a finite difference. For an (unknown) function φ such that

F (U(x, t)) =
1
∆x

∫ x+ ∆x
2

x−∆x
2

φ(s)ds,

we have

F (U(x, t))x =
φ(x + ∆x

2 )− φ(x− ∆x
2 )

∆x
.

The conservation law (2) is thus equivalent to

Ut +
φ(x + ∆x

2 )− φ(x− ∆x
2 )

∆x
= 0. (3)

We can apply a method of lines to solve (3) to obtain a conservative scheme
if we approximate the values φ(x + ∆x

2 ) using the known values of the cell-
averages of the function φ (i.e. the values F (U(xj , t))) in the mesh. We denote
by F̂j+ 1

2
such a reconstruction in the cell interface xj+ 1

2
.

This reconstruction can be performed with the same methods used in the
classical finite-volume formulation, in which the point-values of the conserved
variables are reconstructed from its cell-averages. The time accuracy is ob-
tained by a high order ODE solver.

The extension to systems is performed by local characteristic decomposi-
tions and Donat-Marquina’s flux splitting [4]. The idea is that the numerical
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flux F̂j+ 1
2

is the sum of contributions of the characteristic fluxes correspond-
ing to cells [xj− 1

2
, xj+ 1

2
] and [xj+ 1

2
, xj+ 3

2
]. The contribution corresponding to

the p-th field at each contributor cell takes into account the sign of the corre-
sponding eigenvalue λp(U) and is consistent with the characteristic structure
of the Jacobian Matrix at the cell.

At a given cell interface xj+ 1
2
, we compute two sided interpolations UL,R

j+ 1
2

of the conserved variables. The values coming from the left, UL
j+ 1

2
, and from

the right, UR
j+ 1

2
, are computed using high order essentially non-oscillatory

interpolation procedures with upwind biased stencils that contain the points
xj and xj+1, respectively.

At each point xk belonging to some upwind biased stencil that contains
the given cell interface xj+ 1

2
, these interpolated quantities are used to define

two sets of characteristic variables wL,Rp,k = lp(U
L,R

j+ 1
2
) · Uk and characteristic

fluxes FL,Rp,k = lp(U
L,R

j+ 1
2
) · F (Uk), where lp(U), rp(U) stand for normalized left

and right eigenvectors of the Jacobian matrix F ′(U) corresponding to the
eigenvalue λp(U). Upwind characteristic fluxes are then computed according
to the characteristic speeds at both sides, except at sonic points, at which a
local Lax-Friedrichs splitting (see [9]) is applied.

Let R(g−s1 , . . . , gs2 , x) denote the evaluation at x of a reconstruction based
on cell-averages gj of a function at some s1 +s2 +1 adjacent cells (we use here
the WENO5 procedure [5]). The algorithm to compute the numerical fluxes
at xj+ 1

2
is as follows:

if λp(U) does not change sign in a path in phase space connecting Uj and Uj+1

if λp(Uj) > 0
ψL

p,j = R(F L
p,j−s1 , . . . F L

p,j+s2 , xj+ 1
2
)

ψR
p,j = 0

else
ψL

p,j = 0
ψR

p,j = R(F R
p,j−s1+1, . . . F

R
p,j+s2+1, xj+ 1

2
)

else
ψL

p,j = R( 1
2
(F L

p,j−s1 + αj+ 1
2
wL

p,j−s1), . . .
1
2
(F L

p,j+s2 + αj+ 1
2
wL

p,j+s2), xj+ 1
2
)

ψR
p,j = R( 1

2
(F R

p,j−s1+1−αj+ 1
2
wR

p,j−s1+1), . . .
1
2
(F R

p,j+s2+1 − αj+ 1
2
wR

p,j+s2+1), xj+ 1
2
)

With the numerical flux defined as

F̂j+ 1
2

=
∑

p

ψLp,jrp(U
L
j+ 1

2
) + ψRp,jrp(U

R
j+ 1

2
), (4)

the spatial semi-discretization of (2)
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∂Uj
∂t

+
F̂j+ 1

2
− F̂j− 1

2

∆x
= 0 (5)

is then solved with a high order ODE solver. We have used a third order TVD
Runge-Kutta ODE solver [9].

For higher space dimensions, this scheme admits a straightforward tenso-
rial (dimension by dimension) extension. Each flux function Fi(U)xi

in (1) is
discretized using the one-dimensional algorithm in the i− th coordinate, and
the ODE solver is then applied to the semi-discrete system

∂Uj
∂t

+
d∑

i=1

F̂i,j+ 1
2
− F̂i,j− 1

2

∆x
= 0

A more detailed description of the overall algorithm can be found in [6].

3 Adaptive mesh refinement for Shu-Osher schemes

The mesh size ∆x imposes a limit in the features of the numerical solution
that can be resolved by a numerical scheme. To be able to resolve phenomena
whose physical scale is small we need very fine computational grids, thus
increasing the computational cost of the calculation.

Since fine grids are usually needed only in a part of the computational
domain (where the solution has non-smooth structure) the resolution of the
computational grid can be increased locally. We have adopted the adaptive
mesh refinement technique of Berger et al. [2].

The AMR algorithm uses a grid hierarchy G0, . . . , GL−1, where Gl is
formed by the union of Cartesian patches Gl,k of uniform mesh size. The
grids at different levels are nested, i.e. Gl+1 ⊆ Gl (our description implies
that Gl+1 is finer than Gl).

As singularities move as time advances the grid system has to be adapted
in a way such that singularities cannot move from a given grid to a coarser
one before the grid is adapted

Given a grid Gl the adaption process obtains a grid at level l + 1 that
will substitute the existing grid Gl+1. This new grid will take into account
the features of the recently computed solution at Gl. The adaption process
consists of three main building blocks: first a procedure decides which cells of
the grid Gl have to be refined to form the grid Gl+1. Since the main three
kind of singularities that appear in the solutions of hyperbolic systems of
conservation laws constitute variations in the solution or in the gradient of the
solution it could be enough to use the gradient of the solution as an indicator
of the presence of such discontinuities. If the change in some seminorm of the
gradient (e.g., the absolute value of the density component of the gradient for
Euler equations or some norm of the gradient for general equations) of the
solution between two adjacent cells is above a given tolerance Rtol, then both
cells are flagged for refinement.
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Once the coarse grid has been flagged we add a certain number of safety
flags to ensure that the cells adjacent to a singularity are refined. The safety
flags will avoid singularities to escape from the fine grid during one coarse
time step.

The cells corresponding to the fine grid will be composed by the sub-
division of the coarse cells flagged for refinement. The second process obtains,
from a given set of flagged cells, a set of Cartesian mesh patches containing
all the flagged cells, and possibly some non-flagged cells. A parameter Ctol
controls the percentage of non-flagged cells that can be admitted into a patch.
Finally, the third process transfers a numerical solution to the newly created
grid. The numerical solution can come from three sources: interpolation from
the coarser grid, copy from the grid at level l + 1 that existed before the
adaption, or the application of boundary conditions.

A leading principle of the AMR algorithm is that each Cartesian mesh
patch can be integrated by the basic numerical scheme independently of any
other patch. To this aim each mesh patch is augmented by some ghost cells
that are filled with a numerical solution prior to the integration of the patch.
This feature allows the AMR algorithm to integrate each grid with a time
step coherent with its mesh size, so that the Courant number ∆tl

∆xl
remains

constant independently of l. This time refinement is expected to reduce the
number of cell updates needed to integrate the whole grid hierarchy from time
t to time t + ∆t0, with respect to a fixed grid of size ∆xL−1.

Once the grid hierarchy has been evolved from time t to time t+∆tl, the
numerical solution in a grid Gl+1 is more precise than in a coarser grid Gl so
the coarse solution is modified conservatively using information coming from
the fine grid. This process is performed by modifying the numerical fluxes at
the interfaces of cells in Gl with the numerical fluxes computed in Gl+1, in
the regions in which both grids overlap. Then the numerical solution at Gl
is modified according to the new fluxes. This projection from fine fluxes to
coarse fluxes entails communication among grids and is fundamental for the
efficiency of the algorithm.

As stated above, the main issue to be taken into account is to ensure
that singularities cannot escape from fine to coarse grids. In [7] it is shown
that, for the linear advection equation it is enough to adapt a grid Gl after
all grids Gl+1, . . . , GL−1 have been evolved until time t + ∆tl, provided that
the Courant numbers do not depend on l, the typical CFL condition ∆t0

∆x0
is satisfied for the coarsest grid and at least one safety flag is added in the
adaption process. The integration and adaption processes can be organized in
a way such that the adaption process follows the integration process in the
correct order, see [7, 1].
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4 Numerical examples

To validate our algorithm we take two particular instances of the Riemann
problems for gas dynamics described in [8], which have been used as test
problems in other adaptive schemes (see e.g. [3]). Our setup is identical to the
one in [3] for both problems.

We consider the Euler equations in two dimensions, Ut+F (U)x+G(U)y =
0, where

U =







ρ
ρu
ρv
E







, F =







ρu
ρu2 + p
ρuv

u(E + p)







, G =







ρv
ρuv

ρv2 + p
v(E + p)







, (6)

where ρ is the density, u and v are the velocity components of the fluid in the
x and y directions respectively, E = p

γ(φ) + 1
2ρ(u

2 + v2) is the total energy
The internal energy is given by the equation of state

p = (γ − 1)ρε. (7)

The computational domain consists of the unit square. Four (constant) dif-
ferent states, initially separated by simple one-dimensional waves are evolved
in time. In the first test case the four states are separated by shock waves.
The initial data is as follows:

U(x, 0) = U0(x) =






UA if 0.75 ≤ x ≤ 1 and 0.75 ≤ y ≤ 1
UB if 0 ≤ x < 0.75 and 0.75 ≤ y ≤ 1
UC if 0 ≤ x < 0.75 and 0 ≤ y < 0.75
UD if 0.75 ≤ x ≤ 1 and 0 ≤ y < 0.75

, (8)

where the respective values of UA, UB and UC and UD are taken from the
initial states:

ρA = 1.5, uA = 0, vA = 0, pA = 1.5,
ρB = 0.5323, uB = 1.206, vB = 0, pB = 0.3,
ρC = 0.138, uC = 1.206, vC = 1.206, pC = 0.029,
ρD = 0.5323, uD = 0, vD = 1.206, pD = 0.3.

We have used a coarse mesh of 100× 100 cells to discretize the computa-
tional domain. Three levels of refinement with all refinement factors set to 2
have been used to obtain a resolution equivalent to a fixed grid of 400× 400
cells. In this experiment we have used the following parameters: the CFL con-
dition has been set to 0.25, the refinement parameter is Rtol = 3.0 and the
clustering parameter is Ctol = 0.8. In Fig. 1 we display a contour plot of the
numerical solution at time t = 0.8 as computed with a fixed grid of 400× 400
cells and with the AMR algorithm.

The second test corresponds to a 4-contact configuration, with initial data
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U(x, 0) = U0(x) =






UA if 0.5 ≤ x ≤ 1 and 0.5 ≤ y ≤ 1
UB if 0 ≤ x < 0.5 and 0.5 ≤ y ≤ 1
UC if 0 ≤ x < 0.5 and 0 ≤ y < 0.5
UD if 0.5 ≤ x ≤ 1 and 0 ≤ y < 0.5

(9)

where
ρA = 1 , uA = 0.75, vA = −0.5, pA = 1,
ρB = 2 , uB = 0.75, vB = 0.5, pB = 1,
ρC = 1 , uC = −0.75, vC = 0.5, pC = 1,

ρD = 3 , uD = −0.75, vD = −0.5, pD = 1.

We compute the numerical solution with the same grids as in the first
experiment, and with parameters CFL = 0.3, Rtol = 5.0 and Ctol = 0.8 (see
Fig. 2). In both results we can see that the AMR algorithm has been able
to resolve all the structure of the solution with the same quality as with the
fixed grid algorithm. With this setup at time t = 0.8 the AMR algorithm has
computed a 24.71% of integrations with respect to the fixed grid algorithm
and has required a 30.20% of computational time for the 4-shock problem,
corresponding to the initial data (8), and a 39.59% of integrations with a
39.65% of computational time in the 4-contact problem, corresponding to the
initial data (9).
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Fig. 1. Contour plot (30 lines) of the density computed with the AMR algorithm
(left) and with a fixed grid algorithm (right) for the initial data (8)

5 Conclusions

We have presented a numerical method for the solution of hyperbolic systems
of conservation laws, obtained by the combination of a fifth order high resolu-
tion shock capturing scheme, built from Shu-Osher’s conservative formulation
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Fig. 2. Contour plot (30 lines) of the density computed with the AMR algorithm
(left) and with a fixed grid algorithm (right) for the initial data (9)

[9], a fifth order weighted essentially non-oscillatory (WENO) interpolatory
technique [5] and Donat-Marquina’s flux-splitting method [4] , with the adap-
tive mesh refinement technique of Berger et al. [2], in the simplified form pro-
posed by Quirk [7]. The scheme inherits the robustness of Donat-Marquina’s
basic scheme and has shown to be able to resolve the structure of the numer-
ical solution with an accuracy comparable to the computations made with
fixed grids, with a significant reduction of the computational cost.

References

1. Baeza, A., Mulet, P.: Adaptive mesh refinement techniques for high order shock
capturing schemes for hyperbolic systems of conservation laws, GrAN report
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The accuracy of low order numerical methods for the shallow water equations
is improved by using vector reconstruction techniques based on matrix valued
radial basis functions. Applications to geophysical fluid dynamics problems
show that these reconstruction techniques allow to maintain important dis-
crete conservation properties while greatly reducing the error with respect to
low order discretizations.

1 Finite volume methods for shallow water models

The shallow water equations result from the Navier-Stokes equations when
the hydrostatic assumption holds and only barotropic and adiabatic motions
are considered. They can be written as

∂h

∂t
+∇ ·

(

Hv
)

= 0, (1)

∂v
∂t

+ (v · ∇)v = −fk× v − g∇h. (2)

Here, v denotes the two-dimensional velocity vector, k is the radial unit vec-
tor perpendicular to the plane on which v is defined (or to the local tangent
plane, in case of applications in spherical geometry), h is the height of the fluid
layer above a reference level, H = h − hs is the thickness of the fluid layer,
hs is the orographic or bathymetric profile, g is the gravitational constant
and f is the Coriolis parameter. Eulerian-Lagrangian discretizations for the
shallow water equations using formulation (1), (2) have been proposed in [5],
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[6], which couple a mass conservative, semi-implicit discretization on unstruc-
tured Delaunay meshes to an Eulerian-Lagrangian treatment of momentum
advection. The resulting methods are highly efficient because of their mild
stability restrictions, while mass conservation allows for their practical (and
successful) application to a number of pollutant and sediment transport prob-
lems. A key step of the Eulerian-Lagrangian method is the interpolation at
the foot of characteristic lines, which in the papers quoted above is performed
by RT0 elements (see e.g. [9]) or by low order interpolation procedures based
on area weighted averaging. These interpolators have at most first order con-
vergence rate and can introduce large amounts of numerical diffusion, thus
making their application questionable especially for long term simulations.
Another widely used formulation for applications to large scale atmospheric
dynamics is the so called vector invariant form (see e.g. [11]), in which the
momentum equation is rewritten as:

∂v
∂t

= −(ζ + f)k× v −∇
(

gh + K
)

. (3)

Here, ζ is the component of relative vorticity in the direction of k and K de-
notes the kinetic energy. This formulation is usually the starting point for the
derivation of energy, potential enstrophy and potential vorticity preserving
discretizations (see e.g. [1]). Eulerian discretizations of equations (1),(3) have
been proposed in [3, 4], which preserve discrete approximations of mass, vor-
ticity and potential enstrophy. These properties are important for numerical
models of general atmospheric circulation, especially for applications to cli-
mate modelling. The two time level, semi-implicit scheme proposed in these
papers used RT reconstruction to compute the nonlinear terms in the dis-
cretization of (3).

In this paper, vector interpolators based on the technique of matrix val-
ued Radial Basis Functions (RBF) proposed in [7] are applied to improve the
accuracy of the above mentioned Eulerian or Eulerian-Lagrangian finite vol-
ume solvers. The use of matrix RBF interpolators allows to achieve this goal
without having to resort e.g. to higher order RT elements, which would make
more difficult or impossible to preserve the important discrete conservation
properties of the methods reviewed above. For simplicity, in this paper we
restrict ourselves to the two dimensional case, although all the results and the
methods can be generalized to 3D. Although in general this is not sufficient
to raise the convergence order of the overall methods, models employing RBF
reconstructions display significantly smaller errors and have in general less nu-
merical dissipation, making their use attractive for a number of applications.
More extensive tests of the accuracy of matrix valued RBF reconstructions
have been reported in [2].
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2 Matrix valued Radial Basis Functions for vector field
reconstruction

In this section, the vector reconstruction based on RBF proposed in [7] is
briefly summarized in a context that is appropriate for the applications to hy-
drodynamic models. Similar applications of scalar RBF reconstructions have
been presented e.g. in [10].

Consider a set of N distinct points in the plane xi, i = 1, . . . , N, xi ∈ R2,
and assume that for each xi a two dimensional unit vector ni is given. Consider
then a smooth vector field u : R2 → R2. The interpolation data are the values
ui = u(xi) ·ni. The interpolation problem consists of the reconstruction of the
field u(x) at an arbitrary point x ∈ R2, given the values ui. This problem can
be reformulated as follows: consider the vector valued distribution denoted
formally by λi = δ(x− xi) ·ni, whose action on a vector valued function f(x)
is such that (λi, f) = f(xi) · ni. Given a matrix valued radial basis function

Φ(x) =
[
φ11(x) φ12(x)
φ21(x) φ22(x)

]

,

where the functions φij are e.g. Gaussian or multiquadric kernels, the convo-
lution Φ ∗ λi is defined according to [7] as

Φ ∗ λi(x) =
[
φ11(x− xi)n1

i + φ12(x− xi)n2
i

φ21(x− xi)n1
i + φ22(x− xi)n2

i

]

where ni = [n1
i , n

2
i ]
T . The interpolation problem consists then of finding co-

efficients cj , j = 1, . . . , N and a vector valued polynomial p(x) such that
the vector valued distribution denoted formally by λ =

∑N
j=1 cjλj and the

polynomyal p satisfy the conditions (λi,Φ ∗ λ + p) = ui, i = 1, . . . , N.
Furthermore, if u is actually a polynomial, the polynomial p determined by
this procedure should coincide with u. These conditions can be rewritten as

N∑

j=1

cj(λi,Φ ∗ λj + p) = ui, i = 1, . . . , N.

It can be seen that determination of the coefficients cj , j = 1, . . . , N requires
the inversion of the interpolation matrix A = (ai,j)i,j=1,...,N whose entries are
given by ai,j = (λi,Φ ∗λj). Conditions under which this matrix is symmetric
and positive definite are given in [7]. In the simple case in which it is assumed
that no polynomial constraint is imposed and that Φ = φI, where I is the
identity matrix and φ is a single scalar radial basis function, the problem
reduces for example to

∑N
j=1 cjφ(xi − xj)ni · nj = ui, i = 1, . . . , N.
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3 Applications to environmental modelling

Numerical results obtained with the models described in section 1 will now be
presented. In all cases, it will be shown that RBF vector reconstruction leads
to a substantial improvement of the accuracy of the considered methods. For
all the tests, we employed a reconstruction using the Gaussian or multiquadric
RBF. The polynomial reproduction constraint, when applied, imposed exact
reproduction of constant vectors. A simple 9 point stencil has been adopted,
using the normal velocity components to the edges of the triangle on which the
reconstruction is being carried out and to the edges of its nearest neighbours
(i.e. of the triangles which have common edges with it).
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Fig. 1. Relative decay in total energy for Eulerian-Lagrangian model, computed
using RT reconstruction (full line) and RBF reconstruction with 9 points stencil
(dotted line) in a free oscillations test.

Firstly, the results obtained with the Eulerian-Lagrangian method of [6]
will be discussed. In this context, the RBF reconstruction can be used as
opposed to RT0 elements when performing the interpolation at the foot of the
characteristics. In a first test, a square domain of width 20 m was considered,
which was discretized by an unstructured triangular mesh with 3984 elements
and 2073 nodes. A constant basin depth of 2 m was assumed. At the initial
time, still water was assumed and the free surface profile was taken to be
a gaussian hill centered at the center of the domain, with amplitude 0.1 m
and standard deviation 2 m. In absence of any explicit dissipative term, the
total energy of the system should be conserved. The free oscillations of the
fluid were simulated for a total of 6 s with a time step ∆t = 0.01 s. The time
evolution of total energy is shown in figure 1, while the height field computed
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at various timesteps is shown in figures 2, 3. It can be observed that the energy
dissipation caused by the interpolation of the Eulerian-Lagrangian method is
reduced by 40% if the RBF reconstruction is used, while the values of the
maxima and minima in the height field are improved by approximately 20%.
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Fig. 2. Height field computed using RT reconstruction for the Eulerian-Lagrangian
method in free oscillations test at time (a) t = 4 s and (b) t = 6 s.
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Fig. 3. Height field computed using RBF reconstruction with 9 points stencil for
Eulerian-Lagrangian method in a free oscillations test at time (a) t = 4 s and (b)
t = 6 s.

Similar experiments have also been carried out with an Eulerian discretiza-
tion of the shallow water equations in spherical geometry. In this particular
case, a three-time level, semi-implicit time discretization was coupled to the
potential enstrophy preserving spatial discretization of [4], using either the
Raviart Thomas algorithm or a vector RBF reconstruction of the velocity
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field necessary for the solution of equation (3). The algorithm performance
was studied when applied to test case 3 of the standard shallow water suite
[11], which consists of a steady-state, zonal geostrophic flow with a narrow
jet at midlatitudes. For this test case, an analytic solution is available, so
that errors can be computed by applying the numerical method at different
resolutions (denoted by the refinement level in a dyadic refinement proce-
dure starting from the regular icosahedron, see [4] for a complete description
of the grid construction). The values of the relative error in various norms
as computed at day 2 with different spatial resolutions and with time step
∆t = 1800 s is displayed in Tables 1, 2 for Raviart Thomas algorithm and
vector RBF reconstruction, respectively. It can be observed that, although
the convergence rates remain approximately unchanged (due to the fact that
the approximately second order discretization of the geopotential gradient was
the same in both tests), the errors both in the height and velocity fields have
decreased by an amount that ranges between 30% and 50% approximately.

Table 1. Relative errors in shallow water test case 3 with RT reconstruction for
nonlinear terms.

Level l2 error, h l2 error, v l∞ error, h l∞ error, v

3 7.42e-3 0.25 2.53e-2 0.33
4 1.94e-3 5.9e-2 8.1e-3 9.1e-2
5 6.05e-4 1.27e-2 2.9e-3 1.87e-2
6 2.54e-4 3.19e-3 1.24e-3 4.17e-3

Table 2. Relative errors in shallow water test case 3 with 9 points RBF reconstruc-
tion for nonlinear terms.

Level l2 error, h l2 error, v l∞ error, h l∞ error, v

3 7.27e-3 0.16 2.08e-2 0.17
4 1.52e-3 3.38e-2 6.74e-3 5.77e-2
5 4.05e-4 7.7e-3 1.7e-3 1.22e-2
6 1.45e-4 2.11e-3 4.8e-4 2.89e-3

We have then considered the nonstationary test case 6 of [11], for which
the inital datum consists of a Rossby - Haurwitz wave of wavenumber 4. This
type of wave is an analytic solution for the barotropic vorticity equation and
can also be used to test shallow water models on a time scale of up to 10-
15 days. Plots of the meridional velocity component at simulation day 5 are
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Fig. 4. Meridional velocity in shallow water test case 5, computed using (a) RT0
reconstruction (b) RBF reconstruction with 9 points stencil. Contour lines spacing
is 15 m s−1.

shown in figure 4, as computed with a timestep of ∆t = 600 s on a spheri-
cal quasi-uniform triangular mesh with a spatial resolution of approximately
400 km. It can be observed for example that, when using RT0 reconstruction,
the meridional velocity field obtained is much less regular than in the case
of matrix RBF reconstruction, which compares better with results obtained
in reference high resolution simulations. Furthermore, the total energy loss
is reduced in the RBF computation by approximately 30%, thus improving
the energy conservation properties of the model, which conserves potential
enstrophy but not energy as discussed in [4].
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Concerning the computational cost of RBF reconstructions, it should be
observed that, in the case of Eulerian models, it is possible to carry out most of
the RBF computations at startup, so that the extra computational cost due to
the use of RBFs is approximately 20% of the cost of a model run using simple
RT0 reconstruction. On the other hand, in the case of Eulerian-Lagrangian
models, the extra computational cost is higher than in the Eulerian case, since
the RBF coefficients have to be recomputed at each time step for each of the
trajectory departure points.
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Abstract. We investigate the hierarchical structure of hexagonal kinetic mod-
els as a tool for the numerical simulation of the Boltzmann equation. This is of
use for a number of applications, e.g. in the context of domain decomposition
and of multigrid techniques.

1 Introduction

Due to the development of hexagonal kinetic models [3] there is an efficient
tool available for the numerical simulation of rarefied gas flows [5]. This tool
has been proven to be numerically efficient, is reliable from a theoretical point
of view and covers a broad spectrum of physical situations, ranging from slow
interior to fast exterior 2D flows. Examples are given in [5]. As one particular
example, Fig. 1 shows the gas kinetic analogon of the well-known (1D) shock
tube problem for the Euler equations (see, e.g. [6]). It is calculated with a
kinetic 54-velocity model (2-layer model, cf. Section 2). We easily identify the
four plateaus of the density and those interfaces which in the fluid dynamic
case correspond to the rarefaction zone, the contact discontinuity, and the
shock interface. Of course, in rarefied gas kinetics discontinuities through the
shock turn into continuous profiles with steep gradient. If we want to come
closer to the fluid dynamic situation described by the Euler equations, we
have to cut down viscosity; for this it is necessary to refine the discretization
of the velocity space, i.e. to use a larger discrete velocity model.

An interesting aspect is that the hexagonal model is accessible to a multi-
grid approach, since it can be refined giving rise to a hierarchy of hexagonal
models. This hierarchy is the subject of the paper. Since more refined mod-
els require essentially more time and memory resources, it seems favorable
to supplement them with calculations on coarser grids. One might think e.g.
of one of the following three scenarios. First, one might try to establish a
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Fig. 1. Shock tube problem. (a) density, (b) velocity.

multigrid scheme as it is applied in different context for partial differential
equations, where the calculations switch in an appropriate manner between
the different grid levels. Second, numerical results on the coarse grid may be
seen as a predictor which is corrected on the refined level. e.g., if steady solu-
tions are calculated via a time marching algorithm, the initial phase could be
calculated by a rough scheme and followed by a refinement procedure. Third,
the refined model could be restricted to sensitive areas of the computational
domain and coupled to the coarse system in the complementary region.

The scope of the paper is as follows. First, we give a short review on
hexagonal collision models (Section 2). Then we introduce a refinement strat-
egy which leads to a hierarchy of grid levels. Given densities on one of the
levels, we investigate coarsening and refinement procedures to switch between
the levels (Section 3). Finally, we discuss the coupling of different models in
a domain decomposition approach (spatially 1D) and work out the problems
to be attacked for a successful implementation.

2 Hexagonal kinetic models

Hexagonal kinetic models are founded on two basic features. First, on the
hexagonal discretization G of lR2 (in 2D velocity space; a similar discretiza-
tion for lR3 has been worked out in [2] but will not be considered here) as given
in Fig. 2(a). Second, it is based on a collision operator on each regular hexagon
with nodes in G. The number of regular hexagons with nodes in G is large. As
can be shown, for any two points g1 	= g2 ∈ G there are two hexagons contain-
ing (g1, g2) as an edge. Given a hexagon H = (g0, . . . , g5) ∈ G6 (gi numbered in
consecutive order as appearing in the hexagon), a collision operator for a den-
sity f = (f0, . . . , f5) on H is given as J = Jbin + Jter with the binary collision
operator Jbin and the ternary Jter being defined via S[f ] := f0f3 + f1f4 + f2f5

and T [f ] := f1f3f5 − f0f2f4 as
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Fig. 2. Hexagonal discretization. (a) the grid, (b) n-layer models.

Jbin[f ] = S[f ] · (1, 1, 1, 1, 1, 1)T − 3(f0f3, f1f4, f2f5, f0f3, f1f4, f2f5)T (1)

Jter[f ] = T [f ] · (1,−1, 1,−1, 1,−1)T . (2)

The corresponding kinetic theory has been worked out in [3, 2, 1].
For numerical purposes one has to restrict to finite grids. Convenient are

so-called n-layer grids which are grouped in a symmetric fashion around a
central hexagon as shown in Fig. 2(b). The six nodes of the bold hexagon form
the 0-layer system. Including the hexagons with lines of medium thickness
yields the 1-layer model with 24 velocities. All lines together form the 2-layer
system with 54 velocities. The total number of regular hexagons in the grid
and with this the required numerical effort for the calculation of the collision
operator increase significantly with n as can be read off from Table 1. (Here,
|G| denotes the number of grid points; basic hexagons are the small hexagons
producing the grid; |H| is the number of all regular hexagons.) Thus for the
design of efficient algorithms it is necessary to choose n as small as possible.

Table 1. n-layer models

#(layers) 0 1 2 3 4 5 6 7 8 9 10
|G| 6 24 54 96 150 216 294 384 486 600 726

#(basic hexagons) 1 7 19 37 61 91 127 169 217 271 331
|H| 1 16 81 256 625 1296 2401 4096 6561 10000 14641

On the other hand, consider a physical flow situation with a typical tem-
perature T0 and bulk velocities ranging in a certain bounded domain V . The
choice of the grid size h and the number n of layers depends significantly on
T0 and V . The lowest temperature to be resolved is certainly restricted by the
size of the basic hexagons. If T0 is too large, then we find distorting boundary
effects. Furthermore, bulk velocities close to the boundary of the n-layer grid
are not well reproduced. Detailed investigations are found in [2]. In Fig. 3(a),
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Fig. 3. Discrete equilibria. (a) centered equilibria, (b) boundary distortion.

discrete equilibrium distributions of the 2-layer model with zero bulk veloc-
ities are compared to the equilibria of the continuous Boltzmann equation
(“Maxwellians”). It turns out, that there is best agreement (with an error of
0.33%) if the temperature is not too small (restriction of the grid length) and
not too large (restriction of the bounded grid size). Fig. 3(b) shows distortion
effects when the bulk velocity comes into the vicinity of the grid boundary. In
this case we find an error of 17% for the discrete equilibrium due to boundary
effects.

3 Hexagonal hierarchy

Given an (infinite) grid G(h) with grid length h, a coarser grid G(2h) ⊂ G(h)

with double grid size can be generated by replacing 4-point stencils of the
form given in Fig. 4(a) by their center points. In a similar manner, Gh can
be refined to a grid G(h/2) ⊃ G(h) by blowing up every point to a 4-point
stencil. This refinement procedure can be continued ad infinitum ending with
a continuous kinetic model [5]. In this section we restrict to the three-layer
model G96 with 96 grid points as given in Fig. 4(b) and its one-layer restriction
G24 ⊂ G96 with 24 grid points (edges of the solid lines in Fig. 4(b)). Switching
between the grids requires a coarsening and a refinement procedure.

Coarsening: Suppose given a distribution function f96 on G96 to be coars-
ened to a distribution function f24 on G24 in such a manner that the physical
conservation laws (mass, momenta and kinetic energy) are satisfied. A first
attempt consists in moving the masses of the outer points of each stencil
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Fig. 4. Switching between grids: (a) 4-point stencil, (b) 3- and 1-layer grid.

to their center points (call the resulting distribution f̃24). This procedure is
mass conserving but momenta and energy are (slightly) perturbed. One way
to remedy the situation is to choose methods from optimization theory and
find the vector f24 closest to f̃24 (in some appropriate norm) satisfying the
conservation laws and the restriction f24 ≥ 0. It should be pointed out that
in fluid dynamics there are further quantities which are of interest; among
them are the momenta flows and the heat flow which are given by second and
third momenta of the distribution. These should be considered to be conserved
quantities in the coarsening procedure and included into the optimization de-
scribed above.

Refinement: The simplest procedure to refine a distribution function f24

on G24 to a function on G96 is to imbed f24 into G96, i.e. to let the center points
of the stencils take over the values of f24 and put f96 = 0 on the outer stencil
points. In this case, all quantities mentioned above are conserved. However,
there is a severe drawback, since an equilibrium function f24 on G24 is mapped
onto a function which is quite far apart from the corresponding equilibrium
function on G96. Thus for calculations close to the fluid dynamic limit, a better
choice is to find among all distributions on G96 satisfying the conservation
laws that one which minimizes the H-functional H[f ] =

∑
fi ln(fi). Again

optimization theory supplies the tools.

4 Coupling of two kinetic models

4.1 General remarks

When coupling two different kinetic models within one computational domain,
two modeling aspects have to be considered. First, at least close to the fluid
dynamic limit it is essential that both models have to be compatible in the
sense that they exhibit the same macroscopic behavior. An example may
illustrate this.

Apart from the (physical) boundaries, the temperature profile T (x) of the
classical 1D steady heat layer problem turns out to be (close to) a straight
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line. The temperature gradient in this area is ruled by the heat flux q and the
heat conduction coefficient κ. A well accepted assumption is q = κ · ∂xT . It
is an easy exercise to prove that the heat flux has to be constant along the
whole line. Thus matching two kinetic models with different heat coefficients
leads to the matching of two linear temperature profiles with different slopes
which leads to a discontinuity of the first derivative of T and is unphysical.

Besides the adaptation of the heat coefficient, consideration of the viscosity
coefficient is important as well. In [5, Section 3.4.2] an example is presented
how to vary the viscosity coefficient of a hexagonal kinetic model by changing
the collision frequencies. Matching of different kinetic models is in some sense
straightforward and is not the subject of the present paper.

A second aspect playing a crucial role in the coupling of kinetic models
are interface conditions mapping the flux leaving one of the computational
domains into one entering the second domain. This will be investigated in
some detail.

4.2 Interface conditions

For simplicity we restrict on the spatially 1D case with 2D velocity space.
Suppose given a Discrete Velocity Model (DVM) defined on some finite

set (set of admissible velocities) V ⊂ lR2. We denote the elements of V by
v = (vx, vy), where vx is the velocity component in x-direction and vy that in
y-direction. Furthermore we define V+ = {v ∈ V : vx > 0} and V− = {v ∈ V :
vx < 0}. The dynamics for the model is given in terms of a kinetic equation.
A special role is played by the equilibrium solutions M which we assume to
depend – as in standard kinetic theory – uniquely on the density ρ, the mean
velocity v and temperature T , i.e. M = M [ρ, v, T ].

Suppose we want to model the transport on the real line by coupling
two different kinetic models – say model A on the negative and model B on
the positive part with the velocity sets VA and VB . Let fA and fB denote
the corresponding densities. The most essential question is that of coupling
conditions for fA and fB at the artificial boundary x = 0. There is a flux
vxf

A
+ (0, v) entering from the left which serves as a source term for model B;

similarly, the flux vxf
B
− (0, v) from the right serves as a source for A. Here,

f± denotes the restriction of f to arguments v = (vx, vy) with vx > 0 resp.
vx < 0. The most straightforward way to formulate coupling conditions is to
choose transmission laws T± and define the interface conditions

|vx|fA(0, v) =
∑

v′∈VB
−

T−(v|v′)|v′x|fB(0, v′) for all v ∈ VA− (3)

|vx|fB(0, v) =
∑

v′∈VA
+

T+(v|v′)|v′x|fA(0, v′) for all v ∈ VB+ (4)

In order not to introduce artificial sources or sinks we have to require that
T±(.|v′) are probability distributions, i.e. they are nonnegative and satisfy
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∀v′ ∈ VA+ :
∑

v∈VB
+

T+(v|v′) = 1, ∀v′ ∈ VB− :
∑

v∈VA
−

T−(v|v′) = 1 (5)

A plausible choice for a nonlinear transmission law is (in analogy to diffuse
reflection laws) given by

T±(v|v′) = c|vx|M±[ρ∓, v∓, T∓](v) (6)

with Maxwellians M± and moments ρ∓, v∓, T∓ depending on the moments
of the outgoing flows of the adjacent areas; c is a normalizing constant. Hav-
ing chosen the moments properly, reproduces correctly global equilibria. For
nonequilibrium flows, results from linearized theory tell us that we have to ex-
pect interface perturbations which fade away exponentially. This is confirmed
in a first numerical experiment to produce a constant gradient temperature
profile. The result is shown in Fig. 5; at the interface, we find temperature
jumps compared to the linear profile of approximately 1.2%. What makes the
problem quite complicated is to find the correct interface temperatures which
determine the inflow Maxwellians. Between the temperature of the linear pro-
file at x = 0 and T∓ there is a jump of +5.2% for the left hand side and of
−5.1% on the right. At present, there is no possibility to calculate these jumps
– they have to be found out experimentally for each single kinetic model.

In a second series of numerical experiments we have chosen T± in such a
way that passing from outgoing to ingoing flows, none of the moments of f
up to third order is changed, and the H-functional is minimized (cf. Sec. 3).
Here, we coupled the 3-layer and the 1-layer hexagonal models and solved the
heat layer problem. The results are presented in Fig. 6(a) (refined for x > 0.5,
coarse for x > 0.5) and Fig. 6(b) (refined only in the boundary layers). This
interface model produces smaller jumps at the interfaces (∼ 0.6%), is easier
to handle and thus should be given preference over the first model.

Fig. 5. Temperature profile, artificial interface layers.
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Fig. 6. Temperature profiles of heat layer problem.

4.3 Conclusions

The coupling of different kinetic models in a smooth way is not a straight-
forward matter as it turned out in the above numerical experiments. Using
e.g. the diffuse transmission law requires the matching of the temperatures at
the artificial boundary. For hierarchical hexagonal models, an easier to handle
alternative is to use refinement and prolongation techniques leaving all up to
the third moments invariant and minimizing the H-functional. However, in all
cases we experience a (slight) interface perturbation.

As an alternative approach, the coarsening and refinement techniques pre-
sented above can be used to establish multigrid schemes.
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Summary. The paper deals with a construction of an adaptive mesh in the frame-
work of the cell-centred finite volume scheme. The adaptive strategy is applied to
the numerical solution of problems governed by hyperbolic partial differential equa-
tions. Starting from the adaptation techniques for the stationary problems (for a
general overview see e.g. [9]), the nonstationary case is studied. The main attention
is paid to an adaptive part of a time marching procedure. The main feature of the
proposed method is to keep the mass conservation of the numerical solution at each
adaptation step. We apply an anisotropic mesh adaptation from [1]. This is followed
by a recovery of the approximate solution on the new mesh satisfying the geometric
conservation law. The adaptation algorithm is formulated in the framework of an
N -dimensional numerical solution procedure. A new strategy for moving a vertex of
the mesh, based on a gradient method, is presented. The results from [4] are further
developed. The general significance of the proposed method is the ability to solve
problems with moving discontinuities. A numerical example is presented.

1 Euler equations

Let us consider the flow of an inviscid perfect gas in a bounded domain Ω ⊂
IRN and time interval (0, T ) with T > 0. Here N = 2 or 3 for 2D or 3D flow,
and we suppose that Ω is polygonal in 2D or polyhedral in 3D, respectively.
Further we suppose that the flow is adiabatic and we neglect the outer volume
force. Our goal is to solve numerically the Euler equations

∂w

∂t
+

N∑

s=1

∂fs(w)
∂xs

= 0 in QT = Ω × (0, T ) (1)

equipped with the initial condition

w(x, 0) = w0(x), x ∈ Ω, (2)
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with a given vector function w0 and boundary conditions

B(w(x, t)) = 0 for (x, t) ∈ ∂Ω × (0, T ). (3)

Here B is a suitable boundary operator. The specification of the boundary
conditions and their approximation can be found, e.g. in [9, pages 227–233].
For recent results concerning boundary conditions see [3]The state vector w =
(ρ, ρv1, . . . , ρvN , E)T ∈ IRm, m = N + 2 (i.e. m = 4 or 5 for 2D or 3D
flow, respectively). Here ρ, v1, . . . , vN and E denote the density, the velocity
components and the total energy, respectively. The fluxes fs, s = 1, . . . , N ,
are m-dimensional mappings. For their definition see e.g. [9, page 102].

2 Adaptive algorithm

The problem (1)–(3) is solved by an explicit finite volume (FV) method. Its
description and the use for a solution of steady 3D problems can be found e.g.
in [9]. Here we are dealing with the adaptive time marching procedure in the
non-stationary case. Let 0 < t0 < t1 < . . . < tk < . . . < T be the partition of
the time interval (0, T ) and Dk = {Dki }i∈Jk be a system of N -simplicial (i.e.
triangular in 2D, tetrahedral in 3D, respectively) FV meshes of the computa-
tional domain Ω, where Jk is an index set. As wki we denote an approximation
of an integral average of the vector of conserved quantities on the finite volume
Dki at the time level tk:

1
|Dki |

∫

Dk
i

w(x, tk) dx ≈ wki . (4)

We define a finite volume approximate solution of (1) as piecewise constant
vector-valued functions wkDk , k = 0, 1, . . . , defined a.e. in Ω so that wkDk | ◦

Dk
i

=

wki for all i ∈ Jk, where
◦
Dki is the interior of Dki and wki are obtained from the

FV formula. The function wkDk is the approximate solution on the mesh Dk
at time t = tk. The vector wki is the value of the approximate solution on the
finite volume Dki at time tk. Analogously we denote by wk+1

Dk the approximate
solution on the mesh Dk at time t = tk+1.

In [4] a time marching FV method for non-stationary problems was worked
out. Here we present its further development. The new algorithm consists of
three basic sections at each time step: the time evolution of the numerical
solution, the mesh adaptation and the recomputing of the numerical solution
from the mesh before the adaptation to the mesh after the adaptation. In one
time step the finite volume scheme is evaluated twice. Firstly for the prediction
how to adapt the mesh, further for the update of the numerical solution itself.
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Prediction part

In the prediction part, we forecast the evolution of the numerical solution and
adapt the mesh. The anisotropic mesh adaptation (AMA) is applied. For its
description see e.g. [1].

1. Prediction: wk+1
Dk := FVsol

(
wkDk ,Dk

)
. For the update of the numerical

solution wkDk on the mesh Dk the explicit FV scheme is applied and the
new approximation wk+1

Dk at time leve tk+1 is constructed.
2. Adaptation: Dk+1 := MeshAdapt

(
Dk,wk+1

Dk

)
. Using the anisotropic mesh

adaptation the new mesh Dk+1 is constructed based on the computed
prediction wk+1

Dk .
3. Recovery: w̃kDk+1 := SolRecovery

(
wkDk ,Dk,Dk+1

)
. The solution wkDk on

the mesh Dk is recomputed on the mesh Dk+1. Such a recovery has to
satisfy a geometric mass conservation law (GMCL).

PDE Evolution Part

4. Update: wk+1
Dk+1 := FVsol

(
w̃kDk+1 ,Dk+1

)
. The numerical solution wk+1

Dk+1

at the time level tk+1 is computed using the explicit FVM.

3 Anisotropic mesh adaptation

In [1] the necessary condition for the properties of the N -simplicial mesh, on
which the discretization error is below the prescribed tolerance, is formulated.
It is shown, how to control this necessary condition by the interpolation er-
ror and the anisotropic mesh adaptation technique is applied. For 2D and
3D numerical examples see e.g. [9, Section 3.7]. In the AMA technique, the
equilateral mesh is constructed in the least squares sense. The length of an
edge of an N-simplicial mesh is measured in the numerical solution dependent
Riemann norm. For a given mesh Dk and the solution wk+1

Dk on it we define
the quality parameter of the mesh

QDk :=
1

#Dk
∑

D∈Dk

∑

e= edge of D

(

‖e‖wk+1
Dk
− cN

)2

(5)

Here #Dk is the number of N -simplexes in Dk, ‖ · ‖wk+1
Dk

denotes the energy
norm of the vector of the edge e given by a matrix related to the Hesse matrix
of the numerical solution and cN is the dimension dependent constant related
to the tolerance for the discretization error. The details can be found in [1].
The equilateral (in the least squares sense) N -simplicial grid with respect to
the Riemann norm ‖·‖wk+1

Dk
is constructed by minimizing the quality parameter

QDk .
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For a given Dk the quality parameter QDk is a computable quantity. We
adapt the grid Dk in order to decrease QDk and we want to find a new grid
Dk+1 such that the quality parameter QDk+1 of Dk+1 is smaller. To this end,
the iterative process including the face swappings (F), the edge swappings
(E), the edge bisections (B), the removal of edges (R) and the moving of
vertices (M) is used. The iterative process reads

M+R+ S +M+ B + S +M+ S +M, (6)

where S includes both face and edge swappings and the sequence of operations
goes from the left to the right.

The above-mentioned local operations are performed as long as the quality
parameter QDk decreases. The process is stopped if no local operation leads
to a decrease of the quality parameter QDk .

Next we shall deal with a new strategy for moving a vertex. This allows also
to compare the anisotropic mesh adaptation with moving mesh adaptation
techniques proposed e.g. in [6].

3.1 Moving a vertex

Let us denote by σk the set of all vertices of the mesh Dk. Moving a vertex is
a local operation on the mesh which moves a vertex P ∈ σk towards its new
position with the aim to decrease the quality parameter (5) of the adapted
mesh. We denote by KP the admissible set in which interior the vertex P can
move

KP =
⋃

D∈Dk

D	P

D. (7)

Further we define the quality parameter of the vertex P as the function of its
coordinates x = (x1, . . . , xN )

Q(x) =
∑

e∈E(x)

(

‖e‖wk+1
Dk
− cN

)2

, (8)

where E(x) is the set of edges connecting the point x with those vertices of
Dk lying on the boundary ∂KP . See Fig. 1.

For the motion of the vertex P to its new position P̃ we use the interior
point method, which minimizes the following function

Φ(x, α) := αQ(x) + B(x), (9)

where B(x) is the so called barrier function and α > 0 is a weighted parameter
between the quality parameter of the vertex Q(x) and the barrier function
B(x). The barrier function B(x) for the vertex P is a non-negative continuous
function defined on the interior of the admissible region KP which satisfies



Mesh Adaptation 229

P P̃

b

Fig. 1. Admissible set KP

lim
x→y∈∂KP

B(x)→∞.

We use the following barrier function:

B(x) :=
∑

b⊂∂KP

1
dist(x, b)

, (10)

where dist(x, b) is a distance of the point x from the boundary edge b ⊂ KP .
(See Fig. 1.)

Moving Vertex Algorithm

1. Set the initial position P̃ := P and set the initial value of the weighted
parameter α := 1

2. Find P̃ = arg minx∈KP
Φ(x; P̃ , α).

The step 2 is repeated with the increasing parameter α := αβ, β = 2, until
the maximum number of repetition is reached or Q(P̃ ) decreases. The BFGS
quasi-Newton method from [5] is used for the minimization of Φ. We set the
threshold for the number of repetitions to 10.

4 Geometric mass conservation law

After the adaptive mesh is constructed it is necessary to recompute the so-
lution wkDk on the old mesh Dk to its recovery w̃kDk+1 on the newly adapted
mesh Dk+1 . According to [6] the geometric mass conservation law has to be
satisfied in this computational step. It reads

∑

i∈Jk

∣
∣Dki

∣
∣wki =

∑

i∈Jk+1

∣
∣
∣Dk+1
i w̃ki

∣
∣
∣ , (11)

where w̃ki = w̃kDk+1 | ◦
Dk+1

i

. (◦ denotes the interior of Dk+1
i .)

In what follows we shall concentrate on the recomputing of the solution
after a moving a vertex. In this case the number of finite volumes #Dk of the
mesh Dk is the same as is the number #Dk+1 of the mesh Dk+1. The recovery
strategy for other local mesh operations R,S and B can be found in [4].
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4.1 Perturbation method

The perturbation method from [6] is applied. By the displacement of vertices
P� of the finite volume Dki to their new positions P̃� the linear mapping c on
Dki is defined. The point x ∈ Dki is transformed to the point x̃ ∈ Dk+1

i via
the relation

x̃ = x− c(x) (12)

with the Jacobian

J(x) = det
Dx̃

Dx
= det










1− ∂c1
∂x1

,
∂c1
∂x2

,
∂c1
∂x3

∂c2
∂x1

, 1− ∂c2
∂x2

,
∂c2
∂x3

∂c3
∂x1

,
∂c3
∂x2

, 1− ∂c3
∂x3










. (13)

Supposed that the displacement c is small we can write
∫

Dk+1
i

w(x̃) dx̃ =
∫

Dk
i

w
(
x− c(x)

)
J(x) dx

=
∫

Dk
i

w
(
x− c(x)

)(
1− divc(x) +O

)
dx

=
∫

Dk
i

(
w −∇w · c +O

)(
1− divc(x) +O

)
dx

=
∫

Dk
i

(
w −wdivc−∇w · c + (∇w · c)div c +O

)
dx

≈
∫

Dk
i

(
w − div(wc)

)
dx

=
∫

Dk
i

w dx−
∫

∂Dk
i

wcn dS, (14)

where O denotes the generic higher order terms that, together with (∇w ·
c)divc, are neglected in (14). In (14) cn = c · n, n being the unit outer
normal to ∂Dki . The passage to volume averages and the approximation of
the surface integral in (14) leads to the following formula for the evaluation
of w̃ki satisfying the geometric conservation law (11)

∣
∣Dk+1
i

∣
∣ w̃ki =

∣
∣Dki

∣
∣wki −

∑

j∈s(i)
|Γij |

(

c+nij
wki + c−nij

wkj

)

. (15)

Here s(i) is the set of neigbouring finite volumes to Dki , Γij = ∂Dki ∩ ∂Dkj ,
|Γij | is the N -dimensional measure of Γij , nij denotes the unit outer normal
to ∂Dki on Γij and ± denotes the positive (≥) and negative (≤) part of a scalar
quantity, respectively. The constants cnij

in (15) are evaluated at centers of
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Fig. 2. P → P̃ , Γij → Γ̃ij displacement.

gravity of Γij . Fig. 2 illustrates the choice of wki for Γij , where cnij
evaluated

at the center of gravity is positive. This means that in the situation in Fig. 2
∫

Γij

wcn dS ≈ |Γij |cnij
wki . (16)

Note that the center of gravity of Γ̃ij = ∂Dk+1
i ∩ ∂Dk+1

j lies in Dki . Equiva-
lently, the approximation used in (14) can be expressed as

∫

Γij

wcn dS ≈
{
|Γij |cnij

wki if ẽij ∈ Dki ,

|Γij |cnij
wkj if ẽij ∈ Dkj ,

(17)

where ẽij denotes the center of gravity of Γ̃ij .

5 Numerical example

We illustrate the proposed algorithm on a 1D example of Burgers equation:

∂w

∂t
+ w

∂w

∂x
= 0 in (0, 2π)× (0, T ),

w(x, 0) = 0.5 + sin(x) x ∈ (0, 2π),

w(0, t) = w(2π, t) t ∈ (0, T ).

The moving of nodes in an anisotropic mesh adaptation framework is used.
The evolution of the exact solution (full line) and numerical solution (rec-
tangles) with the underlying finite volume mesh is presented. The results
correspond in left-right-down order to the time instants t = 0.9, 1.2, 1.6, 2.

The multidimensional example is the subject -matter of the forthcomming
paper [7]. Here, the proposed adaptation strategy is applyed in the framework
of the ADER higher order scheme for the Euler equations.
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Fig. 3. Evolution of the anisotropic mesh refinement at time t = 0.9, 1.2, 1.6, 2.
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Summary. A slope limiting approach to the design of recovery based a posteriori
error indicators for P1 finite element discretizations is presented. The smoothed gra-
dient field is recovered at edge midpoints by means of limited averaging of adjacent
slope values. As an alternative, the constant gradient values may act as upper and
lower bounds to be imposed on edge gradients resulting from traditional reconstruc-
tion techniques such as averaging projection or discrete patch recovery schemes.
In either case, the difference between consistent and reconstructed gradient values
measured in the L2-norm provides a usable indicator for grid adaptivity.

1 Introduction

In a series of recent publications (c.f. [3, 4] and the references therein) an
algebraic framework for the construction of high-resolution schemes for con-
vection dominated partial differential equations was developed. The algebraic
flux correction (AFC) paradigm renders a high-order discretization local ex-
tremum diminishing (LED) by applying discrete (anti-)diffusion in a nonlinear
conservative fashion. The antidiffusive fluxes are limited node-by-node either
by a symmetric FCT limiter or by its upwind-biased counterpart of TVD type.

The adaptive blending of high- and low-order methods prevents us from
using error estimators that require an a priori knowledge of the order of
approximation such as those based on Richardson extrapolation. Gradient
recovery techniques [8] seem to be a promising alternative, but their use in
error estimation requires that the true solutions be sufficiently smooth.

This paper focuses on hyperbolic problems featuring shocks and disconti-
nuities so that traditional recovery procedures may fail to be reliable. In what
follows, limited averaging of consistent slopes is used to compute improved
gradient values at midpoints of edges. As an alternative, classical recovery
procedures are employed to predict provisional gradient values at edge mid-
points to be corrected by means of a slope limiter. The upper and lower bounds
to be imposed are given by the constant slopes in two adjacent triangles.
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2 A posteriori error indication

As a model problem, consider the weak form of a generic PDE Lu = f
∫

Ω

w[Lu− f ] dx = 0 (1)

where the solution is approximated by means of finite elements

u ≈ uh =
∑

j

ujϕj . (2)

In this article, we shall concentrate on the numerical error resulting from the
approximation of spatial derivatives and devise an a posteriori indicator for
the vector-valued gradient error e = ∇u−∇uh. In the sequel, the consistent
gradient ∇uh =

∑

j uj∇ϕj will be referred to as low-order gradient.
The aim of recovery based error estimators, introduced by Zienkiewicz and

Zhu in [8], is to replace the unknown exact value ∇u by a smoothed gradient
field ∇̂uh, so as to obtain a good approximation to the true error

e ≈ ê = ∇̂uh −∇uh. (3)

In general, pointwise error estimates are difficult to obtain, so integral mea-
sures are typically employed in the finite element framework. Let Ωh denote a
partition of the domain into a set of non-overlapping elements Ωe so that the
L2-norm represents a usable measure for the error both globally and locally

||ê||2L2
=
∑

Ωe

||ê||2L2(Ωe), ||ê||2L2(Ωe) =
∫

Ωe

êTê dx. (4)

We only consider linear (P1) finite elements for which the consistent gradient
∇uh is piecewise constant on each triangle. Hence, the improved slopes should
be at least piecewise linear so as to provide a better approximation to the
exact gradient. It suffices to specify slope values at all midpoints of edges, i.e.,
xij := 1

2 (xi + xj), to obtain a smoothed quantity ∇̂uh that varies linearly
in Ωe and is allowed to exhibit jumps across interelement boundaries. This
approach can be seen as determining the nodal values for a non-conforming
approximation of ∇̂uh by means of linear Crouzeix-Raviart finite elements for
which the local degrees of freedom are located on edge midpoints. For bilinear
finite elements used on quadrilateral meshes, the gradient approximation can
be based on the nonconforming Rannacher Turek element.

Let (4) be integrated via the second order accurate quadrature rule
∫

Ωe

êTê dx =
|Ωe|
3

∑

ij

êT
ij êij , êij = ∇̂uij −∇uij , (5)

where |Ωe| stands for the element area and all quantities are evaluated at the
midpoints of surrounding edges indicated by subscript ij. It remains to devise
a procedure for constructing an improved gradient value ∇̂uij for edge ij.
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3 Limited gradient averaging

Our first approach to obtaining a smoothed edge gradient is largely inspired
by slope limiting techniques employed in the context of high-resolution finite
volume schemes and later carried over to discontinuous Galerkin finite element
methods. For simplicity, let us illustrate the basic ideas for a one-dimensional
finite volume discretization. The task is to define a suitable slope value u′

j

on the jth interval Ij = (xj−1/2, xj+1/2) so as to recover a piecewise linear
approximate solution from the mean value ūj :

uh(x) = ūj + u′
j(x− xj), ∀x ∈ Ij . (6)

In the simplest case, one-sided or centered slopes can be utilized to obtain
first- and second-order accurate schemes which lead to rather diffusive pro-
files and are quite likely to produce nonphysical oscillations in the vicinity
of steep fronts and discontinuities, respectively. For a numerical scheme to
be nonoscillatory, it should possess certain properties [3], e.g., be monotone,
positivity preserving, total variation diminishing or satisfy the LED condition.

To this end, Jameson [2] introduced a family of limited average operators
L(a, b) which are characterized by the following properties:

P1. L(a, b) = L(b, a).
P2. L(ca, cb) = cL(a, b).
P3. L(a, a) = a.
P4. L(a, b) = 0 if ab ≤ 0.

While conditions P1–P3 are natural properties of an average, P4 is to be
enforced by means of a limiter function. It has been demonstrated [2] that a
variety of standard TVD limiters can be written in such form. Let the modified
sign function be given by S(a, b) = 1

2 (sign(a) + sign(b)) which equals zero for
ab ≤ 0 and returns the common sign of a and b otherwise. Then the most
widely used two parameter limiters for TVD schemes can be written as:

1. minmod: L(a, b) = S(a, b) min{|a|, |b|}
2. maxmod: L(a, b) = S(a, b) max{|a|, |b|}
3. MC: L(a, b) = S(a, b) min

{
1
2 |a + b|, 2|a|, 2|b|

}

4. superbee: L(a, b) = S(a, b) max{min{2|a|, |b|},min{|a|, 2|b|}}

Finally, the limited counterpart of u′
j in (6) can be computed as follows

û′
j = L

(
ūj−1 − ūj
xj−1 − xj

,
ūj+1 − ūj
xj+1 − xj

)

. (7)

Let us return to our original task that requires the reconstruction of solution
gradients at edge midpoints. This is where the benefits of an edge based
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formulation come into play. Except at the boundary, exactly two elements
are adjacent to edge ij such that an improved gradient can be determined
efficiently from the constant slopes to the left and to the right as follows:

∇̂uij = L(∇u+
ij ,∇u−

ij). (8)

For all limiter functions L presented above, the recovered gradient value equals
zero if ∇u+

ij∇u−
ij ≤ 0 and satisfies the following inequality otherwise

∇umin
ij ≤ ∇̂uij ≤ ∇umax

ij , where ∇u
max
min
ij =

max
min

{∇u+
ij ,∇u−

ij}. (9)

If the upper and lower bounds have different signs, this indicates that the
approximate solution attains a local extremum across the edge. Hence, prop-
erty P4 of limited average operators acts as a discrete analog to the necessary
condition in the continuous case which requires the derivative to be zero.

Clearly, the recovered gradient (8) depends on the choice of the limiter
function to some extent. In the authors’ experience, MC seems to be a safe
choice as it tries to select the standard average whenever possible without
violating the natural bounds provided by the low-order slopes.

4 Limited gradient reconstruction

As an alternative to the limited averaging approach, traditional recovery pro-
cedures can be used to predict provisional gradient values at edge midpoints
which are corrected by edgewise slope limiting so as to satisfy the geometric
constraints defined in (9). Since the advent of recovery based schemes [8], a
family of averaging projection schemes has been proposed in the literature to
construct a smoothed gradient from the finite element solution as follows

∇̂uh =
∑

j

∇̂ujφj , (10)

where the coefficients ∇̂uj are obtained by solving the discrete problem
∫

Ω

φi(∇̂uh −∇uh) dx = 0. (11)

Note that the element shape functions used to construct the basis functions
φi may by different from those used in the finite element approximation (2).
A detailed analysis by Ainsworth et al. [1] reveals that the corresponding
polynomial degrees should satisfy degφ ≥ degϕ whereby the original choice
φ = ϕ proposed in [8] ‘is not only effective, but also the most economical’
[1] one. The substitution of equation (10) into (11) yields a linear algebraic
system for each component of the smoothed gradient

MC∇̂uh = Cu. (12)
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The consistent mass matrix MC = {mij} and the matrix of discretized spatial
derivatives C = {cij} are assembled from the following integral terms

mij =
∫

Ω

φiφj dx, cij =
∫

Ω

φi∇ϕj dx. (13)

For a fixed mesh, the coefficients mij and cij remain unchanged throughout
the simulation and, consequently, need to be evaluated just once at the be-
ginning of the simulation and each time the grid has been modified. In case
φ ≡ ϕ, the coefficients defined in (13) coincide with the matrix entries of the
finite element approximation and, hence, are available at no additional costs.

An edge-by-edge assembly of the right-hand side is also feasible

(Cu)i =
∑

j �=i
cij(uj − ui) (14)

since C features the zero row sum property
∑

j cij = 0 as long as the sum
of basis functions equals one. The solution to system (12) can be computed
iteratively by successive approximation preconditioned by the lumped mass
matrix ML = diag{mi}, where mi =

∑

jmij , as follows:

∇̂u
(m+1)
h = ∇̂u

(m)
h + M−1

L [Cu−MC∇̂u
(m)
h ], m = 0, 1, 2, . . . . (15)

If mass lumping is applied directly to equation (12), the values of the projected
gradient can be determined at each node from the explicit formula

∇̂ui =
1
mi

∑

j �=i
cij(uj − ui). (16)

From the nodal values obtained either from (12) or (16), provisional slopes
at edge midpoints can be interpolated according to equation (10). For linear
finite elements this corresponds to taking the mean values for each edge ij, i.e.,
∇̂uh(xij) := 1

2 (∇̂ui+∇̂uj). It follows from (10) and (11) that it is also feasible
to project the low-order gradient ∇uh into the space of non-conforming (bi-)
linear finite element by letting φj ∈ P̃1 or Q̃1, respectively, so as to obtain its
smoothed counterpart directly at edge midpoints.

Over the years, a more accurate patch recovery technique (SPR) was intro-
duced [9] which relies on the superconvergence property of the finite element
solution at some exceptional, yet a priori known, points. Let the smoothed
gradient be represented in terms of a polynomial expansion of the form

∇̂uh = p(x)a (17)

where the row vector p(x) contains all monomials of degree k at most. Since
each vertex, say i, is surrounded by a patch of elements sharing this node,
the vector of coefficients a can be computed from a discrete least square fit to
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the set Si of sampling points xj [9]. As a consequence, the multicomponent
quantity a can be determined by solving the linear system

Mp a = f , (18)

where the local matrix Mp and the right-hand side vector f are given by

Mp =
∑

j∈Si

pT(xj) p(xj), f =
∑

j∈Si

pT(xj)∇uh(xj). (19)

For linear elements, p(x) = [1, x, y] and the low-order gradient is sampled at
the centroids of triangles in the patch. In this case the lumped L2-projection
yields almost the same results on uniform grids but only patch recovery retains
its superconvergence property if the grid becomes increasingly distorted.

Regardless of which procedure is employed to predict the high-order gradi-
ent values, it may fail if the solution exhibits jumps or the gradient is too steep.
This can be attributed to the fact that the averaging process extends over an
unsettled number of surrounding element gradients which may strongly vary
in magnitude and even possess different signs. Thus, it is very difficult the find
admissible bounds to be imposed on such nodal gradients. The transition to
an edge based formulation makes it possible to correct the provisional values
according to the constraints (9), set up by the low-order slopes, such that

∇umin
ij ≤ ∇̂uij ≤ ∇umax

ij . (20)

It is also advisable to enforce the sign-preserving property (P4) of limited
average operators so as to mimic the necessary condition of a local extremum
attained across edge ij in the discrete context. Let sij := S(∇umin

ij ,∇umax
ij ),

then the corrected slope values ∇̂u∗
ij can be computed as follows:

∇̂u∗
ij = sij

∣
∣
∣max{∇umin

ij ,min{∇̂uij ,∇umax
ij }}

∣
∣
∣ (21)

The generality of this predictor-corrector edgewise limited recovery (ELR) ap-
proach, enables us to use arbitrary reconstruction techniques in the prediction
step, e.g., polynomial preserving recovery (PPR) [6] schemes or some recent
‘meshless’ variants which have been presented by Zhang et al. [7].

5 Adaptation strategy

In adaptive solution procedures for steady state simulations of hyperbolic
flows, one typically starts with a moderately coarse grid on which an initial
solution can be computed efficiently. Nevertheless, the mesh needs to be fine
enough in order to capture all essential flow features in the solution and to
enable the error indicator to detect ‘imperfect’ zones. Next, the grid is locally
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refined or coarsened according to some adaptation parameter and the whole
process is repeated until (ideally) the global relative percentage error

η :=
||e||L2

||∇u||L2

≤ ηtol (22)

is below the prescribed tolerance ηtol. Replacing the unknown exact quantities
by their approximate values and assuming that the relative error is distributed
equally between cells the gradient error for each element Ωe should not exceed

||ê||L2(Ωe) ≤ ηtol

[ ||∇uh||2L2
+ ||ê||2L2

|Ωh|

]1/2

, (23)

where |Ωh| represents the number of employed elements. Depending on the
ratio of estimated and tolerated error, cells are flagged for refinement or coars-
ening. For a detailed presentation of the grid adaptation procedure including
some grid improvement techniques the interested reader is referred to [5].

6 Numerical examples

Let us illustrate the performance of the new algorithm by considering a su-
personic flow which enters a converging channel at M∞ = 2. The bottom wall
is sloped at 5◦ which gives rise to the formation of multiple shock reflections.
The initial mesh consists of 60×16 quadrilaterals each of which is divided into
two triangles. After three sweeps of local mesh refinement (ηref = 1%) and
coarsening (ηcrs = 0.1%) governed by the MC-limited averaging error indica-
tor, the zone of highest grid point concentration confines itself more and more
to the vicinity of the shock as depicted in Figure 1. Algebraic flux correction
of TVD type [4] was employed to compute the solution, making use of the
moderately diffusive CDS-limiter applied to the characteristic variables.

The density distribution for the finest grid (15,664 elements) demonstrates
the precise separation into five zones of uniform flow. The crisp resolution
of the reflected shock wave can also be observed by considering the density
‘cascade’ drawn along the straight line y = 0.6 for all four grid levels.

7 Conclusions

Slope limiting techniques provide a valuable tool for the construction of high-
resolution gradient recovery procedures. Improved slopes can be directly com-
puted at edge midpoints as a limited average of adjacent low-order gradients.
Moreover, the consistent slope values serve as natural upper and lower bounds
to be imposed on any edge gradient. In addition, traditional (nodal) recovery
procedures can be used to predict the high-order gradient which is corrected
according to geometric constraints by invoking a slope limiter edge-by-edge.
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Fig. 1. 5◦ converging channel at M∞ = 2
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Summary. We state a superconvergence result for the lowest order Raviart-Thomas
approximation of eigenvalue problems. Numerical experiments confirm the supercon-
vergence property and suggest that it holds also for the lowest order Brezzi-Douglas-
Marini approximation.

1 Introduction

This paper deals with a superconvergence result for mixed approximation of
eigenvalue problems. It is well-known that a superconvergence property holds
for the mixed approximation of Laplace problem, provided the solution is
smooth enough (see [6]). Nevertheless, the proof given by Brezzi and Fortin
[6] cannot be generalised in a easy way to eigenvalue problems. Indeed, the
key point of the proof strongly relies on the Galerkin orthogonality, which
holds for the source problem but not for the eigenvalue one.

In order to prove the superconvergence property we will use the equivalence
between the lowest order Raviart-Thomas (RT0) approximation of Laplace
eigenproblem with Neumann boundary condition and the non-conforming
piecewise linear Crouziex-Raviart approximation (see [3]). We will also make
use of a superconvergence result proved by Durán et al. in [8] for Laplace
eigenproblem with Dirichlet boundary condition.

An outline of the paper is as follows. Section 2 is devoted to the mathe-
matical formulation of the model eigenvalue problem and to its mixed lowest
order Raviart-Thomas approximation. In Sect. 3 we recall the equivalence
with a non-conforming approximation and we state the main results concern-
ing the superconvergence property. Finally, in Sect. 4 we report the results
of some numerical experiment, which confirm the superconvergece property
in the case of regular eigenmode. Moreover, we investigate numerically if the
superconvergence property holds for the lowest order Brezzi-Douglas-Marini
(BDM1) space as well.
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2 Statement of the problem and its discretization

Let Ω ⊂ R
d (d = 2, 3) be a simply connected bounded polygonal or polyhedral

domain. We consider the following eigenvalue problem:

find λ ∈ R s.t. there exists ϕ 	= 0 :
{−∆ϕ = λϕ in Ω,

∂ϕ

∂n
= 0 on ∂Ω,

(1)

where n denotes the outward normal unit vector.
For easy presentation we shall develop the analysis in two dimensions,

being the extension to three dimensions straightforward.
We shall use the standard notation for the Sobolev spaces Hm(Ω), their

norms ‖ · ‖m, and seminorms | · |m (see [1]). As usual we denote by (·, ·) the
L2-inner product.

Introducing σ = ∇ϕ, we obtain the usual mixed formulation of problem
(1) which in weak form is given by

find λ ∈ R s.t. there exist (σ, ϕ) ∈ H0(div,Ω)× L2
0(Ω), with ϕ 	= 0 :

{
(σ, τ ) + (div τ , ϕ) = 0 ∀ τ ∈ H0(div,Ω),
(div σ, ψ) = −λ(ϕ,ψ) ∀ψ ∈ L2

0(Ω),
(2)

where L2
0(Ω) is the space consisting of square Lebesgue-integrable functions

having zero mean value and

H0(div,Ω) = {v ∈ L2(Ω)2 : divv ∈ L2(Ω) and v · n = 0 on ∂Ω}

is endowed with the usual norm ‖v‖2div = ‖v‖20+‖divv‖20. Here and thereafter
conditions of the type v = 0 on ∂Ω are to be understood in the sense of traces
(see [13]).

It is well-known that problem (2) admits a countable set of real and posi-
tive eigenvalues, which can be ordered in an increasing divergent sequence and
the corresponding eigenfunctions give rise to an orthonormal basis of L2(Ω)2.
Moreover each eigenspace is finite dimensional. Finally, due to regularity re-
sults (see [12]), there exists a constant s ∈ ( 1

2 , 1] (depending on Ω), such
that (σ, ϕ) belongs to the space Hs(Ω)2 ×H1+s(Ω). Moreover, the following
estimate holds true:

‖u‖s + ‖divu‖1+s ≤ C‖u‖0, (3)

where C is a constant depending on the eigenvalue λ. Here s = 1 if Ω is convex
and s = π/ω−ε for a nonconvex domain, ω < 2π being the maximum interior
angle of Ω.

Let {Th} denote a shape-regular family (i.e., satisfying the minimum angle
condition, see [7]) of simplicial decomposition of Ω. As usual we require that
any two elements in Th share at most a common edge or a common vertex,
and we denote by h the maximum diameter of the elements K in Th.
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The lowest order Raviart-Thomas space is defined (see [6]) on each element
K as

RT0(K) = P0(K)2 + (x1, x2)P0(K), (4)

where Pk(K) denotes the space of polynomials of degree at most k on K.
Setting

Σh = {τ ∈ H0(div,Ω) : τ |K ∈ RT0(K) ∀K ∈ Th}

and
Φh = {ψ ∈ L2

0(Ω) : ψ|K ∈ P0(K) ∀K ∈ Th},
then the mixed finite element approximation of problem (2) reads

find λh ∈ R s.t. there exist (σh, ϕh) ∈ Σh × Φh, with ϕh 	= 0 :
{

(σh, τ ) + (div τ , ϕh) = 0 ∀ τ ∈ Σh,
(div σh, ψ) = −λh(ϕh, ψ) ∀ψ ∈ Φh,

(5)

Assume for simplicity that λ is a simple eigenvalue. Then, taking ‖σ‖0 =
‖σh‖0 = 1, it follows from the abstract theory (see [4, 5]) and known a priori
error estimates that for h small enough (depending on λ)

‖σ − σh‖div = O(ht), (6)
|λ− λh| = O(h2t), (7)

where t = min{1, s}.

3 Main results

Following the arguments given in [3, 14], it can be seen that problem (5)
is equivalent to a nonconforming approximation of the standard formulation
of (1). Let us introduce the nonconforming space of Crouxiez and Raviart
enriched by local bubbles. Denoting by B(K) the space of cubic polynomials
vanishing on ∂K, we define

Xh = {φ ∈ L2(Ω) : φ|K ∈ P1(K) ∀K ∈ Th, φ is continuous at interior
midpoints},

Bh = {b ∈ H1
0 (Ω) : b|K ∈ B(K) ∀K ∈ Th},

Wh = Xh
⊕

Bh.
(8)

Let
Σdh = {v ∈ L2(Ω)2 : v|K ∈ RT0(K) ∀K ∈ Th}.

We also introduce the following L2-projection operator:

PΣd
h

: L2(Ω)2 −→ Σdh
PΣd

h
v ∈ Σdh such that(v − PΣd

h
v,vh) = 0 ∀vh ∈ Σdh.

(9)
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In the following we denote by ∇hψh the elementwise gradient of ψh. Then
problem (5) is equivalent to the following one:

find λh ∈ R s.t. there exists φh ∈Wh, with φh 	= 0 s.t.
(PΣd

h
(∇hφh),∇hψh) = λh(Phφh, ψh) ∀ψh ∈Wh, (10)

in the sense that they have the same eigenvalues λh and the eigenvectors are
related by σh = PΣd

h
(∇hφh) and ϕh = Phφh (see [3, 14]).

Applying the general theory developed in [4], Durán et al. in [8] proved
(for Dirichlet boundary condition) the following result, which can be extended
to our problem as stated in [2]:

‖ϕ− φ̄h‖0 = O(h2t), (11)

where φ̄h is a multiple of φh such that ‖φ̄h‖0 = ‖ϕ‖0 and t = min{1, s}.
We now state a result which is useful in the proof of the superconvergence

property.

Proposition 1. If (λh, φh) is an eigensolution of problem (10). Then the el-
ementwise H1-seminorm |φh|1,h is bounded.

Then, the following result which generalises to eigenvalue problem the super-
convergence property which holds for the source problem is true.

Theorem 1. Let (λ, ϕ) be the eigensolution of Laplace eigenproblem (1) and
(λh, ϕh) be the corresponding discrete eigenpair of problem (5). Then it holds

‖Phϕ− ϕh‖0 = O(h2t),

where t = min{1, s}.

Remark 1. From Theorem 1 together with the a priori error estimate (6), we
get that ‖Phϕ− ϕh‖0 is of higher order than ‖ϕ− ϕh‖0 and ‖σ − σh‖0.

For the details of the analysis and for some possible application of this
superconvergence result to a posteriori error estimates we refer to [9, 10, 11]
and to forthcoming papers.

4 Numerical results

In this section we present the results of some numerical experiments which, in
the case of regular eigenmodes, confirm the superconvergence property stated
in the previous section. Moreover, we investigate numerically whether the
superconvergence property holds for BDM1 elements as well.

The lowest order BDM space is defined (see [6]) by

BDM1(K) = P1(K)2.
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Then the BDM1 mixed approximation of problem (2) is obtained taking

Σh = {τ ∈ H0(div,Ω) : τ |K ∈ BDM1(K) ∀K ∈ Th}

and
Φh = {ψ ∈ L2

0(Ω) : ψ|K ∈ P0(K) ∀K ∈ Th},
in (5).

Let (λh,σh) denote the BDM1 approximation to (λ, ϕ) and let us assume
‖σ‖0 = ‖σh‖0 = 1. Then, it follows from the abstract theory (see [4, 5]) and
known a priori error estimates that for h small enough (depending on λ),

‖σ − σh‖div = O(ht), (12)
‖σ − σh‖0 = O(hr), (13)
|λ− λh| = O(h2t), (14)

where r = min{2, s}, and t = min{1, s}.

Remark 2. If the eigenfunction σ is smooth enough (i.e. belongs to the
space H(div, Ω) ∩ Hα(Ω) for some α > 1) then, contrary to RT0 elements,
BDM1 ones provide a L2-approximation of higher order than the H(div)-
approximation.

The numerical tests have been performed taking Ω = (0, π)×(0, π). In this
case in fact the eigensolutions of Laplace eigenproblem with homogeneous
Neumann boundary condition are given by eigenvalues

λ = n2 + m2,

with the corresponding eigenfunctions

ϕ = cos(nx) cos(my),

where n,m ∈ N are not simultaneously vanishing.
We choose as exact eigenpair (λ, ϕ) = (2, cosx cos y) and we use RT0 and

BDM1 as approximation spaces.
We test the superconvergence property on two sequences of meshes, both

structured and unstructured as shown in Figs. 1–2. The meshes are obtained
from an initial triangulation of the square by uniform refinement, namely
subdividing each triangle by joining the midpoints of each edge. The first
test concerns RT0 approximation. In Tables 1–2 we report both the L2 and
the H(div)-norms of the error in the approximation of the eigenfunction and
we compute the numerical rate of convergence, which is 1 as predicted by
the a priori error estimate (6) for regular eigenmodes. We also report the L2-
norm of the error between the projection of the continuous eigenfunction and
the discrete one. In this case the order of convergence is 2, as predicted by
Theorem 1 for regular eigenmodes. Eventually, in Fig. 3 we plot the above
errors using a log/log scale.
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Fig. 1. Structured meshes

Fig. 2. Unstructured meshes

Table 1. Error table: RT0 on structured mesh

mesh size ‖σ − σh‖0 ‖div(σ − σh)‖0 ‖Phϕ− ϕh‖0
err. order err. order err. order

h0 1.018359 1.894110 0.149686
h0/2 0.504852 1.01 0.902151 1.07 0.041618 1.84
h0/4 0.251870 1.00 0.450850 1.00 0.010459 1.99
h0/8 0.125915 1.00 0.225469 0.99 0.002625 1.99
h0/16 0.062959 0.99 0.112742 0.99 0.000657 1.99

Table 2. Error table: RT0 on unstructured mesh

mesh size ‖σ − σh‖0 ‖div(σ − σh)‖0 ‖Phϕ− ϕh‖0
err. order err. order err. order

h0 0.583376 0.750504 0.063330
h0/2 0.294074 0.98 0.383364 0.96 0.016101 1.97
h0/4 0.147403 0.99 0.192606 0.99 0.004053 1.98
h0/8 0.073762 0.99 0.096416 0.99 0.001016 1.99

In the second test we consider BDM1 finite elements. The results of these
experiments are shown in Tables 3–4. As predicted by the a priori error es-
timates (12) and (13) for regular eigenmodes, the order of convergence is 1
in the H(div)-norm and 2 in the L2-norm. Moreover, the numerical results
suggest that the superconvergence property holds as well. Finally, in Fig. 4
we plot the errors in a log/log scale.
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Fig. 3. Errors versus h−1 in log/log-scale for RT0 on structured (left) and unstruc-
tured meshes (right)

Table 3. Error table: BDM1 on structured mesh

mesh size ‖σ − σh‖0 ‖div(σ − σh)‖0 ‖Phϕ− ϕh‖0
err. order err. order err. order

h0 0.653615 2.020459 0.057680
h0/2 0.134918 2.27 0.921033 1.13 0.006028 3.25
h0/4 0.032997 2.03 0.453273 1.02 0.002522 1.25
h0/8 0.008265 1.99 0.225774 1.00 0.000712 1.82
h0/16 0.002130 1.95 0.112780 1.00 0.000183 1.96

Table 4. Error table: BDM1 on unstructured mesh

mesh size ‖σ − σh‖0 ‖div(σ − σh)‖0 ‖Phϕ− ϕh‖0
err. order. err. order err. order

h0 0.083746 0.766087 0.020439
h0/2 0.022797 1.87 0.385542 0.99 0.006066 1.75
h0/4 0.005837 1.96 0.192885 0.99 0.001578 1.94
h0/8 0.001553 1.91 0.096451 0.99 0.000398 1.98

Possible future developments of the present work go towards the study of
the superconvergence property for BDM elements and for RT elements of
any order.
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Summary. The research presented is focused on a comparative study of a posteriori
error estimation methods to various approximations of the Stokes problem. Mainly,
we are interested in the performance of functional type a posterior error estimates
and their comparison with other methods.

We show that functional type a posteriori error estimators are applicable to var-
ious types of approximations (including non-Galerkin ones) and robust with respect
to the mesh structure, type of the finite element and computational procedure used.
This allows the construction of effective mesh adaptation procedures in all cases
considered. Numerical tests justify the approach suggested.

1 Introduction

Reliable methods of numerical modeling are an important and rapidly devel-
oping part of modern numerical analysis. In particular, such methods are of
utmost significance for the development of the theory of fluids. Most of the
a posteriori error estimators are based on a well-known residual method and
its modification (see [1, 3, 5, 12]) and averaging techniques (see [3]). These
methods use specific features of FEM solution and have certain restrictions
in their applicability. First of all, they are valid only for Galerkin approxima-
tion of the problem, i.e., for the exact solution of finite dimensional problem.
Moreover they depend on the discretization and the type of approximation
used. Theoretically they provide an upper bound of the error. However, it re-
quires effective calculation of many local (so-called interpolation) constants.
Inaccurate estimation of these constants leads to a major overestimation of
the error (see [4] for elliptic equation). Regardless of this fact, they are widely
used mainly as error indicators.

In works [9] and [11], a new approach was proposed. Estimators suggested
have been derived by the investigation of the respective differential problem
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on purely functional ground. Therefore, they are applicable for any function
from the required functional space.

This paper is devoted to numerical justification of the functional type
a posteriori error estimates for the Stokes problem. Some investigation of
computational properties of proposed error majorant was made in [7]. The
robustness and effectiveness of the numerical approach have been confirmed
by series of numerical tests. The results justify not only the effectiveness of a
posteriori estimation of the difference between exact and numerical solutions
but also give an opportunity to evaluate error distribution in the domain. A
posteriori error estimates introduced in this research are valid for a wide class
of conforming approximations and do not depend on the method by which a
numerical solution was obtained.

2 The stokes problem and its approximation

Let Ω be a bounded domain in R
n, with Lipschitz continuous boundary ∂Ω.

Let f ∈ L2(Ω,Rn) be a given vector-valued function. The classical Stokes
problem consists in determination a vector-valued function u (the velocity of
the fluid), and a scalar-valued function p (the pressure), which are defined in
Ω and satisfy the following equations and boundary conditions:

−ν u = f −∇p in Ω,

div u = 0 in Ω,

u = ug on ∂Ω,

where ν > 0 is the kinematic viscosity coefficient.
Two variational formulations of the Stokes problem (see e.g., [6]) can be

formulated as follows:

ν

∫

Ω

∇u : ∇vdx =
∫

Ω

(f −∇p) · v dx ∀v ∈
o

W1
2(Ω,Rn), (1)

−
∫

Ω

q divu = 0 ∀q ∈
o

L2(Ω) = {q ∈ L2(Ω)|
∫

Ω

q dx = 0} (2)

and
ν

∫

Ω

∇u : ∇vdx =
∫

Ω

f · v dx ∀v ∈
o

J1
2(Ω,Rn), (3)

where
o

J1
2(Ω,Rn) - is the closure of the set

o

J∞(Ω,Rn) in the norm of space
W1

2(Ω,Rn):
o

J∞(Ω,Rn) = {v ∈ C∞
0 (Ω,Rn) | div v = 0, suppv ⊂⊂ Ω}. (4)

In the first variational formulation (1), (2), test functions are taken from

the space
o

W1
2(Ω,Rn), in the second (3), from the space of divergence-free

function.
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These approximations lead to different methods for solving the Stokes
problem, including method of stream function, penalty method, Uzawa algo-
rithm etc.

The approximations of the Stokes problem can be divided into three
groups: (a) fully-conforming approximation (exactly fulfilling the incompress-
ibility condition); (b) conforming approximation (approximation from energy
class, but without divergence-free property, e.g. Taylor-Hood approximations,
mini-elements, macro-elements (see [6] for explanation)); (c) non-conforming
approximations (approximations which do not belong to the energy space e.g.,
Crouzeix-Raviart approximation).

It is important to note that the functional type a posteriori error estimates
considered in this paper depend only on the type of approximation, but not
on the mesh, method used and other properties.

3 Estimation of the deviation from the exact solution

Consider v to be some approximate solution of the Stokes problem obtained
by any numerical method. Then (see [11]) the difference between it and the
exact solution can be estimated as follows:

ν ‖ ∇(u−v) ‖≤‖ ν∇v−τ ‖ +CΩ ‖ div τ+f−∇q ‖ +
2

CLBB
ν ‖ div v ‖ . (5)

Here and later on we call the right-hand side of (5) the functional type error
majorant. This estimator is valid for any tensor-function τ ∈ {L2(Ω,Mn×n) |
| div τ ∈ L2(Ω,Rn)} (by M

n×n we denote the space of real symmetric n× n

matrices) and scalar-function q ∈
o

L2(Ω) ∩ W1
2(Ω), which can be chosen

in order to minimize the right-hand side of (5). The constant CΩ comes
from Friedrichs-Poincaré inequality, CLBB is the constant that appears in
Ladyzhenskaya-Babus̆ka-Brezzi inequality (inf-sup inequality).

inf
φ∈

o
L2(Ω); φ�=0

sup
w∈

o
W1

2(Ω,Rn); w �=0

∫

Ω
φ div w dx

‖ φ ‖ ‖ ∇w ‖ ≥ CLBB .

The functional in the right-hand side of (5) has a clear physical meaning.
It represents a linear combination of the error in constitutive law, residual
error and error in incompressibility condition. We refer to the first term of
(5) as the primary term. It dominates in the whole functional (5) and shows
the distribution of the error over the domain. The second term of (5) is the
reliability term. When the error majorant is closed to the true error, it is
closed to 0. The third term is called the div-term. See [7] and [11] for more
details.

For fully-conforming approximations in view of fulfilling the incompress-
ibility condition, the error estimate has a more simple form:



A Posteriori Estimates for the Stokes Problem 255

ν ‖ ∇(u− v) ‖≤‖ ν∇v − τ ‖ +CΩ ‖ div τ + f −∇q ‖ . (6)

The main advantage of this form is the following: it does not require the
value of CLBB, which estimation is a very important, but a separate prob-
lem in modern applied mathematics. Both estimates (5) and (6) are valid
only for the conforming approximations. Thus, for non-conforming approxi-
mation (Crouzeix-Raviart elements) a special algorithm was constructed, that
projects the approximate solution obtained to the space of divergence-free
functions (see [8]). This projection can be considered as a new approximation.
For error estimation, error majorant in the form (6) can be used. Note that
each term can be computed directly and that this method does not require
the value of CLBB.

The error majorant satisfies the following very important property: it is
“exact”. This means that it is consistent and allows getting a very sharp
estimation of the error. In fact, by substituting in (6) the gradient of the
exact solution as τ and exact pressure as q the error is equal to the error
estimation. This property does not depend on mesh and characteristics of the
approximate solution.

Other a posteriori error estimators are exact only asymptotically for h→ 0
and only for the Galerkin approximations. For this reason they cannot provide
“exactness property” on any particular mesh and for any approximation.

4 Numerical experiments

In this section, we consider two boundary–value problems whose exact solu-
tions are known. They are solved numerically and the respective approxima-
tion errors are estimated by means of the method described above. The error
estimation results are compared with exact values of the errors. In this analysis
we pay a major attention to two points: (a) the quality of the error estima-
tion in the global (energy) norm and (b) the quality of local error estimation
performed either by the error indicator that comes from the global error ma-
jorant or by the local error estimation techniques. The latter information is
used for the element marking and further mesh refinement. In the experiments
we mainly used the following (rather typical) adaptation criterion: an element
is to be refined if the error is bigger than one half of the maximum error. In
this rule, by the “error on a triangle” we mean the contribution of this ele-
ment to the overall error (or error estimator). Those elements that provide
local contributions higher than the mean value are subject to the refinement
together with certain neighbor elements, which is necessary to avoid hanging
nodes (the so–called red-green-blue refinement, see, e.g., [12]).

Certainly, the best possible adaptive algorithm can be constructed on the
basis of the true error distribution obtained by comparing the true and ap-
proximate solutions. Since in our examples the true solutions are known, we
can compute that distribution and use it as an “etalon”. Thus, we construct
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the refined meshes by using such an etalon and compare them with those ob-
tained by various error indication techniques (the adaptation criteria defined
above is one and the same in all the cases). By the results presented below, we
can compare the efficiency of different error estimation methods. To compare
them not only qualitatively but also quantitatively we introduce a special co-
efficient peff that shows the percentage of the elements that has been colored
correctly, i.e, colored by the same colors as in the etalon marking.

Another important quantity typically used in the a posteriori error esti-
mation is the effectivity index Ieff which is the value of the error estimate
divided by the energy norm of the true error. It is always greater than one
and characterizes the overestimation of the true error.

4.1 Example 1

First example is on the L-shape domain Ω = (−1, 1)× (−1, 1) \ [0, 1]× [−1, 0]
with f = 0. The boundary values are taken from the exact solution (u, p) which
reads in polar coordinates for α = 856399/1572864 ≈ 0.54448, ω = 3π/2,

w(φ) = (sin((1 + α)φ) cos(αω))/(1 + α)− cos((1 + α)φ)−
− (sin((1− α)φ) cos(αω))/(1− α) + cos((1− α)φ),

u(r, φ) = rα((1 + α)(sin(φ),− cos(φ))w(φ) + (cos(φ), sin(φ))wφ(φ)),

p(r, φ) = −rα−1((1 + α)2wφ(φ) + wφφφ(φ))/(1− α).

We use Taylor-Hood elements and the standard adaptation algorithm de-
scribed above. Error control is obtained by using projection on the space of
divergence-free functions. For guaranteed estimations of the error, we use the
error majorant in form (6). We use second order finite elements for approxi-
mation of the duality variables τ and q. As an initial guess for τ , we use an
averaging of ν∇v, while an initial guess for q is ph, obtained via the Uzawa
algorithm. Then estimation is improved by minimization over τ and q. The
plot of the initial (a) and the final (b) mesh generated by using functional
type error control depicted in Fig.1. It clearly shows hight refinement of the
mesh near the singularity. Similar mesh can be obtained by using some other
method of a posteriori error estimation control (see [1, 3, 5, 12]) or by the in-
formation about the true error. Obviously, we can expect improvement of the
convergence rate in comparison with uniform discretization. Corresponding
results are depicted in Fig.1(c). Error and error majorant are plotted against
the number of degrees of freedom on a log-scale. This improvement is very
similar to the results obtained by other methods of a posteriori control for the
error indication and mesh adaptation (see [1, 3, 5, 12]).

Moreover, besides error indication, the functional type error majorant pro-
vides guaranteed upper bounds of the error (see Fig.1 (c) and Table 1).
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Fig. 1. Example 1. Initial mesh (a), Final mesh (b), error and error majorant for
uniform and adaptive meshes (c)

Table 1. Example 1. Error estimation.

iteration N error error majorant Ieff
5 472 0.94 1.288 1.37
9 2174 0.041 0.057 1,41
14 5734 0.013 0.0166 1.28
26 12552 0.008 0.0095 1.19

4.2 Example 2

In the second example data and the exact solution are smooth, so it is not ob-
vious, where the error should be concentrated. Consider an example from [2].
Let Ω = (0, 1)×(0, 1), ν = 1, the exact solution and effective force are defined
as follows:

u = (− sin(
π

2
x) sin(

π

2
y),− cos(

π

2
x) cos(

π

2
y))T ,

p = π cos(
π

2
x) sin(

π

2
y), f = (0,−π2 cos(

π

2
x) cos(

π

2
y))T .

This problem can be solved by different methods. As an example, we present
results obtained by using the Uzawa algorithm, Hesteness-Powel algorithm
and Taylor-Hood elements. For the error control a similar procedure to that
in Example 1 is used. But error majorant is implemented in the form (5). For
the value of CLBB for the rectangular domain we refer to [10].

The procedure for the majorant minimization requires additional compu-
tational work. Computational time spent on majorant improvement is deter-
mined in compliance with the time spent for obtaining the numerical solution
(1TU). Table 4.2 demonstrates the dependence of the quality of the error es-
timation on the computational time spend on majorant improvement. Note
that t = 0TU denotes the substitution τ = νG∇v, q = p (G is operator of
averaging (see e.g. [13])). This allows one to get guaranteed error estimation
almost without additional computational time. Table 4.2 contains information
about components of the error majorant and main characteristics, standard
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Table 2. Example 2. Dependence of the quality of the error estimation on the
computational time spend on majorant improvement

t=0 t = 0.5TU t = 1TU t = 2TU
ν ‖ ∇(u− v) ‖ 5.89 e-4 5.89 e-4 5.89 e-4 5.89 e-4
error majorant 0.0159 1.86 e-3 1.0 e-3 6.95 e-4
primary term 1.3 e-4 5.3e-4 5.91 e-4 6.3 e-4

reliability term 0.0157 1.3 e-3 3.8 e-4 6.2 e-5
div term 3.1e-6 3.1e-6 3.1e-6 3.1e-6
Ieff 27 3.16 1.71 1.18
peff 63 % 87 % 96 % 97 %

for a posteriori error estimation. They show overestimation of the error and
quality determination local distribution of the error over the domain. The-
oretically it is known that the error majorant achieves its minimum when
τ = ν∇u and q = p. By this substitution the second component of (6) turns
into 0 and the error estimation turns to be equal to the error. In t = 0TU the
second component in error majorant prevails and the error indication is not
very accurate. But after some time one can see near equality in error estimates
and true error, and the local error indication is also very accurate.

Finally, we demonstrate robustness of the functional type estimator in
situation, where other error indicator does not work. In Fig. 2 by the dark
color we depict the zones in the domain, where cardinal error is concentrated.
These elements are need to be refined. On the left there are depicted such
zones according to the true error, on the right according to the error majorant.

Fig. 2. Example2. Indication of the error by the true error, gradient averaging and
the functional type majorant (top: Taylor Hood elements, Uzawa algorithm; bottom:
Taylor Hood elements, Hesteness-Powel method)
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It is easy to see that they display almost the same zones, what tells about
good quality of error indication of error majorant. In the middle there are
indications of the error according to the gradient averaging. At some situations
(see Fig. 2, top) it also quite closed to the true distribution, but in some cases
(see Fig. 2, bottom) it shows totally wrong zones.

In all the examples indication of the error by the error majorant is al-
ways very close to the true error distribution even in the example without
any singularity. By having information about local distribution of the error,
one can construct an effective adaptive algorithm. Moreover, guaranteed er-
ror estimation allows one to solve important problems with any controllable
accuracy.
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Summary. The modeling of numerous industrial processes leads to multifield prob-
lems, which are governed by the coupled interaction of several physical fields. As
an example, consider electromagnetic forming, where the evolution of the deforma-
tion field of a mechanical structure consisting of well conducting material is coupled
with an electromagnetic field, triggering a Lorentz force, which drives the deforma-
tion process. The purpose of the work reported on here is to develop techniques for
a posteriori error control for the finite element approximation to the solution of cer-
tain systems of two boundary value problems that are coupled via their coefficients
and their right-hand sides. As a first step, an error estimator for the right-hand side
of the mechanical subsystem is presented in the case of a simplified model problem
for the electromagnetic system. The particular influence of the mixed character of
the evolution equations is discussed for a numerical example.

1 Introduction

Many technological processes are governed by the interaction of different phys-
ical fields. As an example consider electromagnetic metal forming: In this
process, a pulsed magnetic field induces eddy currents in a work piece con-
sisting of good conducting material like aluminum or copper. The interaction
of the eddy currents with the triggering field results in a material body force,
the Lorentz force, which drives the deformation of the work piece (see Fig-
ure 1). Considering the high strain rates typical of this process, Svendsen
and Chanda formulated a material model [14, 15] for a wide class of materi-
als under the influence of strong electromagnetic fields based on the Perzyna
model of elasto-viscoplasticity (see [12]). The evolution of the electromagnetic
field is determined by Maxwell’s equations under the quasistatic hypothesis.
The two systems are coupled via the Lorentz force representing the source
term in the impulse balance of the mechanical structure and via the distribu-
tion of conductivity, which depends on the position of the moving structure.
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Fig. 1. A typical arrangement for electromagnetic sheet metal forming.

Particularly, a boundary value problem of mixed type arises for the electro-
magnetic field, which is parabolic in areas of positive conductivity and elliptic
elsewhere. In [13], finite element formulations for the electromagnetic and for
the mechanical system have been derived and implemented within a staggered
strong coupling scheme. See [6, 7, 8, 9, 11, 16] for different approaches to the
simulation of coupled electromagnetic mechanical systems.

The present note begins with a brief review of the coupled finite element
model. Then, on the electromagnetic side, a method for a posteriori error
control of the input quantity to the mechanical subsystem is presented con-
sidering a simplified model problem. Its derivation is guided by Eriksson’s and
Johnson’s techniques for parabolic a posteriori error estimation [2, 3, 4, 5].
The methods presented here represents a first step towards a rigorous error
control for coupled problems: A more appropriate approach would be the use
of dual weighted residual error estimators (see, e.g., [1]), which allow to control
the error in the quantity of interest under additional consideration of those
errors introduced by the coupling process.

2 Electromagnetic forming

2.1 The mechanical model

The simulation of sheet metal forming requires to account for large deforma-
tions. In the following, a suitable mechanical model in Lagrange formulation is
described. The applied material model [14, 15] considers viscous effects which
become significant at high strain rates. Starting point is a pull back of the
weak momentum balance from the current configuration of the work piece Σ
to its reference configuration Σ0, yielding

m(ξ) :=
∫

Σ0

KF−T : ∇Φ dx +
∫

Σ0

(

ρξ̈ − Jf(ξ)
)

Φ dx = 0 (1)

for all test functions Φ in the Sobolev space H1 fulfilling the adequate bound-
ary conditions. Here, ξ = ξ(x) denotes the deformation field, F = ∇ξ the
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deformation gradient and J = detF its determinant. Moreover, K = Jσ rep-
resents the Kirchhoff stress computed from the Cauchy stress σ. The corre-
sponding strain measure results from a multiplicative split of the deformation
gradient F = F elF vp in elastic and visco-plastic part, as usual in finite strain
plasticity (see [12]). Then the elastic part of the strain is given by εel = log V el,
where V el is the symmetric part of the polar decomposition F el = V elRel,
and its visco-plastic part by εvp = log detF vp. Solving the momentum balance
(1) requires a method to compute the stresses for the current thermodynamic
state of the structure. They are obtained from the free Helmholtz energy

Ψ(εel, α) =
1
2
λ
(
tr εel

)2
+ µ tr

(
εel : εel

)
+ ψ(εvp) ,

which represents the energy reversibly stored in the material, via the relation

K = Jσ =
∂Ψ

∂εel
= C : εel .

Here, λ and µ are Lamé’s constants and ψ represents energy storage due to
hardening (see [13]). The Helmholtz energy depends on a finite set of internal
variables, whose values characterize the thermodynamic state of the mechanic
structure and represent its memory of the load history. For these, evolution
equations have to be constituted. Characteristic for viscoplasticity is an ex-
plicit equation

ε̇vp =

{

0 , F(σ) ≤ 0 ,
1
ηF(σ)m · (σ −

∏
σ) / ||σ −

∏
σ|| , F(σ) > 0 ,

for the plastic strain rate. Here, F(σ) = ||dev σ||L2(Ω) − σ0 describes the
von Mises yield surface and

∏
σ = σ0 dev σ/||dev σ||L2(Ω) + 1/3 trσ denotes

a projection on it. For simplicity, the influence of strain hardening is not
considered in this notation. The non linear momentum balance is iteratively
solved by Newton’s method ξi+1 = ξi − (∂m/∂ξ)−1

m(ξi) . To compute the
required linearization, the evolution equations for the internal variables need
to be discretized in time, leading to a non-linear system of equations which
has to be solved with a further inner Newton-iteration.

2.2 Electromagnetic field computation

Since the occurring wave lengths are much longer than the distances relevant
for the forming process, the quasistatic approximation to Maxwell’s equations
applies (see [10, 13]). An Eulerian description of the evolution of the electro-
magnetic field is given by

curl
1
µ

curl a + σat − σ(v × curl a) = −σ∇φ ,

div at − div(v × curl a) = ∆φ , (2)
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where a = a(x, t) denotes the magnetic vectorpotential and φ the electrostatic
potential to be determined. Further, v represents the velocity of the body in
which the field is computed, µ = µ(x, t) the permeability and σ = σ(x, t) the
conductivity distribution. For the considered geometries, σ is spatially piece-
wise constant, and µ is entirely constant for the materials considered. The
stated differential equations yield in areas, where σ is continuous. At material
interfaces, where σ is discontinuous, transition conditions are necessary, stat-
ing that tangential components of a remain continuous. Due to the fast decay
of the electromagnetic dipol field of order ||a(x)|| = O(||x||−2), ||x|| → ∞, the
problem can be tackled in a large bounded open set Ω ⊂ R k (k = 2, 3) with
sufficient accuracy. In general, the vector potential is not unique and has to be
gauged. However, in two-dimensional or axisymmetric situations the Coulomb
gauge div a = 0 is always fulfilled. Since div(v × b) = 0 is also true in these
situations, the system (2) decouples. The weak form for the vector potential
reads as follows: Find a ∈ Hcurl,0(Ω)3 such that for all a∗ ∈ Hcurl,0(Ω)3

−
∫

Ω

1
µ

curl a · curl a∗ dx +
∫

Ω

σat · a∗ dx = −
∫

Ω

σ∇φ · a∗ dx .

In general, a possesses no H1 regularity, which has to be considered in the fi-
nite element discretization. However, in axisymmetric situations, we are back
in the realm of H1-regularity since Hcurl,0(Ω)3 ∩Hdiv,0(Ω)3 ∼= H1

0 (Ω)3, pro-
vided that Ω possesses a C2-boundary.

2.3 Coupling

The simulation is carried out in two meshes, a fixed Eulerian mesh for the
electromagnetic field and a Lagrangian mesh for the mechanical structure. At
a certain time step, the magnetic vector potential depending on the input am-
perage and the position of the structure is computed in the electromagnetic
mesh and the Lorentz forces fL = at×curl a are derived. After that, the forces
are transferred into the mechanical mesh and imposed on the structure to de-
termine its corresponding position. The altered position of the work piece is
then transferred into the electromagnetic mesh and a corrected force distrib-
ution is computed. The two steps field computation and structure simulation
are iterated until both fL and the position of the structure do not change
in the scope of accuracy. After that, the next time step is started. It has
turned out that a fine resolution is required at the boundaries of the moving
structure to avoid oscillations of the Lorentz forces (see [13]). However, the
computed deformations of the strucure are quite accurate even for relatively
coarse meshes (see [13]). Nevertheless, the implementation of an ALE-based
formulation to improve the accuracy of the computed forces represents work
in progress.
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3 Error control for coupled and mixed problems

Dual weighted residual error estimators represent an appropriate aproach to
error control for problems of the type described above. They allow a goal
oriented control of exactly those quantities of interest (see, e.g., [1]). Applied
to a staggered solution algorithm, such techniques enable also a control of the
error of the quantities that realize the coupling between the two subsystems.
Thus, error accumulation due to the coupling procedure can be controlled
and, moreover, be reduced by mesh adaption in both subsystems. Here, we
only focus on the electromagnetic subsystem and present techniques for the
control of the Lorentz force. The incorporation of the strategy outlined before
represents work in progress. Further, we neglect here additional errors due to
data transfer from one mesh into the other.

Assume that the deformation field u of the mechanical structure is char-
acterized by, e.g., M(u, ϕ) = (fL, ϕ) for all suitable test functions ϕ, where
fL denotes the exact values of the Lorentz force, (·, ·) the space-time scalar
product in L2(L2(Σ)) w. r. t. a time interval In, Σ the current configuration
of the structure and M an operator that is linear in ϕ, but possibly non lin-
ear in u. For simplicity, the Lagrangian formulation of the mechanical mesh
has been dismissed here. As an example, consider the error ||u−U ||∞, where
U represents a Galerkin approximation to u. For brevity, we write here and
below || · ||k for the norm in Lk(Lk(Σ)). To account for the influence of the
approximation error w. r. t. fL, the following estimate on the right-hand side
of the equation for u is reasonable:
∣
∣
∣
∣

∫

In

∫

Σ

(fL −At × curlA)ϕ
∣
∣
∣
∣ ≤ ||ϕ||∞

∫

In

∫

Σ

|at × curl a−At × curlA|

≤ ||ϕ||∞ (||At||2 || curl(a−A)||2 + || curlA||∞ ||at −At||1
+ ||at −At||2 || curl(a−A)||2) , (3)

where A is a Galerkin approximation to a and At any approximation to
at derived from A. Here, dx and dt have been dispensed with. Hence, a
control on the error in the right-hand side of the mechanical simulation is
achieved by controlling || curl(a − A)||2 and ||at − At||1 ≤

√
mesΣ (||(a −

A)(tn)||L2(Σ) + ||(a − A)(tn−1)||L2(Σ)) + O(k2
n), kn → 0, in the electromag-

netic mesh. For brevity, we consider now an analogous problem for a mixed
heat- / Laplace-equation and derive an estimator for ||∇(a − A)||L2(L2(Ω)).
To estimate ||(a−A)(tn)||L2(Σ), the techniques presented in [2] for parabolic
problems can immediately be applied here.

3.1 A mixed elliptic-parabolic model problem

Let Ω =] − 1, 1[×] − 1, 1[⊂ R 2 be the domain we exemplarily use for
field computation and Σ ⊂ Ω the area in which diffusion takes place. As
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“right-hand side” a source term s ∈ L2(L2(Σ)) is given and initial values
u0 ∈ L2(Ω). The problem is now to find u ∈ L2(H1

0 (Ω)) with u(t0) = u0 and
∫

Ω

∇u(x, t) ∇φ(x, t) dx +
∫

Σ

ut(x, t)φ(x, t) dx =
∫

Σ

s(x, t)φ(x, t) dx (4)

for all φ ∈ H1
0 (Ω) and for t0 ≤ t ≤ T a.e.

To discretize (4), a partition 0 = t0 < . . . < tn = T of [0, T ] in
intervals In = (tn−1, tn) of length kn = tn − tn−1 is introduced. We
briefly write un = u(tn). Further, a discrete space Sn as spatial test and
trial space is chosen. This leads to the local test- and trial spaces Vq,n =
{

v : v =
∑q
j=0 t

jϕj , ϕj ∈ Sn
}

, q ∈ N 0, in the time-space setting. To com-
pute an approximation to (4) the following (temporal) discontinuous Galerkin
method is applied: Find a function U with U |Ω×In ∈ Vq,n, such that

∫

In

∫

Ω

∇U(x, t) ∇v(x, t) dx dt +
∫

In

∫

Σ

Ut(x, t) v(x, t) dx dt

+
∫

Σ

[U ]n−1(x) v+
n−1(x) dx =

∫

In

∫

Σ

s(x, t) v(x, t) dx dt (5)

for all v ∈ Vq,n and n ∈ N , where [w]n = w+
n −w−

n , w±
n = lim

s→0±
w(tn+ s) . To

obtain discrete spaces Sn, we consider triangulations Tn and choose continuous
functions whose restriction to an element of the triangulation is linear. Let
further h be a positive function in C1(Ω̄) with bounded gradient. We assume,
that for the diameter hK of each triangle K ∈ T the estimates c1h

2
K ≤ mesK

and c2hK ≤ h(x) ≤ hK , x ∈ K, are true with constants c1, c2 > 0.

3.2 On Error Estimation for the Mixed Problem

Let [U ]n = U+
n − U−

n represent the temporal jumps of U and let Dh,1(Un) =
(
∑

τ∈Ei
h2
τ

∣
∣
∣

[
∂Un

∂nτ

]∣
∣
∣

2
)1/2

dentote the spatial jumps of the gradient, where Ei

is the set of all internal edges of the triangulation of Ω. Further, Pn dentotes
the L2-projection on Sn. The qualtity of Pn can be estimated by interpolation.
Eriksson and Johnson [2] show

|(f, (I − Pn)v)| ≤ α||hf ||L2(Ω) ||∇v||L2(Ω) f ∈ L2(Ω), v ∈ H1
0 (Ω)

|(∇w,∇(I − Pn)v)| ≤ βDh,1(w) ||∇v||L2(Ω) w ∈ Sn, v ∈ H1
0 (Ω) (6)

with constants α, β > 0 and with mesh density function h. To facilitate the
notation, the sought error estimator is now derived in the particular case
q = 0 and f(x, t) = fn(x) for t ∈ In = (tn−1, tn). Further, U0 = P0u0 = u0 is
assumed.
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Theorem 1. Let C be the constant from the Poincaré-Friedrichs inequality
in Σ and α and β as above. Then
∫

In

||∇u(t)−∇U(t)||2L2(Ω) dt ≤ 2 ||un−1 − U−
n−1||L2(Σ) + En(U) +O(k2

n)

for kn →∞, with

En(U) = 4α2||h[U ]n||2L2(Σ) + 4β2knDh,1(Un)2 + 4α2kn||hsn||2L2(Σ)

+ 4α2C2kn||h||2L∞(Σ) ||∇U−
n−1||2∗L2(Σ) .

The star indicates that this term only needs to be accounted for in elements
that have been coarsened the step before. An estimator for ||un−1−U−

n−1||L2(Σ)

is presented in [2]. Further, the terms summed up in O(k2
n) also admid an a

posteriori error control. For brevity, this is not further discussed here.

Proof. To derive the error estimator, one tests with u−U in a time integrated
version of (4) and with the projection of u−U on the relevant discrete spaces
in (5). The difference of these expressions can then be estimated with the help
of (16) and Young’s inequality.

As an example, Σ = Σ1 ∪ Σ2 has been chosen with Σ1 = [−0.6, 0.6] ×
[0.4, 0.6] and Σ2 = [−0.2, 0.2]×[−0.2, 0.2]. On Σ1, a constant source s(x, t) = 1
is imposed. Outside Σ1, s vanishes. In (4), the ut term has additionally been
multiplied with a coefficient α with α(x) = 500 on Σ1 and α(x) = 5000 on Σ2.
The error estimator has now been used to equilibrate the elementwise error
contributions among all elements K of the triangulation of Ω. For spatial
mesh adaption, a fixed fraction strategy is applied several times in each time
step, refining those r% elements, that introduce the highest and coarsening
those r% that produce the smallest contribution to the error. The spatial mesh
adaption is carried out in each time step several times. In Figure 2 a typical
mesh resulting from this algorithm is presented (r = 20). The error estimator

Fig. 2. Typical meshes produced by the autoadaptive algorithm described above
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recognizes the transition zones between parabolic and elliptic regions, entailing
a huge number of refinement steps there. In Σ2, the gradient remains small
for a quite long time, since convergence to the equilibrium state is retarded
due to the small diffusivity of 1/5000 in this area. Consequently, only very few
triangulation points lie inside Σ2. Note that the only geometrical disposition
during mesh refinement is that the corner points of Σ1 and Σ2 are held fixed.
Everything else has been “realized” by the error estimator. While the solution
to the above problem possesses locally H2-regularity away from the transition
zones, its overall regularity is reduced. The question, whether adaptive mesh
refinement enables to increase the rate of convergence as a function of the
numerical efforts to the order of the corresponding purely parabolic problem
represents work in progress.
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Summary. For the linear finite element approximation to a linear elliptic model
problem, we propose to safeguard the Zienkiewicz-Zhu estimator by an additional
estimator for the residual of the averaged gradient. We give a brief account of the
theoretical results on reliability, (local) efficiency, and asymptotic exactness of the
full estimator and illustrate these properties in numerical tests, incorporating sin-
gular solutions and anisotropic ellipticity.

1 Introduction

The gradient averaging and the appertaining a posteriori error estimator intro-
duced in Zienkiewicz/Zhu [9] have striking asymptotic properties. Restricting
ourselves to recent references, we mention the superconvergence results in
Xu/Zhang [8] and the observed asymptotic exactness in Carstensen/Bartels
[3]. On the other hand, since this estimator relies solely on post-processing of
the approximate solution, it cannot in general be reliable.

In [4] the authors therefore propose and analyze the Zienkiewicz-Zhu es-
timator (or, for short, ZZ estimator) with a complementing ‘security part’,
which is based upon the residual of the averaged gradient. The resulting
estimator combines the good properties of the ZZ estimator and the stan-
dard residual estimator: it is reliable, (locally) efficient, and asymptotically
exact whenever the averaged gradient is superconvergent. The latter is a con-
sequence of the fact that the security part is an efficient estimator for the
error of the averaged gradient. This proven properties do not hinge on the
particular gradient averaging associated with the ZZ estimator and distin-
guish the approach in [4] from previous ones in Rodŕıguez [6], Repin [5],
Carstensen/Bartels [3], and Carstensen [2].

The purpose of this work is to give an account of the theoretical results of
[4] in a simplified setting and to provide further numerical tests.
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2 Error estimator and theoretical results

As usual, L2(U) denotes the space of functions that are Lebesgue measurable
and square-integrable in the domain U and H1

0 (U) stands for the space of
L2(U)-functions that have first weak derivatives in L2(U) and zero trace on
the boundary ∂U .

2.1 Model problem and discretization

Let Ω ⊂ R
2 be a bounded polygonal domain with boundary Γ := ∂Ω that is

locally a Lipschitz graph. The load term fulfills f ∈ L2(Ω) and the constant
coefficients of the linear operator are given by a symmetric matrix A ∈ R

2×2

satisfying
∀ ξ ∈ R

2 λ|ξ|2 ≤ Aξ · ξ ≤ Λ|ξ|2

with 0 < λ ≤ Λ.
Let u be the typically unknown weak solution of the elliptic boundary

value problem
−div

(
A∇u

)
= f in Ω, u = 0 on Γ.

In other words:

u ∈ H1
0 (Ω) and ∀ϕ ∈ H1

0 (Ω)
∫

Ω

A∇u · ∇ϕ =
∫

Ω

fϕ. (1)

In view of the Riesz representation theorem, u exists and is unique.
In order to approximate the solution u of (9), we shall use linear finite

elements that are subordinated to a macro triangulation. Suppose that the
macro triangulation T0 is a conforming (admissibile) triangulation of Ω. The
following two quantities of T0 will be important:

αmin := smallest angle occurring in T0 and µ :=
maxT∈T0 hT
minT∈T0 hT

, (2)

where hT := diam T denotes the diameter of a triangle T .
Let T be any (not necessarily quasi-uniform) refinement of T0 that was

obtained with the help of the newest-vertex bisection; see e.g. [7]. Hereafter,
we suppose that, together with T0 itself, we are given an appropriate fixed set
of refinement edges. The set of the nodes (or vertices) of T is denoted by N .
Let S be the space of continuous piecewise affine finite elements over T :

S :=
{
w ∈ C(Ω̄) | ∀T ∈ T w|T ∈ P1(T )

}
,

where Pk(T ), k ∈ N, stands for the space of polynomials over T with degree
≤ k.

The finite element approximation ūS of u in (9) is then characterized by

ūS ∈ S0 and ∀χ ∈ S0

∫

Ω

A∇ūS · ∇χ =
∫

Ω

fχ, (3)
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where S0 := S ∩ H1
0 (Ω). Like u, the finite element approximation ūS exists

and is unique. In practice, one often does not solve the linear system resulting
from (3) exactly. We therefore suppose that uS ∈ S0 is an approximation of
ūS and will provide an a posteriori analysis for the approximate finite element
solution uS and its error in the the so-called energy norm defined by

‖∇w‖A :=
(∫

Ω

A∇w · ∇w
)1/2

for w ∈ H1
0 (Ω). (4)

2.2 Estimator and local indicators

We now define the safeguarded ZZ estimator. For linear elements, the ZZ
estimator is given by

ζ := ‖∇uS −GuS‖A, (5)

where GuS ∈ S × S is the nodewise averaged gradient of ∇uS :

∀ z ∈ N GuS(z) = L2(ωz)−1

∫

ωz

∇uS ∈ R
2, (6)

where ωz :=
⋃
{T ∈ T : T � z} is the star around the node z and L2(ωz)

denotes its area. To split ζ into local contributions, we use the partition of
unity

∑

z∈N φz = 1 provided by the canonical basis functions of S: for all
z ∈ N , we set

ζ2
z := ‖∇uS −GuS‖2Aφz

:=
∫

ωz

(∇uS −GuS) ·A(∇uS −GuS)φz. (7)

The complementing security part consists of two contributions related to
the residual of the averaged gradient GuS , which is continuous. The first part
builds upon the ‘strong residual’ r := f + div(AGuS) and is given by

ρ :=
[ ∑

z∈N
ρ2
z

]1/2
with ρ2

z := h2
z

∫

ωz

|r − r̄z|2φz (8)

and

hz := diam ωz, r̄z :=






(∫

ωz
φz

)−1 ∫

ωz
rφz if z ∈ N \ Γ,

0 if z ∈ N ∩ Γ.

For the second contribution, we shall use a multilevel decomposition of S.
The bisections generating T from T0 can be recorded by a forest of binary
trees F , where each triangle corresponds to a node, the triangles of T0 are
roots, and those of T are leafs; see e.g. [7] and Figure 1 for an example. Let
F� be the maximal subforest of F with depth equal or smaller than � ≥ 0
such that its leafs constitute a conforming triangulation, which will be called



272 Francesca Fierro and Andreas Veeser

Fig. 1. From left to right: a macro triangulation, a refinement, and its corresponding
forest of binary trees, which has maximal depth 4

T�. We denote by N� the vertices (or nodes) in T� and by S� the continuous
linear finite elements over T�. Clearly, there holds

S� ⊂ S�+1, S =
⋃

�≥0 S� and N� ⊂ N�+1, N =
⋃

�≥0N�. (9)

The indicators of the �th level are given by

γ�z :=

{

|
∫

Ω
AGuS · ∇φ�z − fφ�z| if z ∈ N� \ Γ,

0 if z ∈ N� ∩ Γ,
(10)

where (φ�z)z∈N	
are the canonical basis function in S� satisfying φ�z(z) = 1

and φ�z(y) = 0 for all y ∈ N� \ {z}. Moreover, we define

Ñ� :=
(
N� \ N�−1

)
∪ {z ∈ N�−1 | φ�z 	= φ�−1,z}

for � ≥ 1 and Ñ0 := N0. To any node z ∈ Ñ� with � ≥ 1, there corresponds a
hat function φ�z that is not contained in S�−1. Consequently only the corre-
sponding indicators γ�z, z ∈ Ñ� provide new information that cannot be seen
on the previous level �− 1. We therefore define the global contribution by

γ :=
[∑

�≥0

∑

z∈Ñ	

γ2
�z

]1/2
, (11)

which measures how much GuS −∇u misses to mimic the Galerkin orthogo-
nality of ∇(ūS − u).

2.3 Error control

The ZZ estimator ζ alone cannot in general be a reliable. Indeed, consider
A = Id and a load term f 	= 0 that is L2(Ω)-orthogonal to S0. Then u 	= 0
but uS := ūS = 0, whence ‖∇(uS − u)‖A > 0. However, due to (6), we have
GuS = 0 and thus ζ = 0. For a concrete example and related underestimation
of ζ, see [1, mS4.7] or [4, mS6.1 and mS6.2].

The proofs of the following results are given in [4] for more general gradient
averaging procedures and more general linear elliptic boundary values prob-
lems. The letter C indicates constants that depend only on αmin and µ in (2)
of the macro triangulation T0. We start with the reliability of the safeguared
ZZ estimator.
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Theorem 1 (Global upper bound). The energy norm error of the approx-
imate finite element solution uS is globally bounded in the following way:

‖∇(uS − u)‖A ≤ ζ +
C√
λ

(ρ + γ).

For sake of simplicity, we assume in the following local lower bounds that
the load term f is piecewise constant over T . Given a subdomain ω ⊂ Ω and
a vector field W ∈ L2(ω)2, define the local norm ‖W‖A;ω :=

[ ∫

ω
W ·AW

]1/2.

Proposition 1 (Lower bounds with averaged gradient). The indicators
ζz, ρz, z ∈ N , and γ�z, � ≥ 0, z ∈ N�, are bounded as follows:

ζz ≤ ‖∇(uS − u)‖Aφz
+ ‖GuS −∇u‖Aφz

,
ρz√
Λ
≤ C1‖GuS −∇u‖A;ωz

,
γ�z√
Λ
≤ C2‖GuS −∇u‖A;ω	z

,

where ω�z = supp φ�z indicates a star on the level �.

All these local lower bounds have global counterparts, the derivation of
which is not trivial for γ. Consequently, the safeguarded ZZ estimator is as-
ymptotically exact whenever the averaged gradient is superconvergent.

For the last two results, let B(ω) :=
⋃
{T ∈ T : T ∩ω 	= ∅} be the smallest

ball in T around the set ω.

Proposition 2 (Nondeterioration of averaging). For any T ∈ T , the
averaged gradient GuS satisfies

‖GuS −∇u‖A;T ≤ C

√
Λ√
λ
‖∇(uS − u)‖A;B(T ).

Combining the two propositions yields the efficiency in any case.

Theorem 2 (Lower bounds). The indicators ζz, ρz, γz, are bounded by the
local energy error. More precisely, for any z ∈ N ,

ζz +
ρz√
λ

+
γz√
λ
≤ C

Λ

λ
‖∇(uS − u)‖A;B(ωz).

3 Numerical results

Using the safeguarded estimator E = ζ+λ−1/2
(
C1ρ+C2γ

)
and the maximum

strategy, the authors design in [4] an adaptive algorithm, which is implemented
within finite element toolbox ALBERTA [7]. It is worth mentioning that this
algorithm produces adaptive meshes even in situations when the ZZ estimator
vanishes everywhere.

In what follows, we report on two more experiments that enter in the
more general setting of [4] and complement the tests therein. As in [4], the
estimator constants are C1 = 1/5 and C2 = 1/3 and the various quantities
depending on the current finite element space S are indexed by the counter k
of the adaptive iteration.
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3.1 L-shaped domain

For the L-shaped domain Ω = ]−1, 1[2 \
(
[0, 1] × [−1, 0]

)
and the Laplace

operator, A = Id, we approximate the exact solution given in polar coordinates
(r, θ) by

u(r, θ) = r2/3 sin(2θ/3). (12)

Due to the r2/3-singularity, u 	∈ H2(Ω). The second derivatives of u how-
ever exist in L1(Ω) and so the error of nonlinear approximation decays with
#DOFs−1/2.

Fig. 2. Example (12): domain and approximate solution of iteration k = 17 (left).
Log-log plot of error of the untreated (‘+’) and averaged (‘◦’) gradient versus number
of DOFs; the decay rates −0.5 and −0.65 are indicated by dashed lines (right)

Figure 2 and Table 1 reveal that, in spite of the singularity, the averaged
gradient is superconvergent, whence the effectivity index of Ek approaches 1
in accordance with Proposition 1. Notice also that the decay of ‖∇(uk−u)‖A
is optimal in that it coincides with the one of nonlinear approximation.

Table 1. Example (12): number of DOFs, error of untreated and averaged gradient,
and effectivity indices for selected iterations

k #DOFs ‖∇(uk − u)‖A ‖Guk −∇u‖A
ζk

‖∇(uk − u)‖A
Ek

‖∇(uk − u)‖A
0 8 4.649e−01 3.917e−01 1.064 1.468
5 161 8.357e−02 5.235e−02 1.004 1.392

10 1 080 2.910e−02 9.808e−03 0.999 1.275
15 11 707 8.639e−03 1.747e−03 0.998 1.190
20 108 993 2.837e−03 4.000e−04 0.999 1.141
25 1 061 834 9.010e−04 9.323e−05 0.999 1.106
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3.2 Anisotropic ellipticity

We conclude with an example where the condition number of the coefficient
matrix A is large. Let Ω := ]0, 1[2 and let A be the diagonal matrix with
diagonal (0.1, 10) and consider two exact solutions

ui(x1, x2) = 10−(i−1) sin(πxi), i = 1, 2. (13)

The solutions u1 and u2 are smooth, have the same energy norm and profile,
but depend, respectively, only on the direction associated to the minimum
eigenvalue 0.1 or the maximum one 10.

To approximate both exact solutions u1 and u2, we employ the algorithm
of [4] and the standard algorithm of ALBERTA using the maximum strategy
and the explicit residual estimator ηk, equilibrated with the same constant 1/5
as ρk; this leads to effectivity indices of

√
10 ηk close to 1 when approximating

on regular meshes the solution u1 associated with the minimum eigenvalue
0.1. In [4] all four simulation are started from a regular (structured) macro
triangulation. Here we start from the irregular macro triangulation in Figure
3 (left) and obtain Table 2.

0 1
0

1

 1e-04

 0.001

 0.01

 0.1

 1

 10  100  1000  10000  100000  1e+06

DOFS

Fig. 3. Example (13): macro triangulation (left). Log-log plot of error of the un-
treated (‘+’) and averaged (‘◦’) gradient versus number of DOFs; the decay rates
−0.5 and −0.65 are indicated by dashed lines (right)

For the case i = 1 corresponding to the minimum eigenvalue 0.1, the
safeguarded ZZ estimator Ek has moderate effectivity indices that appear to
decrease to 1, while the residual estimator

√
10 ηk has quite big effectivity

indices, probably due to an error component in the direction of the maximum
eigenvalue that is introduced by the irregularity of the macro triangulation.

For the case i = 2 corresponding to the maximum eigenvalue 10, Ek starts
with relatively big effectivity indices. However, they improve with refinement,
while the ones of the residual estimator

√
10 ηk are always above 10.

The improving effectivity indices of Ek in both cases are again a conse-
quence of the superconvergence of the averaged gradient, see Figure 3 (right)
for i = 2, and Proposition 1.
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Table 2. Example (13): number of DOFs, error and effectivity indices of Ek (left
subcolumns) and ηk (right subcolumns) related to minimum (i = 1) and maximum
(i = 2) eigenvalue of A

k #DOFs ‖∇(uS − u)‖A
Ek or

√
10 ηk

‖∇(uS − u)‖A
i = 1

0 0 18 18 5.785e−01 5.785e−01 1.217 4.951
3 4 492 355 1.191e−01 1.384e−01 2.227 7.031
6 9 6 513 5 893 3.072e−02 3.286e−02 1.753 7.344
9 17 68 510 62 549 9.486e−03 9.850e−03 1.624 7.381

12 33 354 026 338 423 4.018e−03 4.204e−03 1.461 7.391
i = 2

0 0 18 18 1.775e−01 1.775e−01 5.795 11.702
3 4 458 440 2.714e−02 2.678e−02 4.821 11.568
6 7 4 880 3 162 8.148e−03 1.027e−02 4.009 11.642
9 10 34 029 25 567 3.089e−03 3.393e−03 2.861 11.728

13 14 458 924 380 611 8.294e−04 8.825e−04 2.728 11.723
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Summary. We analyse some questions concerning splitting solution techniques of
non-hydrostatic models with atmospheric forcing. We prove that at the free surface
the dynamic pressure must exactly vanish. We also analyse a linearised model of
free surface and give simple rules to construct stable pairs of (horizontal velocities,
free surfaces) for mixed discretizations.

1 Introduction

In this paper we analyse some issues regarding the mathematical modelling of
the hydrodynamic forcing of the Ocean by the atmospheric pressure. Hydrody-
namic forcing is relevant in ocean areas were important vertical accelerations
occur, such as closed and semi-closed seas, straits, flow induced by hurricanes,
etc.

Primitive equation models, extensively used in Physical Oceanography,
are addressed to large oceanic zones, and only include hydrostatic pressure
modelling. Consequently, these models are not suitable to simulate the flows
mentioned above (Cf. [6]).

Non-hydrostatic models for ocean flows include an additional pressure
(the hydrodynamic pressure) to take into account vertical acceleration effects.
These models are also able to drive these flows by horizontal gradients of the
atmospheric pressure. The numerical approximations of non-hydrostatic flows
usually follow a time splitting into hydrostatic + hydrodynamic steps (Cf.
[2, 5, 7]). In this splitting, there is a lack of boundary conditions for the in-
termediate unknowns, particularly for the hydrodynamic pressure. Thus, the
forcing of the flow by the atmospheric pressure is only approximated. How-
ever, some of the mentioned flows are quite sensitive to small variations of
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the forcing conditions. This is the case, for instance, of stratified flows with
slight variations of the vertical density gradient. Consequently, to simulate
this kind of flows, far from hydrostaticity, it is relevant to correctly impose
the atmospheric pressure forcing.

A theory supporting the well-possedness of the models and of their nu-
merical approximations is also lacking. This has been successfully analysed
by several authors in the case of the primitive equations (Cf. [8, 6, 3], but it
is still an open question for non-hydrostatic models. In fact, this causes the
generation of spurious solutions in the numerical solution of the free surface
equations. In particular the determination of stable pairs of spaces for velocity
and pressure (both hydrodynamic and hydrostatic) is required. (Cf. [7], for
instance)

In this paper we address some aspects of the difficulties we have mentioned:
We properly impose the atmospheric pressure as a boundary condition at
the free surface for the total (hydrodynamic + hydrostatic) pressure, and
we derive stable approximations of the free surface equations on a linearised
steady model.

On one hand, the main innovation introduced is to give a surface bound-
ary condition for the non-hydrostatic pressure. This is usually set to zero by
heuristic reasons, but we prove that it should exactly be set to zero, if the flow
is forced by the atmospheric pressure gradient. On another hand, we analyse
a linear steady version of the hydrostatic step that yields the free surface. We
assume known a solution of the problem, and prove its well-possedness, based
upon an inf-sup condition that relates horizontal velocities and free-surfaces.
We give a rule to build stable pairs of Finite Element spaces for this steady
problem.

2 Modelling of non-hydrostatic free-surface flows

In this section we motivate our work by describing with some detail the main
issues related to the modelling of 3D non-hydrostratic free-surface flows.

Let us consider a flow of oceanic water filling at any time t ∈ [0, T ] a
domain Ω(t). We assume that this domain may be described in terms of a 2D
domain ω(t), a continuous depth function D : ω(t) 
→ IR+, and a continuous
surface function η(x, t) : ω(t) 
→ IR (we assume η > D on ω for simplicity):

Ω(t) = {(x, z) ∈ IR3 such thatx ∈ ω(t), −D(x) < z < η(x, t) }.

We assume that the physical behaviour of the flow is described by the velocity
U, the pressure P and the density of the water ρ, and that these variables
satisfy the Boussinesq equations, forced by the gravitatory field of the Earth
(−g = −(0, 0, g)) and the Coriolis forces (that we denote by C):
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∂tU + (U·∇)U− ν∆U + C +
1
ρ0
∇P = − ρ

ρ0
g,

∇·U = 0.





(1)

Here, ρ0 is a mean value of density the water, which suffers only of small
variations. It depends on salinity and temperature, through the state equation
of the water ρ = ρ(S, T ). Salinity and temperature satisfy convection-diffusion
equations, typically

∂tS + U·∇S −KS∆S = fS .

Boussinesq’s equations are derived from Navier-Stokes equations with the as-
sumption that density fluctuations are only relevant in the equation describing
the conservation of vertical momentum (Cf. [6]).

2.1 An exact boundary condition for the dynamic pressure

The total pressure is the sum of its hydrostatic and hydrodynamic parts,

P = PH + PD. (2)

PD is linked to the incompressibility of the flow while PH is due to the po-
tential nature of the gravity field. As a consequence, it is determined by

∂zPH = − ρ g = − (ρ0 + ρ′) g, (3)

Vertical integration of (3) from some depth z to the free surface η yields

PH(z) = PH(η) + ρ0 g (η + b− z), b =
∫ η

z

ρ′

ρ0
, (4)

where PH(η) is the 2D value of the hydrostatic pressure at the free-surface,
and b is the hydrostatic pressure due to density fluctuations. It is called the
“baroclinic” part of the hydrostatic pressure. In some models, PH(η) is as-
sumed constant, so the forcing by the atmospheric pressure is neglected. To
take into consideration this effect, some other models assume that the vertical
equilibrium of the free surface requires (Cf. [7]) PH(η) = Patm, where Patm de-
notes the atmospheric pressure. The horizontal gradient of the total pressure
is then split into its barotropic (∇Hη), baroclinic (∇Hb) and hydrodynamic
parts, plus a forcing term due to the atmospheric pressure:

∇HP = ρ0 g∇H(η + b) +∇HPD +∇HPatm (5)

If we inject this expression in the horizontal momentum conservation equation
of Boussinesq equations, we obtain a model in which apparently only the
hydrostatic component of the oceanic flow is driven by the horizontal gradient
of the atmospheric pressure.

However, one readily proves that the above expression (5) is exact, if a
zero value for the hydrodynamic pressure at the free surface is set. Indeed, let
us properly set PD(η) + PH(η) = Patm, so that equation (2) is re-written as
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P (x, z) = [PD(x, z)− PD(η)] + ρ0 g (η + b− z) + Patm, (6)

If we now re-define the hydrodynamic pressure as QD = PD + PS , with
PS(x) = −PD(η), then QD(η) = 0, and (6) reads

P (x, z) = QD(x, z) + ρ0 g (η + b− z) + Patm, (7)

where both the hydrodynamic and the hydrostatic contributions to the pres-
sure vanish at the free surface. Injecting this expression in model (1), we
obtain the reduced model

∂tUH + (U·∇)UH − ν∆UH + CH +
1
ρ0
∇H(QD + g η) = fH,

∂tU3 + (U·∇)U3 − ν∆U3 + C3 +
1
ρ0

∂3QD = f3

∇·U = 0,






(8)

where
fH =

1
ρ0
∇H (−Patm + ρ0g b) , f3 = −g ∂3 (b− z). (9)

In this model PS is the surface value of the hydrodynamic pressure corres-
ponding to a forcing by the atmospheric pressure.

2.2 The hydrostatic + Non-hydrostatic splitting

The equation of the free surface of the flow domain Ω(t):

∂tη + UH∇η = U3 at z = η(x, t) (10)

when ∇ ·U = 0, is equivalent (in a convenient sense) to

∂tη +∇H ·〈UH〉 = 0, on ω, where 〈UH〉 =
∫ η(x,t)

−D(x)

UH(x, z) dz.

This allows to decompose the solution of problem (8) by a splitting tech-
nique in time by means of hydrostatic and hydrodynamic steps. The procedure
maybe sketched as follows:

• First, a convection stage is performed to update a known velocity Un into
Ûn+1.

• Next, in the hydrostatic step, the free boundary is updated:

Ũn+1
H − Ûn+1

H

∆t
− ν ∆ Ũn+1

H + Cn+1
H +

g

ρ0
∇Hηn+1 = fn+1

H ,

ηn+1 − ηn

∆t
+∇H · < Ũn+1

H > = 0






, (11)
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• A diagnostic vertical velocity Ũn+1
3 is next computed by solving the con-

tinuity equation,
∂3Ũn+1

3 = ∇H ·Ũn+1
H .

• Finally, in the hydrodynamic step, the computed velocity is corrected to
take into account vertical acceleration effects, and continuity:

Un+1
H − Ũn+1

H

∆t
+

1
ρ0
∇HQn+1

D = 0,

Un+1
3 − Ũn+1

3

∆t
− ν ∆Un+1

3 + Cn+1
3 +

1
ρ0

∂3Q
n+1
D = fn+1

3 ,

∇·Un+1 = 0 .






(12)

At this stage, frequently diffusive and Coriolis forces are neglected as their
size is small compared to convective ones.
To compute the hydrodynamic pressure Qn+1

D most often projection tech-
niques are used, as this is computationally less expensive than using mixed
methods. This requires to solve an equation of the form

−∆Qn+1
D = σn+1.

So, Dirichlet data at the free surface are needed. These data are usually set
to zero, as it is assumed that this pressure is small. This is fully justified by
our modelling approach, as we have seen that the exact surface boundary
condition is QD = 0.

3 A linearised model for the free surface equation

We focus now on the building of stable pairs of spaces for the numerical
solution of the free surface equation. Our purpose is to find ways to construct
stable pairs of (horizontal velocities, free surfaces) to discretize the free surface
equation.

We shall specifically focus on the solution of a linearised steady version of
problem (8) with some simplifying assumptions: We assume that we already
know a steady solution (velocity U, free surface η and hydrodynamic pressure
Q). We fix the domain Ω given by η, and consider Q as a data that we integrate
into the forcing terms. We also consider U as a data in the convection term.
We finally neglect the Coriolis forces, as these are not relevant for our analysis,
and assume ρ0 = g = 1. This yields the linear problem:

Find UH : Ω 
→ IR2, η : ω 
→ IR such that

U · ∇UH − ν ∆UH +∇Hη = fH, in Ω,
∇H · < UH > = 0 in ω,

}

. (13)

We set the following boundary conditions,
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−ν ∂nUH = τw on Γs, UH = 0 on Γb ∪ Γl

where Γl is a vertical piece of the boundary of Ω formed from a subset γ of
∂ω as Γl = {(x, z) ∈ IR3 s.t. −D(x) < z < η(x), x ∈ γ}, and Γs, Γb are the
surface and the bottom of the domain, defined as
Γs = {(x, z) ∈ IR3 s.t. z = η(x), x ∈ ω}, Γb = {(x, z) ∈ IR3 s.t. z = −D(x) }.
The vertical velocity is recovered by integration of the continuity equation,
for this reason is not considered in the PDE system above.

We shall assume the functions η and D to be Lipschitz continuous.
The condition on Γs models the wind friction on the surface boundary

layer. The no-slip conditions on Γb∪Γl has been set for the sake of simplicity.
For the same reason we have not included Coriolis forces in the above model.

Consider the velocity space H1
b (Ω) = {V ∈ H1(Ω) s. t.V = 0 on Γb∪Γl }.

We shall look for UH in [H1
b (Ω)]2 .

Our variational formulation is based upon the observation that if
σ ∈ L2(Ω) and, ∂3σ = 0, then for any V ∈ H1

b (Ω)2, we have

(∇Hσ,VH)Ω = (σ,VH · nH)∂Ω − (σ,∇H ·VH)Ω

= (σ,VH · nH)∂Ω −
∫

ω

σ

[∫ η(x)

−D(x)

∇H ·VH dz dx

]

= (σ,VH · nH)∂Ω −
∫

ω

σ [−VH(η) · ∇Hη ] dx

−
∫

ω

σ∇H · < VH > dx,

where the first integral is understood as a duality pairing.
Using that z = η(x, y) is a parameterization of Γs, we deduce

(σ,VH · nH)∂Ω = (σ,VH · nH)Γs
=
∫

ω

σ [−VH(η) · ∇Hη ] dx,

so that

(∇Hσ,VH)Ω = −(σ,∇H · < VH >)ω, ∀VH ∈ [H1
b (Ω)]2. (14)

We shall look for η in the the pressure/free-surface space

L2
S,0(Ω) = {qs ∈ L2

0(Ω) s.t. ∂z qs = 0.}

We give the following variational formulation to the steady version of Prob-
lem (11) :

Obtain UH ∈ [H1
b (Ω)]2, η ∈ L2

S,0(Ω) such that

a(UH ,VH) + b(η,VH) = L(VH), ∀VH ∈ [H1
b (Ω)]2

b(σ,UH) = 0, ∀σ ∈ L2
S,0(Ω),

}

, (15)

where
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a(UH ,VH) = (U · ∇UH ,VH)Ω + ν(∇UH ,∇VH)Ω ,

b(σ,VH) = −(σ,∇H · < VH >)ω, L(VH) =< fH,VH >Ω − < τw,VH >Γs
.

Here, we recall that the convection velocity U is considered as a data.
To prove that this variational formulation yields a weak form of problem

(13), one must at first consider identity (14) to recover the first equation and
the boundary conditions on ∂Ω.

Also, as η and D are assumed to be Lipschitz continuous functions, then
∇H · < UH >∈ L2(Ω), and the following estimate holds,

‖∇H · < UH > ‖0,Ω ≤ C (‖∇UH‖0,Ω + ‖UH‖0,Γs
+ ‖UH‖0,Γb

) ,

where the constant C depends on ‖η + D‖∞,ω, ‖∇Hη‖∞,ω, ‖∇HD‖∞,ω. The
second identity in (15) then implies

∇H · < UH >= m, for some constant m.

Now, if we take η = 1 and V = U in (14), we deduce m = 0.
The well-possedness of problem (15) lies on the following inf-sup condition,

reported in Chacón-Guillén [3]:

Lemma 1. Assume that Ω is a bounded domain of IRd, (d = 2 or 3) with a
Lipschitz-continuous boundary. Then there exists a constant β > 0 depending
on Ω and the dimension d such that

∀σ ∈ L2
S,0(Ω), β ‖σ‖0,Ω ≤ sup

VH∈H1
0 (Ω)d

(∇H · < VH >, σ)ω
‖∇VH‖0,Ω

. (16)

This result lets us to prove our main result, stated as follows:

Theorem 1. Under hypotheses of Lemma 1, assume U ∈ H1(Ω)3, τw ∈
H−1/2(Γs)2, f ∈ H−1(Ω)2. Then, Problem (15) is well posed: It admits a
unique solution UH ∈ [H1

b (Ω)]2, η ∈ L2
S,0(Ω) that satisfies the estimates

ν ‖∇UH‖0,Ω ≤ C M (17)
‖η‖0,Ω ≤ C (1 + ‖U‖1,Ω) M (18)

where M =
(
‖τw‖−1/2,Γs

+ ‖f‖−1,Ω

)
, for some constant C depending on the

domain Ω and the space dimension d.

Proof. As H1
0 (Ω)d ⊂ H1

b (Ω)d, then the inf-sup (16) also holds between
L2
S,0(Ω) and H1

b (Ω)d. The result follows using the standard theory for saddle
point problems (Cf. [1]).
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3.1 Some hints for mixed approximation

The main interest of the above derivation lies on the fact that it may be
applied to obtain stable pairs of (Horizontal velocities, free-surface) discrete
spaces for mixed approximations of the free-surface problem.

The derivation of the inf-sup condition of [3] allows to construct stable
pairs of Finite Elements in a simple way: Given a standard stable 3D pair
of finite element spaces, say (Yh, Qh), consider the space Xh formed by the
horizontal components of the velocities of Yh and the pressures of Mh that do
not depend on z. There exists a constant β > 0 such that

∀qh ∈ Qh β ‖qh‖0,Ω ≤ sup
Vh∈Yh

(∇ ·Vh, qh)Ω
‖∇V‖0,Ω

.

If ∂zqh = 0, then (∇ ·Vh, qh)Ω = (∇H · < VhH >, qh)ω, and then

β ‖qh‖0,Ω ≤ sup
Vh∈Xh

(∇H · < VhH >, qh)ω
‖∇VhH‖0,Ω

.

So, this pair (Xh, Mh) satisfies a discrete inf-sup condition similar to (16).
Now, we may build a mixed stable approximation of problem (15): Let us
consider the approximated problem

Obtain Uh ∈ Xh, ηh ∈Mh such that

a(Uh,VH) + b(ηh,Vh) = L(Vh), ∀Vh ∈ Xh,
b(σh,Uh) = 0, ∀σh ∈Mh.

}

(19)

Then, we may conclude the following

Theorem 2. Assume the family of pairs of spaces {(Xh,Mh)}h>0 is a con-
vergent internal approximation of [H1

b (Ω)]2 × L2
S,0(Ω) satisfying a discrete

inf-sup condition for form b. Then problem (19) admits a unique solution that
converges strongly in [H1

b (Ω)]2 × L2
S,0(Ω) to the solution of problem (15).

This analysis yields some relevant indications to build stable computations
of steady free surfaces. The linear problem (13) is a hydrostatic sub-problem
of the general Boussinesq equations (8), and any stable solver of these last
equations must be able to solve our simplified problem. This suggests to use
pairs of spaces derived as above to solve the transient hydrostatic equations.
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Summary. The goal of this paper is to construct efficient finite volume parallel
solvers on non-structured grids for 2d hyperbolic systems of conservation laws with
source terms and nonconservative products using SIMD registers. Line method is
applied: at every intercell a projected Riemann problem along the normal direction
is considered (see [2]). The resulting 2d numerical schemes are explicit and first
order accurate. The solver is parallelized following a SIMD approach, by means of
SSE (“Streaming SIMD Extensions”), which are present in common processors. A
generic C++ wrapper to small matrices libraries that make use of SIMD instructions
has been implemented in an efficient way and an application to IPP small matrix
library is presented.

1 Introduction

This article deals with the development of efficient implementations of finite
volume solvers on non-structured grids for 2d hyperbolic systems of conserva-
tion laws with source terms and nonconservative products. We are concerned
in particular with the simulation of one or two layer fluids that can be mode-
lled by the shallow water systems, formulated under the form of a conservation
law with source terms or balance law. We are mainly interested in the appli-
cation of these systems to geophysical flows: models based on shallow water
systems are useful for the simulation of rivers, channels, dambreak problems,
etc. . . Simulating this phenomena leads to very long lasting simulations in
big computational domains, so extremely efficient solvers are needed to solve
and analyze these problems in small computational time. In [2] an efficient
implementation of the first order well-balanced numerical scheme for general
systems of balance laws with nonconservative products was carried out using
domain decomposition techniques and MPI in a PC cluster. Very good speed-
up results were obtained and the scheme was assessed with numerical and
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experimental data. In this article we follow a different approach to reduce
calculus time. This kind of algorithms essentially consist of performing a huge
number of small matrix computations, similar to those carried out in 3d soft-
ware, CAD, physics computation for games, etc. Modern CPU’s are provided
with specific SIMD units devoted to these purposes. We introduce a tech-
nique to develop a high level C++ small matrix library that takes advantage
of SIMD registers, hiding the difficulties related to the use of very low level
coding (mostly assembler).

The organization of the article is as follows: in the second section, we
present the general formulation of systems of balance laws with nonconserv-
ative products and source terms in 2d domains. Next, the numerical scheme
is presented for the general case. Section 4 is devoted to SSE description and
the description of the high level C++ matrix library implementation.

2 Equations

We consider a general problem consisting of a system of conservation laws
with non conservative products and source terms given by:

∂W

∂t
+

∂F1

∂x1
(W ) +

∂F2

∂x2
(W ) = B1(W ) · ∂W

∂x1
+ B2(W ) · ∂W

∂x2
(1)

+S1(W )
∂H

∂x1
+ S2(W )

∂H

∂x2
,

where W (mx, t) : D × (0, T ) 
→ Ω ⊂ R
N , being D a bounded domain of

R
2; mx = (x1, x2) denotes an arbitrary point of D; Ω is an open convex

subset of R
N . Finally Fi : Ω 
→ R

N , Bi : Ω 
→ MN , Si : Ω 
→ R
N , i = 1, 2,

are regular functions, and H : D 
→ R is a known function. Observe that
if B1 = B2 = S1 = S2 = 0, (1) is a system of conservation laws; and if
B1 = B2 = 0, (1) is a system of conservation laws with source term or balance
law. The shallow water Systems are particular cases of this general problem

(see [2]). Let Ji(W ) =
∂Fi
∂W

(W ), i = 1, 2 denote the Jacobians of the fluxes

Fi, i = 1, 2. Given a unit vector mη = (η1, η2) ∈ R
2, we define the matrix

A(W,mη) = J1(W )η1 + J2(W )η2 − (B1(W )η1 + B2(W )η2).

We assume here that (1) is strictly hyperbolic, i.e. for every W in Ω and
every unit vector mη ∈ R

2, A(W,mη) has N real distinct eigenvalues so that
A(W,mη) = K(W,mη)D(W,mη)K−1(W,mη), where D(W,mη) is the diago-
nal matrix whose coefficients are the eigenvalues of A(W,mη) and K(W,mη)
is a matrix whose columns are associated eigenvectors. Notice that the non-
conservative products B1(W )∂x1W , B2(W )∂x2W , do not make sense in the
framework of distributions for discontinuous solutions. The problem of giving
a sense to the solution is difficult, and we refer to [4] and [7].
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3 Numerical scheme

In this section we present the discretization of System (1) by means of a finite
volume scheme. First, the computational domain is divided into discretization
cells or finite volumes, Vi ⊂ R

2, which are supposed to be closed polygons. Let
us denote by T the set of cells. Hereafter we will use the following notation:
given a finite volume Vi, Ni ∈ R

2 is the center of Vi, Ni is the set of indexes
j such that Vj is a neighbor of Vi; Γij is the common edge of two neighbor
cells Vi and Vj , and |Γij | its length; mηij = (ηij,1, ηij,2) is the normal unit
vector to the edge Γij and points toward the cell Vj . The approximations to
the cell averages of the exact solution produced by the numerical scheme will
be denoted as follows:

Wn
i
∼= 1
|Vi|

∫

W (x1, x2, t
n)dx1dx2, (2)

where |Vi| is the area of the cell and tn = n t, being t the time step which is
supposed to be constant for simplicity. Let us suppose that the approximations
at time tn, Wn

i , have been yet calculated. To advance in time, a projected
Riemann Problem is considered at every edge Γij , obtaining a 1d system
of conservation laws with source terms and nonconservative product as those
studied in [3]. Following this work, this one-dimensional problem is discretized
by means of a generalized Q-scheme of Roe. Wn+1

i is then calculated by
averaging the approximations obtained at every edge. The resulting scheme
is as follows (see [2]):

Wn+1
i = Wn

i −
∆t

|Vi|
∑

j∈Ni

|Γij |F−
ij , (3)

where F−
ij = P−

ij (Aij(Wn
j −Wn

i )− Sij(Hj −Hi)), with Aij = A(Wij ,mηij);
Wn
ij an “intermediate state” between Wn

i and Wn
j ; and

P−
ij =

1
2
Kij · (I − sgn(Dij)) · K−1

ij ,

Sij = ηij,1S1(Wn
ij) + ηij,2S2(Wn

ij),

being Dij the diagonal matrix whose coefficients are the eigenvalues of Aij ,
and Kij a matrix whose columns are associated eigenvectors. Finally sgn(Dij)
is the diagonal matrix whose coefficients are the sign of the eigenvalues of
matrix Aij .

4 Parallel SIMD implementation

In [2] a parallelization of the resulting algorithm based in domain decom-
position techniques was carried out. However, if we want to obtain a bigger
reduction refering to CPU time with a medium cluster, it is necessary to make
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a better use of the computational power at each node. As the more demanding
operations in this algorithms are matrix computations, our main interest is
to have an efficient small matrix library. Performing small matrix operations
in commodity processors in a more efficient way can be achieved using SSE
instructions. SSE provides a set of eight registers (16 in 64 bit processors) of
128 bits each one, that can store data in 128 bits, 64 bits, 32 bits, 16 bits,
etc; and a set of functions providing the elementary algebra. To make use
of SIMD registers we must program using assembler or intrinsics, which are
not well suited to develop numerical methods due to their lack of portability
and because the obtained code is hard to debug. In this section we present a
general framework for the development of a generic C++ matrix library with
high level characteristics on top of matrix libraries developed making use of
SIMD instruccions for common processors. To achieve this goal we make use
of the advanced characteristics of C++.

4.1 Application to the intel IPP small matrix library

The “Intel Performance Primitives” (IPP) are a set of numerical libraries
developed by Intel to help software developers to make use of SSE registers
using a higher programming level than rough assembler. These libraries are
grouped in several categories: video and audio compression, cryptography,
signal analysis and Fourier transform, small matrix and vector operations for
physics modeling, etc. The small matrix library (up to size 6 × 6) is well
suited for the kind of problems we are interested in: one layer and two layer
flows, as it focuses in the matrix sizes we need and contains all the necessary
operations. A detailed description of this library can be seen at [6]. If we want,
for example, to add two matrices, A, B of size 6×6 and type 64 bits, and store
the result in C, the code would read as follows:

ippmAdd mm 64f 6x6(A,LR,B,LR,C,LR);

where LR denotes de distance in bits between the columns of the matrix (in
this example LR=48=6×8 bits). So, the name of each function depends on the
data type, on the matrix size and on the distance in bites between columns.
This implementation would lead us to a difficult to debug code, which is not
desirable for implementing numerical methods. To obtain a portable imple-
mentation that can benefit from SSE we can build a C++ wrapper.

Overloading usual matrix operations

To develop a more readable code, it is necessary to employ the concept of
operator overloading, present in object oriented programming languages. So,
the main work to develop our matrix library is to implement the most common
operator overloading, that afterwards will be used in the finite volume code.
To do this in an efficient way, sophisticated C++ techniques must be used.
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1. Templates
As we have seen, it is necessary to distinguish the data type which we
are using and the size of the matrix to consider, in the development of
the C++ matrix library. This decision must be taken in precompile time,
avoiding the use of conditionals, so we have used “templates” to imple-
ment the class Matrix, in a generic way for the case of simple and double
precision and for different matrix sizes; all these characteristics will be
parameters that will be passed as arguments to the class Matrix. In this
way, Matrix<TYPE>A,B; creates a matrix of the given TYPE, where TYPE
refers to matrices of size 3 × 3 or 6 × 6 in single or double precision. For
each type and size of matrices, we must define the basic operations, using
the optima function from IPP library.

2. Avoiding using temporal variables
If we carry out a traditional operator overloading, a great part of the
improvement of the calculus time is lost (see Section 4.2, Table 1). This
is due to the creation of temporal variables. When we carry out a binary
operation in a processor the process in which this operation is carried
out is the following: for example, to perform the addition of two matrices
(A,B), that is C = A+B, in the computer, a temporal variable is created, C̃,
where the result of the addition is stored and then assigned to variable C.
As we will see in Section 4.2, creating this temporal variable in memory
can nearly double the calculus time. To overcome this difficulty, we use
a technique described in [9], that consists of creating a class, ‘‘MMsum’’,
that does not perform any operation, but saving references to the operands
that take place in the operation, as follows:

class Matrix;

class MMsum {

public:

const Matrix& m0;

const Matrix& m1;

MMsum(const Matrix&mm0,const Matrix& mm1): m0(mm0),m1(mm1) {};

operator Matrix();

friend inline MMsum operator+(const Matrix& mm0,const Matrix& mm1)

{

return MMsum(mm0,mm1);

}

};

MMsum::operator Matrix() {

Matrix m;

ippmAdd_mm_64f_6x6(m0.v,LR,m1.v,LR,m.v,LR);

return m;

}

Matrix& operator=(const MMsum& m){

ippmAdd_mm_64f_6x6(m.m0.v,LR,m.m1.v,LR,v,LR);

return (*this);

}
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With this implementation the compiler does the following: when it finds
an expression of the type C = A + B, it begins reading from right to left,
and when it finds two matrices separated by the sign “+”, the compiler
identifies it as an object of the class MMsum, then it saves the correspon-
ding references to the operands A, B and C and the operation type; after
that, it continues reading till finding the sign “=” and a matrix on the
other side. Then it looks for the operation corresponding to this case
(after considering all the operands) and it performs this operation: in this
example it should choose the operation defined by Matrix& operator=
(ippmAdd_mm_64f_6x6 in this example).

3. Function inlining
Finally, another aspect to consider if we want to achieve a efficient im-
plementation is the use of function inlining, as we want to call very small
functions many times and we do not want the program to go and search
for them in execution time.

One of the main advantages of using this matrix library is that this technique
can be easily mixed with a domain decomposition based implementation.

4.2 Performance tests for the C++ matrix library

We will present only results for the case of matrices of size 3×3; similar results
are obtained for matrices of size 6× 6 (see [5]).

Comparison between the wrapper efficiency and the original
matrix library

In this section we present comparisons of the performance of the implemented
C++ wrapper and the direct use of IPP functions. Times corresponding to
the implementation of the overloading using temporal variables (the usual
implementation) are also presented. The referred operations are carried out
1.000.000.000 times in order to be able to measure a significant calculus time.
Note that the differences in performance between the functions of IPP and
our C++ library are neglectible. A fact to consider is that using a temporal
variable to define the overloading of operators doubles the calculus time (see
Table 1).

Matrix operations test

In this section we present a comparison between the developed matrix library
and some usual C++ matrix libraries. To carry out this comparison we have
considered Newmat v10.0, which is a C++ matrix library with the usual
matrix operations and Gmm++, which is based in Blas and also contains the
needed matrix operations. We have performed typical operations used in our
finite volume algorithm. In the tables we will use the following notation: V will
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Table 1. Efficiency of the C++ wrapper: 3 × 3.

Operations IPP Optimized wrapper Wrapper with temporals
V+V 0m 7.263s 0m 7.266s 0m 10.772s
M+M 0m 18.660s 0m 18.667s 0m 29.312s
M · V 0m 13.130s 0m 13.145s 0m 24.533s

M · V+V 0m 16.387s 0m 16.391 0m 29.852s
M−1 0m 44.735s 0m 44.745s 0m 49.s97s

mean vectors of 3 components, and M matrices of 3 × 3. Again, the referred
operations are carried out 1.000.000.000 times in order to be able to measure
a significant calculus time. Note that for the reference operation in our case,
that is M·D·M−1 ·V, we are able to reduce 48 times the calculus time if compared
to Newmat, which is possibly the most used free C++ matrix library.

Table 2. Calculus time: Different matrix libraries performance: 3 × 3.

Operaciones Newmat v. 10.0 Gmm++ IPP wrapper
M+M 10m 2.675s 6m 4.012s 0m 18.657s
M·V 11m 6.830s 1m 24.316s 0m 13.145s
M·V+V 14m 51.380s 3m 10.810s 0m 16.381s
M−1 35m 22.920s 7m 20.120s 0m 44.745s

M · D · M−1 · V 85m 41.870s 16m 52.053s 1m 48.260s

4.3 Numerical performance of the matrix library

We consider a rectangular channel of 1 m width and 10 m long with a bump
placed at the middle of the domain given by the depth function H(x1, x2) =
1−0.2 e−(x1−5)2 . Three meshes of the domain are constructed with 2590, 5162
and 10832 volumes respectively. The initial condition is mq(x1, x2) = m0, and:

h(x1, x2) =

{

H(x1, x2) + 0.7 if 4 ≤ x1 ≤ 6,
H(x1, x2) + 0.5 other case.

(4)

The numerical scheme is run in the time interval [0, 10] with CFL = 0.9.
Wall boundary conditions mq ·mη = 0 are considered. Table (3) shows the
CPU time for each run. As it can be seen in Figure 1 the linearity of the
speed-up of the domain decomposition parallelization noticeably diminishes
for meshes 1 and 3 in the one layer case, with respect to the case in which
IPP are not used. This phenomena is due to the fact that, due to the great
efficiency of the SSE parallelization, the calculus time for each iteration in
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Table 3. Calculus time: meshes 1, 2 and 3.

mesh 1 mesh 2 mesh 3

CPUs. SSE NON-SSE SSE NON-SSE SSE NON-SSE

1 0m 18.507s 4m 52.201s 0m 51.764s 14m 16.735s 3m 5.985s 50m 21.319s

2 0m 10.685s 2m 32.606s 0m 29.066s 7m 6.800s 1m 38.830s 25m 25.037s

4 0m 6.876s 1m 17.556s 0m 17.078s 3m 38.655s 0m 53.459s 12m 43.717s

8 0m 4.340s 0m 40.120s 0m 10.032s 1m 51.360s 0m 29.315s 6m 26.135s

1 2 3 4 5 6 7 8
1

2

3

4

5

6

7

8
Obtained Speed Up
Ideal Speed Up 

(a) Mesh 1: SIMD speed-up.

1 2 3 4 5 6 7 8
1

2

3

4

5

6

7

8
Obtained Speed Up
Ideal Speed Up

(b) Mesh 3: SIMD speed-up.

Fig. 1. Speed-up for meshes 1 and 3: one layer model.

each node is very small, so most of the time is spent in communications. The
efficiency of mixing both kinds of parallelism increases with the mesh size.
To explain this behaviour, we consider a much finer mesh than mesh number
3 (mesh4, with 244.163 volumes) to compute again test 1 and compare the
speed-up (see Table 4).

Table 4. Speed-up: meshes 3 and 4.

N. CPUs. 1 2 4 8
Time for mesh 4 25m 26.436s 12m 53.427s 6m34.203s 3m24.476s

Speed-up for mesh 3 1 1.8818 3.4790 6.3443
Speed-up for mesh 4 1 1.9736 3.8722 7.4651
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Summary. An optimal control problem for a 2-d elliptic equation and with point-
wise control constraints is investigated. The domain is assumed to be polygonal but
non-convex. The corner singularities are treated by a priori mesh grading. A sec-
ond order approximation of the optimal control is constructed by a projection of
the discrete adjoint state. Here we summarize the results from [1] and add further
numerical tests.

1 Introduction

This paper is concerned with the a 2-d elliptic optimal control problem with
pointwise control constraints. The state and the adjoint state are discretized
by continuous, piecewise linear functions on a family of graded finite ele-
ment meshes. The control is initially discretized with piecewise constants on
the same meshes, but this control is used only for solving the system of dis-
cretized equations. Finally, an improved control is constructed by postprocess-
ing the adjoint state. This approach was suggested and analysed for sufficiently
smooth solutions by Meyer and Rösch [3]. The results of our analysis [1] of
the case of non-smooth solutions are summarized in Section 2.

In Section 3, we present some new numerical tests of this method. It can be
seen that graded meshes are indeed suited to retain the convergence order of
smooth solutions in the non-smooth case. Moreover, we see that the boundary
between active and non-active controls is approximated well although the
method does not specially target to this aim. The results show that it is not
necessary to adapt the mesh to these a priori unknown curves.



300 Th. Apel, A. Rösch and G. Winkler

2 Theory

In this section, we summarize our results from [1]; and therefore we closely
follow that paper. We consider the elliptic optimal control problem

J(ū) = min
u∈Uad

J(u), J(u) := F (Su, u), (1)

F (y, u) :=
1
2
‖y − yd‖2L2(Ω) +

ν

2
‖u‖2L2(Ω), (2)

where the associated state y = Su to the control u is the weak solution of the
state equation

Ly = u in Ω, y = 0 on Γ = ∂Ω, (3)

and the control variable is constrained by

a ≤ u(x) ≤ b for a.a. x ∈ Ω. (4)

The function yd ∈ L∞(Ω) is the desired state, a and b are real numbers, and
the regularization parameter ν > 0 is a fixed positive number. Moreover, Ω ⊂
R

2 is a bounded polygonal domain with boundary Γ . The set of admissible
controls is Uad := {u ∈ L2(Ω) : a ≤ u ≤ b a.e. in Ω}. The second order
elliptic operator L is defined by

Ly := −∇ · (A∇y) + a · ∇y + a0y, (5)

where the coefficients A = AT ∈ C(Ω̄,R2×2), a ∈ C(Ω̄,R2), a0 ∈ C(Ω̄),
satisfy the usual ellipticity and coercivity conditions ξTAξ ≥ m0ξ

T ξ for all
ξ ∈ R

2 and a0 − 1
2∇ · a ≥ 0.

We focus on state equations with non-smooth solutions. Let us assume
that the domain Ω ⊂ R

2 has exactly one reentrant corner with interior angle
ω > π located at the origin. Due to the local nature of corner singularities in
elliptic problems this not a loss of generality. We denote by r := r(x) = |x|
the Euclidean distance to this corner. The solution of the elliptic boundary
value problem

Ly = g in Ω, y = 0 on Γ,

has typically an rλ-singularity where λ ∈ (1/2, 1) is a real number which is
defined by the coefficient matrix A and the angle ω. In the case of the Dirichlet
problem for the Laplace operator, the value of λ is explicitly known, λ = π/ω.
In more general cases this can also be computed.

Via (2), the operator S associates a state y = Su to the control u. We
denote by S∗ the solution operator of the adjoint problem

L∗p = y − yd in Ω, p = 0 on Γ, (6)

that means, we have p = S∗(y−yd). Since we can also write p = S∗(Su−yd) =
Pu with an affine operator P we call the solution p = Pu the associated adjoint
state to u.
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Fig. 1. Ω with a quasi-uniform mesh (µ = 1.0) and with graded meshes (µ = 0.6)

Introducing the projection

Π[a,b]f(x) := max(a,min(b, f(x))),

the condition

ū = Π[a,b]

(

−1
ν
p̄

)

. (7)

is necessary and sufficient for the optimality of ū.
The optimal control problem is now discretized by a finite element method.

We analyze a family of graded triangulations (Th)h>0 of Ω̄ with the global
mesh size h and a grading parameter µ < λ. We assume that the individual
element diameter hT := diamT of any element T ∈ Th is related to the
distance rT := infx∈T |x| of the triangle to the corner by the relation

c1h
1/µ ≤ hT ≤ c2h

1/µ for rT = 0,
c1hr

1−µ
T ≤ hT ≤ c2hr

1−µ
T for rT > 0.

(8)

For a 2-dimensional domain the number of elements of such a triangulation
is of order h−2. Figure 1 shows an example domain with a uniform mesh and
graded meshes. Implementational aspects are given in Section 3. On these
meshes, we define the finite element spaces

Uh := {uh ∈ L∞(Ω) : uh|T ∈ P0 for all T ∈ Th}, Uad
h := Uh ∩ Uad,

Vh := {yh ∈ C(Ω̄) : yh|T ∈ P1 for all T ∈ Th and yh = 0 on Γ},

where Pk, k = 0, 1, is the space of polynomials of degree less than or equal
to k.

For each u ∈ L2(Ω), we denote by Shu the unique element of Vh that
satisfies a(Shu, vh) = (u, vh)L2(Ω) for all vh ∈ Vh, where a : H1(Ω)×H1(Ω)→
R is the bilinear form defined by a(y, v) :=

∫

Ω
(∇y · (A∇v) + b∇v + a0yv) dx.

In other words, Shu is the approximated state associated with a control u.
The finite dimensional approximation of the optimal control problem is

defined by
Jh(ūh) = min

uh∈Uad
h

Jh(uh) (9)
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with Jh(uh) := 1
2‖Shuh − yd‖2L2(Ω) + ν

2‖uh‖2L2(Ω). The adjoint equation is
discretized in the same way: We search ph = S∗

h(Shuh−yd) = Phuh ∈ Vh such
that a(vh, ph) = (Shuh − yd, vh)L2(Ω) for all vh ∈ Vh. The optimal control
problem (9) admits a unique solution ūh, and we denote by ȳh = Shūh the
optimal discrete state and by p̄h = Phūh the optimal discrete adjoint state. In
analogy to (6) we define a postprocessed approximate control ũh by a simple
projection of the piecewise linear adjoint state p̄h onto the admissible set Uad,

ũh := Π[a,b]

(

−1
ν
p̄h

)

.

Let us now summarize discretization error estimates. Under the assump-
tion that the mesh grading parameter µ satisfies the condition

µ < λ, (10)

the optimal, piecewise constant approximate control ūh satisfies

‖ū− ūh‖L2(Ω) ≤ ch
(
‖ū‖L∞(Ω) + ‖yd‖L∞(Ω)

)
(11)

The first order convergence is also observed in numerical tests. Although the
difference ū− ūh is of first order, the associated states and adjoint states differ
by second order,

‖ȳ − ȳh‖L2(Ω) ≤ ch2
(
‖ū‖L∞(Ω) + ‖yd‖L∞(Ω)

)
, (12)

‖p̄− p̄h‖L2(Ω) ≤ ch2
(
‖ū‖L∞(Ω) + ‖yd‖L∞(Ω)

)
, (13)

from which one can conclude that the error of the postprocessed control is
also of second order,

‖ū− ũh‖L2(Ω) ≤ ch2
(
‖ū‖L∞(Ω) + ‖yd‖L∞(Ω)

)
. (14)

These results were first proved by Meyer and Rösch [3] for uniform meshes
in the smooth case, where the solution of Ly = f is contained in W 2,2(Ω) ∩
W 1,∞(Ω). The main result of our paper [1] is that the error estimates (11)–
(14) are also valid in the case of non-convex domains and appropriately graded
meshes, (10). Without local mesh grading (µ = 1), only a reduced convergence
order is observed.

For the proof of the superconvergence results, we needed the following
assumption. The formula (6) computes the optimal control ū by a projection
of the adjoint state p̄. This reduces the smoothness. While |r1−µp̄|W 2,2(Ω) ≤
c|r1−µp̄|W 2,2(Ω) <∞ for µ < λ < 1, this is not true for ū due to kinks at the
boundary of the active set. We assume that

∑

T∈Th: r1−µū�∈W 2,2(T )

measT ≤ ch.
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3 Numerical results

Let Ω be a circular sector as shown in Figure 1. In order to construct meshes
that fulfil the conditions (8) we transformed the mesh using the mapping
T (x) = x‖x‖ 1

µ−1 near the corner, see figure 1, middle image. An alternative
is to use a partitinong strategy, see figure 1, right image.

We choose the example such that the state and dual state have a singularity
near the corner. Consider

−∆y + y = u + f in Ω,

−∆p + p = y − yd in Ω,

u = Π[a,b]

(
− 1
ν p
)

with homogeneous Dirichlet boundary conditions for y and p.
First Example. In order to have an exact solution we choose the data

f = Ly − u = Ly −Π
(
− 1
ν p
)

and yd = y − L∗p such that

y(r, ϕ) = (rλ − rα) sinλϕ

p(r, ϕ) = ν(rλ − rβ) sinλϕ

are the exact solutions of the optimal control problem. We set λ = 2
3 , α =

β = 5
2 , ν = 10−4, a = −0.3 and b = −0.1. Figure 2 displays a piecewise

linear approximation of the corresponding control function ū. Table 1 shows
the reduced convergence rate 2λ on a quasi-uniform mesh (µ = 1) and the
optimal rate of convergence of the control on a graded mesh (µ = 0.6).

Figure 3 shows that the error near the corner dominates the global error.
The picture visualizes the contribution of each triangle to the global L2-error.
Using graded meshes this error diminishs at least as fast as the global error.
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Fig. 2. Example 1. Optimal control function −0.3 ≤ u(x) ≤ −0.1
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Table 1. Example 1. L2-error of the computed control ũh, −0.3 ≤ u(x) ≤ −0.1

µ = 0.6 µ = 1.0
ndof ‖u− ũ‖L2 rate ‖u− ũ‖L2 rate

18 1.95e-01 0.00 1.95e-01 0.00
55 1.92e-01 0.02 1.92e-01 0.02

189 1.24e-01 0.63 1.31e-01 0.56
697 4.44e-02 1.48 5.87e-02 1.16

2673 1.38e-02 1.69 2.42e-02 1.28
10465 3.79e-03 1.86 9.84e-03 1.30
41409 9.58e-04 1.98 3.93e-03 1.32

164737 2.17e-04 2.14 1.57e-03 1.33
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Fig. 3. Example 1. Visualization of the L2-error of ph, −0.3 ≤ u(x) ≤ 1, µ = 1

Second Example. We choose now the data f and yd such that

y(r, ϕ) = (rλ − rα) sin 3λϕ
p(r, ϕ) = ν(rλ − rβ) sin 3λϕ

with λ = 2
3 and α = β = 5

2 . Further we set a = −0.2, b = 0 and ν = 10−4.
We used a mesh that did not even coincide with the boundary of the upper
active set {x : u(x) = b} in order to show that the method does not need
any apriori information about the active set. Figure 4 shows the piecewise
constant approximation of the optimal control ū.

Table 2 shows that the convergence rate of the control ũ is about 2 which
was proven in [1]. Table 3 contains the absolute errors and error reduction rates
of the approximated state yh in both the L2-norm and the H1-seminorm.
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Fig. 4. Example 2. Piecewise constant approximation of optimal control function
ū, −0.2 ≤ u(x) ≤ 0. One can see a singularity near the corner.

Table 2. Example 2. L2-error of the computed control ũh, −0.2 ≤ u(x) ≤ 0

µ = 0.6
ndof ‖u− ũ‖L2 rate

18 2.63e-01 0.00
55 2.59e-01 0.02

189 2.33e-01 0.15
697 8.44e-02 1.47

2673 2.36e-02 1.84
10465 6.04e-03 1.96
41409 1.57e-03 1.95

164737 4.31e-04 1.86

Active Sets. The approximation of the boundary of the active sets is very
important for the quality of the computed control, see e.g. [2]. The method
presented here approximates the active set by a union of triangles. However,
after postprocessing the piecewise linear function ũh gives a much better rep-
resentation of the active sets. Figure 5 shows the active set of Example 1 on
different meshes. The active triangles are shaded. The black curve shows the
computed boundary of the active set as represented by ũh. The second curve
displays the exact boundary. Clearly, the approximation improves with de-
creasing mesh size. Figure 6 shows the same behavior for the second example.
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Table 3. Example 2. L2- and H1-errors of the computed state yh, −0.2 ≤ u(x) ≤ 0

µ = 0.6 µ = 1
ndof ‖y − yh‖L2 rate ‖y − yh‖H1 rate ‖y − yh‖L2 rate ‖y − yh‖H1 rate

18 1.55e-01 0.00 1.78e+00 0.00 1.55e-01 0.00 1.78e+00 0.00
55 3.92e-02 1.98 1.04e+00 0.77 4.35e-02 1.83 1.10e+00 0.69

189 7.68e-03 2.35 5.74e-01 0.86 1.10e-02 1.98 6.84e-01 0.69
697 1.99e-03 1.94 3.06e-01 0.91 3.55e-03 1.63 4.24e-01 0.69

2673 6.18e-04 1.69 1.61e-01 0.93 1.23e-03 1.53 2.64e-01 0.68
10465 1.58e-04 1.97 8.38e-02 0.94 3.91e-04 1.66 1.65e-01 0.68
41409 3.97e-05 1.99 4.33e-02 0.95 1.23e-04 1.67 1.04e-01 0.67

164737 1.00e-05 1.99 2.22e-02 0.96 3.87e-05 1.67 6.52e-02 0.67

Fig. 5. Example 1: Active triangles and boundary of active sets, (zoom of region
near singularity), left: ndof=2673, middle: ndof=10465, right: ndof=41409

Fig. 6. Example 2: Active triangles and boundary of active sets, −0.2 ≤ u(x) ≤ 0,
µ = 1.0, α = β = 5

2
, (zoom of region near singularity), left: ndof=2673, middle:

ndof=10465, right: ndof=41409
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1 Introduction

A posteriori analysis has become an inherent part of numerical mathematics.
Methods of a posteriori error estimation for finite element approximations
were actively developed in the last two decades (see, e.g., [1, 2, 3, 12] and
the references therein). For problems in the theory of optimization, these
methods started receiving attention much later. In particular, for optimal
control problems governed by PDEs the literature on this matter is rather
scarce. In this work, we present a new approach to a class of optimal control
problems associated with elliptic type partial differential equations. In the
framework of this approach, we obtain directly computable upper bounds for
the cost functionals of the respective optimal control problems.

Let Ω ∈ R
n be a Lipschitz domain with boundary Γ := ∂Ω.

Problem 1. Given ψ ∈ L∞(Ω), yd ∈ L2(Ω), ud ∈ L2(Ω), f ∈ L2(Ω), and
a ∈ R+, consider the distributed control problem

minimize J(y(v), v) :=
1
2
‖y − yd‖2 +

a

2
‖v − ud‖2 (1a)

over (y, v) ∈ H1
0 (Ω)× L2(Ω) ,

subject to −∆ y = v + f a.e. in Ω , (1b)

v ∈ K := {v ∈ L2(Ω) | v ≤ ψ a.e. in Ω} . (1c)

The function yd is given and presents the desired shape of the state function
y, whereas ud presents the desired control. It is well-known that under the
above assumptions Problem 1 has a unique solution (see, e.g. [9]).
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There exist many different approaches to optimal control problems of this
type. The numerical solution of optimal control problems is usually based on
applying specific iterative schemes to the system of optimality conditions, e.g.,
active set strategies or interior point methods (cf., e.g., [6, 7] and the references
therein). Adaptive techniques for optimal control problems governed by PDEs
are presented in [4] and [8].

In this work, we follow another approach which is based on so-called func-
tional type a posteriori error estimates. To explain the meaning of such esti-
mates, as a model problem we consider Poisson’s equation with homogeneous
boundary conditions

−∆y = v + f in Ω , (2a)
y = 0 on Γ , (2b)

which describes the dependence between the control and the state in the
optimal control problem (1a)-(1c). Let ỹ be any function from the admissible
set Y := H1

0 (Ω) which we view as an approximation of the solution of the
elliptic problem (2a)-(2b). It was shown (see, e.g., [10] and [11]) that the error
of the approximation ỹ satisfies the following estimate:

‖∇(y(v)− ỹ)‖ ≤ ‖τ −∇ỹ‖+ CΩ‖divτ + v + f‖ . (3)

Here, CΩ is the constant in the Friedrichs inequality

‖w‖ ≤ CΩ ‖∇w‖ , w ∈ H1
0 (Ω) (4)

for the domain Ω and τ is an arbitrary function from the functional class
Σ := Hdiv(Ω,Rn). Mathematical justifications of functional type a posteriori
estimates and their analysis can be found in the above cited literature. Below,
we recall the main properties of such estimates:

• For any approximation ỹ ∈ Y , the right–hand side of (3) gives an upper
bound of the error in the natural energy norm of the problem considered;

• Its value is equal to zero if and only if ỹ coincides with y(v) and τ = ∇y(v);
• The estimate is consistent in the sense that its value tends to zero for

any sequences {ỹk} and {τk}, converging to the exact solution y and its
gradient ∇y, respectively;

• The estimate is exact in the sense that there exists a function τ such that
equality holds true;

• The estimate does not depend on the mesh parameters and only contains
a global constant.

The function τ in the expression of the error majorant (3) serves as an image
of the exact flux ∇y(v). It is easy to observe that two terms of the majorant
represent the respective errors in the constitutive relation τ = ∇y(v) and in
the equilibrium equation divτ + v + f = 0.

In this paper, we apply this estimate in order to reformulate the origi-
nal optimal control problem. As a result, we obtain a directly computable
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and guaranteed majorant for the cost functional. Besides, we prove that the
sequences of approximate state and control functions, computed by the min-
imization of the majorant, converge to the exact state and control functions.

2 Majorants for the cost functional

One of the major difficulties in (1a)-(1c) is that the state and control functions
must satisfy the equality constraint presented by the boundary-value problem
for an elliptic PDE.

Let v ∈ K and y ∈ Y be two functions related by the differential equation
(1b). For this pair, the cost functional is as follows:

J(y(v), v) :=
1
2
‖y − yd‖2 +

a

2
‖v − ud‖2 .

Let ỹ ∈ Y be some approximation of y so that we may include it in the first
term of the cost functional. By the triangle and Friedrichs inequalities, we
obtain the estimate

J(y(v), v) ≤ 1
2
(
‖ỹ − yd‖+ CΩ‖∇(y − ỹ)‖

)2
+

a

2
‖v − ud‖2 . (5)

Now, using the error majorant (3) we can estimate the weak norm of the error
and substitute it to the estimate of the cost functional (5). By this procedure,
we exclude the explicit entry of the exact solution y of (2a)-(2b) from our
estimate and arrive at the relation

J(y(v), v) ≤ 1
2
(
‖ỹ − yd‖+ CΩ‖∇ỹ − τ‖+ C2

Ω‖divτ + v + f‖
)2

+
a

2
‖v−ud‖2 .

However, from a computational point of view it is desirable to reformulate
this estimate such that the right–hand side is given by a quadratic functional.
For this purpose, we introduce parameters α, β > 0 and obtain the following
upper bound (hereafter called the majorant) :

J(y(v), v) ≤ J⊕(α, β; ỹ, τ, v) , ∀v ∈ K . (6)

Here,

J⊕(α, β; ỹ, τ, v) :=
1 + α

2
‖ỹ − yd‖2 +

(1 + α)(1 + β)
2α

C2
Ω‖τ −∇ỹ‖2+ (7)

+
(1 + α)(1 + β)

2αβ
C4
Ω‖divτ + v + f‖2 +

a

2
‖v − ud‖2 ,

where ỹ ∈ Y and τ is an arbitrary function in Σ.

Remark 1. A similar upper estimate can be derived for the optimal control
problem with the cost functional
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J(y, v) =
1
2
‖∇y − σd‖2 +

a

2
‖u− ud‖2 ,

where the vector-valued function σd is given and presents the desired gradient
of the state function.

Let us consider the majorant as a functional that generates a new mini-
mization problem

Problem 1∗. Given ψ ∈ L∞(Ω), yd ∈ L2(Ω), ud ∈ L2(Ω), f ∈ L2(Ω), and
a ∈ R+,

minimize J⊕(α, β; ỹ, τ, v) (8a)
over v ∈ K, ỹ ∈ Y, τ ∈ Σ, α, β ∈ R+ ,

K := {v ∈ L2(Ω) | v ≤ ψ a.e. in Ω} . (8b)

We see that in this problem the differential equation (which in (1a)-(1c) defines
the respective admissible set) does not appear explicitly. In (8a)-(8b), the
functions τ , ỹ and v act as independent variables. In the next section, we
present properties of the majorant (7) and show that Problem 1∗ and Problem
1 have one and the same exact lower bound attained on the same state and
control functions.

Remark 2. It is worth noting that the majorant J⊕(α, β; ỹ, τ, v) can be used to
find guaranteed upper bounds for the cost functional when the minimization
problem is solved by known methods. Indeed, since the functions ỹ and v
are arbitrary, we can take them as approximate solutions computed by some
optimization procedure and minimize the majorant w.r.t. the function τ and
the parameters β and α. The respective value J⊕ will represent the guaranteed
upper bound for the value of the cost functional.

3 Properties of majorants

Theorem 1. The exact lower bound of the majorant (7) coincides with the
optimal value of the cost functional of the problem (1a)-(1c), i.e,

inf
ỹ∈Y,τ∈Σ,

v∈K,α,β∈R+

J⊕(α, β; ỹ, τ, v) = J(y(u), u) .

The infimum of J⊕ is attained for v = u, ỹ = y(u), τ = ∇y(u).

This property means that our transformation of the original problem is math-
ematically correct in the sense that the new problem is solvable and has the
same lower bound as the original one.

Let {Vk}∞k=1, {Yk}∞k=1 and {Σk}∞k=1 be sequences of finite-dimensional sub-
spaces that are limit dense in V := L2(Ω), Y and Σ, respectively. The discrete



312 Alexandra Gaevskaya, Ronald H.W. Hoppe and Sergey Repin

control constraints are given by Kk := Vk ∩K. It is not difficult to show that
Kk is limit dense in K.
We define the sequence of numbers

J⊕
k := J⊕(αk, βk; ỹk, τk, vk) = inf

ỹ∈Yk,τ∈Σk,
v∈Kk,α,β∈R+

J⊕(α, β; ỹ, τ, v) , (9)

which is obtained by solving the problem on sequences of the selected finite–
dimensional subspaces.

Theorem 2. If Kk, Yk and Σk are limit dense in K, Y , and Σ, respectively,
then

(i) J⊕
k → J(y(u), u) as k →∞ ;

(ii) the sequence {y(vs), vs} converges to the exact solution
of the control problem {y(u), u} in Y ×K.

The theorem shows that a numerical strategy based upon using the majo-
rant produces sequences of control and state functions which provide a value of
the cost functional as close to the value J(y(u), u) as it is required. Moreover,
the respective sequences of control and state functions tend to the desired
solution of the original problem.

4 Practical implementation

In this section, we briefly discuss the practical implementation of the numerical
strategy based on the majorants.

4.1 Discretization of the problem

In the resultes exposed below, we restrict ourselves to the case when the
problem is solved by usual finite element approximations on a simplicial mesh
which is the same for all functions involved. Let Th(Ω) denote such a shape-
regular simplicial triangulation of Ω. For the state function, we use continuous
piecewise affine approximations ỹh ∈ Yh vanishing on the boundary Γ , whereas
for the control v ∈ K we use piecewise constant approximations vh ∈ Kh
where Kh is chosen such that Kh ⊂ K. The vector–valued functions τ ∈ Σ
are approximated by piecewise affine functions τh ∈ Σh.

4.2 Minimization algorithm

To obtain a sharp upper bound of the cost functional, we minimize the ma-
jorant J⊕(α, β; ỹh, τh, vh) over (ỹh, τh, vh) ∈ Yh × Σh × Kh and α, β ∈ R

+.
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The numerical results presented below have been obtained using the following
algorithm:

Step 1. Initialization. Set i = 0, define α0, β0, v0
h, ỹ

0
h.

Step 2. Minimize J⊕(αi, βi; ỹh, τh, vh) over (ỹh, τh, vh) ∈ Yh ×Σh ×Kh.
Step 3. Minimize J⊕(α, β; ỹi+1

h , τ i+1
h , vi+1

h ) w.r.t. β, α ∈ R+. Set i = i + 1.

Steps 2 and 3 are repeated until

|J⊕
i − J⊕

i−1|
J⊕
i

+
‖vih − vi−1

h ‖
‖vih‖

+
‖∇(ỹih − ỹi−1

h )‖
‖∇ỹih‖

> ε ,

where ε is a given tolerance and J⊕
i = J⊕(αi, βi; ỹih, τ

i
h, v

i
h).

5 Numerical experiments

The method described in the previous sections has been numerically tested on
a set of various optimal control problems. In all examples, it has been observed
that the sequences of computed upper bounds of the cost functionals rapidly
converge to the exact lower bound whose value has been computed at high
accuracy. Also, it has been observed that the sequences of the state and control
functions converge to the exact ones.

Below, we show these results for the model problem in Ω = (0, 1)2. In this
case, CΩ = 1√

2π
.

The efficiency of the approach is measured by three quantities. The index

I = J⊕/J(y, u)

shows the relation between the value of majorant computed for the control
function v and the exact lower bound of the cost functional J(y, u). The
quantities

ηy = (‖y − ỹ‖H1/‖y‖H1) ∗ 100% , ηu = (‖v − u‖/‖u‖) ∗ 100% ,

represent the relative errors in the state and control functions, respectively.

Example

As an example we take the problem from [6] with the following data:
a = 0.01, ψ(x, y) = 1, f(x, y) = 0, ud(x, y) = 0 and

yd(x, y) =

{

200(x− 0.5)2(1− y)yx , x ≤ 0.5 ,

200(x− 0.5)2(1− y)y(x− 1) , else .

The exact solution of this optimal control problem is unknown. Therefore, in
order to analyze the efficiency of the method, we have computed a ‘reference
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solution’ using a mesh much finer than those used in the actual computations.
For this task, we have used the primal-dual active set strategy (cf., e.g., [5]).
The reference value of the cost functional in this case is J(y, u) = 9.5838·10−2.

The discrete problem has been solved for various uniform meshes with N
nodes. Table 1 shows the relative errors in the state and control functions and
the index I. In Figure 1, we depict values of the majorant with respect to
the minimization time (N = 1089). In this figure, the horizontal line shows
J(y(u), u) (actual value of the cost functional) whereas the rapidly decaying
curve reflects the reduction of the computable upper bound given by the
majorant. The desired tolerance ε = 10−4 was achieved after i = 16 iterations.
Approximations (ỹh, vh) obtained by the algorithm and the reference state and
control functions are displayed in Figure 2.
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Fig. 1. Reduction of the upper bound of the cost functional w. r. t. CPU time.

Table 1. Index I and relative errors in the state and control.

N ηy, % ηu, % I

25 67.51 54.39 1.050

81 31.50 25.23 1.029

289 14.59 12.07 1.014

1089 7.55 6.49 1.007

4225 4.67 4.18 1.003

16641 3.65 3.39 1.002
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Fig. 2. Exact state y (upper left) and approximate state ỹh (upper right), exact
control u (lower left) and approximate control vh (lower right).
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Summary. Mathematical modelling of air lubrication phenomena taking place dur-
ing read/write processes in magnetic storage devices (hard–disks, for example) can
be addressed by using a compressible Reynolds equation for the air pressure. In the
present paper, we propose a duality algorithm with optimal functional parameters
to numerically solve the nonlinear diffusive term. A theoretical result is stated and
some numerical examples are presented to illustrate the performance of the method.

1 The mathematical model

A real hard–disk magnetic recording device consists in a rigid head and a
rigid disk. A thin layer of air fills the gap between both elements and acts
as a lubricant. Following [4], we will assume in this paper that the device is
wide enough (in order to use a 1–D model), and the disk moves with constant
velocity V . Moreover, air will be considered a perfect gas in newtonian and
laminar regime, inertial forces and stress effects are negligible, and constant
viscosity and temperature will be also assumed.

Let be 0 ≤ l1 < l2. The thin gap between the head and the disk is given
by a function h ∈ L∞(l1, l2). Under the previous hypotheses, Burgdorfer [5]
proposes the classical compressible Reynolds equation to model the hydrody-
namic behaviour of the device:

6V µ
d

dx
(ph)− 6λpa

d

dx

(

h2 dp

dx

)

− d

dx

(

h3p
dp

dx

)

= 0 in (l1, l2) (1)

p(l1) = p(l2) = pa (2)

where p is the air pressure, µ is its viscosity, λ is the molecular mean free path
of the air and pa is the ambient pressure.
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If we introduce the dimensionless variables [7]: X = 100x, P = p/pa,
H = 106h, then problem (1)–(2) can be written in the form:





d

dX
(PH)− α

d

dX

(

H2 dP

dX

)

− β
d

dX

(

H3P
dP

dX

)

= 0, X ∈ (L1, L2)

P (L1) = P (L2) = 1 ,

where α = 10−4λpa/(µV ) and β = 10−10pa/(6µV ).

Several difficulties arise when addressing the numerical solution of this
problem. First, the dimensionless compressible Reynolds equation presents
a nonlinear diffusive term; secondly, in real applications α = O(10−2) and
β = O(10−2), so that the advection effects are larger than the diffusion ones.
In this paper, we focus on the numerical solution of this problem and we
propose some specific techniques to overcome these difficulties. In particular,
a duality method is used to solve the nonlinearity appearing in the diffusive
term, which is optimized in order to reduce the number of iterations needed
to attain the convergence.

2 Numerical solution

In order to use a finite element method, let us consider the following varia-
tional formulation:

Find P ∈ V1 such that:
∫ L2

L1

d(PH)
dX

ϕdX +
∫ L2

L1

(
αH2 + βH3P

) dP

dX

dϕ

dX
dX = 0 , ∀ϕ ∈ V0 , (3)

where the functional sets are:

V0 = H1
0 (L1, L2) and V1 = {ϕ ∈ H1(L1, L2) /ϕ(L1) = ϕ(L2) = 1} .

Next, taking into account the dominating convection feature in (3), we
propose in [1] a characteristics technique for steady state problems. Thus,
after a time discretization procedure, an iterative method is deduced in order
to reach the stationary solution. More precisely, for m ≥ 0 and Pm given, we
search Pm+1 ∈ V1 such that:

∫ L2

L1

Pm+1HϕdX + k

∫ L2

L1

(
αH2 + βH3Pm+1

) dPm+1

dX

dϕ

dX
dX =

=
∫ L2

L1

(
(PmH) ◦ χk

)
ϕdX , ∀ϕ ∈ V0 , (4)
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where k is the artificial time step, and χk(X) = X − k is related to the char-
acteristics method [1]. Notice that (4) is a nonlinear diffusive problem.

Next, we apply a duality algorithm to solve (4), which is an extension of
the one proposed in [3] to solve variational inequalities. For this, we consider
the maximal monotone operator f :

f(P ) =

{

0 , if P < 0
P 2 , if P ≥ 0

so that the variational equation (4) can be written as:

∫ L2

L1

Pm+1HϕdX + k

∫ L2

L1

(

αH2 dPm+1

dX
+

βH3

2
d(f(Pm+1))

dX

)
dϕ

dX
dX =

=
∫ L2

L1

(
(PmH) ◦ χk

)
ϕdX , ∀ϕ ∈ V0 . (5)

Next, following the version of the algorithm with variable parameters [9],
given a function ω > 0, we introduce the new unknown θm+1 = f(Pm+1) −
ωPm+1, and search (Pm+1, θm+1) verifying the still nonlinear problem:

∫ L2

L1

Pm+1H ϕdX + k

∫ L2

L1

(

αH2 +
βω

2
H3

)
dPm+1

dX

dϕ

dX
dX+

+
kβ

2

∫ L2

L1

H3 dω

dX
Pm+1

dϕ

dX
dX =

∫ L2

L1

(
(PmH) ◦ χk

)
ϕdX−

− kβ

2

∫ L2

L1

H3 dθm+1

dX

dϕ

dX
dX , ∀ϕ ∈ V0 (6)

θm+1 = f(Pm+1)− ωPm+1 . (7)

Now, we can use Bermúdez–Moreno lemma for functional parameters [9] and
replace (7) by

θm+1 = fω1/2ω

(

Pm+1 +
1
2ω

θm+1

)

, (8)

where fω1/2ω is the Yosida approximation of f−ωI with parameter 1/2ω, I be-
ing the identity operator. Finally, in order to overcome the nonlinearity (8), we
propose the following fixed–point algorithm that iterates between equations
(6) and (8):

• θ�m+1 known, find P �+1
m+1 verifying the linear problem:
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∫ L2

L1

P �+1
m+1H ϕdX + k

∫ L2

L1

(

αH2 +
βω

2
H3

)
dP �+1
m+1

dX

dϕ

dX
dX+

+
kβ

2

∫ L2

L1

H3 dω

dX
P �+1
m+1

dϕ

dX
dX =

∫ L2

L1

(
(PmH) ◦ χk

)
ϕdX−

− kβ

2

∫ L2

L1

H3 dθ
�
m+1

dX

dϕ

dX
dX , ∀ϕ ∈ V0 (9)

• P �+1
m+1 known, θ�+1

m+1 is updated by:

θ�+1
m+1 = fω1/2ω

(

P �+1
m+1 +

1
2ω

θ�m+1

)

.

Lagrange P1 finite elements have been used for the spatial discretization
of (9).

3 Optimization of the duality algorithm

In order to analyze the optimal choice of parameter ω, we will consider an
abstract mathematical frame. For this, let us introduce the Hilbert spaces
E = L2(L1, L2) and V = H1(L1, L2). Let be:

• ΛE : E −→ E′ the canonical isomorphism between E and its dual space;
• A : V −→ V ′ the operator given by:

Aψ = Hψ − d

dX

(

H2 dψ

dX

)

, ∀ψ ∈ V ;

• B : E −→ V ′ the operator given by:

< Bw,ϕ >=
∫ L2

L1

H3/2 w
dϕ

dX
dX , ∀w ∈ E, ∀ϕ ∈ V ;

• G : V −→ V , the maximal monotone operator given by:

G(ϕ)(X) =

{

(ϕ(X))2, if ϕ(X) ≥ 0
0, if ϕ(X) ≤ 0 ;

G is well posed, thanks to inclusion V ⊂ L∞(L1, L2);
• f ∈ V ′, given by:

< f,ϕ >=
∫ L2

L1

(
(PmH) ◦ χk

)
ϕdX , ∀ϕ ∈ V .



Optimization of a Duality Method 323

In this abstract frame, the hydrodynamical problem of finding Pm+1 ∈ V1

solution of (5) is equivalent to find y ∈ V1 such that:

Ay + c(BΛ−1
E B∗)(G(y)) = f , (10)

where c = kβ/2. Next, for ω ∈W 1,∞(L1, L2) such that 1/ω ∈W 1,∞(L1, L2),
we introduce θ = G(y)−ωy ∈ V and apply Bermúdez–Moreno lemma to pose
the fixed–point algorithm:

Ay�+1 + c (BΛ−1
E B∗)(ωy�+1) = f − c(BΛ−1

E B∗)(θ�)

θ�+1 = Gω1/2ω

(

y�+1 +
1
2ω

θ�
)

.

First, notice that Yosida approximation is given by:

Gω1/2ω(z) = 2ω

(

I −
(

1
2
I +

1
2ω

G

)−1
)

(z) .

Next, we define the function Fω : V −→ V , given by:

Fω(θ) = Gω1/2ω

(

y(θ) +
θ

2ω

)

,

where, given q ∈ V , y(q) is such that:

Ay(q) + c (BΛ−1
E B∗)(ωy(q)) = f − c (BΛ−1

E B∗)(q) .

Let θ be a fixed point of Fω. Our aim is to accelerate the convergence of
the fixed–point algorithm, by choosing ω such that:

DFω(θ) = 0 , (11)

DFω(θ) being the Gâteaux–derivative of Fω in θ.

Proposition 1. A sufficient condition for (11) is ω = 2y(θ).

Proof. Let z = y(θ) +
θ

2ω
. Some straigthforward calculations show that:

〈DFω(θ), q〉 =
dGω1/2ω

dz

(

y(θ) +
θ

2ω

) (

y(q) +
q

2ω

)

, ∀q ∈ V . (12)

If we can choose ω so that:

dGω1/2ω

dz

(

y(θ) +
θ

2ω

)

= 0 ,

then (11) is achieved. An easy application of the inverse function theorem
gives:
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dGω1/2ω
dz

(z) = 2ω
(

1− 1
1
2 + 1

2ωG
′(t)

)

(z), (13)

where t verifies the equation:

1
2
t +

1
2ω

G(t) = z , (14)

provided that z 	= 0. So, using (12) and (13), a sufficient condition for (11) is:

1
2

+
1
2ω

G ′(t) = 1 , with z = y(θ) +
θ

2ω
in (14) ,

which is equivalent to ω(X) = G ′(t)(X). Finally, as θ = G(y(θ)) − ωθ, it
easily follows the equivalence:

z = y(θ) +
θ

2ω
⇐⇒ t = y(θ)

and the optimal choice for the parameter is ω(X) = 2y(θ)(X).

Remark 1. Notice that the optimal choice of the parameter depends on solu-
tion y(θ). So, in our practical implementation ω = 2Pm is taken, Pm being
the approximation of solution in the last step of the characteristics method.

Remark 2. The particular case with constant ω is more classical, although (10)
is out of the frame of previous works [3, 2]. In this case, a convergence result
is stablished for Lagrange P1 finite elements discretized problem in [6].

4 Numerical examples

In this section we present several tests that show the behaviour of the previ-
ously described numerical techniques.

Test 1. Let us consider the following nonlinear diffusion problem:





− d

dx

(

h2 dp

dx
+ h3p

dp

dx

)

= f in (0, 1)

p(0) = p(1) = 1

where h(x) = 2− x and f is such that the solution is p(x) = 1 + x− x2.

Table 1 shows the number of iterations of the duality method (with op-
timal constant and variable parameters) and the relative quadratic error ep
(between the numerical approximation and the analytical solution) for dif-
ferent mesh sizes and a relative error stopping test equal to 10−7. Table 2
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Table 1. Number of iterations (Id) and quadratic error in Test 1

ω = 2 ω = 2p
∆x Id ep Id ep
10−2 7 1.2×10−6 4 1.1×10−6

10−3 7 1.2×10−8 4 4.9×10−9

10−4 7 7.7×10−10 4 6.1×10−10

Table 2. Number of iterations (Id) for different ω in Test 1

ω 0.02 0.2 1 2 3 20 200
Id 231 41 12 7 8 60 525
ω 0.02p 0.2p p 2p 3p 20p 200p
Id 200 34 8 4 8 48 455

illustrates the optimality of parameters in terms of the number of iterations.

Test 2. Let us now consider the convection–diffusion problem which consists
in finding the pressure, p, such that:






d

dx
(h p)− d

dx

(

h2 dp

dx
+ h3p

dp

dx

)

= f in (0, 1)

p(0) = p(1) = 1

where h(x) = 2− x and f is such that the solution is p(x) = 1 + x− x2. We
have taken k = 0.5∆x as time step. The obtained results are shown in Table
3, where Ic is the number of iterations of the characteristics algorithm and Id
is the average of iterations of the duality algorithm.

Table 3. Number of iterations for different parameter choices in Test 2

ω = 2 ω = 2pm ω = 2p
∆x Ic Id Ic Id Ic Id

10−2 90 4.2 90 3.3 90 2.8
10−3 712 3.4 712 2.9 712 2.6
10−4 5922 2.5 5922 2.4 5923 2.3

Test 3. In [8], the following compressible Reynolds equation is proposed to
model lubricated rough surfaces:






300
d

dx
(h p)− d

dx

(

0.4h2 dp

dx
+ h3p

dp

dx

)

= 0 in (0, 1)

p(0) = p(1) = 1
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Table 4. Number of iterations in Test 3

ω = 2 ω = 2pm
∆x Ic Id Ic Id

10−2 415 7.0 415 3.5
10−3 4862 7.5 4802 2.9
10−4 45039 4.4 45006 2.8

where h(x) = 2− x + 0.6 sin(100πx). Table 4 shows the number of iterations
obtained for constant and functional parameters for different mesh sizes and
maximum relative error ε = 5×10−9.

5 Conclusions

In this paper we present an original duality algorithm with functional pa-
rameters to solve the nonlinear diffusive term appearing in the first order
compressible Reynolds equation. Moreover, the optimal choice of parame-
ters is theoretically proved and illustrated by some numerical experiments.
Although the method is presented for 1–D problems, its extension to two di-
mensions is straightforward (see [6], for example). The algorithm can also be
coupled with elastic equations to simulate flexible storage devices.
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términos no lineales. Aplicación a un problema de flujo de gas en un conducto.
Rev. Acad. Cienc. Exactas F́ıs. Nat., 78, 89–96 (1981)
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Summary. We present some stabilized methods for a nonstationary advection-
diffusion problem. The methods are designed by combining of some stabilized finite
element methods and Discontinuous Galerkin time integration. Numerical experi-
ments are presented comparing the new schemes with the space time elements of [3].

1 Introduction

The numerical simulation of advection-diffusion problems has been a sub-
ject of active research during the last thirty years. In this paper we look
at the unsteady problem. Following with the research initiated in [4], our
aim is to study the issue of how some of the stabilization techniques pro-
posed for the steady problem could be appropriately combined and used with
time integration Discontinuous Galerkin (DG) methods, so that the result-
ing fully discretized scheme is able to capture and reproduce the small scales
into the coarse ones. Our starting point is based on the simple observation
that in the non-stationary problem we have two types of partial differentiation
which might be considered of different nature: the spatial convection-diffusion-
reaction operator and the time derivative which determines the evolution of
the convection-diffusion-reaction processes. Therefore, at the very first step of
designing the numerical method, two rather different strategies arise:

• discretize at first in time by using a DG method and then apply a stabilized
method to approximate the resulting family of stationary problems;

• discretize first in space by means of a stabilized finite element method and
then use a DG scheme to integrate the corresponding system of ODE’s.

The resulting methods from these two approaches will be described and fur-
ther compared with the “classical ” space-time elements introduced in the 80’s
by Johnson, Nävert and Pitkäranta in [3].
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The outline of the paper is as follows. In Sect. 2 we review the stabi-
lization techniques proposed for the stationary problem, that will be further
considered. In Sect. 3 we revise the time DG integration and introduce the
stabilized methods for the time-dependent problem. Numerical experiments
are presented in Sect. 4. For the sake of simplicity we restrict ourselves to the
one dimensional problem.

2 Stabilization techniques for the stationary problem

Let Ω = (0, L) and let f ∈ L2(Ω) be given. Consider the stationary problem

Lu = −εuxx + βux + σu = f, in Ω, u = 0 on ∂Ω, (1)

where ε > 0, σ ≥ 0 and β are assumed to be constants and ε will be typically
small. Let V = H1

0 (Ω). The bilinear form associated to L is defined by

a(u, v) =< Lu, v >≡ ε

∫

Ω

uxvxdx + β
∫

Ω

uxvdx + σ

∫

Ω

uvdx, ∀u, v ∈ V. (2)

We denote by LSym and LSkew the symmetric and skew-symmetric parts of L,
respectively. The formal adjoint of L will be denoted by L∗ = LSym−LSkew.

Let Th be a partition of Ω into elements (subintervals) K and let Vh ⊂ V
be the corresponding finite element space of piecewise linear polynomials. The
standard Galerkin (SG) approximation of (1) reads:

Find uSGh ∈ Vh such that a(uSGh , vh) = (f, vh), ∀vh ∈ Vh.

It is well known that the plain Galerkin method on a uniform grid fails to
furnish a satisfactory approximation if the diffusion coefficient ε is small with
respect to the advection or/and reaction coefficients and to the mesh size h. To
cope with these difficulties, we consider the next family of strongly consistent
methods, which following [1] can be presented in the unified way





Find uStbh ∈ Vh such that
a(uStbh , vh) +

∑

K∈Th
δK

(
LuStbh ,LSkewvh + ρLSymvh

)

K
= (f, vh) +

∑

K∈Th
δK (f,LSkewvh + ρLSymvh)K , ∀vh ∈ Vh,

(3)

where ρ = 0 gives the SUPG (Stramline Upwind Petrov Galerkin) method[5];
ρ = 1 gives the GLS (Galerkin/Least Squares ) method [11]; and ρ = −1 gives
the DWG (Douglas-Wang Galerkin) method [7]. These schemes require an ap-
propriate tuning of the problem-dependent parameter δK . A straightforward
calculation shows that by taking

δK :=
(
(2σ) + (2|β|)/h + (12ε)/h2

)−1
, (4)

the bilinear form Bρ defining these methods,
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Bρ(wh, vh) := a(wh, vh) +
∑

K∈Th

δK (Lwh,LSkewvh + ρLSymvh)K , (5)

with wh, vh ∈ Vh is coercive in the norm ‖|v|‖2 := (ε + h|β|)|v|2
H1

0 (Ω)
+

σ‖v‖2L2(Ω) in all possible regimes and consequently the methods are stable.

We consider next the Link-Cutting Bubble strategy [4], based on the en-
richment of the finite element space Vh. The idea behind is to augment Vh by
adding a space of discrete bubbles VB , which is constructed element by element
on a suitable subgrid. The LCB method can be regarded from two different
standpoints. On the one hand, by considering VE = Vh ⊕ VB as a space of
piecewise linear functions on a suitable refined grid, the LCB-approximation
reduces to the plain Galerkin method:

Find uLCBE ∈ VE such that a(uLCBE , vE) = (f, vE), ∀vE ∈ VE . (6)

On the other hand, by means of static condensation of the bubble degrees of
freedom, one gets the stabilized method: Find uLCBh ∈ Vh s.t.:

a(uLCBh , vh) +
∑

K∈Th

(
MK(f − LuLCBh ),L∗vh

)

K
= (f, vh), ∀vh ∈ Vh. (7)

where for each K ∈ Th , MK : L2(K) → VB
∣
∣
K

is the solution operator of
the local bubble problems: a(uLCBB , vB)K = (f − LuLCBh , vB)K ∀vB ∈ VB

∣
∣
K

,
a(·, ·)K and VB

∣
∣
K

being the restrictions to K of a(·, ·) and VB , respectively.

3 Stabilized methods for the non-stationary problem

Given f ∈ L2([0, T ];L2(Ω)) and u0 ∈ L2(Ω), consider the model problem:





∂

∂t
u + Lu = f in Q = Ω× (0, T ),

u|t=0 = u0 on Ω, u = 0 on ∂Ω× (0, T ).
(8)

We next briefly revise the DG method for the time integration of (8). Then,
we shall describe the classical space-time elements and the stabilized methods
resulting from the two approaches mentioned in the Introduction.

3.1 DG-methods for the time integration

Let 0 = t0 < t1 < . . . < tN = T a subdivision of the time interval (0, T ),
set Jn = (tn, tn+1] with k = tn+1 − tn , and introduce the strips Sn :=
{(x, t) ∈ Ω × Jn}, for n = 0, . . . N − 1. The DG approximation in time to u,
solution of (8), is sought as a piecewise polynomial of degree at most q ≥ 0
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in t on each subinterval Jn, with coefficients in V, i.e., it belongs to the space
Wq := {v : [0, T ] ∨ V ; v|Jn

=
∑q
j=0 ψjt

j , ψj ∈ V}. Note that any v ∈ Wq is
allowed to be discontinuous at the nodes of the partition. Let (·, ·) denote the
standard L2-inner product and for v, w ∈ Wq we denote by

(v, w)n :=
∫

Sn

vwdxdt =
∫

Jn

(v, w)dt , v+(x, t) = lim
s→0+

v(x, t + s),

< v,w >n:=
∫

Ω

v(x, tn)w(x, tn)dx = (vn, wn) , v−(x, t) = lim
s→0−

v(x, t + s),

and set [[v]]n = vn+ − vn−. The DG time-discretization of (8) is obtained by
imposing on Sn the initial value at t = tn weakly. Thus, the method reduces
to find U ∈ Wq such that on each Jn (for n = 0, . . . N − 1), satisfies

(
dU

dt
+ LU, V )n+ < U+, V+ >n=< U−, V+ >n +(f, V )n ∀V ∈ Wq. (9)

For q = 0 (i.e., piecewise constants) one has dU/dt = 0 and U(t) = Un+1 = Un+
in Jn, so that the method reduces to the modified backward Euler:

a(Un+1, ψ) +
1
k

(Un+1, ψ) =
1
k

(Un, ψ) +
(

1
k

∫

Jn

fdt , ψ

)

∀ψ ∈ V. (10)

For q=1, let U(t)=Un+1
0 +(t−tn)

k Un+1
1 on Jn so that we have to find U(n+1) s.t.:

1
k

(
D ·Un+1,V

)
+C · a(Un+1,V) =

1
k

(E ·Un,V) +
(
Fn+1,V

)
∀V, (11)

where Un+1=[Un+1
0 , Un+1

1 ]T with Un+1
0 , Un+1

1 ∈ V, V=[ψ, η]T , ψ, η ∈ V and

D =
[

1 1
0 1

2

]

C =
[

1 1
2

1
2

1
3

]

E =
[

1 1
0 0

]

Fn+1 =
[ 1

k

∫

Jn
f(t)dt

1
k2

∫

Jn
(t− tn)f(t)dt

]

.

With a small abuse of notation, a(·, ·) should be understood as the matrix

a(U,V) =
[

a(U0, ψ) , a(U1, ψ)
a(U0, η) , a(U1, η)

]

. Similarly, in what follows we shall denote

by L the scalar operator acting component-wise; i.e., LU = [LU0,LU1]T .

3.2 Classical Space-Time Elements

We describe briefly the method introduced in [3]. For each n consider a quasi-
uniform partition of the strip Sn with elements of size h > ε, and let V nh
be a FE subspace of H1(Sn) based on such partition, such that for v ∈ V nh
it holds v = 0 on ∂Ω × Jn. By applying successively on each strip Sn the
stabilized methods of (3) and imposing the initial value at t = tn weakly and
the boundary conditions strongly, one obtains the following method: given u0

−
an approximation to the initial data u0, for n = 0, . . . , N − 1 find un ∈ V nh
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(ut + Lu, v)n +
(

ut + Lu, δ̂ · [vt + βvx + ρLsymv]
)n

+ < u+, v+ >n=

= (f, v + δ̂ · [vt + βvx + ρLsymv])n+ < u−, v+ >n, ∀ v ∈ V nh , (12)

where the parameter δ̂ is set to C̄h if ε < h and 0 otherwise.

3.3 First Approach: DG in Time + Stabilized Method in Space

To present the fully discretized methods resulting from the first approach, the
key point is to observe that on each slab Sn, the solution Un+1 ∈ V of the
DG in time method (10) (and resp. (11)), might be regarded as the solution
of a ”steady” convection-diffusion-reaction problem with some “added extra
reaction” 1

k , coming from the time discretization. Thus, by discretizing (10)
in space with any of the stabilized methods (3), leads to the problem: for each
n = 0, . . . N − 1, find un+1

h ∈ Vh s.t.

∑

K∈Th

δ̃
0

K

(
(un+1
h − unh)

k
+ Lun+1

h − 1
k

∫

Jn

fdt,
[

Lskew + ρLsym +
ρ

k

]

vh

)

K

+

a(un+1
h , vh) +

1
k

(un+1
h , vh)−

(
1
k

∫

Jn

fdt , vh

)

− 1
k

(unh, vh) = 0, ∀ vh ∈ Vh.

Similarly for the discretization (11) (q = 1), we get: for n = 0, . . . , N − 1 find
Un+1
h = [Un+1

0 , Un+1
1 ]T that satisfies for all Vh = [vh, wh]T with vh, wh ∈ Vh

∑

K∈Th

δ̃
1

K

(
(DUn+1

h −EUn
h)

k
+CLUn+1

h −Fn+1,

[

CLskew + ρCLsym + ρ
D

k

]

Vh

)

K

+ Ca(Un+1
h ,Vh) +

D

k
(Un+1

h ,Vh) −
(
Fn+1,Vh

)
− 1

k
(EUn

h,Vh) = 0. (13)

where a(·, ·) is defined as in Sect. 3.1. Note that the weighting operators
resulting from the stabilization in this approach,

(

Lskew + δ
[

Lsym + 1
kn

])

for q = 0, and
(
CLskew + ρ

[
CLsym + 1

kD
])

for q = 1, contain a term
coming from the time derivative, but it acts as a reaction term. To ensure
the stability of the method in all possible regimes, it can be shown that
it is enough to take δ̃

0

K :=
(
(2σ + 2/k) + 2|β|/h + 12ε/h2

)−1 and δ̃
1

K :=
(
2D/k + 2σC + (2|β|C)/h + (12εC)/h2

)−1, for q = 0 and q = 1, respectively.
In the last case, we have taken into account that (13) is a system.

For the sake of brevity and clarity in the exposition, we only consider
the method that results by discretizing (10) in space by means of the LCB
strategy. As before, the key observation is that (10) might be regarded as a
convection-difussion-reaction stationary problem with the extra reaction 1/k.
Then, the idea is to define a new bilinear form on each strip Sn

ã(w, v) = a(w, v) +
1
k

(w, v), w, v ∈W q (14)
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and construct the bubble subgrid, and consequently the bubble space ṼB ,
according to this bilinear form rather than (15), the one associated to the
stationary problem. Then, for each n one consider either the (SG) approach
(6), but with ṼE = Vh ⊕ ṼB .

3.4 Second Approach: Stabilized Method in Space + DG in Time

We first discretize (8) in space by means of the stabilized methods given in
Sect. 2. As for the techniques (3), we are lead to the following system of ODE’s:

d

dt
(uh, vh) + a(uh, vh) +

∑

K∈Th

δK
(
∂uh
∂t

+ Luh,LSkewvh + ρLSymvh

)

K

=

= (f(t), vh) +
∑

K∈Th

δK (f(t),LSkewvh + ρLSymvh)K , ∀vh ∈ Vh , (15)

where uh : [0, T ] −→ Vh and δK is taken as in (4). By Integrating (15) with
(10), we get for each n = 0, . . . N − 1

∑

K∈Th

δK
(

(un+1
h − unh)

k
+ Lun+1

h − 1
k

∫

Jn

fdt,

[

Lskew + ρLsym
]

vh

)

K

+

ah(un+1
h , vh) +

1
k

(un+1
h , vh)−

(
1
k

∫

Jn

fdt , vh

)

− 1
k

(unh, vh) = 0, ∀ vh ∈ Vh.

and upon integration in time of (15) with (11) we have: for n = 0, . . . , N − 1
find Un+1

h = [Un+1
0 , Un+1

1 ]T that satisfies for all Vh = [vh, wh]T vh, wh ∈ Vh

∑

K∈Th

δK
(

(DUn+1
h −EUnh)

k
+CLUn+1

h −Fn+1,

[

Lskew + ρLsym

]

Vh

)

K

+

Cah(Un+1
h ,Vh) +

D

k
(Un+1
h ,Vh)−

(
Fn+1,Vh

)
− 1

k
(EUnh,Vh) = 0. (16)

Notice that unlike for methods (12) or (13) no explicit reference to the time
integration or time-discretization is contained in the weighting operator for
these stabilized methods3.

For the method resulting by considering the LCB strategy, one starts by
constructing the subgrid for the local bubble space VB, according to the steady
operator L, i.e. according to the bilinear form a (is done as for the steady
problem). Then, the enriched space VE = Vh ⊕ VB is built and the LCB
approximation is defined by the scheme: Find uE : [0, T ]→ VE such that

d

dt
(uE(t), vE) + a(uE(t), vE) = (f, vE), ∀vE ∈ VE , (17)

Then, one uses either (10) or (11) for the DG integration in time of system
(17), noting that now V is approximated by the enriched space VE = Vh⊕VB .
3 For this reason it is enough to take δK as in (4) to ensure the stability of the

method in all the regimes we will look at; in particular the advection dominated.
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4 Numerical Experiments

The next set of experiments is devoted to evaluate the performance of the sta-
bilization methods introduced before. We have considered problem (8) over
Ω = (0, 1) and subject to homogeneous Dirichlet boundary conditions. We
have set ε = 10−6, β = 1, σ = 0, the final time T = 0.2 and we assume f = 0.
The inital data is taken as u0 = 1 if |x−0.3| ≤ 0.1 and is set to zero otherwise.
We have taken a uniform partition of Ω into subintervals of length h = |Ω|/N ,
with N = 20, 40, 80, 160, 320. For each h, every experiment was carried out
with different values of the time step k below which the local time discretiza-
tions are desired. k is selected so that the Courant-number CFL = k|β|/h =
1, 1/2, 1/3, 1/4, 1/5, 1/10. For the three approaches, linear DG integration in
time has been used.

To valuate the quality of the approximate solutions obtained by the dif-
ferent methods we have represented them in Fig. 1 at time t = 0.15. For the
methods obtained with the first and second approaches, we have only repre-
sented the approximation obtained with DWG (o joined by a continuous line)
and LCB (squares joined with a dotted line). For the classical space-time ele-
ments the approximations with all the methods in (3) are represented. It can
be observed, that while the classical time-space elements reduce almost com-
pletely the spurious oscillations in the numerical approximations, the solution
appears to be extremely dissipated. Nevertheless, the approximation with the
other approaches while not very diffusive still presents spurious oscillations.
We next look to the relative errors in L∞([0, T ];L1(Ω))-norm against N , for
the three approaches. They are represented in Fig. 1 for CFL = 1/3 and all
diagrams are depicted with the same vertical axes to ease the comparation.
Among the stabilization techniques of (3) depicted with −o−, no significant
differences can be observed. The LCB stabilization is represented by squares
joined with a dotted line, and in both the first and second approaches, is the
method producing the smallest errors. For the first and second approaches,
an almost first order of convergence can be observed while for the space-
time elements the rate of convergence seems to be close to 0.6. Moreover,
the first apprach seems to be the most accurate from the error-diagrams. For
space time elements, the errors are substantially higher than for the other
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Fig. 1. Approximate solutions with h = 80 and CFL = 1/3, at time t = 0.15.



Time-Space & Space-Time Elements 335

10
2

10
−1

DG in Time + FE in space

10
2

10
−1

FE in space + DG in Time

10
2

10
−1

Classical Space−Time elements

Fig. 2. Convergence Diagrams in L∞([0, T ]; L1(Ω)).

two approaches, possibly due to the amount of dissipation that the scheme
introduces.
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Summary. This paper is devoted to the numerical solution of two–dimensional
steady scalar convection–diffusion equations using the finite element method. If the
popular streamline upwind/Petrov–Galerkin (SUPG) method is used, spurious oscil-
lations usually arise in the discrete solution along interior and boundary layers. We
review various finite element discretizations designed to diminish these oscillations
and we compare them computationally.

1 Introduction

This paper is devoted to the numerical solution of the scalar convection–
diffusion equation

−ε∆u + b · ∇u = f in Ω, u = ub on ∂Ω, (1)

where Ω ⊂ R
2 is a bounded domain with a polygonal boundary ∂Ω, ε > 0 is

constant and b, f and ub are given functions.
If convection strongly dominates diffusion, the solution of (1) typically

contains interior and boundary layers and solutions of Galerkin finite ele-
ment discretizations are usually globally polluted by spurious oscillations. To
enhance the stability and accuracy of these discretizations, various stabiliza-
tion strategies have been developed during the past three decades. One of
the most efficient procedures is the SUPG method developed by Brooks and
Hughes [2]. Unfortunately, the SUPG method does not preclude spurious os-
cillations localized in narrow regions along sharp layers and hence various
terms introducing artificial crosswind diffusion in the neighbourhood of layers
have been proposed to be added to the SUPG formulation. This procedure is
often referred to as discontinuity capturing (or shock capturing). The liter-
ature on discontinuity–capturing methods is rather extended and numerical
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tests published in the literature do not allow to draw conclusions concern-
ing their advantages and drawbacks. Therefore, the aim of this paper is to
provide a review of various discontinuity–capturing methods and to compare
these methods computationally.

The plan of the paper is as follows. In the next section, we recall the Galer-
kin discretization of (1) and, in Section 3, we formulate the SUPG method.
Section 4 contains a review and a computational comparison of discontinuity–
capturing methods and, in Section 5, we present our conclusions.

2 Galerkin’s finite element discretization

We introduce a triangulation Th of the domain Ω consisting of a finite number
of open polygonal elements K. We assume that Ω =

⋃

K∈Th
K and that the el-

ements of Th satisfy the usual compatibility conditions. Further, we introduce
a finite element space Vh approximating the space H1

0 (Ω) and satisfying

Vh ⊂ {v ∈ L2(Ω) ; v|K ∈ C∞(K) ∀ K ∈ Th} .

Since the functions from Vh may be discontinuous across edges of the trian-
gulation Th, we define the ‘discrete’ operators ∇h and ∆h by

(∇h v)|K = ∇(v|K) , (∆h v)|K = ∆(v|K) ∀ K ∈ Th .

Finally, let ubh ∈ L2(Ω) be a piecewise smooth function whose trace on ∂Ω
approximates ub. Then a discrete solution of (1) can be defined as a function
uh ∈ L2(Ω) satisfying uh−ubh ∈ Vh and ah(uh, vh) = (f, vh) ∀ vh ∈ Vh, where

ah(u, v) = ε (∇h u,∇h v) + (b · ∇h u, v)

and (·, ·) denotes the inner product in the space L2(Ω) or L2(Ω)2.

3 The SUPG method

Brooks and Hughes [2] enriched the Galerkin method by a stabilization term
yielding the streamline upwind/Petrov–Galerkin (SUPG) method. The dis-
crete solution uh ∈ L2(Ω) satisfies uh − ubh ∈ Vh and

ah(uh, vh) + (Rh(uh), τ b · ∇h vh) = (f, vh) ∀ vh ∈ Vh , (2)

where Rh(u) = −ε∆h u + b · ∇h u− f is the residual and τ is a nonnegative
stabilization parameter. As we see, the SUPG method introduces numerical
diffusion along streamlines in a consistent manner. A delicate question is the
choice of the parameter τ which may dramatically influence the accuracy of
the discrete solution. Here we shall use the formula (cf. Galeão et al . [8])
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τ |K =
hK

2 |b| pK

(

coth(PeK)− 1
PeK

)

with PeK =
|b|hK
2 ε pK

, (3)

where hK is the diameter of K ∈ Th in the direction of b, pK is the order of
approximation of Vh on K (usually the maximum degree of polynomials in
Vh on K), | · | is the Euclidean norm and PeK is the local Péclet number.

4 Methods diminishing spurious oscillations in layers

In this section, we present a review and a computational comparison of most
of the methods introduced during the last two decades to diminish the oscil-
lations arising in discrete solutions of the problem (1). These methods can be
divided into upwinding techniques and into methods adding additional artifi-
cial diffusion to the SUPG discretization (2). The artificial diffusion may be
either isotropic, or orthogonal to streamlines, or based on edge stabilizations.
These four classes of methods will be discussed in the following subsections.
It is not possible to describe here thoroughly the ideas on which the design
of the methods relies, see [11] for a more comprehesive description. Generally,
one can say that the methods are based either on convergence analyses or on
investigations of the discrete maximum principle (called DMP in the follow-
ing) or on heuristic arguments. As we shall see, most of the methods will be
nonlinear. The computational comparison of the methods will be performed
by means of two test problems specified by the following data of (1):

Example 1. Ω = (0, 1)2, ε = 10−7, b = (cos(−π/3), sin(−π/3))T , f = 0,
ub(x, y) = 0 for x = 1 or y ≤ 0.7, ub(x, y) = 1 otherwise.

Example 2. Ω = (0, 1)2, ε = 10−7, b = (1, 0)T , f = 1, ub = 0.
The solution of Ex. 1 possesses an interior layer and exponential bound-

ary layers whereas the solution of Ex. 2 possesses parabolic and exponential
boundary layers but no interior layers. All results were computed on uniform
N ×N triangulations of the type depicted in Fig. 1. Unless stated otherwise,
we used the conforming linear finite element P1, N = 20 for Ex. 1 and N = 10
for Ex. 2. The SUPG solutions of Ex. 1 and 2 are shown in Fig. 2 and 5, re-
spectively. It is important that the parameter τ is optimal for the P1 element
in the sense that the SUPG method approximates the boundary layers at
y = 0 in Ex. 1 and at x = 1 in Ex. 2 sharply and without oscillations.

Fig. 1. Type of triangulations (N = 5) Fig. 2. Ex. 1, SUPG



On Discontinuity–Capturing Methods for Convection–Diffusion Equations 339

Fig. 3. Ex. 1, IMH [14] Fig. 4. Ex. 1, do Carmo, Galeão [6]

4.1 Upwinding techniques

Initially, stabilizations of the Galerkin discretization of (1) imitated upwind
finite difference techniques. However, like in the finite difference method, the
upwind finite element discretizations remove the unwanted oscillations but
the accuracy attained is often poor since too much numerical diffusion is
introduced. According to our experiences, one of the most successful up-
winding techniques is the improved Mizukami–Hughes (IMH) method, see
Knobloch [14]. It is a nonlinear Petrov–Galerkin method for P1 elements
which satisfies the DMP on weakly acute meshes. In contrast with many other
upwinding methods for P1 elements satisfying the DMP, the IMH method
adds much less numerical diffusion and provides rather accurate solutions,
cf. Knobloch [15]. The IMH solution for Ex. 1 is depicted in Fig. 3. For Ex. 2,
it is even nodally exact.

4.2 Methods adding isotropic artificial diffusion

Hughes et al . [10] came with the idea to change the upwind direction in
the SUPG term of (2) by adding a multiple of the function b

‖
h which is the

projection of b into the direction of ∇uh. This leads to the additional term

(Rh(uh), σ b
‖
h · ∇h vh) (4)

on the left–hand side of (2), where σ is a nonnegative stabilization parameter.
Since b

‖
h depends on uh, the resulting method is nonlinear. Hughes et al . [10]

proposed to set σ = max{0, τ(b‖
h) − τ(b)} where we use the notation τ(b�)

for τ defined by (3) with b replaced by b�. Other definitions of σ in (4) were
proposed by Tezduyar and Park [17]. Since the term (4) equals to

(ε̃∇h uh,∇h vh) (5)

with ε̃ = σ Rh(uh) b·∇uh/|∇uh|2, it introduces an isotropic artificial diffusion.
Another stabilization strategy was introduced by Galeão and do Carmo [9]

who proposed to replace the flow velocity b in the SUPG stabilization term
by an approximate upwind direction. This gives rise to the additional term

(Rh(uh), σ zh · ∇h vh) (6)
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on the left–hand side of (2), where zh = Rh(uh)∇uh/|∇uh|2 and σ =
max{0, τ(zh)−τ(b)}. If f = 0 and ∆h uh = 0, we have zh = b

‖
h and hence the

method of Galeão and do Carmo [9] is identitical with the method of Hughes
et al . [10]. Do Carmo and Galeão [6] proposed to simplify σ to

σ = τ(b) max
{

0,
|b|
|zh|

− 1
}

. (7)

Almeida and Silva [1] suggested to replace (7) by

σ = τ(b) max
{

0,
|b|
|zh|

− ζh

}

with ζh = max
{

1,
b · ∇h uh
Rh(uh)

}

, (8)

which reduces the amount of artificial diffusion along the zh direction.
Do Carmo and Galeão [6] also introduced a feedback function which should

minimize the influence of the term (6) in regions where the solution u of (1)
is smooth. Since this approach was rather involved, do Carmo and Alvarez [5]
introduced another procedure (still defined using several formulas) suppressing
the addition of the artificial diffusion in regions where u is smooth.

Again, the term (6) can be written in the form (5), now with ε̃ =
σ |Rh(uh)|2/|∇uh|2. To prove error estimates, Knopp et al . [16] proposed
to replace this ε̃, on any K ∈ Th, by

ε̃|K = σK(uh) |QK(uh)|2 with QK(uh) =
‖Rh(uh)‖0,K
SK + ‖uh‖1,K

, (9)

where σK(uh) ≥ 0 and SK > 0 are appropriate constants.
The stabilization term (5) was also used by Johnson [12], who considered

ε̃|K = max{0, α [diam(K)]ν |Rh(uh)| − ε} ∀ K ∈ Th

with some constants α and ν ∈ (3/2, 2). He suggested to take ν ∼ 2.
If the above methods are applied to Ex. 1, the discrete solution improves

in comparison to the SUPG method. However, most of the methods do not re-
move the spurious oscillations completely and/or lead to an excessive smearing
of the layers. The best methods are the methods of do Carmo and Galeão [6]
and Almeida and Silva [1] which are identical in this case, see Fig. 5.

4.3 Methods adding artificial diffusion orthogonally to streamlines

Since the streamline diffusion introduced by the SUPG method seems to be
enough along the streamlines, an alternative approach to the above methods
is to modify the SUPG discretization (2) by adding artificial diffusion in the
crosswind direction only as considered by Johnson et al . [13]. A straightfor-
ward generalization of their approach leads to the additional term

(ε̃ D∇h uh,∇h vh) (10)
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Fig. 5. Ex. 2, SUPG Fig. 6. Ex. 2, MBE

on the left–hand side of (2), where ε̃|K = max{0, |b|h3/2
K − ε} ∀K ∈ Th and

D = I − b⊗ b/|b|2 is the projection onto the line orthogonal to b, I being the
identity tensor.

Investigating the validity of the DMP for several model problems, Cod-
ina [7] came to the conclusion that the artificial diffusion ε̃ in (10) should be
defined, for any K ∈ Th, by

ε̃|K =
1
2

max

{

0, C − 2 ε

|b‖
h|diam(K)

}

diam(K)
|Rh(uh)|
|∇uh|

, (11)

where C is a suitable constant (we use C = 0.6 for linear elements and C =
0.35 for quadratic elements). Motivated by assumptions and results of general
a priori and a posteriori error analyses, Knopp et al . [16] changed (11) to

ε̃|K =
1
2

max
{

0, C − 2 ε
QK(uh) diam(K)

}

diam(K)QK(uh) , (12)

where QK(uh) is defined in (9) (the constants SK equal to 1 in numerical
experiments of [16]). Combining the above two definitions of ε̃, we further
propose to use (10) with ε̃ defined by (12) where QK(uh) = |Rh(uh)|/|∇uh|.
This modified method of Codina is called MC method in the following. It is
equivalent to (11) if f = 0 and ∆h uh = 0.

Based on investigations of the DMP for strictly acute meshes and linear
simplicial finite elements, Burman and Ern [3] suggested to use (10) with ε̃
defined, on any K ∈ Th, by

ε̃|K =
τ(b) |b|2 |Rh(uh)|

|b| |∇h uh|+ |Rh(uh)|
|b| |∇h uh|+ |Rh(uh)|+ tanαK |b| |D∇h uh|

|Rh(uh)|+ tanαK |b| |D∇h uh|
.

Here, αK is equal to π/2 minus the largest angle of K (if K is a triangle). In
case of right triangles, it is recommended to set αK = π/6.

Our numerical experiments indicate that the above value of ε̃ is too large
and therefore we also consider (10) with ε̃ defined, on any K ∈ Th, by

ε̃|K =
τ(b) |b|2 |Rh(uh)|

|b| |∇h uh|+ |Rh(uh)|
. (13)
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Fig. 7. Ex. 1, MC, P2, N = 10 Fig. 8. Ex. 1, do Carmo, Galeão [6], P nc
1

This modified Burman–Ern method is called MBE method in the following.
If we apply the methods of this subsection to Ex. 2, then only the MC

and MBE methods give satisfactory results (and they are comparable), see
Fig. 1. For Ex. 1, these methods provide comparable results to the solution in
Fig. 5. On the other hand, the two best methods of the previous subsection
(do Carmo and Galeão [6], Almeida and Silva [1]) give almost the same results
for Ex. 2, which are comparable to the results of the MC and MBE methods.

4.4 Edge stabilizations

Another stabilization strategy for linear simplicial finite elements was intro-
duced by Burman and Hansbo [4]. The term to be added to the left–hand side
of (2) is defined by

∑

K∈Th

∫

∂K

ΨK(uh) sign(t∂K · ∇(uh|K)) t∂K · ∇(vh|K) dσ ,

where t∂K is a unit tangent vector to the boundary ∂K of K, ΨK(uh) =
diam(K) (C1 ε+C2 diam(K)) maxE⊂∂K | [|nE · ∇uh|]E |, nE are normal vec-
tors to edges E of K, [|v|]E denotes the jump of a function v across the edge E
and C1, C2 are appropriate constants. Burman and Hansbo proved that, using
an edge stabilization instead of the SUPG term, the DMP is satisfied. Other
choices of ΨK(uh) based on investigations of the DMP were recently proposed
by Burman and Ern. However, all these edge stabilizations add much more
artificial diffusion than the best methods of the previous subsections.

5 Conclusions

Our computations indicate that, among the methods mentioned in this paper,
the best ones are: the IMH method [14], the method of do Carmo, Galeão [6]
defined by (6), (7), the method of Almeida and Silva [1] defined by (6), (8),
the MC method introduced below (12) and the MBE method defined by (10),
(13). The IMH method can be used for the P1 element only but gives best
results in this case. The other methods can be successfully also applied to
other finite elements as Figs. 2 and 8 show (for the conforming quadratic
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element P2 and the nonconforming Crouzeix–Raviart element Pnc1 ). However,
much more comprehensive numerical studies are still necessary to obtain clear
conclusions of the advantages and drawbacks of the discontinuity–capturing
methods.
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Summary. An algebraic approach to the design of high-resolution finite element
schemes for convection-dominated flows is pursued. It is explained how to get rid
of nonphysical oscillations and remove excessive artificial diffusion in regions where
the solution is sufficiently smooth. To this end, the discrete transport operator and
the consistent mass matrix are modified so as to enforce the positivity constraint
in a mass-conserving fashion. The concept of a target flux and a new definition of
upper/lower bounds make it possible to design a general-purpose flux limiter which
provides an optimal treatment of both stationary and time-dependent problems.

1 Introduction

Algebraic flux correction [3] constitutes a promising approach to the design of
high-resolution schemes for convection-dominated transport problems. In the
present paper, flux limiting for consistent-mass Galerkin schemes is addressed.
Building on the multidimensional limiters of FCT and TVD type [1, 2, 3],
we design a general-purpose algorithm which combines their advantages. It
represents a simple way to satisfy the discrete maximum principle for both
explicit and implicit FEM on structured and unstructured meshes.

2 Flux decomposition

As a representative model problem, consider the continuity equation

∂u

∂t
+∇ · (vu) = 0 (1)

discretized in space by a high-order finite element method which yields an
ODE system for the vector of time-dependent nodal values

MC
mDu

mDt
= Ku, (2)
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where MC = {mij} denotes the consistent mass matrix and K = {kij} is the
discrete operator resulting from the discretization of the convective term.

A fully discrete scheme proves positivity-preserving (PP) if each solution
update un → un+1 satisfies an equivalent algebraic system [3]

Aun+1 = Bun, (3)

where A = {aij} is an M-matrix and B = {bij} has no negative entries. In the
linear case, this algebraic criterion can be readily enforced using the ‘discrete
upwinding’ technique which yields a linear PP scheme of the form [3]

ML
mDu

mDt
= Lu, L = K + D, (4)

where ML = diag{mi} is the lumped mass matrix and D = {dij} is the artifi-
cial diffusion operator which is supposed to be a symmetric matrix with zero
row and column sums. Its off-diagonal coefficients are given by the relation
dij = max{−kij , 0,−kji} = dji so that lij := kij + dij ≥ 0, as required by
the positivity criterion. Without loss of generality, it is assumed that lij ≤ lji,
which implies that node i is located ‘upwind’ of node j [3].

By construction, the difference between the high- and low-order schemes
admits decomposition into a sum of antidiffusive target fluxes given by

fij =
[

mij
mD

mDt
+ dij

]

(ui − uj) = fmij + fdij , (5)

where fmij = mij(u̇i − u̇j) and fdij = dij(ui − uj) offset the error induced
by mass lumping and discrete upwinding, respectively. Note that the former
contains a time derivative which still needs to be discretized.

3 Algebraic flux correction

In order to prevent the formation of nonphysical local extrema, the raw an-
tidiffusive fluxes are multiplied by suitable correction factors (see below)

f∗
ij := αijfij , where 0 ≤ αij ≤ 1. (6)

The task of the flux limiter is to determine an optimal value of αij so as
to remove as much artificial diffusion as possible without generating wiggles.
Antidiffusive fluxes which violate the positivity constraint (3) and need to be
limited are of the form fij = pij(uj − ui), where pij < 0. On the other hand,
edge contributions with nonnegative coefficients resemble diffusive fluxes and
are harmless. Hence, some antidiffusion is admissible as long as there exists a
set of (solution-dependent) coefficients cik ≥ 0, ∀k 	= i such that

∑

j �=i
[lij(uj − ui) + f∗

ij ] =
∑

k �=i
cik(uk − ui). (7)
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In order to enforce this sufficient condition, we resort to a node-based
limiting strategy which was largely inspired by Zalesak’s FCT algorithm [5]
but is even more general. The net antidiffusion received by each node may
consist of both positive and negative edge contributions. Assuming the worst-
case scenario, let us limit them separately by the following generic algorithm

1. Compute the sums of positive and negative antidiffusive fluxes represented
as edge contributions fij = pij(uj − ui) with negative coefficients pij ≤ 0

P+
i =

∑

j �=i
pij min{0, uj − ui}, P−

i =
∑

j �=i
pij max{0, uj − ui}. (8)

2. Define the upper/lower bounds to be imposed in the course of flux correc-
tion as a sum of edge contributions with nonnegative coefficients qij ≥ 0

Q+
i =

∑

j �=i
qij max{0, uj − ui}, Q−

i =
∑

j �=i
qij min{0, uj − ui}. (9)

3. Evaluate the nodal correction factors for positive/negative fluxes

R+
i = min{1, Q+

i /P
+
i }, R−

i = min{1, Q−
i /P

−
i }. (10)

4. Multiply the target flux fij by a combination of R±
i and R∓

j such that

f∗
ij = αijfij , αij =

{
α(R+

i , R
−
j ), if fij > 0,

α(R−
i , R

+
j ), otherwise.

(11)

The last part calls for further explanation. Recall that the edges of the sparsity
graph are oriented so that 0 ≤ lij ≤ lji = kji + dij and we have

lji(ui − uj)− f∗
ij = (lji + αijpij)(ui − uj), (12)

so that the positivity constraint is satisfied if lji+αijpij ≥ 0. The contribution
of the limited antidiffusive flux f∗

ij to node i is harmless since

Q−
i ≤ R−

i P
−
i ≤

∑

j �=i
αijfij ≤ R+

i P
+
i ≤ Q+

i . (13)

In light of the above, flux correction can be performed in two different ways:

• Upwind-biased flux correction: ‘prelimit’ the coefficient pij := fij/(uj−ui)
if it violates the positivity condition (12) for the downwind node j

f ′
ij = min{−pij , lji}(ui − uj) (14)

and multiply the so-defined antidiffusive flux f ′
ij by αij = R±

i to enforce
the positivity condition (13) for the upwind node i.

• Symmetric flux correction: multiply fij by the minimum of nodal correc-
tion factors, i.e., αij = min{R±

i , R
∓
j } regardless of the edge orientation.

The optimal choice of the limiting strategy depends on the magnitude of the
antidiffusion coefficient pij as compared to that of lji. The above algorithm
leads to a variety of algebraic flux correction schemes which differ in the
definition of upper/lower bounds as well as in the type of flux limiting.
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3.1 Treatment of convective antidiffusion

For the time being, let us assume that the problem at hand is stationary and
neglect the contribution of the consistent mass matrix. The prelimited target
flux (14) for a lumped-mass Galerkin discretization is given by

f ′
ij = min {dij , lji} (ui − uj), (15)

where dij is the artificial diffusion coefficient for discrete upwinding. It is
worth mentioning that there is actually no need for prelimiting as long as
lji − αijdij = kji + (1− αij)dij ≥ 0. Therefore, the above target flux reduces
to fdij as defined above, unless both off-diagonal coefficients of the high-order
operator K were negative (a rather unusual situation). In this particular case,
the upwind-biased limiting strategy is preferable. The total amount of raw
antidiffusion received by node i from its downwind neighbors is given by

P±
i =

∑

j∈Ji

max
min {0, f

′
ij}, where Ji = {j 	= i | 0 = lij < lji}. (16)

The off-diagonal coefficients of the low-order operator L can be used to define
the upper/lower bounds as in the case of algebraic TVD schemes [3]

Q±
i =

∑

j �=i
lij

max
min (uj − ui), lij ≥ 0, ∀j 	= i. (17)

Flux limiting is performed using the correction factor for the upwind node:

f∗
ij =

{
R+
i f

′
ij , if f ′

ij > 0,
R−
i f

′
ij , otherwise,

f∗
ji := −f∗

ij . (18)

The same approach can be used to construct a family of positivity-preserving
schemes based on standard TVD limiters [3]. However, the associated target
fluxes are certain to ensure second-order accuracy only for a finite difference
approximation in one dimension, whereas the real target fluxes for a finite el-
ement scheme are uniquely defined by (5). Therefore, such ad hoc extensions
of TVD schemes are likely to pollute the solution in smooth regions and are
not to be recommended for multidimensional FEM discretizations.

3.2 Treatment of mass antidiffusion

The contribution of the mass matrix to target fluxes of the form (5) may
be large enough to render the upwind-biased limiting strategy impractical.
Furthermore, the upper and lower bounds based on the coefficients of the
low-order operator (17) are independent of the time step and may turn out
to be too restrictive. In this subsection, we concentrate on the treatment of
mass antidiffusion fmij assuming that the convective part fdij of the target
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flux vanishes. In this case, the flow direction is unknown and the antidiffusive
flux may violate the positivity condition for both nodes. Therefore, we adopt
the symmetric limiting strategy and discuss the choice of constraints to be
imposed on the fully discretized target flux fmij which corresponds to

fij =
mij
∆t

(un+1
i − un+1

j )− mij
∆t

(uni − unj ). (19)

Interestingly enough, this flux consists of a truly antidiffusive implicit part
and a diffusive explicit part which has a strong damping effect.

If the standard FEM-FCT algorithm is employed, the corresponding upper
and lower bounds Q±

i depend on the local extrema ũ±
i of the low-order solution

ũ = un + ∆tM−1
L Lun which reduces to un in the case L = 0 (no convection).

In order to avoid the computation of ũ and accommodate the contribution of
the convective term in what follows, we use a weaker constraint and take

P±
i =

∑

j �=i

max
min {0, fij}, Q±

i =
∑

j �=i

mij
∆t

max
min {0, u

n
j − uni }, (20)

where the coefficients mij are tacitly assumed to be nonnegative. Note that
the nodal correction factors R±

i = min{1, Q±
i /P

±
i } are independent of the

time step, since both P±
i and Q±

i are inversely proportional to it.
If the coefficient pnij = fij/(unj −uni ) is negative, the target flux (19) proves

truly antidiffusive and should be limited in a symmetric fashion

f∗
ij =

{
min{R+

i , R
−
j }fij , if fij > 0,

min{R−
i , R

+
j }fij , otherwise,

f∗
ji = −f∗

ij . (21)

The above limiting strategy is closely related to Zalesak’s multidimensional
FCT algorithm [5] but the bounds Q±

i are defined in a different way and there
is no need to compute a provisional low-order solution.

3.3 General-purpose flux limiter

Now that we have a stand-alone flux limiter for convective antidiffusion and a
stand-alone flux limiter for mass antidiffusion at our disposal, we can proceed
to the treatment of antidiffusive fluxes (5) which involve both contributions.
Our experience with flux correction of FCT type indicates that it is worth-
while to prelimit fij so as to prevent it from becoming diffusive and creating
numerical artifacts [3]. Therefore, let us adjust the target fluxes thus:

fij := pij(uj − ui), pij = min{0, (fmij + fdij)/(uj − ui)}. (22)

It remains to specify the upper/lower bounds Q±
i and choose the flux limiting

strategy. Both algorithms considered so far are directly applicable to target
fluxes of the form (22) but their performance is highly problem-dependent. It
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is not unusual that pij + lji < 0 if mass antidiffusion is strong enough, which
means that a significant portion of the target flux cannot be recovered by
the upwind-biased flux limiter alone. In other cases, symmetric flux limiting
may produce inferior results because taking the minimum of nodal correction
factors turns out to be more restrictive than prelimiting based on (14).

A straightforward but inefficient way to combine the two flux limiting tech-
niques is to apply them sequentially. For instance, one can use the upwind-
biased algorithm (16)–(18) to predict f∗

ij and limit the rejected antidiffusion
∆fij = fij−f∗

ij according to (20)–(21) or vice versa. In any event, the effective
upper and lower bounds for the sum of limited antidiffusive fluxes f∗

ij + ∆f∗
ij

consist of the ‘stationary’ upwind part (17) and the ‘time-dependent’ sym-
metric part (20) which complement each other so that

• a certain fraction of admissible antidiffusion is independent of the time
step, which prevents a loss of accuracy in steady-state computations;

• solutions to truly time-dependent problems become more accurate as ∆t
is refined, since a larger portion of the target flux may be retained.

Instead of limiting the target fluxes by the algorithms (16)–(18) and/or
(20)–(21) in a segregated way or sequentially, it is worthwhile to combine
these special-purpose limiters, which can be accomplished as follows

1. Decompose the target flux fij = pij(uj − ui) into the prelimited ‘upwind’
part (14) and the remainder which must be limited in a symmetric fashion

f ′
ij = min{−pij , lji}(ui − uj), ∆fij = fij − f ′

ij . (23)

2. Compute the total sums of raw antidiffusive fluxes to be constrained

P±
i =

∑

j∈Ji

max
min {0, f

′
ij}+

∑

j �=i

max
min {0,∆fij}. (24)

3. Define the combined upper/lower bounds to be enforced on P±
i as follows

Q±
i =

∑

j �=i

[mij
∆t

+ lij

] max
min (uj − ui). (25)

4. Evaluate the nodal correction factors (10) for the flux limiting step

R±
i = min{1, Q±

i /P
±
i }. (26)

5. In a loop over edges, compute the limited antidiffusive correction

f∗
ij = R±

i f
′
ij + min{R±

i , R
∓
j }∆fij . (27)

Note that the first sum in (24) is evaluated over j ∈ Ji (see (16)) while the
second one contains antidiffusive fluxes from all neighboring nodes. The result-
ing nonlinear algebraic system can be solved by an iterative defect correction
scheme preconditioned by the ‘monotone’ low-order operator [3].
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4 Numerical example

Let us illustrate the performance of the new algorithm by applying it to the
solid body rotation problem proposed by LeVeque [4]. After one full revolution
(t = 2π) the exact solution of the continuity equation (1) coincides with the
initial data. The numerical solutions presented in Fig. 1-2 were computed on a
uniform mesh of 128× 128 Q1−elements using Crank-Nicolson time-stepping
with ∆t = 10−3. The general-purpose (GP) algorithm (24)–(27) produces the
results shown in Fig. 1. The cone and hump are reproduced very well and even
the narrow bridge of the slotted cylinder is largely preserved. Not surprisingly,
this solution is very similar to that computed by an FCT algorithm based on
the same target flux [3]. On the other hand, the performance of standard
TVD limiters for this time-dependent test problem leaves a lot to be desired.
The strongly antidiffusive superbee entails a pronounced flattening of smooth
peaks [3], while the ‘default’ MC limiter proves overly diffusive (see Fig. 2).

Fig. 1. Solid body rotation: GP limiter, t = 2π.
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Fig. 2. Solid body rotation: MC limiter, t = 2π.

5 Conclusions

Algebraic flux correction of the form (8)–(11) provides a very general frame-
work for the derivation of nonoscillatory high-resolution schemes. Unlike other
limiting techniques, it is readily applicable to finite element discretizations and
unstructured meshes. This paper bridges the gap between algebraic FCT and
TVD schemes [3] proposed previously and paves the way to the design of
general-purpose flux limiters for implicit FEM including the consistent mass
matrix. Of course, there are many other ways to define the upper/lower bounds
and perform algebraic flux corection. Moderate improvements can be achieved
– at a disproportionately high overhead cost – but our numerical experiments
indicate that the accuracy of the target flux rather than the choice of con-
straints and the type of flux limiting is decisive in many cases. Hence, it is not
the limiter but the antidiffusive flux itself that still needs to be optimized.
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Summary. In this paper we consider the local Modified Extrapolated Gauss-
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1 Introduction

The model problem considered here is that of solving the second order con-
vection diffusion equation

∆u− f(x, y)
∂u

∂x
− g(x, y)

∂u

∂y
= 0 (1)

defined on a domain Ω = { (x, y)| 0 ≤ x ≤ �1, 0 ≤ y ≤ �2 }, where ∆ is the
Laplacian operator and u = u(x, y) is prescribed on the boundary ∂Ω. The
discretization of (1) on a rectangular grid M1 ×M2 = N unknowns within Ω
using the 5–point stencil leads to

uij= lijui−1,j+rijui+1,j+tijui,j+1+bijui,j−1, i=1, 2, · · · ,M1, j=1, 2, · · ·M2

(2)
with

lij =
k2

2(k2 + h2)

(

1 +
1
2
hfij

)

, rij =
k2

2(k2 + h2)

(

1− 1
2
hfij

)

, (3)

tij =
h2

2(k2 + h2)

(

1− 1
2
kgij

)

, bij =
h2

2(k2 + h2)

(

1 +
1
2
kgij

)

, (4)

∗ Research is supported by the Action PYTHAGORAS, Program EPEAEK II of
the Greek Ministry of Education, grant no. 70/3/7418.
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where h = �1/(M1 + 1), k = �2/(M2 + 1), fij = f(ih, jk) and gij = g(ih, jk).
For a particular ordering of the grid points, (2) yields a large, sparse linear
system of equations of the form

Ax = b. (5)

For the numerical solution of (5) we consider iterative methods. In the present
paper we extend our work in [2] to include the case of complex eigenvalues for
the Jacobi iteration matrix. Convergence ranges and good (near the optimum)
values for the involved set of parameters of the Local Modified Extrapolated
Gauss-Seidel(LMEGS) method are obtained in case the eigenvalues of the
Jacobi iteration matrix are complex of the form µ = α + iβ, where α, β are
real with α ∈ [αm, αM ] and β ∈ [βm, βM ]. Numerical results indicate that
LMEGS, combined with semi-iterative techniques, posesses the same order
of converegence as the local SOR method.

2 The local modified extrapolated Gauss-Seidel
(LMEGS) method

The local Jacobi operator Jij is defined as

Jij = d−1
ij (lijE−1

x + rijEx + tijEy + bijE
−1
y ) (6)

where Ex, Ey are shift operators along the x and y directions defined by
Exuij = ui+1,j , E−1

x uij = ui−1,j , Eyuij = ui,j+1, E−1
y uij = ui,j−1. We can

choose to call a grid point (i, j) as red when i+ j is even and black when i+ j
is odd. For the numerical solution of (5) the LMEGS method becomes

u
(n+1)
ij = (1− τij)u

(n)
ij + τijJiju

(n)
ij , i + j even (7)

u
(n+1)
ij = (1− τ

′

ij)u
(n)
ij + Jiju

(n+1)
ij + (τ

′

ij − 1)Jiju
(n)
ij , i + j odd (8)

where τij , τ
′

ij are called the local parameters and correspond to red (i + j
even) and black (i + j odd) grid points, respectively. We remark that the
LMEGS method generalizes the GS method, allowing the introduction of two
sets of parameters (τij and τ

′

ij). The advantage of using the above parameters
is (i) the possible increase in the rate of convergence and (ii) that each node
in the mesh has its own parameter, thus avoiding global communication when
the method is parallelized [1].

3 The eigenvalue relationship

In this section we apply the local Fourier analysis to find an eigenvalue re-
latioship between the eigenvalues of the LMEGS iteration operator and Jij
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the local Jacobi operator. At this point it should be mentioned that Fourier
analysis applies exactly only to linear constant coefficient PDEs on an infinite
or on a rectangular domain with Dirichlet or periodic boundary conditions.
Although this would seem a restriction to our analysis it has been shown that
there is a strong correspondence with results for other boundary conditions
[6]. Writing (7) and (8) in terms of the error vector e(n) = u

(n)
ij −uij , we have

e
(n+1)
R = (1− τij)e

(n)
R + τijJije

(n)
B , i + j even (9)

e
(n+1)
B = (1− τ

′

ij)e
(n)
B + τ

′

ijJije
(n+1)
R + (τ

′

ij − 1)Jije
(n)
B , i + j odd (10)

where e
(n)
R and e

(n)
B represent the errors at the red and black points, respec-

tively. By eliminating e
(n+1)
R , (10) is written as

e
(n+1)
B = (τ

′

ij − τij)Jije
(n)
R + (1− τ

′

ij) + τijJ
2
ije

(n+1)
R . (11)

Equations (9) and (11) can be written as
(

e
(n+1)
R

e
(n+1)
B

)

= Lτij ,τ
′
ij

(Jij)

(

e
(n)
R

e
(n)
B

)

, (12)

where

Lτij ,τ
′
ij

(Jij) =
[

1− τij τijJij
(τ

′

ij − τij)Jij 1− τ
′

ij + τijJ
2
ij

]

(13)

is called the LMEGS iteration operator. By assuming that an eigenfunction
of Lτij ,τ

′
ij

(Jij) possesses the form (c1ei(k1x+k2y), c2ei(k1x+k2y))T and that the
corresponding eigenvalue is λij , we have

Lτij ,τ
′
ij

(Jij)
(
c1e

i(k1x+k2y)

c2e
i(k1x+k2y)

)

= λij

(
c1e

i(k1x+k2y)

c2e
i(k1x+k2y)

)

, (14)

yielding

Lτij ,τ
′
ij

(µij)
(
c1
c2

)

= λij

(
c1
c2

)

(15)

since
Jije

i(k1x+k2y) = µij(k1, k2)ei(k1x+k2y), (16)

where
µij(k1, k2) = lije

−ik1h + rije
ik1h + tije

ik2k + bije
−ik2k. (17)

Furthermore, from (15) it follows that det (Lτij ,τ
′
ij

(µij)−λijI) = 0 or because
of (13)

λ2
ij − (2− τij − τ

′

ij + τijµ
2
ij)λij + (1− τij)(1− τ

′

ij) + τij(1− τ
′

ij)µ
2
ij = 0.(18)
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4 Determination of good values

Let us assume that the eigenvalues of Jij are complex of the form µij =
αij + iβij , where αij , βij are real with αij ∈ [αmij , αMij ] = I1 and βij ∈
[βmij , βMij ] = I2. Solving (18) we find that it has the following two roots

λij = 1− τijrij and λij = 1− τ ′ij , (19)

where rij = 1−µ2
ij and rij = aij+ibij , with aij ∈ [aij , aij ] and bij ∈ [−bij , bij ].

Theorem 1. If S(Lτ,τ ′) < 1 2, then

(i) an upper bound on S(Lτ,τ ′) is given by

S(Lτ,τ ′) ≤






1− τ ′ , 0 < τ ′ ≤ 1− Λ1/2

Λ1/2 , 1− Λ1/2 ≤ τ ′ ≤ 1 + Λ1/2

τ ′ − 1 , 1 + Λ1/2 ≤ τ ′ < 2 ,

(20)

where Λ given by (30),
(ii) if a > 0, then the bound on S(Lτ,τ ′) is minimised for τb given by (39)

and any τ ′b ∈ [τ ′m, τ ′M ], where τ ′m and τ ′M are given by (41).

Proof. The spectral radius of Lτ,τ ′ is S(Lτ,τ ′ ) = max{|λ1|, |λ2|} where λ1, λ2

are the roots of (18). Next, we distinguish the following cases :

I. |λ1| ≥ |λ2| and II. |λ1| < |λ2|. (21)

Case I : Suppose that |λ1| ≥ |λ2|, then

S(Lτ,τ ′ ) = |λ1| = |1− τ
′ | < 1 or 0 < τ

′
< 2. (22)

Furthermore, |λ1| ≥ |λ2| yields successively

|1− τ
′ | ≥ |1− τ(1− µ2)| (23)

or
φ(τ ′) = τ ′

2 − 2τ ′ + k(τ, a, b) ≥ 0, (24)

where
k(τ, a, b) = 2τa− τ2(a2 + b2) . (25)

Since for LMEGS to converge 0 < τ ′ < 2, we distinguish the following two
subcases:

I1. 0 < τ ′ ≤ 1 or I2. 1 < τ ′ < 2 . (26)

If 0 < τ ′ ≤ 1
S(Lτ,τ ′) = 1− τ ′. (27)

2 In the sequel we drop the subscripts ij for notation simplicity.
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Also, if 1 < τ ′ < 2
S(Lτ,τ ′) = τ ′ − 1. (28)

A similar analysis can be followed for Case II. In this case

S(Lτ,τ ′) = max
µ2
|1− τ(1− µ2)| ≤ Λ1/2, (29)

where

Λ = max
a,b

λ(τ, a, b), λ = min
a,b

λ(τ, a, b) and λ(τ, a, b) = 1− k(τ, a, b). (30)

Summarizing our results so far we have

S(Lτ,τ ′) ≤






1− τ ′ , 0 < τ ′ ≤ 1− Λ1/2

Λ1/2 , 1− λ1/2 < τ ′ < 1 + λ1/2

τ ′ − 1 , 1 + Λ1/2 ≤ τ ′ < 2.
(31)

By determining that an upper bound on S(Lτ,τ ′), in the intervals for τ ′

[

1− Λ1/2, 1− λ1/2
]

and
[

1 + λ1/2, 1 + Λ1/2
]

, (32)

is Λ1/2 we prove the validity of (20). Therefore, (i) holds. In the sequence
we will minimize the bound on S(Lτ,τ ′) first with respect to τ ′ and then
with respect to τ . Let us consider the first branch of (20). Then, S(Lτ,τ ′) is
minimized for the largest value of τ ′, say τ ′b which is given by

τ ′b = 1− Λ1/2 (33)

and its correspoding value is given by

S(Lτ,τ ′b) ≤ Λ1/2. (34)

Similarly, considering the third branch of (20), the bound on S(Lτ,τ ′) is min-
imized for the smallest value of τ ′ which now is given by

τ ′b = 1 + Λ1/2 (35)

and its correspoding value is given by (34) also, which coincides with the value
of the bound of the second branch of (20). Our conclusion so far is

S(Lτ,τ ′b
) ≤ Λ1/2 (36)

for
τ ′b ∈ [τ ′m, τ ′M ] , (37)

where
τ ′m = 1− Λ1/2 and τ ′M = 1 + Λ1/2, (38)
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thus (ii) is proved. Next, we have to determine Λ1/2
τb

= min
τ
{max
a,b

Λ1/2}. How-

ever, if a > 0 this is achieved (see Theorem 3.1 of [5]) at

τb =






a

a2 + b
2 , if a ≤ b

2
a + a

, if b ≤ a

(39)

and

Λ1/2
τb
≤






b

(a2 + b
2
)

1
2

, if a ≤ b

[4b
2

+ (a− a)2]
1
2

a + a
, if b ≤ a .

(40)

Therefore, (38), because of (40), becomes

τ ′m = 1− Λ1/2
τb

and τ ′M = 1 + Λ1/2
τb

. (41)

A similar result holds for a < 0 (see Theorem 3.1 of [5]).

5 Numerical results and conclusions

In order to predict the performance of the LMEGS method we have to study
the eigenvalue spectrum of the local Jacobi operator Jij . From (17) we have
that for periodic boundary conditions

|µij(k1, k2)| =
(
[(rij + �ij) cos k1h + (tij + bij) cos k2k]2

+ [(rij − �ij) sin k1h + (tij − bij) sin k2k]2
)1/2 (42)

ij indicating that µij(k1, k2) depends upon the coefficients of the particular
PDE, where k1, k2 = π, 2π, · · · , (

√
N − 1)π. If the coefficients of the PDE are

constant, then µij = µ, τij = τ , and LMEGS becomes the classic MEGS.
Moreover, for f(x, y) = g(x, y) = 0 (Poisson equation) on the unit square
with Dirichlet boundary conditions (42) yields

µij(k1, k2) =
1
2
(cos k1h + cos k2k) (43)

hence
µij = max

π≤k1, k2≤(
√
N−1)π

|µij(k1, k2)| = cosπh. (44)

If
√
N is even, then the Jacobi operator has an odd number of eigenvalues

which occur in pairs ±µij , therefore zero will be one of its eigenvalues. In this
case µ

ij
= 0. If

√
N is odd, then
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µ
ij

= min
π≤k1, k2≤(

√
N−1)π

|µij(k1, k2)| = cos
π(1− h)

2
(45)

with M1 = M2 =
√
N . If the PDE has space-varying coefficients with Dirichlet

boundary conditions, then for the 5–point stencil the quantities µij and µ
ij

are determined by [3]

µij = 2
(
√

�ijrijcos
k1π

M1 + 1
+
√

tijbijcos
k2π

M2 + 1

)

, (46)

where k1 = 1, 2, . . . ,M1 and k2 = 1, 2, . . . ,M2. From (46) we find

µij = 2
(√

�ijrijcosπh +
√

tijbijcosπk
)

(47)

and

µ
ij

= 2
(
√

�ijrijcos
π(1− h)

2
+
√

tijbijcos
π(1− k)

2

)

. (48)

Note that (47) and (48) yield (44) and (45), respectively, for constant coeffi-
cient PDEs. From (46) we see that the eigenvalues µij may be real, imaginary
or complex.

The optimum values for the local relaxation parameters are given by The-
orem 1. Next, in an attempt to improve the rate of convergence of LMEGS,
we apply semi-iterative techniques. In order to test our theoretical results we
considered the numerical solution of (1) with u = 0 on the boundary of the
unit square. The initial vector was chosen as u(0)(x, y) = xy(1 − x)(1 − y).
The solution of the above problem is zero. For comparison purposes we con-
sidered the application of the local SOR with red black ordering (LSOR R/B)
as described in [4]. The iterative process was terminated when the criterion
||u(n) ||∞ ≤ 10−6 was satisfied. Various functions for the coefficients f(x, y)
and g(x, y) were chosen such that the eigenvalue µij to be real, imaginary or
complex. The coefficients used in each problem are
Real case : 1. f(x, y) = Re · x2 , g(x, y) = 0

2. f(x, y) = Re · (10− 2x), g(x, y) = Re · (10− 2y)
Imaginary case : 3. f(x, y) = Re

2 (1 + x2) , g(x, y) = 100
Complex case : 4. f(x, y) = Re · (2x− 1)3 , g(x, y) = 0.

The number of iterations for the problems considered are presented in
Table 1. These results show that SI − LMEGS has the same convengence
behavior as the local SOR method in case the eigenvalues of the Jacobi it-
eration matrix posesses real or imaginary eigenvalues (see cases 1, 2, 3 of
Table 1). This phenomenon was expected since LMEGS has the same order
of convergence rate as GS and when one applies semi-iterative techniques to
GS, then its rate of convergence is equivalent to that of SOR. However, when
the Jacobi iteration matrix posesses complex eigenvalues the corresponding
problem was an open one. In this case selecting the involved parameters τ
and τ ′ appropriately (as in Theorem 1) we found that there are cases (case 4
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Table 1. Number of iterations of SI-LMEGS and LSOR methods for h = 1/21, 1/41.
∗ denotes no convergence after 5 · 104 iterations.

h = 1/21 h = 1/21 h = 1/41
# Method Re = 1 Re = 10 Re = 1
1 LSOR 50 69 97

SI-LMEGS 44 66 86
2 LSOR 29 26 73

SI-LMEGS 29 24 53
Re = 2 · 104 Re = 105 Re = 104

3 LSOR 1399 6933 ∗
SI-LMEGS 180 203 878

Re = 100 Re = 105 Re = 100
4 LSOR 173 1673 330

SI-LMEGS 170 756 326

of Table 1), where SI − LMEGS has significantly better performance than
LSOR, a fact which needs further investigation. We therefore conclude that
SI − LMEGS is a promissing method, like local SOR, and has an efficient
parallel implementation. As GS is used as a smoother in Multigrid methods
[6] it would be interesting to study its replacement by LMEGS.
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Summary. In this paper we discuss numerical method for a pore scale model for
precipitation and dissolution in porous media. We focus here on the chemistry, which
is modeled by a parabolic problem that is coupled through the boundary conditions
to an ordinary differential inclusion. A semi-implicit time stepping is combined with
a regularization approach to construct a stable and convergent numerical scheme.
For dealing with the emerging time discrete nonlinear problems we propose here a
simple fixed point iterative procedure.

1 Introduction

In this paper we consider a pore scale model for crystal dissolution and pre-
cipitation processes in porous media. This model is proposed in [2] and rep-
resents the pore–scale analogue of the one proposed in [7]. We continue here
the analysis in [2] by investigating a semi-implicit time discretization of the
model. The resulting nonlinear elliptic problems are solved by a simple linear
iterative scheme.

Without going into the modeling details, we give here the background of
the problem under consideration. A fluid in which cations and anions are dis-
solved occupies the void region of a porous medium. Under certain conditions,
these ions can precipitate and form a crystalline solid, which is attached to the
surface of the grains (the porous skeleton) and thus is immobile. The reverse
reaction of dissolution is also possible. Therefore the model consists of several
components: the Stokes flow in the pores, the transport of dissolved ions by
convection and diffusion, and dissolution/precipitation reactions on the sur-
face of the porous skeleton (grains). Here we assume that the flow geometry,
as well as the fluid properties are not affected by the chemical processes.
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Our main interest is focused on the chemistry, this being the challenging
part of the model. To be specific, we denote by Ω ⊂ R

d (d > 1) the void
space of the porous medium, which is assumed open, connected and bounded.
Its boundary is Lipschitz continuous and consists of two disjoint parts: the
internal part (ΓG) represents the surface of the porous skeleton (the grains),
and the external part ΓD, which is the outer boundary of the domain. Further,
ν denotes the outer normal to ∂Ω and T > 0 a fixed but arbitrarily chosen
value of time. For X being Ω, ΓG, or ΓD, we define

XT = (0, T ]×X.

Assuming, for the simplicity of presentation, that the boundary and initial
data are compatible (see [3], or [7]) we reduce our model to






∂tu +∇ · (qu−D∇u) = 0, in ΩT ,
−Dν · ∇u = εñ∂tv, on ΓTG ,

u = 0, on ΓTD ,
u = uI , in Ω, for t = 0,

(1)

for the ion transport, and





∂tv = Da(r(u)− w), on ΓTG ,
w ∈ H(v), on ΓTG ,
v = vI , on ΓG, for t = 0,

(2)

for the precipitation and dissolution. Here v denotes the concentration of the
precipitate, which is defined only on the interior boundary ΓG, while u stands
for the cation concentration. q denotes the divergence free fluid velocity. The
initial data uI and vI are assumed non–negative and essentially bounded.
Moreover, for simplicity we assume that uI ∈ H1

0,ΓD
(Ω), the space of H1

functions defined on Ω and having a vanishing trace on ΓD.
All the quantities and variables in the above are assumed dimensionless.

D denotes the diffusion coefficient and ñ the anion valence. Da represents
the ratio of the characteristic precipitation/dissolution time scale and the
characteristic transport time scale - the Damköhler number, which is assumed
to be of moderate order. By ε we mean the ratio of the characteristic pore
scale and the reference (macroscopic) length scale. Throughout this paper we
keep the value of ε fixed, but this can be taken arbitrarily small.

Assuming mass action kinetics, with [·]+ denoting the non-negative part,
the precipitation rate is defined by

r(u) = [u]m̃+ [(m̃u− c)/ñ]ñ+, (3)

where m̃ is the cation concentration and c the total negative charge, which is
assumed here constant in time and space. The analysis here is not restricted
to the typical example above, but assumes that r is an increasing, positive,
locally Lipschitz continuous function. Further, since c is fixed in (3), there
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exists a unique u∗ ≥ 0 such that r(u) = 0 for all u ≤ u∗, and r is strictly
increasing for u > u∗.

By H we mean the Heaviside graph,

H(u) =






0, if u < 0,
[0, 1], if u = 0,
1, if u > 0,

and w is the actual value of the dissolution rate. The dissolution rate is con-
stant (1, by the scaling) in the presence of crystal, i.e. for v > 0 somewhere
on ΓG. In the absence of crystals, the overall rate is either zero, if the fluid is
not containing sufficient dissolved ions, or positive.

Remark 1. In the setting above, a unique u∗ exists for which r(u∗) = 1. If
u = u∗ for all t and x, then the system is in equilibrium: no precipitation or
dissolution occurs, since the precipitation rate is balanced by the dissolution
rate regardless of the presence of absence of crystals.

The particularity of the model considered here is in the description of
the dissolution and precipitation processes taking place on the surface of the
grains ΓG, involving a multi–valued dissolution rate function. In mathematical
terms, this translates into a graph–type boundary condition that couples the
convection–diffusion equation for the concentration of the ions to an ordinary
differential equation defined only on the grain boundary and describing the
concentration of the precipitate. Models of similar type are analyzed in a
homogenization context in [5] and [6], or [4], where also a numerical scheme
is briefly discussed. However, the analysis there does not cover our model.

Due to the occurrence of the multi–valued dissolution rate, classical so-
lutions do not exists, except for some particular cases. For defining a weak
solution we consider the following sets

U := {u ∈ L2((0, T );H1
0,ΓD

(Ω)) : ∂tu ∈ L2((0, T );H−1(Ω))},
V := {v ∈ H1((0, T );L2(ΓG))},
W := {w ∈ L∞(ΓTG ), : 0 ≤ w ≤ 1}.

Here we have used standard notations in the functional analysis.

Definition 1. A triple (u, v, w) ∈ U × V ×W is called a weak solution of (1)
and (2) if (u(0), v(0)) = (uI , vI) and if

(∂tu, ϕ)ΩT + D(∇u,∇ϕ)ΩT − (qu,∇ϕ)ΩT = −εñ(∂tv, ϕ)ΓT
G
, (4)

(∂tv, θ)ΓT
G

= Da(r(u)− w, θ)ΓT
G
,

w ∈ H(v) a.e. in ΓTG ,
(5)

for all (ϕ, θ) ∈ L2((0, T );H1
0,ΓD

(Ω))× L2(ΓTG ).

By [2], Theorem 2.21, a weak solution exists. The proof is based on regulari-
zation arguments and provides a solution for which, in addition, we have

w = r(u, c) a.e. in {v = 0} ∩ ΓTG .
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2 The numerical scheme

In this section we analyze a semi–implicit numerical scheme for the numerical
solution of (1) and (2). To overcome the difficulties that are due to the multi–
valued dissolution rate we start with approximating it by

Hδ(v) :=






0, if v ≤ 0,
v/δ, if v ∈ (0, δ),
1, if v ≥ δ,

(6)

where δ > 0 is a small regularization parameter. Next we consider a time
stepping that is implicit in u and explicit in v. With N ∈ N, τ = T/N , and
tn = nτ , the approximation (un, vn) of (u(tn), v(tn)) is the solution of the
following problem:
Problem Pnδ : Given un−1, vn−1, compute un ∈ H1

0,ΓD
(Ω), and vn ∈ L2(ΓG)

such that

(un − un−1, φ)Ω + τD(∇un,∇φ)Ω + τ(∇.(qun), φ)Ω

+ εñ(vn − vn−1, φ)ΓG
= 0,

(7)

(vn, θ)ΓG
= (vn−1, θ)ΓG

+ τDa(r(un)−Hδ(vn−1), θ)ΓG
, (8)

for all φ ∈ H1
0,ΓD

(Ω) and θ ∈ L2(ΓG).
Here n = 1, . . . , N , while u0 = uI and v0 = vI . For completeness we define

wn := Hδ(vn). (9)

To simplify the notations, we have given up the subscript δ for the solution
triple (un, vn, wn).

Remark 2. It is worth noticing that the cation concentration u is treated im-
plicitly, whereas for the crystalline concentration v an explicit discretization
is considered. A fully implicit discretization is also possible, at the expense of
an additional nonlinearity. Further, the ΓG scalar product in (7) can be re-
placed by the last term in (8). In this way the two equations can be partially
decoupled. Firstly one has to solve an elliptic problem defined in Ω with a
nonlinear boundary term. Once un has been obtained, vn can be determined
straightforwardly from (8).

In what follows we restrict to announcing the results without proofs. De-
tails will be given in a forthcoming paper. First, since the initial data is positive
and essentially bounded, the same holds for the numerical solution at each
time step tn. This can be obtained assuming δ ≥ τDa. With

Mu := max{‖uI‖∞,Ω , u∗},

Mv := max{‖vI‖∞,Ω , 1}, and Cv = r(Mu)Da

Mv
,

(10)
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the time discrete numerical approximations are essentially bounded for all
0 ≤ n ≤ N :

0 ≤ un(x) ≤Mu, and 0 ≤ vn(x) ≤Mve
Cvnτ . (11)

For a fixed time step tn, the nonlinear time discrete problem Pnδ can
be solved, for example, by the fixed point iteration proposed in Section 3.
This also provides the existence and uniqueness of a solution pair {(un, vn),
whereas wn is defined in (9). Having the sequence of time discrete triples
{(un, vn, wn), n = 1, N} solving the problems Pnδ , we can construct an ap-
proximation of the solution of (1) and (2) for all times t ∈ [0, T ]. To do so,
define for t ∈ (tn−1, tn]

Zτ (t) := zn
(t− tn−1)

τ
+ zn−1 (tn − t)

τ
, (12)

where Z is either U , V , or W , whereas z is either u, v, or w. Notice that Zτ
does not only depend on τ , but also on the regularization parameter δ. By
compactness arguments, for this construction we obtain:

Theorem 1. Assume δ = O(τα), with some α ∈ (0, 1). Then we have

‖∂tUτ‖2L2(0,T ;H−1(Ω)) + ‖∇Uτ‖2ΩT + ε‖∂tV τ‖2ΓT
G
≤ C.

Here C > 0 does not depend on τ or δ. Further, along a sequence τ ↘ 0, the
triple (Uτ , Vτ ,Wτ ) converges to a weak solution (u, v, w) of (1) and (2).

The estimates stated above are uniform in δ and τ , and are in good agreement
with the ones obtained for the solution defined in Definition 1 (see [2]). Fur-
ther, for a ε–periodic porous medium, the estimates are also ε–independent.

The above convergence should be understood in a weak sense. Unfortu-
nately, no error estimates can be given. Specifically, we have

a) Uτ → u weakly in L2((0, T );H1
0,ΓD

(Ω)),
b) ∂tUτ → ∂tu weakly in L2((0, T );H−1(Ω)),
c) Vτ → v weakly in L2((0, T );L2(ΓG)),
d) ∂tVτ → ∂tv weakly in L2(ΓTG ),
e) Wτ → w weakly–star in L∞(ΓTG ).

3 A fixed point iteration

For each n ≥ 1, the time discrete problem Pnδ is nonlinear. Even though the
nonlinearity appears only in the boundary term, instabilities in the form of
negative concentrations or artificial precipitation can be encountered when
applying a straightforward Newton iteration. Moreover, there is no guarantee
of convergence, unless the time stepping is not small enough. In this section
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we discuss a simple iteration scheme for solving the nonlinear elliptic problem.
This method is of fixed point type and produces stable results. Moreover, the
scheme converges linearly regardless of the parameters ε, τ , or δ.

Assume un−1 and vn−1 given. To construct the iteration scheme we re-
call Remark 2 and decouple the ion transport equation from the dissolu-
tion/precipitation equation on the boundary. Using (8), (7) gives

(un − un−1, φ)Ω + τD(∇un,∇φ)Ω + τ(∇.(qun), φ)Ω

+ τεñDa(r(un)−Hδ(vn−1), θ)ΓG
= 0,

(13)

for all φ ∈ H1
0,ΓD

(Ω). This is a scalar elliptic equation with nonlinear boundary
conditions on ΓG. We first construct a sequence {un,i, i ≥ 0} approximating
the solution un of (13). Once this is computed, we use (8) for directly deter-
mining vn.

Let Lr be the Lipschitz constant of the precipitation rate r on the interval
[0,Mu]. With a given un,i−1 ∈ H1

0,ΓD
(Ω), the next iteration un,i is the solution

of the linear elliptic equation

(un,i − un−1, φ)Ω + τD(∇un,i,∇φ)Ω + τ(∇(qun,i), φ)Ω

= τεñDa Lr (un,i−1 − un,i, φ)ΓG

−τεñDa(r(un,i−1)−Hδ(vn−1), θ)ΓG
,

(14)

for all φ ∈ H1
0,ΓD

(Ω). The starting point of the iteration can be chosen ar-
bitrarily in H1

0,ΓD
(Ω), but essentially bounded by 0 and Mu. A good initial

guess is un,0 = un−1, but this is not a restriction.
Comparing the above to (13) and up to the presence of the superscripts i−1

and i, the only difference is in the appearance of the first term on the right in
(14). As un,i approaches un, this term will cancel. Before making this sentence
more precise we mention that the above construction is common in the analysis
of nonlinear elliptic problems, in particular when sub- or supersolutions are
sought. In [10] this approach is used in a fixed point context, for approximating
the solution of an elliptic problem with a nonlinear and possibly unbounded
source term. Following the same ideas, a similar scheme is considered for
the implicit discretization of a degenerate (fast diffusion) problem in both
conformal and mixed formulation (see [12] and [9]). Since the scheme is of
fixed point type, we expect only a linear convergence rate. The advantage
is in the stability of the approximation and the guaranteed convergence. For
being specific we let en,i := un−un,i denote the error at iteration i and define
the H1–equivalent norm

|‖f‖|2 := ‖f‖2Ω + τD‖∇f‖2Ω +
τ

2
εñDaLr‖f‖2ΓG

. (15)

Here f is any function in H1
0,ΓD

(Ω). For this norm, the iteration is a contrac-
tion and the iteration converges linearly in H1 to the solution un of (13).
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Theorem 2. With un,0 ∈ H1
0,ΓD

(Ω) bounded essentially by 0 and Mu, the it-
eration defined in (14) is stable and convergent. Specifically, if τ < 2/(εñDaLr),
an i–independent constant γ ∈ [0, 1) exists such that for all i > 0 we have

0 ≤ un,i ≤Mu

almost everywhere in Ω, and

|‖en,i‖|2 ≤ γi|‖en,0‖|2.

4 A numerical example

We conclude this presentation with a numerical example obtained for the
undersaturated regime. In this case we have u ≤ u∗ almost everywhere in ΩT ,
where u∗ is the equilibrium concentration mentioned in Remark 1. Extensive
numerical results for both dissolution and precipitation, and for high or low
Damköhler numbers, will be presented in a forthcoming paper.

The present computations are carried out in a reference cell Ω, where the
square (−1, 1)2 is including a circular grain of radius R = 0.5 centered in the
origin. For symmetry reasons, the computations are restricted to the upper
half of the domain. The fluid velocity q is obtained by solving numerically the
Stokes model in Ω. To this aim the bubble stabilized finite element method
proposed in [11] (see also [8]) has been applied.

We have used the following parameters and rate function:

D = 0.25, ε = 1, m̃ = ñ = 1.0, and r(u, c) =
10
9

[u]+[u− 0.1]+.

Two different regimes are considered, Da = 1 and Da = 10. The Peclet num-
ber is moderate. The time discretization discussed in the above is completed
by standard piecewise finite elements. No special stabilizing techniques were
needed.The initial conditions are vI = 0.01 and uI = u∗ = 1.0. On the exter-
nal boundaries we take u(t,−1) = u∗ = 0.1, and ∂νu = 0 on the remaining
part. In this case, only dissolution is possible. This is guaranteed by the L∞

estimates.
The present computations are implemented in the research software pack-

age SciFEM (Scilab Finite Element Method, [1]). In Figure 1 we present the
cation concentration u. This concentration nis higher at the outflow, since un-
dersaturated fluid is flowing in at the left boundary. Further, notice that for a
higher Damköhler number, the cation concentration is higher along the grain
boundary. This is due to the enhanced dissolution. As a result, the crystal
concentration is bigger if Da = 1, as resulting from Figure 2.
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Summary. We design finite volume schemes for two dimensional parabolic degen-
erate systems by using a kinetic, formally BGK, approach. The hyperbolic and
parabolic parts are not splitted and the schemes are Riemann solver free. Moreover
the spatial discretization can be written analytically, so that the implementation is
easy. Some numerical tests are presented.

1 Introduction

Our aim is to construct numerical approximations of the two-dimensional
nonlinear degenerate parabolic system:

∂tu + ∂xA1(u) + ∂yA2(u) = ∆B(u). (1)

Here u(x, y, t) ∈ Ω, a domain of R
K , and ∆B = ∂2

xxB + ∂2
yyB. A and B are

smooth functions satisfying hyperbolic-parabolic conditions for u ∈ Ω:

(C1) for all (ξ1, ξ2) ∈ R
2 such that ξ2

1 + ξ2
2 = 1, the matrix ξ1A

′
1(u)+ ξ2A

′
2(u)

has real eigenvalues and is diagonalizable,

(C2) the real parts of the eigenvalues of B′(u) are non negative.

It is possible that B′(u) = 0 on a subset of Ω with nonzero measure. As a
particular case, the set of equations (15) can be a pure system of conservation
laws. Such systems arise in the context of multiphase flows in porous media.

There is a new interest for degenerate parabolic systems for a few years.
We refer the reader to the references in [1] for theoritical results and one-
dimensional or cartesian discretizations. In [3], a diffusive relaxation approxi-
mation is used to design a parallel algorithm. Multi-dimensional finite volume
schemes have been studied in [4, 8], with convergence results in some scalar
cases, see also references therein.

In [1] we proposed a discrete diffusive kinetic approximation to the sys-
tem (15). Numerical schemes on cartesian meshes were constructed. Here, we
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show that our framework also allows the design of finite volume schemes on
unstructured meshes and that the spatial discretizations can be computed
with explicit formulas. The obtained schemes are robust and easy to imple-
ment, even for complicated flux functions: they are Riemann solver free and
the formalism for systems is the same as for the scalar case. They are also very
flexible. Moreover, the solutions of those kinetic models have been rigorously
proved to converge to solutions of (15), in the scalar case as well as for some
systems, see [2, 7].

The plan of the paper is the following: in Sect. 2, we describe the kinetic
models and related stability conditions. In Sect. 4 we design the numerical
schemes. Sect. 4 is devoted to some numerical experiments.

2 Kinetic models

Let us consider the following system:





∂tf
ε
l +λl1∂xf

ε
l + λl2∂yf

ε
l = 1

ε (Ml(uε)− fεl ) , 1 ≤ l ≤ N,

∂tf
ε
N+m +γεσm1∂xf

ε
N+m

+γεσm2∂yf
ε
N+m = 1

ε

(
B(uε)
θ2 − fεN+m

)

, 1 ≤ m ≤ 3,

(2)

where uε(x, y, t) =
N+3∑

l=1

fεl (x, y, t), each fεl and Ml take values in R
K , ε is a

positive parameter, the λld and σmd are some fixed real constants, γε = µ+ θ√
ε
,

µ > 0, θ > 0, and the σmd are such that

3∑

m=1

σm1σm2 = 0,
3∑

m=1

σmd = 0,
3∑

m=1

σ2
md = 1, d = 1, 2. (3)

Moreover, systems (15) and (2) are linked by the following compatibility con-
ditions, for all u ∈ Ω:

N∑

l=1

Ml(u) = u− 3B(u)
θ2

,

N∑

l=1

λldMl(u) = Ad(u) , d = 1, 2 . (4)

By analogy with the kinetic theory, M is called a maxwellian function. This
approach is based on the ideas of the relaxation approximation of conservation
laws [5], as well as on the ones of kinetic (BGK) schemes for compressible fluid
flows.

Let us denote

vεj =
N∑

l=1

λljf
ε
l + γε

3∑

m=1

σmjf
ε
N+m, j = 1, 2. (5)



Kinetic Methods for a Degenerate Parabolic Equation in Dimension Two 375

Then it is easy to prove that an equivalent formulation of system (2) is





∂tf
ε
l + λl1∂xf

ε
l + λl2∂yf

ε
l =

1
ε

(Ml(uε)− fεl ) , 1 ≤ l ≤ N,

∂tu
ε + ∂xv

ε
1 + ∂yv

ε
2 = 0,

∂tv
ε
j +

N∑

l=1

λljλl1∂xf
ε
l + µ2

3∑

m=1

σmjσm1∂xf
ε
N+m

+
N∑

l=1

λljλl2∂yf
ε
l + µ2

3∑

m=1

σmjσm2∂yf
ε
N+m =

1
ε

(Aj − vj)

− 1
ε
(2µθ

√
ε + θ2)

3∑

m=1

σmj(σm1∂xf
ε
N+m + σm2∂yf

ε
N+m), j = 1, 2.

(6)
Suppose that the sequence fε converges to some limit function f in a suitable
(strong) topology, then the limit function is a maxwellian state: fl = Ml(u)
for l = 1, . . . , N and fN+m = B(u)/θ2 for m = 1, 2, 3, with u =

∑N+3
l=1 fl.

Consequently, if vε converges to v, by the third equation of (6), we obtain:

v = A(u)−∇B(u) ,

which proves that u is a weak solution of system (15).
Convergence has been proved rigorously in [2] for the scalar case, and

in [7] for some systems. A necessary condition for convergence is that M
is monotone: for all u ∈ Ω, the real parts of the eigenvalues of M ′

l (u) are
non negative. This condition is also sufficient in the scalar case K = 1. The
monotonicity of M can be interpreted as a subcharacteristic condition. Let us
show it on an example.

Example

As already remarked in [5], flux vector splitting schemes for systems of con-
servation laws own a kinetic interpretation. They can be extended to more
general situations. Suppose that for all u ∈ Ω

Aj(u) = A+
j (u)−A−

j (u), j = 1, 2

in such a way that the eigenvalues of (A+
j )′(u) and (A−

j )′(u) are non negative.
We take λ1 > 0, λ2 > 0. We put

M1 =
A+

1

λ1
, M2 =

A+
2

λ2
, M4 =

A−
1

λ1
, M5 =

A−
2

λ2
,

and

M3(u) = u− (M1(u) + M2(u) + M4(u) + M5(u))− 3B(u)
θ2

.

The characteristic velocities are
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λ(1) = λ1
t(1, 0, 0,−1, 0) , λ(2) = λ2

t(0, 1, 0, 0,−1) .

The compatibility conditions (4) are satisfied. The maxwellian function is
monotone if the real parts of the eigenvalues of the matrix

I − (A+
1 )′(u) + (A−

1 )′(u)
λ1

− (A+
2 )′(u) + (A−

2 )′(u)
λ2

− 3B′(u)
θ2

are non negative. This is a generalized subcharacteristic condition.

3 The numerical schemes

3.1 The Principle of the Method

The general idea is to construct a discretization of the BGK system (2). This
discretization depends on the parameter ε in such a way that when ε tends
to zero, a consistent discretization of system (15) is obtained.

Taking Uε = (fε1 , . . . , f
ε
N , uε, vε) as unknown, system (6) is equivalent to

(2) and can be written in the more synthetic form:

∂tU
ε + C(1)∂xU

ε + C(2)∂yU
ε = Qε(Uε, ∂xUε, ∂yUε). (7)

The C(d) do not depend on ε:

C(d) =
(
Diag(λld)1≤l≤N 0

D(d) Σ(d)

)

, d = 1, 2. (8)

The blocks D(d) and Σ(d) are detailed below.

Notations

We consider a computational domain V of R
2 composed of polygonal cells

Cα which are either the elements of a mesh (triangles or quadrangles) or
constructed from these elements. The measure of Cα is denoted |Cα|.

The (possibly variable) time step is denoted ∆t and the discrete time levels
are t0 = 0 and tn+1 = tn + ∆t. The numerical solution of (15) at time tn is a
vector un = (unα)α. Each unα is an approximation of the mean value of u(., tn)
on the cell Cα. At time t0 = 0, if u0 is the given initial value, we put

u0
α =

1
|Cα|

∫

Cα

u0(x, y)dxdy.

As we want to approximate (6), we need for initial values for U . We take the
maxwellian states:

f0
l,α = Ml(u0

α) , f0
N+m,α =

B(u0
α)

θ2
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for l = 1, . . . , N and m = 1, 2, 3. In view of (11), (4), (5), this gives

v0
α = A(u0

α) .

Suppose now that for some n ≥ 0, an approximation Un of the relaxed
limit U of Uε is known.

We use a fractional step method. First, we solve on [tn, tn+1] the linear,
independant of ε system associated to the left hand side:

∂tU +
2∑

d=1

C(d)∂xd
U = 0. (9)

We want to obtain an approximate value Un+1/2 at time tn+1. This is possible
because we know that the linear system (9) is hyperbolic diagonalizable [1].
For all ξ ∈ R

2 such that ξ2
1 + ξ2

2 = 1, let us denote

Cµ(ξ) = ξ1C
(1) + ξ2C

(2).

It is highly desirable to know the eigenvalues of Cµ(ξ) analytically and we
show below that it is the case here. Consequently, we may easily design an
upwind (Godunov) scheme or a higher order extension:

Un+1/2
α = Unα −

∆t

|Cα|
∑

e⊂Cα,e=Γαβ

|e|Φ(Unα , U
n
β , ne). (10)

Here we denote Γαβ the part of the boundary of Cα which is common to the
cells Cα and Cβ , and ne is the unit normal pointing in the direction of Cβ .
The function Φ is the numerical flux approximating 1

|e|
∫

Γαβ
Cµ(ne)Uds and

Φ = (F1, . . . ,FN ,V, ΦN+2, ΦN+3)
T
.

Then, with initial value Un+1/2 at time tn, we solve exactly the nonlinear
system related to the right hand side:

∂tU
ε = Qε(Uε, ∂xUε, ∂yUε). (11)

We proved in [1] that the obtained solution Uε(tn+1) has the following limit
Un+1 when ε goes to zero:

un+1 = un+1/2, fn+1
l = Ml(un+1), 1 ≤ l ≤ N,

vn+1 = A(un+1)−∇B(un+1).

Hence, a discretization ∇hB(u) of ∇B(u) being given, we put:

un+1 = un+1/2, fn+1
l = Ml(un+1), 1 ≤ l ≤ N,

vn+1 = A(un+1)−∇hB(un+1).
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The obtained scheme is a consistent discretization of system (15) which takes
the form:






un+1
α = unα −

∆t

|Cα|
∑

e⊂Cα,e=Γαβ

|e|V(Unα , U
n
β , ne) ,

fn+1
α,l = Ml(un+1

α ), l = 1, . . . , N ,

vn+1
α = A(un+1

α )− (∇hB(u))n+1
α .

(12)

3.2 The effective schemes

In view of formulas (12), we need only for the V component of the numerical
flux and for ∇hB(u).

The latest can be obtained by several ways, depending on the type of finite
volumes. For instance, suppose that we use a vertex centered method where
the edges of the control volumes are the perpendicular bisectors of the edges
of the triangles. The (uα)α being given, one can construct the related P1
approximation of u on the primal mesh and then compute an approximation
of ∇B(u) on the control volumes.

Let us now show that we can compute V explicitly by Godunov’s scheme.
To that aim, we fix





σ11

σ21

σ31



 =





1√
2

− 1√
2

0



 ,





σ12

σ22

σ32



 =






− 1√
6

− 1√
6

2√
6




 .

Then the blocks of the matrix Cµ(ξ) are given by:





Dµ,1l(ξ) = 0,
Dµ,2l(ξ) = ξ1

[

λ2
l1 −

µ2

3 + µλl2√
6

]

+ ξ2

[

λl1λl2 + µλl1√
6

]

,

Dµ,3l(ξ) = ξ1

[

λl1λl2 + µλl1√
6

]

+ ξ2

[

λ2
l2 −

µ2

3 −
µλl2√

6

]

,

l = 1, . . . , N,

and

Σµ(ξ) =









0 ξ1 ξ2
ξ1µ

2

3
−ξ2µ√

6
−ξ1µ√

6
ξ2µ

2

3
−ξ1µ√

6
ξ2µ√

6









The eigenvalues of this last matrix are a1(ξ) = − µ√
6
(ξ2+ξ1

√
3), a2(ξ) = ξ2

2µ√
6

and a3(ξ) = µ√
6
(− ξ2 +ξ1

√
3). Moreover, it turns out that the associated right

eigenvectors do not depend on ξ and can be written as:

Π(µ) =






1 1 1
−µ√

2
0 µ√

2
−µ√

6

2µ√
6

−µ√
6




 .
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Hence, the matrix of right eigenvectors for Cµ(ξ) is

Q(µ) =
(

I 0
R Π(µ)

)

, R =





1 . . . 1
λ11 . . . λN1

λ12 . . . λN2



 .

This allows us to write down explicitly the numerical fluxes. We denote ξ the
outward normal vector to Cα on Γαβ , and λl(ξ) = ξ1λl1 + ξ2λl2. Taking into
account the expression of Uα and Uβ as functions of uα and uβ :





V(Uα, Uβ , ξ) =
N∑

l=1

[
λ−
l (ξ)Ml(uβ) + λ+

l (ξ)Ml(uα)
]
+R(Uα, Uβ , ξ),

R(Uα, Uβ , ξ) =
3∑

m=1

[
a−m(ξ)zm,β + a+

m(ξ)zm,α
]

(13)

with
z1 = B(u)

θ2 + 1
µ
√

2
(∂xB(u))h + 1

µ
√

6
(∂yB(u))h ,

z2 = B(u)
θ2 − 2

µ
√

6
(∂yB(u))h ,

z3 = B(u)
θ2 − 1

µ
√

2
(∂xB(u))h + 1

µ
√

6
(∂yB(u))h.

Due to the compatibility conditions (4), the terms of the sum over l in (13)
are a consistent approximation of the hyperbolic flux associated to A. Let us
point out the fact that (unusually) those terms depend generally also on B.

As an example, we now deal with a cartesian grid with elements Cij and
complete the expression of R in this case. We obtain (with obvious notations):






Ri+1/2,j = − 1
2 [(∂xB)i+1,j + (∂xB)ij ]− µ

θ2
√

2
[B(ui+1,j)−B(uij)]

− 1
2
√

3
[(∂yB)i+1,j − (∂yB)ij ] ,

Ri,j+1/2 = − 1
3 [(∂yB)i,j+1 + 2(∂yB)ij ]− 2µ

θ2
√

6
[B(ui,j+1)−B(uij)].

In these expressions the second and third terms are diffusion terms. As the
only condition on µ is its positivity, we can make it tend to zero and then
suppress the second term.

The first term ofRi+1/2,j provides a centered approximation of ∂2
xxB while

in the second expression, the first term provides a non-symmetric approxima-
tion of ∂2

yyB.
Our method provides spatial discretizations. One can then modify the

related time discretization but this is out of the scope of this paper.

4 Numerical experiments

As the main difficulty here comes from the parabolic part of the problem,
we test our scheme on the porous media equation, which owns analytical
(Barenblatt) solutions. This is a nonlinear degenerate parabolic equation.
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We consider a cartesian grid and solve the one-dimensional porous media
equation in the direction X, making angle π/3 with the x−axis:

∂tu =
1
2
∂2
XXu2 .

The computational domain is [0, 1]× [0, 1]. The approximate and exact solu-
tions in the direction X are depicted in In Fig. 1. In the left, we take ∆x = 1/51
and ∆y = 1/61, in the right, we take ∆x = 1/301 and ∆y = 1/266. The results
are satisfactory and are confirmed by others tests.
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computed
exact
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Fig. 1. Two-dimensional computations on porous media equation.
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Summary. The purpose of this note is to review recent results by the authors on
the well-posedness of entropy and renormalized entropy solutions for anisotropic
doubly nonlinear degenerate parabolic equations.

1 Introduction

We are interested in the uniqueness of entropy and renormalized entropy so-
lutions of anisotropic doubly nonlinear degenerate parabolic problems:






∂tu +
d∑

i=1

∂xi
fi(u) =

d∑

i=1

∂xi

(

|∂xi
Ai(u)|pi−2

∂xi
Ai(u)

)

in QT ,

u|t=0 = u0 in Ω and u = 0 on (0, T )× ∂Ω,

(1)

where u(t, x) : QT → R is the unknown function, QT = (0, T )× Ω, T > 0 is
a fixed time, Ω ⊂ Rd is a bounded domain with smooth boundary ∂Ω, and
pi > 1 for i = 1, . . . , d. We always asume that

Ai ∈ Liploc(R), Ai(·) is nondecreasing, Ai(0) = 0, i = 1, . . . , d, (2)

and
f(u) ∈ Liploc(R;Rd) and f(0) = 0. (3)

In [2] we proved the uniqueness of entropy solutions of the problem (1). In
that paper we did not prove the existence of entropy solutions; This problem
still remains open, essentially bacause Minty’s argument does not apply to this
highly anisotropic problem. In this note we review instead recent progress on
the existence question for the following simplified anisotropic problem






∂tu +
d∑

i=1

∂xi
fi(u) =

d∑

i=1

∂xi

(

|∂xi
A(u)|pi−2

∂xi
A(u)

)

in QT ,

u|t=0 = u0 in Ω and u = 0 on (0, T )× ∂Ω,

(4)

where A and f satisfy the assumptions (2) and (3) respectively.
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Global solutions of (1) and (4) are in general discontinuous and it is well-
known that discontinuous weak solutions are not uniquely determined by their
data. Consequently, it is more challenging to devise reasonable solution con-
cepts and to prove uniqueness/stability results.

Let us state a closely related problem, namely the following one containing
an “isotropic” second order operator:{

∂tu + divf(u) = div
(

|∇A(u)|p−2∇A(u)
)

in QT ,

u|t=0 = u0 in Ω and u = 0 on (0, T )× ∂Ω,
(5)

where p > 1 and A(·) is a scalar nondecreasing Lipschitz function with A(0) =
0. Note that when pi = p 	= 2 and Ai ≡ A for all i, the anisotropic problem
(1) does not coincide with (5) (but it does when p = 2).

When the data u0 ∈ L1 ∩L∞, Igbida and Urbano [10] prove existence and
uniqueness results for weak solutions of the isotropic problem (5), under the
additional structure condition
f(u) = F (A(u)), for some Lipschitz function F : R→ Rd, F (0) = 0. (6)

Uniqueness of weak solutions is obtained by verifying that any weak solution is
also an entropy solution and then using the doubling of the variables approach
developed by Carrillo [6].

In this contribution we review recent results [1, 2, 3] by the authors on
a solution theory that avoids any structure condition like (6) and is able to
encompass the anisotropic problem (1). Carrillo’s approach (as used in [10]) is
a good one when the second order differential operator is isotropic. However, it
is not applicable to an anisotropic problem like (1). Recently, in [2, 3] we have
developed well-posedness theory based on a notion of entropy solutions for
the bounded (L∞) data case and a notion of renormalized entropy solutions
for the unbounded (L1) data case. A similar theory can be found in [1] for the
Cauchy problem for the equation

∂tu + divf(u) = div
(

a(u)∇u
)

, a(u) = σ(u)σ(u)
,

where σ(u) ∈ L∞
loc(R;Rd×K), 1 ≤ K ≤ d. The paper [1], which uses Kružkov

approach, is inspired by Chen and Perthame [8] and their study of the same
equation using the kinetic approach. We recall that the notion of renormalized
solutions was introduced by DiPerna and Lions in the context of Boltzmann
equations [9]. This notion was then adapted to nonlinear elliptic and parabolic
equations with L1 (or measure) data by various authors. We refer to [5] for
recent results in this context and relevant references. Bénilan, Carrillo, and
Wittbold [4] introduced a notion of renormalized entropy solutions for scalar
conservation laws in unbounded domains with L1 data and proved the well-
posedness of such solutions (see [7] for bounded domains).

2 Entropy solution

For 1 ≤ i ≤ d, we set
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ζi(u) =
∫ u

0

(A′
i(ξ))

pi−1
pi dξ, ζ(u) = (ζ1(u), . . . , ζd(u)) ,

and for any ψ ∈ L∞
loc(R)

ζψi (u) =
∫ u

0

ψ(ξ)(A′
i(ξ))

pi−1
pi dξ, ζψ(u) =

(

ζψ1 (u), . . . , ζψd (u)
)

.

Definition 1. We call (η, q), with η : R→ R and q = (q1, . . . , qd) : R→ Rd,
an entropy-entropy flux pair if

η ∈ C2(R), η′′ ≥ 0, q′ = η′f ′.

If, in addition,
η(0) = 0, η′(0) = 0, q(0) = 0,

we call (η, q) a boundary entropy-entropy flux pair.

The following notion of an entropy solution is used in [2]:
Definition 2 (entropy solution). A entropy solution of (1) is a measurable
function u : QT → R satisfying the following conditions:
(D.1) u ∈ L∞(QT ) and ∂xi

ζi(u) ∈ Lpi(QT ) for any i = 1, . . . , d
(D.2) (interior entropy condition) For any entropy-entropy flux pair (η, q),

∂tη(u) +
d∑

i=1

∂xi
qi(u)−

d∑

i=1

∂xi

(

η′(u) |∂xi
Ai(u)|pi−2

∂xi
Ai(u)

)

≤ −
d∑

i=1

η′′(u) |∂xi
ζi(u)|pi in D′([0, T )×Ω).

(7)

that is, for any 0 ≤ φ ∈ D([0, T )×Ω),
∫

QT

(

η(u)∂tφ +
d∑

i=1

qi(u)∂xi
φ

−
d∑

i=1

η′(u) |∂xi
Ai(u)|pi−2

∂xi
Ai(u)∂xi

φ

)

dx dt

+
∫

Ω

η(u0)φ(0, x) dx ≥
∫

QT

d∑

i=1

η′′(u) |∂xi
ζi(u)|pi φdx dt.

(8)

(D.3) (boundary entropy condition) For any boundary entropy-entropy flux
pair (η, q) and for any 0 ≤ φ ∈ D([0, T )×Ω), (8) holds.

(D.4) For any ψ ∈ L∞
loc(R),

∫

QT

(

∂xi
ζψi (u)φ + ζψi (u) ∂xi

φ
)

dx dt = 0, ∀φ ∈ D([0, T )×Ω),

for i = 1, . . . , d.
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Remark 1. In the case Ai = A for i = 1, . . . , d, we can replace (D.4) by
A(u) ∈ Lp(0, T ;W 1,p

0 (Ω)), where p = min (p1, . . . , pd).

Remark 2. We will make repeated use of the following chain rule property. Let
u be an entropy solution to (1) and fix ψ ∈ L∞

loc(R). We have for a.e. t ∈ (0, T ),

∂xi
ζψi (u(t, x)) = ψ(u(t, x))∂xi

ζi(u(t, x)), (9)

for a.e. x ∈ Ω and in Lpi(Ω), i = 1, . . . , d.

Remark 3. By the chain rule (9) we have for a.e. t ∈ (0, T )

∂xi
Ai(u(t, x)) = (A′

i(u(t, x)))
1

pi ∂xi
ζi(u(t, x)),

a.e. in Ω and in Lp
′
i(Ω)∩L1(Ω), p′i = pi/(pi−1), so that by (D.1) there holds

∂xi
Ai(u) ∈ Lpi(QT ), i = 1, . . . , d. This also implies

|∂xi
Ai(u)|pi−2

∂xi
Ai(u) ∈ Lp

′
i(QT ), p′i =

pi
pi − 1

,

for i = 1, . . . , d, and thus (8) makes sense.

In [2] we prove the following theorem:

Theorem 1 (uniqueness). Suppose (2) and (3) hold. Let u and v be two
entropy solutions of (1) with initial data u|t=0 = u0 ∈ L∞(Ω) and v|t=0 =
v0 ∈ L∞((Ω), respectively. Then for a.e. t ∈ (0, T )

∫

Ω

(u(t, x)− v(t, x))+ dx ≤
∫

Ω

(u0 − v0)+ dx.

The following existence result is proved in [3]:

Theorem 2 (existence). Suppose (2)–(3) hold. Let u0 ∈ L∞(Ω). Then there
exists at least one entropy solution u of the problem (4).

3 Renormalized entropy solution

Let us recall the definition of the truncation function Tl : R → R at height
l > 0:

Tl(u) =






−l, u < −l,
u, |u| ≤ l,
l, u > l.

(10)

The following notion of an L1 solution is suggested in [3]:

Definition 3 (renormalized entropy solution). A renormalized entropy
solution of (1) is a measurable function u : QT → R satisfying the following
conditions:
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(D.1) u ∈ L∞(0, T ;L1(Rd)), ∂xi
ζi(Tl(u)) ∈ Lpi(QT ), i = 1, . . . , d, for any

l > 0.
(D.2) For any l > 0 and any entropy-entropy flux triple (η, q), there exists a

nonnegative bounded Radon measure µul on [0, T )×Ω such that

∂tη(Tl(u)) +
d∑

i=1

∂xi
qi(Tl(u))

−
d∑

i=1

∂xi

(

η′(Tl(u)) |∂xi
Ai(Tl(u))|pi−2

∂xi
Ai(Tl(u))

)

≤ −
d∑

i=1

η′′(Tl(u)) |∂xi
ζi(Tl(u))|pi + µul in D′([0, T )×Ω).

(11)
that is, for any 0 ≤ φ ∈ D([0, T )×Ω),

∫

QT

(

η(Tl(u))∂tφ +
d∑

i=1

qi(Tl(u))∂xi
φ

−
d∑

i=1

η′(Tl(u)) |∂xi
Ai(Tl(u))|pi−2

∂xi
Ai(Tl(u))∂xi

φ

)

dx dt

+
∫

Ω

η(Tl(u0))φ(0, x) dx

≥
∫

QT

d∑

i=1

η′′(Tl(u)) |∂xi
ζi(Tl(u))|pi φdx dt−

∫

QT

φ dµul (t, x).

(12)

(D.3) For any boundary entropy-entropy flux pair (η, q) and for any 0 ≤ φ ∈
D([0, T )×Ω), (12) holds.

(D.4) For any ψ ∈ L∞
loc(R),

∫

QT

(

∂xi
ζψi (Tl(u))φ + ζψi (Tl(u)) ∂xi

φ
)

dx dt = 0, ∀φ ∈ D([0, T )×Ω),

for i = 1, . . . , d.
(D.5) The total mass of the renormalization measure µul vanishes as l ↑ ∞,

that is, liml↑∞ µul ([0, T )×Ω) = 0.

Remark 4. Since Tl(u) ∈ L∞(QT ), the integrals in (12) are well defined. More-
over, if a renormalized entropy solution u belongs to L∞(QT ), then it is also
an entropy solution in the sense of Definition 2 (let l ↑ ∞ in of Definition 3).

Remark 5. The measure µl is supported on the set {|u| = l} and encode
information about the behavior of the “pi-energies“ on the set where |u| is
large. Condition (D.5) says that the pi-energies should be small for large values
of |u|, that is, the total mass of the measure µl should vanish as l→∞.



386 Mostafa Bendahmane and Kenneth H. Karlsen

The proof of the following results can be found in [3]:

Theorem 3 (uniqueness). Suppose conditions (2) and (3) hold. Let u and
v be two renormalized entropy solutions of (1) with initial data u|t=0 = u0 ∈
L1(Ω) and v|t=0 = v0 ∈ L1(Ω), respectively. Then for a.e. t ∈ (0, T )

∫

Ω

(u(t, x)− v(t, x))+ dx ≤
∫

Ω

(u0 − v0)+ dx.

Theorem 4 (existence). Suppose (2)–(3) hold. Let u0 ∈ L1(Ω). Then there
exists at least one renormalized entropy solution u of the problem (4).
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Summary. A multiresolution method for a one-dimensional strongly degenerate
parabolic equation modeling sedimentation-consolidation processes is introduced.
The method is based on the switch between central interpolation or exact evaluation
of the numerical flux combined with a thresholded wavelet transform applied to point
values of the solution to control the switch. A numerical example is presented.

1 Introduction

The multiresolution method has been devised to reduce the computational
cost of high resolution methods for conservation laws, whose solutions are
usually smooth on the major part of the computational domain but strongly
vary in small regions near discontinuities. The method adaptively concen-
trates computational effort on the latter regions. It goes back to Harten [8]
for conservation laws and was used in [2, 12] for parabolic equations.

In this contribution, we construct adaptive multiresolution schemes and
present numerical results for the strongly degenerate parabolic equation

ut + f(u)x = A(u)xx, (x, t) ∈ QT := (0, L)× (0, T ], (1)

where f,A : R → R are piecewise smooth and Lipschitz continuous, and
A(·) is nondecreasing. On intervals [α, β] with A(u) = const. for all u ∈
[α, β], equation (1) degenerates into a conservation law. Equation (1) arises
from a sedimentation-consolidation model for suspensions [1]; see [5] for other
applications. Since A = 0 on u-intervals of positive length, (1) is called strongly
degenerate. Its solutions are in general discontinuous.

The multiresolution method reduces the number of exact flux evaluations
required by a high resolution scheme. To this purpose, point values or cell
averages of the numerical solution are defined on a hierarchical sequence of
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nested diadic meshes, where the initially given mesh is the finest. The sequence
of coefficients for all meshes forms the multiresolution representation of the
solution. Since multiresolution coefficients are small on smooth regions, data
can be compressed by thresholding, i.e. setting to zero those multiresolution
coefficients which are in absolute value smaller than a prescribed tolerance.

The multiresolution representation can be used to locate discontinuities
of the numerical solution, since multiresolution coefficients measure its local
regularity. Harten converted this idea [8] into a sensor to decide at which
fine-mesh positions fluxes should be exactly evaluated, or can otherwise be
obtained more cheaply by interpolation from coarser scales. Our multires-
olution scheme combines the switch between central interpolation and exact
evaluation of both convective and diffusive numerical fluxes with a thresholded
wavelet (multiresolution) transform applied to solution point values to con-
trol the switch. The first alternative is performed on smooth regions, while
the second applies near strong variations. Instead of calculating a wavelet
transform for cell averages as in [8], we use here the interpolatory framework
(point values) to analyze the smoothness of the solution. This slight change
improves the efficiency of the algorithm, since the multiresolution representa-
tion is cheaply obtained as in [9]. The efficiency of the multiresolution method
is measured in terms of the data compression rate and CPU time.

Our scheme can be extended to multidimensional problems by a multidi-
mensional wavelet transform [3] or by dimensional splitting (see e.g. [6]).

In this work, we consider the zero-flux initial-boundary value problem for
a bounded domain Ω := [0, L] with the conditions

u(x, 0) = u0(x), x ∈ Ω; f(u)−A(u)x = 0, x ∈ {0, L}, t ∈ (0, T ]. (2)

Solutions of strongly degenerate parabolic PDEs are in general discontin-
uous and must be defined as entropy solutions. Recent works on the analysis
and numerics of these PDEs include [4, 10, 11], see [5] for further references.

2 The multiresolution scheme

Let (G0, G1, . . . , GLc) denote a family of uniform nested grids on I := [a, b],
where G0 := (x0

0, x
0
1, . . . , x

0
N0

), N0 = 2m, m ∈ N is the finest resolution level,
and h0 := (b−a)/N0. The values of a function u on G0 are the input data. The
remaining diadically coarsened grids are obtained as follows: given Gk−1, we
obtain Gk by removing the even-indexed grid points. Therefore Gk−1 \Gk =
(xk−1

2j−1)j=1,...,Nk
, Gk−1 ∩ Gk = Gk, and xkj = xk−1

2j for 0 � j � Nk = 2m−k,
k = 1, . . . , Lc. The representation of u on any coarser grid G1, . . . , GLc can
be obtained directly from G0: ukj = u(xkj ) = u(x0

2kj) = u0
2kj for 0 � j � Nk.

To recover the representation of u on Gk−1 from its representation on Gk, we
need an interpolation operator I(uk, x) of u on Gk to obtain approximations
for the missing points of Gk−1. The function value at xk−1

2j−1 is obtained from
the (r − 1)-th degree polynomial interpolating (ukj−s, . . . , u

k
j+s−1). Therefore
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ũk−1
2j−1 = I

(
uk, xk−1

2j−1

)
=

s∑

l=1

βl
(
ukj+l−1 + ukj−l

)
, r = 2s, (3)

with β1 = 1/2 for r = 2 and β1 = 9/16, β2 = −1/16 for r = 4. The interpola-
tion errors, known as details or wavelet coefficients, are dkj = uk−1

2j−1− ũk−1
2j−1 for

1 � j � Nk. Thus, from uk := (uk0 , u
k
1 , . . . , u

k
Nk

) and dk := (dk0 , d
k
1 , . . . , d

k
Nk

),
we can exactly recover the representation of u on Gk−1. The pair of vectors
(uk, dk) is the multiresolution representation of uk−1. Applying successively
this procedure for 1 � k � Lc, we can recover the values of u on G0 from its
values on GLc and the sequence of all details from levels Lc to 1:

u0 ↔ (d1, u1)↔ (d1, d2, u2)↔ · · · ↔ (d1, d2, . . . , dLc , uLc) =: uM, (4)

where uM is the multiresolution representation of u0 ≡ u. The details dk

contain information on the smoothness of u, and will be used to flag the
non-smooth parts of the solution in the adaptive numerical method.

Standard interpolation results imply that if u at a given point x has p− 1
continuous derivatives and a discontinuity in its p-th derivative, then dkj ∼
(hk)p[u(p)] for 0 � p � r̄ and dkj ∼ (hk)r̄u(r̄) for p > r̄, for xkj near x, where
r̄ := r − 1 is the order of accuracy of the approximation and [·] denotes the
jump. Therefore |dk−1

2j | ≈ 2−p̄|dkj |, if the k−th level is fine enough, where
p̄ := min{p, r̄}. Thus, away from discontinuities of u, the wavelet coefficients
dkj diminish as the levels of resolution become finer.

We see that near a discontinuity of the function, the wavelet coefficients
remain of the same size for all levels of refinement. Thus, data compression
and reduction of computational effort can be attained by discarding wavelet
coefficients that are smaller than a prescribed tolerance. This operation is
known as thresholding or truncation. To define it, let us denote by trεk

the
hard thresholding operator with εk as threshold parameter:

d̂kj = trεk

(
dkj
)

=

{

0 if |dkj | � εk,
dkj if |dkj | > εk,

1 � j � Nk, 1 � k � Lc. (5)

Consequently, ûM := (d̂1, . . . , d̂Lc , uLc) is the thresholded multiresolution rep-
resentation. Let ũ0 be the data recovered from ûM. Harten proved in [8] that
‖u0− ũ0‖ � c1(ε1 + · · ·+εLc

) � ε, where the constant c1 is independent of Lc.
Hence, given a tolerance ε, we can compress data by truncating uM. Clearly,
the actual compression rate depends on the chosen strategy (ε1, . . . , εLc

).
In contrast to the evaluation on a sparse point representation [9], we evalu-

ate the differential operator on the uniform fine grid but adapt the manner of
flux computation to the significant coefficients of ũ0, as is done in [8, 2, 6]. This
strategy does not provide memory savings, but we have a better compression
rate, and consequently, a smaller number of exact flux evaluations.

Finally, the index set of significant coefficients in each time step, Dn, needs
to capture the finite speed of propagation of information and the formation of
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shock waves. For this reason, Harten [8] proposed an algorithm to extend Dn
after thresholding, including so-called safety points near positions associated
with significant details, which yields an extended index set D̃n. We here utilize
a version of Harten’s algorithm [8, Alg. (6.1)], see [5, Alg. 2.1] for details.

For the time discretization of ut = L(u) ≡ −f(u)x + A(u)xx we use an
explicit 3-step third-order Runge-Kutta TVD (RKTVD) scheme [7]. A general
nRK-step explicit RKTVD scheme has the form

u
(0)
j = unj , u

(i)
j =

i−1∑

k=0

(

αiku
(k)
j + ∆tβikLj

(
u(k)

))

, un+1
j = u

(nRK)
j , (6)

i = 1, . . . , nRK, where Lj(u) contains the flux and diffusion terms. We distin-
guish between the interior operators L1, . . . ,LN0−1 and the boundary opera-
tors L0 and LN0 , which include the boundary conditions.

Point values of the initial solution of (1) are given on a uniform fine grid
G0, ui = u(xi), and the index set D̃n is considered already built. Then a
conservative semi-discrete scheme is given by

u̇0(t) = L̄0

(
u(t)

)
:= −

(
F̄1/2 − D̄1/2

)
/∆x,

u̇j(t) = L̄j
(
u(t)

)
:= −

(
F̄j+1/2 − F̄j−1/2 − (D̄j+1/2 − D̄j−1/2)

)
/∆x,

u̇N0(t) = L̄N0

(
u(t)

)
:=

(
F̄N0−1/2 − D̄N0−1/2

)
/∆x,

(7)

where k = 1, . . . , N0, u(t) := (u0(t), . . . , uN0(t)), and the numerical fluxes
F̄i+1/2 and D̄i+1/2 contain the advective and diffusive terms, respectively.

If i ∈ D̃n, then we use a Lax-Friedrichs splitting [13] with a third-order
ENO interpolation for F̄i+1/2 and add a fine-grid finite difference of the dif-
fusion term. If i /∈ D̃n, the numerical flux is approximated by interpolation
of fluxes previously evaluated on a coarser level. On our finite domain, the
interpolator (3) is replaced by IL(F̄ k, xk−1

2j+3/2) = ĨL
k,j/16, where

ĨL
k,j :=






5F̄ k1/2 + 15F̄ k3/2 − 5F̄ k5/2 + F̄ k7/2, j = 0,
−F̄ kj−1/2 + 9F̄ kj+1/2 + 9F̄ kj+3/2 − F̄ kj+5/2, j = 1, . . . , Nk − 2,
F̄ kNk−7/2 − 5F̄ kNk−5/2 + 15F̄ kNk−3/2 + 5F̄ kNk−1/2, j = Nk − 1.

By construction, all positions from the coarsest level Lc are in D̃n. There-
fore all fluxes on level Lc are always exactly evaluated. The u-values required
for the flux computation are taken from the finest level, k = 0.

The convective fluxes in (7) are given by F̄ ki+1/2 = (f̂+)ki+1/2 + (f̂−)ki+1/2,
i = 0, . . . , N0 − 1, where f+(ui) = (f(ui) + αui)/2 and f−(ui) = (f(ui) −
αui)/2 for 0 ≤ i ≤ N0, where α := maxu |f ′(u)| [13] and (f̂+)ki+1/2, (f̂−)ki+1/2

are approximations obtained by the ENO interpolator of each splitting com-
ponent f+ and f−, evaluated at cell boundaries. The diffusive fluxes at level k
are calculated by Dki+1/2 := (A(u0

2ki+1)−A(u0
2ki))/∆x.

The stability condition is the same as that of the difference finite scheme on
the finest grid. i.e. CFL := maxu |f ′(u)|(∆t/∆x)+2maxu |a(u)|(∆t/∆x2) ≤ 1.
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Since the ENO interpolator needs six points to search the least oscillatory
four-point stencil for the flux calculation, we extrapolate the solution across
the boundaries of I. We summarize the flux computation procedure as follows.

Algorithm 1

1. Compute F̄Lc

i+1/2 and DLc

i+1/2, as stated above, for i = 0, . . . , NLc
− 1.

2. do k = Lc, Lc − 1, . . . , 1 (compute fluxes for all other levels)
do j = 0, . . . , Nk − 1

F̄ k−1
2j+1/2 ← F̄ kj+1/2, D̄k−1

2j+1/2 ← D̄kj+1/2

if (j, k) ∈ D̃n then (flux/diffusion terms are computed explicitly)
F̄ k−1

2j+3/2 ← (f̂+)k−1
2j+3/2 + (f̂−)k−1

2j+3/2

D̄k−1
2j+3/2 ←

(
A
(
u0

2k−1(2j+1)+1

)
−A

(
u0

2k−1(2j+1)

))
/∆x

else (flux/diffusion terms are computed by interpolation)
F̄ k−1

2j+3/2 ← I
L
(
F̄ k, xk−1

2j+3/2

)
, D̄k−1

2j+3/2 ← I
L
(
D̄k, xk−1

2j+3/2

)

endif
enddo

enddo

The final multiresolution scheme for calculating the approximate solutions
u1,0, . . . , uN ,0, whereN is the number of time steps, is the following algorithm.

Algorithm 2

1. Create the initial set of significant positions D̃0 [5, Algorithm 2.1]
2. do n = 1, . . . ,N

u
(0)
j ← un,0j , j = 0, . . . , N0

do i = 1, . . . , nRK

do k = 0, . . . , i− 1
if βik 	= 0 then

using u
(k)
0 , . . . , u

(k)
N0

as input data for Algorithm 1, calculate
L̄0

(
u(k)

)
← −

(
F̄ 0

1/2 − D̄0
j+1/2

)
/∆x,

L̄j
(
u(k)

)
← −

(
F̄ 0
j+1/2 − F̄ 0

j−1/2 −
(
D̄0
j+1/2 − D̄0

j−1/2

))
/∆x,

j = 1, . . . , N0 − 1,
L̄N0

(
u(k)

)
←
(
F̄ 0
N0−1/2 − D̄0

N0−1/2

)
/∆x

endif
enddo
calculate u

(i)
0 , . . . , u

(i)
N0

by (6), with Lj replaced by L̄j
enddo
un+1,0
j ← u

(nRK)
j , j = 0, . . . , N0, compute un+1

M ,
determine D̃n+1 using [5, Alg. 2.1]; apply data compression to un+1

M

enddo
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3 Sedimentation-consolidation processes

We limit ourselves here to batch settling of a suspension of initial concentra-
tion u0 = u0(x) in a column of height L, where u0(x) ∈ [0, umax] and umax

is a maximum solids volume fraction. The relevant initial and boundary con-
ditions are (2). The unknown is the solids concentration u as a function of
time t and depth x. The suspension is characterized by the hindered settling
function f(u) and the integrated diffusion coefficient A(u), which models the
sediment compressibility. The function f(u) is assumed to satisfy f(u) > 0
for u ∈ (0, umax) and f(u) = 0 for u ≤ 0 and u ≥ umax. A typical example is

f(u) = v∞u(1− u)C for u ∈ (0, umax), C > 0, f(u) = 0 otherwise, (8)

where v∞ > 0 is the settling velocity of a single particle in unbounded fluid.
Moreover, we have A(u) =

∫ u

0
a(s)ds, where a(u) := f(u)σ′

e(u)/(∆�gu). Here,
∆� > 0 is the solid-fluid density difference, g is the acceleration of gravity,
and σ′

e(u) is the derivative of the effective solid stress function σe(u). We
assume that the solid particles touch each other at a critical concentration
0 ≤ uc ≤ umax, and that σe(u), σ′

e(u) = 0 for u ≤ uc and σe(u), σ′
e(u) > 0 for

u > uc. This implies that a(u) = 0 for u ≤ uc, such that for this application,
(1) is indeed strongly degenerate parabolic. A typical function is

σe(u) = 0 for u ≤ uc, σe(u) = σ0[(u/uc)β − 1] for u > uc, (9)

with σ0 > 0 and β > 1. In our numerical example, the suspension is char-
acterized by the parameters v∞ = 2.7 × 10−4 m/s, C = 21.5, umax = 0.5,
σ0 = 1.2Pa, uc = 0.07, β = 5, ∆� = 1660 kg/m3 and g = 9.81m/s2.

4 Numerical results

We consider a suspension of concentration u0 ≡ 0.06 in a column of depth
L = 0.16m. Figure 1 shows the numerical solution. The finest and coarsest
levels are N0 := 211 and NLc

:= 23, respectively. The thresholding strategy
is ε1 = 1.9 × 10−7 and εk = 2.99εk−1 for k ≥ 2. We used the parameters
CFL = 0.075, ∆t = 0.0491898 h, ∆x = L/N0 and a final time t = 4000 s. The
CPU time for this simulation was 503 min (user time) against 1852 min when
all fluxes are calculated on G0 without multiresolution. The example involves
the formation of a stationary type-change interface (the sediment level). Fig-
ure 1 also displays the grid positions of the significant wavelet coefficients of
the solution. The marked positions are the current elements of D̃n, at which
fluxes are evaluated explicitly. At unmarked positions, these terms have been
obtained by a simple cubic interpolation. Figure 1 illustrates how the scheme
concentrates significant multiresolution coefficients near the downwards prop-
agating shock (Figures 1 (a) and (b)), near the parabolic-hyperbolic type
change interface, and near x = 0 and x = L. Figure 2 shows the number of
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(a) t = 160 s (b) t = 1920 s
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(c) t = 2720 s (d) t = 2880 s
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(e) t = 3200 s (f) t = 3680 s
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Fig. 1. Numerical solution to the batch settling problem, including significant po-
sitions of the wavelet coefficients of the solution per transformation level

significant wavelet coefficients of the solution in each time step of the simula-
tion and the corresponding compression rate N0/#D̃n. This simulation starts
from a very high compression rate, since the initial solution is constant all over
the domain, having a discontinuity near the boundary. As time evolves, the
solution varies rapidly, and through the multiresolution analysis, this causes
a variation of the density of significant positions.
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Fig. 2. Number of significant wavelet coefficients and compression rate per iteration

Acknowledgements

RB acknowledges support by Fondecyt project 1050728 and Fondap in Applied
Mathematics. AK has been supported by FAPERGS, Brazil, by the ARD
project 0306981, and Fondap in Applied Mathematics.

References

1. Berres, S., Bürger, R., Karlsen, K.H., Tory, E.M.: Strongly degenerate parabolic-
hyperbolic systems modeling polydisperse sedimentation with compression.
SIAM J. Appl. Math. 64, 41–80 (2003)

2. Bihari, B.L., Harten, A.: Application of generalized wavelets: a multiresolution
scheme. J. Comp. Appl. Math. 61, 275–321 (1995)

3. Bihari, B.L., Harten A.: Multiresolution schemes for the numerical solution of
2-D conservation laws I, SIAM J. Sci. Comput. 18, 315–354 (1997)
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Summary. The aim of this paper is to collect some results concerning relaxation
limits of hyperbolic systems of balance laws toward parabolic equilibrium systems.
More precisely, we will discuss BGK approximations for strongly parabolic systems
in the case of weak solutions, by means of compensated compactness techniques.
Moreover, we will study the case of a semilinear relaxation approximation to a 2×2
hyperbolic-parabolic equilibrium system, with applications to viscoelasticity, in the
case of classical solutions in one and several space variables. The latter case will be
used as a case study to apply the modulated energy estimates.

1 Introduction

In this paper we collect some of the personal contribution to the theory of
diffusive relaxation limits [8, 4, 5].

We shall focus our attention firstly in the following BGK system





fεt +
(

a(ξ) +
b(ξ)√

ε

)

fεx =
1
ε

(Mfε − fε), (x, t; ξ) ∈ R× R
+ ×Ξ

fε(x, 0; ξ) = f0(x; ξ), (x; ξ) ∈ R×Ξ.
(1)

In (1), fε ∈ R
N , a, b ∈ L∞(Ξ) and Mfε is a function defined as follows

Mfε = M(uε; ξ, ε),

where M : U ⊂ R
N × Ξ × R

+ → R
N is a C2 function with respect to u,

measurable and bounded with respect to ξ and

uε(x, t) =
∫

Ξ

fε(x, t; ξ)dξ. (2)
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The formal limit of (1) is given by the following system
{

ut + A(u)x = B(u)xx, (x, t) ∈ R× R
+

u(x, 0) = u0(x), x ∈ R,
(3)

with u ∈ R
N and A : R

N → R
N is a regular function, provided the function

M is a local Maxwellian (see the corresponding compatibility conditions in
Section 2). We shall assume the equilibrium system (3) is strongly parabolic,
that is B(u) verifies

∇B(u) + (∇B(u))∗ > 0 (4)

for any u ∈ U ⊂ R
N and u0 ∈ L∞(R). In [8], under additional conditions on

the Maxwellian, we proved the L∞ stability of (1) and the strong convergence
in Lploc, p < +∞, of uε given by (2) toward the distributional solution of (3),
by means of compensated compactness techniques.

The paper [4] is devoted to the study of the following semilinear hyperbolic
system with relaxation term






ut − vx = 0
vt − zx = 0
ε2zt − µvx = −z + σ(u).

(5)

Clearly, the latter system reduces for ε = 0 to
{

ut − vx = 0
vt − σ(u)x = µvxx,

(6)

namely, an incompletely parabolic system, since the (constant) diffusion matrix
(

0 0
0 µ

)

is positive semidefinite. Using standard energy estimates, in [4] we

prove the strong convergence in Lploc, p ≥ 2 of smooth solutions of (5) toward
smooth solutions of its limit (6), provided the relaxation term is globally
Lipschitz, namely

sup
u∈R

|σ′(u)| < +∞. (7)

We emphasize that, due to the lack of parabolicity of the limit, the compen-
sated compactness techniques do not have a straightforward generalization
to this case. The only result of singular convergence toward a degenerate
parabolic equilibrium has been proved in [1], but it applies only for BGK sys-
tems approximating a scalar equation and our result is the first in the case
of an incompletely parabolic equilibrium. These results are summarized in
Section 3.

Finally, in Section 4 we present some preliminary results [5] concerning
the three–dimensional version of (5), namely
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∂tFiα − ∂αvi = 0
∂tvi − ∂αSiα = 0
ε∂tSiα − µ∂αvi = −Siα + Tiα(F ),

(8)

where vi, i = 1, . . . 3 is the velocity of the motion, Fiα and Siα, i, α = 1, . . . 3,
the deformation gradient and the stress tensor. In particular, we prove the L2

stability and convergence of its solutions toward the solutions of its equilib-
rium

∂tFiα − ∂αvi = 0
∂tvi − ∂αTiα(F ) = µ∂α∂αvi

(9)

in the smooth regime and for polyconvex stored energy, that is for

Tiα(F ) =
∂

∂Fiα
W (F )

and the equilibrium internal energy W (F ) a convex function of the minors of
the matrix F , namely

W (F ) = g(Φ(F )) , Φ(F ) := (F, cof F,detF ) ,

with g = g(F,Z,w) = g(A) a convex function of A ∈ R
19. To apply the

modulated energy technique, we rewrite system (8) as an approximation via
the wave operator

∂tFiα − ∂αvi = 0

∂tvi − ∂αTiα(F ) = µ∂α∂αvi − ε∂2
t vi

(10)

and we correct the energy of (9) by higher order contributions of acoustic
waves, in such a way the resulting energy dissipates along the relaxation
process. This method has been successfully applied in [9] for the hyperbolic–
hyperbolic stress relaxation limit of (8) or (10), namely for µ = µ̄ε.

There is a wide literature of papers concerning the study of nonhomoge-
neous hyperbolic system with an underlying parabolic behavior. Among all,
we recall the papers of Kurtz [7] and McKean [11], where for the first time this
feature for hyperbolic systems has been put into evidence. Then, we recall the
papers of Marcati with various collaborators (see [12, 6] and the references
therein), where the above scaling has been used for different systems and the
convergence has been obtained for weak solutions with the aid of the com-
pensated compactness. In the framework of Boltzmann kinetic models with a
finite number of velocities, we recall the paper of Lions and Toscani [10], where
the same parabolic behavior has been pointed out, proving in particular the
convergence toward the porous media equation. Finally, we recall the paper of
Brenier, Natalini and Puel [2], where modulated energy techniques have been
used in the diffusive relaxation for the incompressible Navier–Stokes equation.
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2 BGK approximation of strongly parabolic systems

In this section we review the results of [8] concerning BGK approximation
of the form (1) for equilibrium systems (3) which are strongly parabolic in
the sense of (1) for any u ∈ U ⊂ R

N and with L∞ initial datum. In (1), uε

is given by (2) and the Maxwellian Mfε = M(uε; ξ, ε) verifies the following
compatibility conditions:
∫

Ξ

M(w; ξ, ε)dξ = w,

∫

Ξ

(

a(ξ) +
b(ξ)√

ε

)

M(w; ξ, ε)dξ = A(w),
∫

Ξ

b(ξ)2M(w; ξ, ε)dξ = B(w),

for any w ∈ U and ε ∈ (0, 1] and M(w; ξ, ε)→ M(w; ξ, 0) as ε ↓ 0, uniformly
in w ∈ U , a.e. in ξ. We shall prove the convergence of the approximating
sequence uε by means of compensated compactness [3]. Thus, we shall first
obtain the stability of this approximating sequence in L∞ and the control of
its deviation from the equilibrium manifold, namely the difference Mfε − fε.
The former property can be proved in the context of Maxwellian functions
independent from ε and under appropriate assumptions (see [8] for details).
Since here we focus our attention only in the rigorous proof of the relaxation
limit, we put ourselves in the following framework [8]:

(H1) the function M are Maxwellians such that, for any ε ∈ (0, 1], a.e. in
ξ, M(·; ξ, ε) : U → Uξ,ε are global diffeomorphisms and U , Uξ,ε are com-
pact, convex sets. Moreover, fε(x, t; ξ) is a global-in-time solution of (1),
uniformly bounded, such that fε : R× R

+ → Fε;
(H2) there exist a function F : U → R

N and a positive constant α, indepen-
dent from ε, such that the matrix (∇M)∗∇F is symmetric and it verifies
(∇M)∗∇F ≥ α > 0, for any u ∈ U , for any ε ∈ (0, 1], a.e. in ξ.

Condition (H1) implies uε ∈ U , namely, the desired L∞ stability, and condi-
tion (H2), together with an appropriate finite–energy condition for f0(x; ξ),
gives the L2 control of the relaxation limit, that is ‖Mfε − fε‖L2(R×[0,T ]×Ξ) =
O(
√
ε), for any fixed T > 0. We the aid of this estimate and thanks to compen-

sated compactness, we obtain the strong convergence of the relaxation limit
as follows [8].

Theorem 1. Let hypotheses (H1) and (H2) hold. Then, if the initial data
f0(x; ξ) verifies an appropriate integrability condition, uε → u strongly in
Lploc(R × R

+) for any p < +∞, where u(x, t) verifies (3) in the sense of
distributions.

The crucial part in the proof of the previous theorem is the reformulation of
the BGK model as the non–closed system of the first two moments of fε






uεt + vεx = 0

vεt + zεx +
1√
ε
wεx +

1
ε
B̃εx =

1
ε

(A(uε)− vε),
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where

zε =
∫

Ξ

a2(ξ)fε(ξ)dξ, wε =
∫

Ξ

a(ξ)b(ξ)fε(ξ)dξ, B̃ε =
∫

Ξ

b2(ξ)fε(ξ)dξ.

Then, the above L2 estimate implies that the deviation of that system from
(3) is compact in a negative Sobolev space, which allows us to apply the
compensated compactness techniques.

3 One–dimensional semilinear model in viscoelasticity

This section is devoted to the study of the one–dimensional model (5)
and its relaxation limit toward the incompletely parabolic equilibrium sys-
tem (6) [4]. It is worth observing that this relaxation limit can be viewed
as the passage from a model of viscoelasticity with memory to a model
of viscoelasticity of the rate type. Indeed, the stress z in (5) is given by
z = µ

ε2u−
∫ t

−∞
1
ε2 e

− t−τ

ε2
(
µ
ε2u− σ(u)

)
(τ)dτ, while in the limit (6), it becomes

z = σ(u) +µvx. We shall prove the H1 stability of solutions to the semilinear
system (5) by means of standard energy estimates, which in turns implies the
global existence of these solutions and their strong convergence in Lploc, for
any p ≥ 2 [4].

Theorem 2. Let (uε, vε, zε)(x, t) be the solution to (5) with initial condition
(u, v, z)(·, 0) ∈ H1(R). Suppose that the function σ satisfies condition (7).
Then, the following inequality holds for any t > 0

ε2‖zε(t)‖2H1(R) + ‖uε(t)‖2H1(R) + ‖vε(t)‖2H1(R) +
∫ t

0

‖zε(s)‖2H1(R)ds

≤
[

ε2‖z(0)‖2H1(R) + ‖u(0)‖2H1(R) + ‖v(0)‖2H1(R)

]

eCt, (11)

where C is a positive constant depending only on sup
u∈R

|σ′(u)|. In particular,

uε → u, vε → v strongly in Lploc([0, T ]×R), for any 2 ≤ p < +∞, and (u, v)
is the solution of (6) with (u, v)(·, 0) as initial condition.

Proof (Sketch). The system (5) admits a symmetrizer, which is positive defi-
nite for small values of ε, namely

Bε =





µ
ε2 0 −1
0 µ

ε2 − 1 0
−1 0 1



 .

Hence, denoting with W ε the (column) vector of the solutions (uε, vε, zε), we
define the energy

Eε (W ε) = (BεW ε,W ε)L2(R) =
∫ +∞

−∞

[ µ

ε2
u2
ε − 2uεzε +

( µ

ε2
− 1

)

v2
ε + z2

ε

]

dx
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and we obtain (11) from the energy estimates for Eε (W ε) and Eε (W ε
x).

The last part of the theorem comes from standard compactness arguments
and form the uniqueness of the solutions of (6).

Finally, let uε, vε, zε be solutions of (5) with initial data uε0, v
ε
0, z

ε
0 ∈ H1(R)

and (u, v) be solutions of (6) with initial data u0, v0 ∈ H2(R). Then the
differences u = uε − u, v = vε − v, z = zε − z, z = σ(u) + µvx, satisfies






ut − vx = 0
vt − zx = 0
zt − µ

ε2 vx = −zt − 1
ε2

[
z − (σ(u + u)− σ(u))

]
.

The above system has the same principal part of (5) and therefore we can
repeat the arguments of Theorem 2 to control directly the differences u, v
and z in L2 and justify the relaxation limit, for well–prepared initial data,
that is for ‖uε0 − u0‖L2(R) + ‖vε0 − v0‖L2(R) + ε‖zε0 − z0‖L2(R) → 0 as ε ↓ 0.

4 Multidimensional viscoelasticity and modulated energy

In this section we examine the three–dimensional model (10) by means of
modulated energy techniques. Indeed, we shall prove that, for ε * 1, the
following high–order energy gives a natural tool to control the relaxation limit

Em =
1
2
(
|v|2 + |F |2

)
+ εvi∂tvi +

1
2
ε2λ|∂tv|2 +

1
2
ελµ|∇αv|2 + ελ∂αviTiα(F ).

Theorem 3. Any smooth solution of (8) verifies

∂tEm − ∂α[viTiα(F ) + µvi∂αvi + ελµ∂tvi∂αvi + ελ∂tviTiα(F )]

+
(

µ|∇αv|2 − ελ∂αvi
∂Tiα(F )
∂Fjβ

∂βvj

)

+ ε(λ− 1)|∂tv|2 = ∂αvi(Fiα − Tiα(F )),

(12)

where λ is an arbitrary constant.
Moreover, if ∇FT (F ) = ∇2

FW (F ) ≤ ΓI for any F , then, for ε < ε0(µ, Γ ),

ψ(t) :=
∫

R3

(

|v(x, t)|2 + |F (x, t)|2 + ε2|∂tv(x, t)|2 + ε|∇αv(x, t)|2
)

dx ≤ O(T ),

(13)
for any t ∈ [0, T ].

Proof (Sketch). We multiply (10)1 by Fiα and (10)2 by vi to obtain

∂t

[
1
2
(
|F |2 + |v|2

)
+ εvi∂tvi

]

− ∂α [viTiα(F ) + vi∂αvi] + µ|∇αv|2 − ε|∂tv|2

= ∂αvi(Fiα − Tiα(F )). (14)
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The above relation does not give a coercive energy which dissipates along the
relaxation and we need to correct it with an higher order acoustic energy. To
this end, we multiply (10)2 by ελ∂tvi and we have

∂t
1
2
[
ε2λ|∂tv|2+ελµ|∇αv|2

]
−∂α [ελµ∂tvi∂αvi]+ελ|∂tv|2−ελ∂tvi∂αTiα(F ) = 0.

(15)
We interchange the t and x derivatives in the last term of (15) as follows

−ε∂tvi∂αTiα(F ) = −ε∂αvi∂tTiα(F ) + ε∂t[∂αviTiα(F )]− ε∂α[∂tviTiα(F )]

= −ε∂αvi
∂Tiα(F )
∂Fjβ

∂βvj + ε∂t[∂αviTiα(F )]− ε∂α[∂tviTiα(F )]

and we sum the resulting identity to (6) to obtain (12).
Moreover, if ε < min{ µΓ ,

µ
Γ 2 } and λ > 1 is properly chosen, we have

(

µ|∇αv|2 − ελ∂αvi
∂Tiα(F )
∂Fjβ

∂βvj

)

> O(1)|∇αv|2,
∫

R3
Em ≥ O(1)ψ(t).

Thus, the Gronwall Lemma implies (13), that is, the L2 stability of the relax-
ation process for smooth solutions of (8).

Finally, we can repeat the above arguments to control the relative modulate
energy

Erm =
1
2

(

|v − v̂|2 + |F − F̂ |2
)

+ ε(vi − v̂i)∂t(vi − v̂i) +
1
2
ε2λ|∂t(v − v̂)|2

+
1
2
ελµ|∇α(v − v̂)|2 + ελ∂α(vi − v̂i)(Tiα(F )− Tiα(F̂ ))

between smooth solutions (F, v) of (10) and smooth solutions (F̂ , v̂) of its
equilibrium (9). The resulting estimate reads as follows

∂tErm − ∂α[(vi − v̂i)(Tiα(F )− Tiα(F̂ )) + µ(vi − v̂i)∂α(vi − v̂i)

+ ελµ∂t(vi − v̂i)∂α(vi − v̂i) + ελ∂t(vi − v̂i)(Tiα(F )− Tiα(F̂ ))]

+
(

µ|∇α(v − v̂)|2 − ελ∂α(vi − v̂i)
∂Tiα(F )
∂Fjβ

∂β(vj − v̂j)
)

+ ε(λ− 1)|∂t(v − v̂)|2

= ∂α(vi − v̂i)(Fiα − F̂iα − (Tiα(F ))− Tiα(F̂ )))

− ε∂2
t v̂i(vi − v̂i)− ε2λ∂2

t v̂i∂t(vi − v̂i)

+ ελ∂α(vi − v̂i)

(

∂Tiα(F )
∂Fjβ

− ∂Tiα(F̂ )
∂Fjβ

)

∂tF̂jβ ,

which has the same structure of (12).
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Thus, proceeding as before, we obtain the rigorous justification in L2 of
the relaxation limit in the regime of smooth solutions and for well-prepared
initial data, that is for ψd(0)→ 0 as ε ↓ 0, where

ψd(t) :=
∫

R3

(

|v − v̂|2 + |F − F̂ |2 + ε2|∂t(v − v̂)|2 + ε|∇α(v − v̂)|2
)

dx.

Remark 1. It is worth to observe that the lack of convexity of the stored energy
W (F ) does not play any role in the present relaxation limit. This is due to the
fact that, thanks to the (partial) diffusion present in the limit, it is possible to
construct the modulated energy Em (and the relative modulated energy Erm)
multiplying (10)1 by Fiα instead of Tiα(F ). In this way we obtain a coercive
energy disregarding the nature of W (F ) and the extra error we produce is
indeed controlled in terms of ‖F‖L2 and ‖∇αv‖L2 .
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Summary. It has been shown that the equation of diffusion, linear and nonlinear,
can be obtained in a suitable scaling limit by a two-velocity model of the Boltz-
mann equation [7] . Several numerical approximations were introduced in order to
discretize the corresponding multiscale hyperbolic systems [8, 1, 4]. In the present
work we consider relaxed approximations for multiscale kinetic systems with asymp-
totic state represented by nonlinear diffusion equations. The schemes are based on
a relaxation approximation that permits to reduce the second order diffusion equa-
tions to first order semi-linear hyperbolic systems with stiff terms. The numerical
passage from the relaxation system to the nonlinear diffusion equation is realized
by using semi-implicit time discretization combined with ENO schemes and central
differences in space. Finally, parallel algorithms are developed and their performance
evaluated. Application to porous media equations in one and two space dimensions
are presented.

1 Relaxation approximation of nonlinear diffusion

The main aim of this work is to approximate solutions of a nonlinear, degen-
erate parabolic equation

∂u

∂t
= ∆(g(u)) (1)

for x ∈ Ω ⊂ R
d, d ≥ 1, t ≥ 0, with suitable boundary conditions and initial

condition u(x, 0) = u0(x), where g is a non-decreasing Lipschitz continuous
function on R, the degenerate case corresponding to g(0) = 0. This framework
is so general that it includes the porous medium equation and the Stefan
problem as well as a wide class of mildly nonlinear parabolic equations. Using
the same idea which is at the basis of the well-known relaxation schemes for
hyperbolic conservation laws [5], it is possible to develop stable numerical
schemes for diffusion and for transport reaction-diffusion equations. In the
case of the nonlinear diffusion operator, by introducing an additional variable
v(x, t) ∈ R

d and the positive parameter ε, we have the following relaxation
system
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{
∂u
∂t + div(v) = 0
∂v
∂t + 1

ε∇g(u) = −1
εv

(2)

Formally, in the small relaxation limit, ε→ 0+, the system (2) approximates to
leading order equation (1). In order to have a non singular transport operator,
by using a suitable parameter Φ we can rewrite system (2) as

{
∂u
∂t + div(v) = 0
∂v
∂t + Φ2∇g(u) = −1

εv +
(
Φ2 − 1

ε

)
∇g(u)

(3)

Then, using an auxiliary variable w(x, t) ∈ R we get





∂u
∂t + div(v) = 0
∂v
∂t + Φ2∇w = − 1

εv +
(
Φ2 − 1

ε

)
∇w

∂w
∂t + div(v) = − 1

ε (w − g(u))

(4)

In the previous systems the parameter ε has physical dimensions of a time
and represents the relaxation time, i.e. the characteristic time to reach the
equilibrium point in the evolution of the variable v governed by the stiff sec-
ond equation of (4). For consistency, w has the same dimensions as u, while
each component of v has the dimension of u times a velocity; finally Φ is a ve-
locity. Equations (4) form a semilinear hyperbolic system with characteristic
velocities 0,±Φ. The parameter Φ allows the use of this system with non-stiff
velocities (in fact, when Φ = 0 these velocities are instead 0,±1

ε ).
One of the main advantages of this approach resides in the semilinearity of the
system, that is all the nonlinearities are in the (stiff) source terms, while the
differential operator is linear. Moreover we point out that degenerate parabolic
equations often model physical situations with free boundaries or discontinu-
ities: we expect that schemes for hyperbolic systems will be able to reproduce
faithfully these details of the solution. Finally, the relaxation approximation
does not exploit the form of the nonlinear function g and hence it gives rise
to a numerical scheme that, to a large extent, is independent of it, resulting
in a very versatile tool.
In the following section we will describe the scheme that we used to integrate
the relaxed version of (4), i.e. when ε = 0, and we will discuss its properties.
Numerical results for 1D and 2D cases will be presented in section 3 together
with the performance of the parallel implementation.

2 The numerical scheme

For simplicity, we will consider a regular rectangular grid on R
d. For d = 1

this consists of a set of equally spaced grid points xi+1/2, i = ...,−1, 0, 1, ...,
with uniform mesh width ∆x = xi+1/2−xi−1/2. When d > 1, we consider the
obvious generalization and i will represent a multi-index of d integers. The
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discrete time levels tn for n = 0, 1, 2, ... (t0 = 0) are also spaced uniformly
with time step ∆t. As usual we denote by Uni the approximate value of U at
the centre of the cell [xi−1/2, xi+1/2] at time tn. The spatial discretization of
the relaxation system and the corresponding numerical fluxes is realized here
by using ENO techniques [10]. This allows us to get highly accurate spatial
reconstruction of the solution. The resulting semi-discrete approximation of
(4) is of the form

∂zi(t)
∂t

+ F (zi−r(t), . . . , zi+s(t)) = G(zi−r(t), . . . , zi+s(t)) (5)

where z denotes the collection (u, v1, . . . , vd, w) of all the variables appearing
in (4) and the stencil used for approximating zi is r+s+1 points wide. In (5),
F is a discretization of the linear differential operator appearing on the left
hand side of (4), while G is a discretization of the non-linear and stiff source
terms of (4).
In order to avoid severe restrictions on the time step, we need to couple this
high order in space scheme with a time integrator of equal accuracy. More-
over, due to the structure of (5) sketched above, we wish to treat implicitly
the time integration of G, which is stiff, and explicitly the one of F , which
is linear. This is achieved with IMEX schemes tailored to relaxation systems
[2, 9].
Numerical tests [5, 8] suggest that the difference between the results obtained
with ε * 1 and those with ε = 0 are negligible. However the relaxed scheme
(with ε = 0) gives immediately the projection of the solution onto the equi-
librium state in the relaxation step; hence it is simpler to implement. For this
reason we consider here only the relaxed scheme.

2.1 Implicit relaxed step

The structure of the system to be solved implicitly is of particular importance.
By using simply the backward Euler formula, the values (u(1)

i , v
(1)
i , w

(1)
i ) of

the solutions of the system zt = G(z) with initial data (uni , v
n
i , w

n
i ) may be

computed by solving





u(1)−un

∆t = 0
v(1)−vn

∆t = − v(1)ε +
(
Φ2 − 1

ε

)
∇̂w(1)

w(1)−wn

∆t = −w
(1)−g(u(1))

ε

where we have suppressed the spatial index i for clarity and ∇̂ is a suitable
discretization of the spatial gradient. Formally, in the limit ε → 0+, this
reduces to

u(1) = un, v(1) = −∇̂w(1), w(1) = g(u(1)). (6)

We note here that the first equation is immediately solved and the remaining
two decouple. Hence even in the implicit step, we do not need an implicit
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solver. Up to second order precision is space, the usual 3-point central dif-
ference approximation of the derivative is suitable. For degree 3 and 4 one
needs however the 5-point approximation or otherwise the quality of the solu-
tion and rate of convergence is degraded. Formula (6) represent the relaxation
step of our relaxed schemes.

2.2 Explicit step

For each explicit step of the IMEX scheme one has to advance from time tn

to time tn+1 the system zt + F (z) = 0, i.e.

∂

∂t





u
v
w



+
∂

∂x





0 1 0
0 0 Φ2

0 1 0









u
v
w



 = 0 (7)

with initial data set to the values (u(1)
i , v

(1)
i , w

(1)
i ) obtained from the relax-

ation step, as described previously. The characteristic variables U, V,W move
at speed Φ,−Φ and 0 respectively. By changing variables to diagonalize the
system we need to reconstruct via ENO only the two fields U(x) and V (x)
and calculate the corresponding numerical fluxes.
In two space dimensions, the above system generalizes as

∂

∂t







u
v(1)

v(2)

w







+
∂

∂x







0 1 0 0
0 0 0 Φ2

0 0 0 0
0 1 0 0













u
v(1)

v(2)

w







+
∂

∂y







0 1 0 0
0 0 0 0
0 0 0 Φ2

0 1 0 0













u
v(1)

v(2)

w







= 0 (8)

where v = (v(1), v(2)) and similarly in higher dimensions. We note that only
one of the fields v(i) appear in the differential operator along the ith direction.
One may then calculate the fluxes separately for each spatial direction by us-
ing the aforementioned ENO reconstructions on the fields v(i) for i = 1, . . . , d.
In order to analyse some stability properties of the scheme we consider the lin-
ear case g(u) = u. Moreover we adopt the simplest IMEX scheme represented
by the combination of a backward Euler timestep for zt = G(z) followed by a
forward Euler timestep for zt+F (z) = 0. For example when F is approximated
with upwind fluxes and linear reconstructions and the spatial derivative in G
with the central differences formula, this results in a scheme for the variable
u for which a simple Von Neumann analysis reveals the necessity of a CFL
condition of the form ∆t ≈ C∆x2 with the numerical estimate C ≤ 0.875 for
the constant C. In Figure 1 we show an example of stability regions obtained
with the Von Neumann analysis cited above.

3 Numerical results

As a numerical test we consider the porous media equation, which corresponds
to the choice g(u) = u2 in (1) and we use relaxed schemes, i.e. ε = 0. We adopt
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Fig. 1. An example of the stability regions for linear diffusion, g(u) = u.

periodic boundary conditions but more general boundary conditions may be
easily implemented. In order to perform some test for the accuracy of the
proposed schemes we consider numerical solutions in comparison with the
exact 2D Barenblatt solution. The contour plot of the numerical solution at
time T = 2 with 200 × 200 grid points is given in In Figure 3 we show the

Fig. 2. Contour plot of the numerical solution for porous media equation.

behaviour of the free boundary, points for the passage from positive to zero
value, of the numerical solution and of the Barenblatt solution. In Figure 3 the
continuous line represents the exact solution, while the stars are the numerical
front. The error between the true front and the approximate front appears of
order ∆x (the dashed line is at distance ∆x from the exact front).

3.1 Parallel code

The parallel implementation has been realized through a decomposition of
the computational domain by a balanced subdivision of the nodes among the
processors set at the beginning of the program. Each processor solves its local
problem, using MPI communications to get the boundary data needed. Since
both the ENO subroutines and the program to solve (1) with the relaxed
scheme do not involve nonlinear solvers of any kind (see Section 3), we expect
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Fig. 3. Approximation of the free boundary with 200 grid points along a cross
section.

a linear scaling of the solution time with the number of processors. For porta-
bility and easy extension, both the ENO library and the program are written
exploiting the PETSC libraries In Figure 4 we report the scaling plot for our
parallel code. The algorithm shows a good, almost linear, scaling behaviour,

Fig. 4. Scaling of the parallel code on a Linux cluster with 72 Intel Xeon proces-
sors. When the subproblems assigned to each processor become too small, the time
spent exchanging MPI messages among the processors become predominant and the
overhead of MPI communications shows up as reduced speedup on the smaller grid.

until the subproblems assigned to each processor become too small and MPI
communications slow the code down.

3.2 Comparison with another method

We compared our numerical results with those obtained with a linear method
proposed and studied, among others, by Berger, Brezis, Rogers [3] and by
Magenes, Nochetto and Verdi [7]. Their method is based on the non-linear
Chernoff formula and it does not give an explicit formula for the solution,
which is instead found by solving a linear problem. It is thus more costly then
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Fig. 5. Comparison of two numerical solutions of the porous media equation ob-
tained with the relaxation and the BBRMNV method, together with the exact
Barenblatt solution. 100 grid points were used. We show particulars of the areas
around the maximum point (left hand figure) and around the moving front (right
hand figure).

N BBRMNV rel
100 4.21e-3 2.75e-3
200 7.73e-4 2.58e-4
400 1.98e-4 6.51e-5
800 5.05e-5 1.83e-5
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Fig. 6. Comparison of the 1-norm of the error of the relaxation and the BBRMNV
method. The exact Barenblatt solution at time t = 2 was used as reference to
compute the errors. The dotted line is a reference decay of second order.

our method where only matrix-vector products are needed. In the following we
refer to this method as the BBRMNV method. In Figure 5 we present a com-
parison of two numerical solutions of the porous medium equation (g(u) = u2)
and the exact self-similar solution due to Barenblatt. The final time of all the
simulations is T = 2. One may see that the higher numerical diffusion of the
BBRMNV method shows up both as a lesser accuracy in the neighbourhood
of the maximum at x = 0 and as a lower precision in the neighbourhood of the
front. The solution represented by dots in Figure 5 was obtained with the re-
laxation method described in this paper, using spatial ENO reconstructions of
degree 2 and an IMEX timestepping procedure with the same accuracy. Both
methods under comparison are of second order, as shown by the table and the
plot of the 1-norm of the error against the number of grid points that is shown
in Figure 6. In any case we point out that the BBRMNV method, however,
has been studied more extensively than our technique based on relaxation
and adaptive versions should now be implementable. Finally, both methods
are easily generalizable to different functions g(u) and also to equations of the
form ut −∆(g(u)) = f .
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4 Concluding remarks

In this work we briefly described a class of relaxed schemes for nonlinear and
degenerate diffusion problems in any space dimension and in a rectangular
domain. Using suitable relaxation approximation we are able to formulate
a general diffusion equation into the form of a semilinear system. Then we
coupled ENO schemes and IMEX approach for spatial and, respectively, time
discretization. We can develop high order methods and we proposed a “black-
box” scheme: it does not exploit the form of nonlinear term g(u) for the so-
lution. Moreover, in this scheme we avoid the use of nonlinear solvers and, in
the relaxed IMEX version, we don’t need solvers at all. The numerical meth-
ods can be easily extended from 1D to higher dimensions and parallelized. A
comparison with another method is also shown and differences in computa-
tional cost and accuracy are outlined. In forthcoming works we will perform
theoretical study of the stability of relaxed schemes in the nonlinear case and
we will explore the possibility to introduce non structured (rectangular) grids
near fronts. Finally, the parallel implementation of WENO reconstructions
are under study with interesting preliminary numerical results.
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Summary. In this communication, presented in the minisymposium on Degener-
ated Parabolic Equations, we are interested in the mathematical analysis of a strati-
graphic model concerning geologic basin formation. Firstly, we present the physical
model and the mathematical formulation, which lead to an original degenerated
parabolic - hyperbolic conservation law. Then, the definition of a solution and some
mathematical tools in order to resolve the problem are given. At last, we present
numerical illustrations in the 1 − D case and we give some open problems.

1 Introduction and presentation of the model

In this paper, we are interested in the mathematical study of a stratigraphic
model. It concerns geologic basin formation by the way of erosion and sedi-
mentation and leads to mathematical questions within the framework of de-
generated parabolic - hyperbolic free-boundary problems.

By taking into account large scale in time and space and by knowing
a priori, the tectonics, the eustatism and the sediments flux at the basin
boundary, the model has to state about the transport of sediments.

Let us consider in the sequel a sedimentary basin with base Ω considered
as a smooth, bounded domain in R

d (d = 1, 2); for any positive T , note
Q =]0, T [×Ω and denote by u the topography of the basin.

Then, the model proposed initially by R. Eymard et al. [4] and D. Granjeon
et al. [6] is based on two considerations:

i) In the meaning of Darcy, the sediments flux −→q is assumed to be pro-
portional to ∇u,

and
ii) the erosion speed, ∂tu in its nonpositive part, is underestimated by −E,

where E is a given nonnegative bounded measurable function in Q (a weath-
ering limited process depending on the climate and the age of the sediments):
i.e. ∂tu + E ≥ 0 a.e. in Q.

In order to join together the constraint and a conservative formulation, D.
Granjeon et al. propose in [6] to correct the diffusive flux −∇u by introducing
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a dimensionless multiplier λ. One gets a new definition of the flux, given by
−λ∇u, where λ is an unknown function with values a priori in [0, 1].

In order to simplify this academic study, one considers in the sequel homo-
geneous Dirichlet conditions on the boundary Γ . Therefore, the mathematical
modelling has to express respectively:

the mass balance of the sediment: ∂tu− div(λ∇u) = 0 in Q, (1)
the boundary condition: u = 0 on ]0, T [×Γ, (2)
the moving obstacle condition: ∂tu ≥ −E in Q, (3)
the initial condition: u(0, .) = u0 in Ω, (4)

where u0 is assumed to be in H1
0 (Ω) ∩ L∞(Ω).

In order to give a mathematical modelling of λ, R. Eymard et al. propose
in [4] to consider the following global constraint:

∂tu + E ≥ 0, 1− λ ≥ 0 and (∂tu + E)(1− λ) = 0 in Q. (5)

It means that if the erosion rate constraint is inactive, the flux is equal to the
diffusive one. Obviously, the boundary of the set {(t, x) ∈ Q, λ = 1} is a free
one and such a constraint (5) is non standard.

Then S. N. Antontsev et al. in [1, 2], G. Gagneux et al. in [5] and G.
Vallet [7] propose the following original conservative formulation that contains
implicitly the constraint (5): If H denotes the maximal monotone graph of
the Heaviside function, then (u, λ) is formally a solution to:

0 = ∂tu− div(λ∇u) where λ ∈ H(∂tu + E) in Q. (6)

In other words, since H is a graph, one considers the differential inclusion:

0 ∈ ∂tu− div
{
H(∂tu + E)∇u

}
in Q.

Let us give a remark on the equation: 0 = ∂tu − div
{
a(∂tu)∇u

}
, where,

for example, a is assumed to be a continuous function such that a(x) = 0 if
x ≤ 0 and 0 < a(x) ≤ 1 for any positive real x with a(x) = 1 for any x ≥ 1
(imagine a continuous approximation of the heaviside function H).

2 A locally hyperbolic behaviour

Note that informally, 0 = ∂tu −
{
a′(∂tu)∇u

}
∇∂tu − a(∂tu)∆u. Thus, the

discriminant ∆ satisfies − |a′(∂tu)∇u|2
4 ≤ 0 and the equation is of degenerated

hyperbolic type on free boundaries since ∆ may vanish if a′(∂tu) = 0 or
∇u = 0 in a non-negligible Ld+1 subset in Q.

Let us illustrate this remark by considering travelling-wave solutions of
equation
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∂tu = ∂x
{
a(∂tu)∂xu

}
, x ∈ Ω =]− 1, 1[. (7)

For any real ξ, let us note f(ξ) = ξa(ξ), and consider β = f−1 in ]0,+∞[,

β(s) = 0 if s ≤ 0 and B(y) =
∫ y

λ2
0

λ2dx
β(x) .

Then, if one assumes that
∫ 1

0
dx
β(x) < +∞, y = B−1 is a global classical

solution to the ordinary differential equation

y′ = β(
y

λ2
) in R ��≈� y(0) = 0 (8)

such that y(ξ) > 0 for any positive ξ.

Remark 1. Note that the hypothesis
∫ 1

0
dx
β(x) < +∞ is really observed in prac-

tice when a(x) = min(kxα, 1) in R+ for any positive α and k.

Then, for any positive λ, u(t, x) = y(t+λx) is a travelling-wave solution to
(7) for the initial datum given by u0(x) = y(λx) and the boundary conditions

u(t,−1) = y(t− λ) and u(t, 1) = y(t + λ).

At last, note that u0(x) = 0 in ] − 1, 0] and that u possesses the property of
finite speed of propagation (from nonzero disturbances) in the following sense:

u(x, t) = 0,
t

λ
≤ −x < 1.

3 Definition of a solution and existence results for a
discretized problem

Definition 1. For any u0 in H1
0 (Ω) ∩ L∞(Ω), a solution to the Cauchy-

Dirichlet problem (2-4-6) is a pair (u, λ) in [H1(Q) ∩ L∞(0, T ;H1
0 (Ω))] ×

L∞(Q) such that:

λ ∈ H(∂tu + E), u(t = 0) = u0 in Ω, ∂tu + E � 0 in Q, (9)

∀v ∈ H1
0 (Ω),

∫

Ω

{
∂tuv + λ∇u∇v

}
dx = 0 a.e. t ∈]0, T [. (10)

Remark 2. Assume that E = 0, u0 ≤ 0 with ∆u0 ≥ 0 in D′(Ω). Then:
on the one hand, the pair (u0, 0) is a solution to (9)–(10),
on the other hand, a second solution is given by (θ, 1), where θ is the solution
in H1(Q) ∩ L∞(0, T ;H1

0 (Ω)) of the heat equation with initial datum u0.
Thus, the solution to the problem is not unique and in the meaning of the
entropic solution, a physically relevant solution would be the one given by λ as
close as possible to 1; i.e. the diffusive flux has to be the less possible corrected.
Then, in the above definition of a solution, one is looking for a maximal λ
in the sense: if (w, µ) is another solution then µ ≤ λ; mathematical result
difficult to obtain.
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3.1 The sedimentation case and some surprising behaviours

Let us consider in this subsection the sedimentation process, i.e. E = 0, and
give some qualitative properties of the solutions. In particular, for understand-
ing the total degeneracy of an equation that seems to be parabolic.

Proposition 1. Assume that (u, λ) is any solution to (9)–(10).
Then, λ∇u+ = 0 a.e. in Q and for any t, u+(t, .) = u+

0 a.e. in Ω.

Proof. It is proved by using the test-function v = u+ and since ∂tu ≥ 0.

Note that, if u0 ≥ 0 in Ω, for any t, u+(t, .) = u0 a.e. in Ω. Thus, for
any solution (u, λ) to (9)–(10), one gets, u(t, .) = u0 a.e. in Ω. Moreover, if
∇u0 	= 0 in Ω, the problem has to degenerate by taking null values for λ.

Corollary 1. (Barrier effect and dead-zone) Assume that there exists a com-
pact set K and an open set ω with K ⊂ ω ⊂ Ω and ω\K ⊂ {u0 ≥ 0};
then, for any t, u(t, .) = u0 in ω.

Proof. By considering any v in H1
0 (Ω) such that 1K ≤ v ≤ 1ω, one gets that

∫

K
∂tu dx ≤ 0 and ∂tu = 0 a.e. in ω.

This expresses that any zone surrounded by a zone where u0 � 0 is sta-
tionary in time. One may find in the last section some numerical illustrations
of this total degeneracy.

3.2 An implicit time discretization method

A standard way to prove the existence of a solution is to consider an implicit
time - discretization scheme. One proposes in this section the analysis of such
a method, coupled with a technique of artificial viscosity and of regularisation
of H. One invites the reader interested by the details of the demonstrations
to consult G. Gagneux et al. [5].

In the sequel one assumes that E ∈ L2(0, T,H1(Ω)). Let us consider two
positive real parameters ε and h = T

N , where N is an integer whose vocation
is to tend to infinity. Denotes by Ek = 1

2h

∫

](k−1)h,(k+1)h
E(s, .) ds and by Hε

any lipschitzian-continuous function satisfying

∀x ∈ R, max[ε,min(
(1− ε)x

ε
+1, 1)] ≤ Hε(x) ≤ max[ε,min(

(1− ε)x
ε

+ε, 1)].

At last, set Aε(x) =
∫ x

0
Hε(σ) dσ, x ∈ R.

Let us first focus our attention on the construction of iteration (u1, λ1).
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Proposition 2. For any u0 in H1
0 (Ω) ∩ L∞(Ω) and any nonnegative E in

H1(Ω), there exists a unique uε in H1
0 (Ω) such that

∀v ∈ H1
0 (Ω),

∫

Ω

{uε − u0

h
v + Hε(

uε − u0

h
+ E)∇uε.∇v

}
dx = 0. (11)

Moreover, inf ess
Ω

u0 ≤ uε ≤sup ess
Ω

u0.

Proof. The existence of a solution is obtained by using Schauder-Tykonov
fixed point theorem in the framework of separable Hilbertian spaces and the
uniqueness is proved by using a classical L1 T - contraction method.

By passing to limits with respect to ε, one gets that

Proposition 3. For any u0 in H1
0 (Ω) ∩ L∞(Ω) and any nonnegative E in

H1(Ω), there exists (u, λ) in H1
0 (Ω)× L∞(Ω) such that λ ∈ H(

u− u0

h
+ E)

and
∀v ∈ H1

0 (Ω),
∫

Ω

{u− u0

h
v + λ∇u.∇v

}
dx = 0. (12)

Moreover, inf ess
Ω

u0 ≤ u ≤sup ess
Ω

u0 and u ≥ u0 − hE a.e. in Ω.

In order to prove this result, let us first give some a priori estimates.

Proof. Denote by wε = uε−u0
h + E.

On the one hand, by using v = wε − E as a test function, one gets that (wε)
and (Aε(wε)) are bounded generalised sequences respectively in L2(Ω) and
H1(Ω).
Then, on the other hand, since v = −(wε + ε)− ∈ H1

0 (Ω), one proves that
(wε)− converges towards 0 in L2(Ω) when ε goes to 0+.
Then, sub-sequences can be extracted and passing to limits leads to the con-
clusion (see. G. Gagneux et al. [5]).

Given that u1 has got the same properties as u0, by induction the following
result holds:

Proposition 4. There exists a sequence (uk, λk)k in H1
0 (Ω) × L∞(Ω) such

that λk ∈ H(
uk − uk−1

h
+ Ek), u0 = u0, uk ≥ uk−1 − hEk a.e. in Ω,

∀v ∈ H1
0 (Ω),

∫

Ω

{uk − uk−1

h
v + λk∇uk.∇v

}
dx = 0. (13)

Moreover, inf ess
Ω

u0 ≤inf ess
Ω

uk−1 ≤ uk ≤sup ess
Ω

uk−1 ≤sup ess
Ω

u0.
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3.3 About the existence of a solution

Let us give information concerning the passing to limits with respect to the
time-step parameter h.

Thanks to the test-function v =
uk − uk−1

h
and the discrete Gronwall

lemma, one gets that,

Lemma 1. Independently of h, for any integer n, one computes that

2
h

n∑

k=1

||uk − uk−1||2L2(Ω) + ||un||2H1
0 (Ω) +

n∑

k=1

||uk − uk−1||2H1
0 (Ω) ≤ C.

Therefore, if one denotes by

i) ûh(t, x) =
∑N
k=0

[uk − uk−1

h
(t− kh) + uk−1

]
1[kh,(k+1)h] where u−1 = u0,

ii) λh(t, x) =
∑N
k=0 λ

k1[kh,(k+1)h[ and Eh =
∑N
k=0 EkI[kh,(k+1)h[,

the following result holds:

Proposition 5. The sequence (ûh) is bounded in H1(Q) ∩ L∞(0, T ;H1
0 (Ω)).

Thus, it is relatively compact in C([0, T ], L2(Ω)).
The sequence (λh) is bounded in L∞(Q). Moreover,

λh ∈ H(∂tûh + Eh), ∂tûh + Eh ≥ 0 a.e. in Q,

and for any v in L2(0, T,H1
0 (Ω)), one has the approximating equation of con-

tinuity: ∫

Q

{
∂tûhv + λh∇ûh.∇v

}
dxdt = o(h). (14)

On the one hand, each accumulation point provides a ”mild solution” in the
sense of Ph. Bénilan et al. [3]; on the other hand, the double weak convergence
does not allow us to pass to limits in the diffusion term

∫

Q
λh∇ûh.∇v dxdt.

Therefore,

Proposition 6. If one conjectures that λh may converge a.e. in Q to λ for
a sub-sequence, then (u, λ) is a solution of the problem in the sense of the
definition 1.

Proof. This result comes from the Lebesgue’s theorem, and an argument of
positivity.
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Fig. 1. Numerical simulation of case 1

4 Some numerical illustrations

Assume in this section that u0 ≥ 0 in ] − 1, 0], u0 ≤ 0 and convex in [0, 1[
and let us consider some numerical illustrations of uk, at different time steps
k, obtained by a fixed point technique on the second order operator (see G.
Gagneux et al. [5]).

i) The first simulation is obtained with E = 0.
In particular, one is able to see explicitly the changing type of the equation

since one observes: a total degeneracy of the problem in ] − 1, 0[ (a dead-
zone); a parabolic behaviour with infinite speed of propagation in ]0.5, 1[; and
a hyperbolic behaviour with finite speed of propagation and a front given by
a free boundary in ]0, 0.5[.

ii) The second illustration is obtained with a positive E.

5 Conclusion and open problems

In this paper, a new conservation law coming from geological problematic
has been presented. Its general study remains still open. The solution of the
problem presented in the definition 1 is not unique in general, but, besides the
research of a maximal solution mentioned in Remark 2, an important point
lies in the obtaining of a variational solution (i.e. a solution to (9-10)).

In this paper, an heuristic simplification of the real problem has been
presented. One has now to consider the case of a realistic geological problem
with relevant boundary conditions.
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Fig. 2. Numerical simulation of case 2

At last, an other problem concerns the numerical simulation and analysis
of this geological phenomenon in situations of practical importance. What
kind of method one has to use when, on the one hand, the diffusive coefficient
is a nonlinear function of the time-derivative of the unknown; on the other
hand, one has a nonlinear type changing degenerated equation involving a
maximal monotone graph?

Even if some improvement has been obtained in the 1 − D case, a gen-
eral procedure must be devoted to the construction of accurate schemes for
approximating such non standard free-boundary problems.
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Summary. We present a two-level non-overlapping additive Schwarz method for
Discontinuous Galerkin approximations of elliptic problems. In particular, a two
level-method for both symmetric and non-symmetric schemes will be considered
and some interesting features, which have no analog in the conforming case, will be
discussed. Numerical experiments on non-matching grids will be presented.

1 Introduction

In the past twenty years extensive research has been done on developing
domain decomposition (DD) methods for solving efficiently the large alge-
braic linear systems arising from various discretization of partial differential
equations. Although the theory of DD techniques for finite elements (FE)
methods (conforming, non conforming and mixed) is by now well understood
(see, e.g., [9]), only a few results can be found in the literature for discon-
tinuous Galerkin (DG) approximations (see [5, 7, 1]). Based on discontinuous
FE spaces, DG methods have deserved a substantial attention due to their
flexibility in handling meshes with hanging nodes and their high degree of
locality.

In this paper we consider, for the case of the family of DG Interior Penalty
(IP) approximations (including both the symmetric [2] and the non-symmetric
schemes [8, 4]), the additive Schwarz method proposed in [1]. In particular, a
non-symmetric additive Schwarz preconditioner for a diffusion problem, that
was proposed in [1] for the very first time, will be considered.
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An outline of the paper is as follows. In Sect. 2 we recall the DG approxi-
mations of a diffusion problem. In Sects. 3 and 4, we provide the construction
and the analysis of the additive Schwarz method. Finally, in Sect. 5 we present
some numerical results on meshes with hanging nodes.

2 Discontinuous Galerkin methods for elliptic problems

For the sake of simplicity we restrict ourselves to the model problem,

−∆u = f in Ω , u = 0 on ∂Ω , (1)

where Ω ⊂ R
d, d = 2, 3 is assumed to be (a smooth domain or) a convex

polygon or polyhedron and f a given function in L2(Ω).
Let {Th, h > 0} be a family of shape-regular and locally quasi-uniform

partitions of the domain Ω made of d-simplices or parallelograms (if d = 2) or
parallelepipeds (if d = 3), with possible hanging nodes. Denoting by hT the
diameter of the element T ∈ Th, we define the mesh size h := maxT∈Th

{hT }.
An interior face (if d = 2, “face” means “edge”) of Th is the (non-empty)

interior of ∂T+ ∩ ∂T−, T+ and T− being two adjacent elements of Th, not
necessarily matching. Similarly, a boundary face of Th is the (non-empty)
interior of ∂T ∩ ∂Ω, where T is a boundary element of Th. We denote by E I

and E B the sets of all interior and boundary faces of Th, respectively, and
set E = E I ∪ E B . We define the local mesh size h(x) := min{hT+ , hT−}, if
x ∈ ∂T+ ∩ ∂T−, and h(x) := hT if x ∈ ∂T is on the boundary. Let e ∈ E I

be an interior face shared by two elements T+ and T− with outward normal
unit vectors n±. We denote by v± and τ± the traces of piecewise smooth
scalar-valued and vector-valued functions v and τ, respectively, taken from
the interior of ∂T±, and we define the following trace operators:

{{v}} := (v+ + v−)/2 , {{τ}} := (τ+ + τ−)/2 ,

[[v]] := v+n+ + v−n− , [[τ]] := τ+ · n+ + τ− · n− .

On e ∈ E B , we set {{v}} := v , {{τ}} := τ , [[v]] := vn and [[τ]] := τ·n . Finally, we
define the discontinuous FE space Vh := {v ∈ L2(Ω) : v|T ∈ M�h(T ), ∀T ∈
Th}, where M�h(T ) is the space P�h(T ) of polynomials of degree at most
�h ≥ 1 on T , for T a d-simplex, and the space Q�h(T ) of polynomials of
degree at most �h in each variable on T , if T is a parallelogram or a paral-
lelepiped.

The family of Interior Penalty (IP) approximations for problem (1) reads:
Find u ∈ Vh such that Ah(u, v) =

∫

Ω
fv, ∀ v ∈ Vh, where

Ah(u, v) :=
∑

T∈Th

∫

T

∇u · ∇v −
∑

e∈E

∫

e

{{∇u}} · [[v]]



Schwarz Methods for IP Approximations of Elliptic Problems 425

− (1− γ)
∑

e∈E

∫

e

[[u]] · {{∇v}}+
∑

e∈E

∫

e

αeh−1 [[u]] · [[v]] . (2)

where for γ = 0, 1 or 2 we obtain, respectively, the symmetric interior penalty
(SIP) method [2], the incomplete interior penalty (IIP) method [4] and the
non-symmetric interior penalty (NIP) method [8]. The penalty parameter
αe > 0 is independent of h and, for the first two methods, it should be taken
large enough to guarantee the coerciveness of Ah (see [3] for further details).

We shall denote by ah(·, ·) the symmetric part of the bilinear form4 Ah(·, ·),
i.e., ah(u, v) = (Ah(u, v) +Ah(v, u))/2.

3 Non-overlapping Schwarz methods

In this section, we present our two-level algorithm for the family of the IP
methods. Let TNS

be the family of partitions of Ω into Ns non-overlapping
subdomains Ω =

⋃Ns

i=1 Ωi and let {TH ,H > 0} and {Th, h > 0} be the fam-
ilies of coarse and fine partitions, respectively, with mesh sizes H and h. All
partitions are assumed to be shape-regular and locally quasi-uniform and we
further assume that they are related by TNs

⊆ TH ⊆ Th.
For each subdomain Ωi of TNs

we denote by Ei the set of all faces of E

belonging to Ωi, and by Γ :=
⋃Ns

i=1 Γi where Γi := {e ∈ Ei : e ∈ ∂Ωi \∂Ω}. For
i = 1, . . . , Ns, we define the local spaces V ih := { v ∈ Vh : v ≡ 0 in Ω � Ωi},
and the prolongation operators5: RTi : V ih −→ Vh, DT

i : ∇V ih −→ ∇Vh. Both
operators set to zero the degrees of freedom outside Ωi while on e ∈ Γi their
action is defined in the following way:

RTi vi :=

{
(RTi vi)

+ = vi ,

(RTi vi)
− = 0 ,

DT
i τi :=

{
(DT

i τi)+ = τi ,

(DT
i τi)− = τi ,

(3)

where we denoted by (·)± the traces from the interior of the elements T±

sharing the face6 e. From (3) it follows that [[RTi vi]] = vini and {{DT
i τi}} = τi

on e ∈ Γi. Notice also that Vh = ⊕Nsi=1R
T
i V

i
h . The restriction operators Ri, Di

are defined as the transpose of RTi and DT
i with respect to the Euclidean scalar

product. For each i = 1, . . . , Ns, we define the local-solvers by considering the
IP approximation to the problem: −∆ui = Rif on Ωi, ui = 0 on ∂Ωi. Thus,
in view of (2), the bilinear forms of the local solvers are defined by:

Ai(ui, vi) :=
∑

T∈Ωi

∫

T

∇ui · ∇vi −
∑

e∈Ei

∫

e

{{∇ui}} · [[vi]]

4 Obviously, for the SIP method, one has ah(u, v) = Ah(u, v).
5 With a small abuse of notation, we shall also denote by ∇vh the elementwise

gradient of vh ∈ Vh.
6 Taking into account (3), it follows that DT

i ∇vi 
= ∇RT
i vi, ∀ vi ∈ V i

h , i = 1, . . . , Ns.
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− (1− γ)
∑

e∈Ei

∫

e

[[ui]] · {{∇vi}}+
∑

e∈Ei

∫

e

αeh−1 [[ui]] · [[vi]] , (4)

for ui, vi ∈ V ih . Moreover, taking into account the definition of RTi and DT
i

acting on scalar- and vector-valued functions, respectively, it follows (see [1])

Ai(ui, vi) = Ah(RTi ui, RTi vi) , ∀ui, vi ∈ V ih , ∀ i = 1, . . . , Ns . (5)

The last step is the construction of the coarse solver. The coarse space is
defined as VH = V 0

h := {vH ∈ L2(Ω) : vH |T ∈ M�H (T ),∀T ∈ TH}, with 0 ≤
�H ≤ �h. The prolongation operators RT0 : V 0

h −→ Vh, DT
i : ∇V 0

h −→ ∇Vh
are defined as before7. We define the coarse solver A0 : V 0

h × V 0
h −→ R as the

restriction ofAh to V 0
h×V 0

h , i.e.,A0(u0, v0) = Ah(RT0 u0, R
T
0 v0), ∀u0, v0 ∈ V 0

h .

Algebraic Formulation and Projection Operators

We denote by Ah, Ai and A0 the stiffness matrices associated with the global,
local and coarse bilinear forms Ah, Ai and A0, respectively. The additive
Schwarz preconditioner is defined as B :=

∑Ns

i=0 R
T
i A

−1
i Ri. For i = 0, . . . , Ns,

we define the Ah-projection like operators: Pi : Vh −→ RTi V
i
h ⊂ Vh, by

Ah(Piu,RTi vi) = Ah(u,RTi vi), ∀vi ∈ V ih . Notice that, for all i = 0, . . . , Ns,
Pi = [RTi A

−1
i Ri]Ah are well-defined since both the local Ai and coarse A0

bilinear forms are coercive. Moreover, the preconditioned matrix BAh is equal
to the Schwarz operator:

Pad :=
Ns∑

i=0

Pi =
Ns∑

i=0

[RTi A
−1
i Ri]Ah . (6)

The additive Schwarz method consists in replacing the original discrete prob-
lem Ahu = f by the preconditioned system Padu = g with g =

∑Ns

i=0 gi,
gi = Pig being the solution of Ai(gi, v) = (f, v), ∀ v ∈ V ih , i = 0, . . . , Ns. This
last system is solved by means of a suitable iterative method.
On the one hand, for the SIP method, Pad is symmetric and we use the Con-
jugate Gradient (CG) method, for which the following upper bound on the
error reduction property at the k-th iteration, is known (see [6]):

‖ek‖2 ≤ 2 ‖e0‖2

(√
κ(Pad)− 1

√
κ(Pad) + 1

)k

, (7)

where ek = uk − u is the error, u being the exact solution and ‖ · ‖2 the
standard Euclidean norm. By κ(Pad) we denote the condition number of Pad.
On the other hand, the lack of symmetry of the NIP and IIP methods, implies
that their Schwarz operators Pad, as defined in (6), fail to be self-adjoint

7 Notice that, in this case, they coincide with the natural injection operators.
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w.r.t. Ah. Hence, to solve the resulting preconditioned system, we use the
Generalized Minimal Residual (GMRES) method, for which one has

‖rk‖2 ≤
(

1−
c2p
C2
p

)k/2

‖r0‖2 .

where rk := g − Paduk is the residual at the k-th iterate and cp and Cp are:

cp(Pad) := inf
u�=0

ah(u, Padu)
ah(u, u)

, Cp(Pad) := sup
u�=0

ah(Padu, Padu)
ah(u, u)

, (8)

We stress that cp(Pad) > 0 is a necessary and sufficient condition for conver-
gence of GMRES in a finite number of iterations. See [6] for further details.

4 Convergence analysis

The following two results, which have been proved in [1], provide the conver-
gence for the considered two-level Schwarz method. The former one (Theo-
rem 1) concern the SIP method and provides an estimate on the condition
number of the preconditioned system. Consequently, in view of (7), the con-
vergence rates of the corresponding preconditioned iterative solver are fully
determined. The latter one (Theorem 2) provides lower and upper bounds
for the quantities cp and Cp defined in (8) and applies to the Schwarz pre-
conditioner for the non-symmetric NIP and IIP methods. In both results, Nc
denotes the maximum number of adjacent subdomains, and C a positive con-
stant depending only on the shape regularity of Th and the polynomial degrees
�h and �H .

Theorem 1. Set γ = 0 in (2) and let Ah be the bilinear form of the SIP
method. Let Pad be its additive Schwarz operator as defined in (6). Then,

κ(Pad) ≤ C[2 + Nc]Hh−1 . (9)

For the proof, we refer to [1] where the result is shown for all the symmetric
DG methods for elliptic problems present in the literature.

Theorem 2. Let Pad be the additive Schwarz method for the non-symmetric
NIP (γ = 2) and IIP (γ = 1) methods. Then, there exist C2

0 = O (H/h) and
Cmin > 0 such that if α∗ = mine∈E αe ≥ C2Hh−1 with C2 > Cmin, then:

CC−2
0 ah(u, u) ≤ ah(u, Padu) , ah(Padu, Padu) ≤ C(Nc + 1)2ah(u, u) .

In [1], the proof is accomplished under a technical assumption on the penalty
parameter α∗. Nevertheless, as it will be shown in the numerical experiments
such a restriction is not required in practice (see [1] for further details).
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5 Numerical results

We present some numerical experiments to illustrate the performance of the
proposed non-overlapping Schwarz method on non-matching meshes (exten-
sive numerical experiments on matching grids are contained in [1]). We take
Ω = (0, π)2 and we choose f such that the exact solution of the model problem
(1) is given by u(x, y) = sin(x) sin(y). The subdomain partitions consist of Ns
squares, Ns = 4, 16 (see Fig. 1 for Ns = 4). The initial coarse and fine non-
matching Cartesian grids are depicted in Fig. 1, where we have denoted by H0

and h0 the corresponding mesh sizes, respectively. We consider n successive
global uniform refinements of these initial grids so that the resulting mesh
sizes are Hn = H0/2n and hn = h0/2n, respectively, with n = 1, 2, 3. For all
the tests (except the last one), we set the penalty parameter αe = α = 10
∀e ∈ E . The iterative solvers used are the CG method for the symmetric
scheme SIP, and the GMRES method for the non-symmetric NIP and IIP
methods. The tolerance is set to 10−6 and we allow for a maximum of 200
iterations (for the non-preconditioned ones we admit at most 1000 iterations).
All computations have been performed in Matlab.

Fig. 1. Subdomain partition (Ns = 4) with the initial coarse (left) and fine (right)
meshes.

We first address the scalability of the proposed Schwarz method, that
is the independence of the convergence rate of the number of subdomains.
In Tables 1(a) and 1(c) we report the condition number estimates for the
SIP method on the two different subdomain partitions (Ns = 4, 16) by using
piecewise bilinear polynomials both for the fine and coarse mesh spaces (�h =
�H = 1). The corresponding iteration counts are given in Tables 1(b) and 1(d),
respectively. The dashes indicate that TH � Th and therefore it is meaningless
to build the preconditioner. As predicted by Theorem 1, our preconditioner
seems to be substantially insensitive on the number of the subdomains, and
the convergence rates are clearly achieved. Notice that, if we refine both the
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Table 1. SIP method: �h = 1, �H = 1, α = 10.

(a) Condition Number: Ns = 4.

h0 h0/2 h0/4 h0/8

H0 31.4 65.9 137.4 278.8
H0/2 6.3 32.5 67.4 139.1
H0/4 - 6.4 32.0 67.1
H0/8 - - 6.5 32.0

κ(Ah) 4.3e3 1.7e4 7.0e4 2.8e5

(b) Iteration Counts: Ns = 4.

h0 h0/2 h0/4 h0/8

H0 28 44 76 112
H0/2 15 33 52 82
H0/4 - 16 36 54
H0/8 - - 16 34

#iter(Ah) 128 226 442 877

(c) Condition Number: Ns = 16.

h0 h0/2 h0/4 h0/8

H0 29.3 65.5 139.6 285.2
H0/2 6.1 31.5 65.2 135.0
H0/4 - 6.4 31.3 66.0
H0/8 - - 6.4 31.8

κ(Ah) 4.3e3 1.7e4 7.0e4 2.8e5

(d) Iteration Counts: Ns = 16.

h0 h0/2 h0/4 h0/8

H0 29 48 75 117
H0/2 15 33 52 81
H0/4 - 16 35 54
H0/8 - - 16 35

#iter(Ah) 128 226 442 877

Table 2. SIP method: �h = 2, α = 10.

(a) Condition Number: �H = 2.

h0 h0/2 h0/4 h0/8

H0 78.0 172.2 350.9 705.1
H0/2 6.4 81.1 175.5 356.6
H0/4 - 6.4 82.8 177.6
H0/8 - - 6.5 83.6

κ(Ah) 3.4e4 1.4e5 5.5e5 2.2e6

(b) Condition Number: �H = 1.

h0 h0/2 h0/4 h0/8

H0 135.2 284.7 574.0 1152.2
H0/2 61.9 130.7 272.3 548.1
H0/4 - 62.0 133.5 278.1
H0/8 - - 63.1 133.9

κ(Ah) 3.4e4 1.4e5 5.5e5 2.2e6

fine and the coarse meshes keeping the ratio H/h constant, we observe that
both the condition numbers and the iteration counts remain substantially
unchanged. In Tables 2(a) and 2(b) we have reported the iteration counts for
the SIP method with �h = �H = 2 (piecewise biquadratic polynomials for both
the fine and the coarse mesh spaces), and with �h = 2 and �H = 1, respectively.
Notice that, in both cases, the convergence rates predicted by Theorem 1 are
clearly achieved, although, it can be observed that, by choosing �h = �H =
2 our preconditioner performs better that with �h = 2 and �H = 1. Now,
we address the scalability of the preconditioner for the non-symmetric IIP
method. The theoretical estimates given in Theorem 2 can be clearly observed
from Tables 3(a) and 3(b), where the iteration counts on two subdomain
partitions Ns = 4 and Ns = 16, respectively, are reported. The crosses (also in
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Table 3. IIP method: �h = 1, �H = 1, α = 10.

(a) Iteration Counts: Ns = 4.

h0 h0/2 h0/4 h0/8

H0 26 43 69 108
H0/2 14 33 52 80
H0/4 - 16 35 52
H0/8 - - 15 34

#iter(Ah) 117 207 389 x

(b) Iteration Counts: Ns = 16.

h0 h0/2 h0/4 h0/8

H0 30 45 70 107
H0/2 15 33 52 78
H0/4 - 16 35 52
H0/8 - - 16 35

#iter(Ah) 117 207 389 x

Table 4. NIP method: �h = 1, �H = 1, Ns = 16.

(a) α = 10.

h0 h0/2 h0/4 h0/8

H0 30 46 70 106∗

H0/2 15 33 52 78
H0/4 - 15 34 51
H0/8 - - 15 34

#iter(Ah) 122 210 388 x

(b) α = 2.

h0 h0/2 h0/4 h0/8

H0 18 25 35 49
H0/2 13 20 26 35
H0/4 - 15 20 26
H0/8 - - 15 20

#iter(Ah) 65 107 198 x

Table 4, below) indicate that we were not able to solve the non-preconditioned
system due to the excessive GMRES memory storage requirements. In Table 4
the iteration counts for the NIP method with �h = �H = 1 and α = 10 (left)
and α = 2 (right) are given; the choice α = 2 (and also the starred value
for α = 10 with H = H0 and h = h0/8) actually violates the assumption
in Theorem 2, but it can be clearly seen that, also in this case, the optimal
convergence rates are achieved.
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Summary. We deal with the numerical solution of a scalar nonstationary nonli-
near convection-diffusion equation. We present a scheme which uses a discontinuous
Galerkin finite element method for a space semi-discretization and the resulting sys-
tem of ordinary differential equations is discretized by backward difference formulae.
The linear terms are treated implicitly whereas the nonlinear ones by a higher or-
der explicit extrapolation which preserves the accuracy of the schemes and leads
to a system of linear algebraic equations at each time step. Thenumerical examples
presented verify expected orders of convergence.

1 Introduction

Our aim is to developed a sufficiently efficient, robust and accurate numerical
scheme for simulation of unsteady viscous compressible flow which is described
by the system of Navier–Stokes equations. During the last years, the so-called
discontinuous Galerkin method (DGM) became very popular for the solu-
tion of the Navier–Stokes equations, see e.g., [2, 3, 10]. DGM is based on a
piecewise polynomial but discontinuous approximation where the interelement
continuity is replaced by additional stabilization terms.

For time-dependent problems, it is possible to use a discontinuous ap-
proximation also for the time discretization (see [11]) but the most standard
approach is the method of lines. In this case, Runge-Kutta methods are very
popular due to their simplicity and a high order of accuracy, see [2, 4, 5],
but their drawback is a strong restriction to the choice of the time step. To
avoid this disadvantage it is convenient to use an implicit time discretization.
Fully implicit schemes lead to a need to solve a nonlinear system of algebraic

∗ This work is a part of the research project MSM 0021620839 financed by the
Ministry of Education of the Czech Republic and it was partly supported by the
Grant No. 201/05/0005 of the Czech Grant Agency.
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equations in each time step, which is rather expensive. Therefore, we proposed
in [6] a semi-implicit method for a scalar convection-diffusion equation where
the backward and forward Euler methods were applied to the linear and non-
linear terms, respectively. This scheme was analysed in [7] and a priori error
estimates of order O(hp + τ) in the L2-norm and the H1-seminorm were de-
rived. Here h and τ denote the space and time steps, respectively, and p is
the degree of polynomial approximation in space.

In this paper we introduce a generalization of the semi-implicit scheme
from [7] with a nth-order (n ≥ 1) time discretization. The formal order of
accuracy of this scheme is O(hp + τn). In Section 2 we state the definition of
the method and in Section 3 we investigate the numerical orders of convergence
with respect to τ and h. In Section 4 we give a short conclusion. The numerical
analysis of these schemes and an extension to the system of the Navier–Stokes
equations will be the subject of forthcoming papers.

2 Scalar equation

2.1 Continuous problem

Let us consider the following nonstationary nonlinear convection-diffusion
problem: Find u : QT = Ω × (0, T )→ IR such that

a)
∂u

∂t
+

d∑

s=1

∂fs(u)
∂xs

= ε∆u + g in QT , (1)

b) u
∣
∣
∂Ω×(0,T )

= uD,

c) u(x, 0) = u0(x), x ∈ Ω.

We assume that Ω ⊂ IRd, d = 2, 3, is a bounded polygonal (if d = 2) or
polyhedral (if d = 3) domain with Lipschitz-continuous boundary ∂Ω and
T > 0. The diffusion coefficient ε > 0 is a given constant, g : QT → IR,
uD : ΓD × (0, T ) → IR, and u0 : Ω → IR are given functions, fs ∈ C1(IR),
s = 1, . . . , d, are prescribed inviscid fluxes.

2.2 Space discretization

Let Th (h > 0) denote a triangulation of the closure Ω of the domain Ω into
a finite number of closed triangles (if d = 2) or tetrahedra (if d = 3) K with
mutually disjoint interiors. In [8] we analysed the use of more general even
nonconvex elements.

We set h = maxK∈Th
diam(K). All elements of Th will be numbered so

that Th = {Ki}i∈I , where I is a suitable index set. If two elements Ki,
Kj ∈ Th contain a nonempty open part of their faces, we call them neigh-
bours. In this case we put Γij = Γji = ∂Ki ∩ ∂Kj . For i ∈ I we set
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s(i) = {j ∈ I;Kj is a neighbour of Ki}. The boundary ∂Ω is formed by a
finite number of faces of elements Ki adjacent to ∂Ω. We denote all these
boundary faces by Sj , where j ∈ Ib is a suitable index set and put γ(i) = {j ∈
Ib;Sj is a face of Ki}, Γij = Sj for Ki ∈ Th such that Sj ⊂ ∂Ki, j ∈ Ib. For
Ki not containing any boundary face Sj we put γ(i) = ∅. Moreover we put
S(i) = s(i) ∪ γ(i) and nij = ((nij)1, . . . , (nij)d) is the unit outer normal to
∂Ki on the face Γij .

Over the triangulation Th we define the broken Sobolev space

Hk(Ω, Th) = {v; v|K ∈ Hk(K) ∀K ∈ Th}, (2)

where Hk(K) = W k,2(K) denotes the (classical) Sobolev space on element
K. For v ∈ H1(Ω, Th) we set

v|Γij
= trace of v|Ki

on Γij , v|Γji
= trace of v|Kj

on Γji, (3)

〈v〉Γij
=

1
2

(

v
∣
∣
Γij

+ v
∣
∣
Γji

)

and [v]Γij
= v

∣
∣
Γij
− v

∣
∣
Γji

,

denoting the traces, average and jump of the traces of v on Γij = Γji, respec-
tively.

2.3 Space semidiscretization

We use the so-called nonsymmetric interior penalty Galerkin method (NIPG)
which does not give an optimal a priori order of convergence in the L2-norm
but its advantage is a coercivity property for any positive penalty coefficient
σ, see [1, 4]. This is important for the case of the Navier–Stokes equations
when numerical analysis is impossible and the choice of σ is rather heuristic. A
detailed definition of NIPG can be found, e.g., in [6, 8] so we present here only
the definition of an approximate solution. For u, v ∈ H2(Ω, Th), u ∈ L∞(Ω)
we define the forms

ah(u, ϕ) = ε
∑

i∈I

{∫

Ki

∇u · ∇ϕdx (4)

−
∑

j∈s(i)
j<i

∫

Γij

(〈∇u〉 · nij [ϕ]− 〈∇ϕ〉 · nij [u]) dS

−
∑

j∈γ(i)

∫

Γij

(∇u · nij ϕdS −∇ϕ · nij u) dS





,

bh(u, ϕ) =
∑

i∈I






∑

j∈S(i)

∫

Γij

H
(
u|Γij

, u|Γji
,nij

)
ϕ|Γij

dS

−
∫

Ki

d∑

s=1

fs(u)
∂ϕ

∂xs
dx

}

,
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Jσh (u, ϕ) =
∑

i∈I






∑

j∈s(i)
j<i

∫

Γij

σ[u] [ϕ] dS +
∑

j∈γ(i)

∫

Γij

σ uϕdS






,

�h(ϕ)(t) =
∫

Ω

g(t)ϕdx + ε
∑

i∈I

∑

j∈γ

∫

Γij

(∇ϕ · nij uD + σ uD ϕ) dS,

where σ is defined by σ|Γij
= 1/diam(Γij), j ∈ S(i), i ∈ I and (·, ·) denotes a

L2-scalar product.
The convective terms are approximated with the aid of a numerical flux

H = H(u, v,n) known from the theory of finite volume methods, see e.g., [9].
The approximate solution of problem (1), a)–c) is sought in the space of

discontinuous piecewise polynomial functions Sh defined by

Sh = Sp,−1(Ω, Th) = {v; v|K ∈ P p(K) ∀K ∈ Th},

where p is a positive integer and P p(K) denotes the space of all polynomials
on K of degree at most p. Obviously, Sh ⊂ H2(Ω, T ).

Now we can introduce the semidiscrete problem.

Definition 1. Function uh is a semidiscrete solution of the problem (1), if

a) uh ∈ C1([0, T ];Sh), (5)

b)
(
∂uh(t)
∂t

, ϕh

)

+ bh(uh(t), ϕh) + ah(uh(t), ϕh) + εJσh (uh(t), ϕh)

=�h(ϕh) (t) ∀ϕh ∈ Sh, ∀ t ∈ (0, T ),
c) uh(0) = u0

h,

where u0
h ∈ Sh denotes an Sh-approximation of the initial condition u0.

The above discrete problem has been obtained by means of the method of
lines, i.e. the spatial semidiscretization. In the next section we discus the full
space-time discretization.

2.4 Space-time discretization

First-order scheme

In [7] we analysed the following full space-time variant of (5), a)–c). Let 0 =
t0 < t1 < · · · < tr = T be a partition of the time interval (0, T ) and τk =
tk+1 − tk, k = 0, . . . , r − 1.

Definition 2. We define the approximate solution of problem (1) as functions
ukh, tk ∈ [0, T ], satisfying the conditions
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a) uk+1
h ∈ Sh, (6)

b)

(

uk+1
h − ukh

τk
, vh

)

+ ah(uk+1
h , vh) + bh(ukh, vh)

+εJσh (uk+1
h , vh) = �h(vh) (tk+1) ∀ vh ∈ Sh, ∀ tk+1 ∈ (0, T ],

c) u0
h is Sh approximation of u0.

The function ukh is called the approximate solution at time tk.

This means that the linear and nonlinear terms are discretized implicitly and
explicitly with respect to the time, respectively. Therefore, for each time step
we solve a system of linear algebraic equations. Numerical experiments show
that the scheme (6) is practically unconditionally stable with respect to the
choice of τk.

We derived in [7] the following a priori error estimates in the L2-norm and
the H1-seminorm (for a constant time step τ ≡ τk, k = 0, . . . , r − 1):

‖u−Π1 uh‖L∞((0,T );L2(Ω)) = O(hp + τ), (7)

‖u−Π1 uh‖L2((0,T );H1(Ω)) = O(hp + τ),

where u is the exact solution of (1) and Π1 uh : (0, T )→ Sh is piecewise linear
function such that Π1 uh(tk) = ukh, k = 0, . . . , r.

Higher order schemes

Our aim is now to increase the degree of approximation with respect to time
in (5), b). We define a sum of all linear forms by

Ah(ukh, vh) ≡ ah(ukh, vh) + εJσh (ukh, vh)− �h(vh)(tk), ukh, vh ∈ Sh. (8)

The time derivative term in (6), b) is approximated by a high degree multi-
step approximation and for the first argument of the nonlinear form bh(·, ·)
in (6), b) we use an explicit higher order extrapolation. Therefore, we define
a n–step scheme (n ∈ IN, n ≥ 1) by Definition 2, where relation (6), b) is
replaced by

1
τk

(
n∑

l=0

αlu
k+1−l
h , vh

)

+ Ah(uk+1
h , vh) + bh

(
n∑

l=1

βlu
k+1−l
h , vh

)

= 0, (9)

where the coefficients αl, l = 0, . . . , n and βl, l = 1, . . . , n depend on the time
steps τk−l, l = 0, . . . , n−1. Since the choice of αl and βl for nonconstant time
step is rather complicated and the final relations are long, we present only
the values of αl and βl for constant time steps (τ ≡ τk, k = 0, . . . , r− 1) and
n = 1, 2, 3, see Table 2.

Based on results from [7] obtained for n = 1, we expect that the formal
orders of convergence of scheme (9) are
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Table 1. Values of the coefficients αl and βl for constant time step

n αl, l = 0, . . . , n βl, l = 1, . . . , n

1 1, −1 1
2 3

2 , −2, 1
2 2, −1

3 11
6 , −3, 3

2 , − 1
3 3, −3, 1

‖u− uh‖L∞((0,T );L2(Ω)) = O(hp + τn), (10)
‖u− uh‖L2((0,T );H1(Ω)) = O(hp + τn).

A rigorous numerical analysis of these schemes will be the subject of future
papers. Here we present a numerical verification of the estimates (10).

3 Numerical results

3.1 Convergence with respect to τ

We solve the problem (1), a) – c) with Ω = (0, 1)2, fs(u) = u2/2, s = 1, 2,
T = 1, ε = 0.01 and the functions uD, u0 and g are chosen in such a way that
the exact solution has the form

u(x1, x2, t) = 16
e10t − 1
e10 − 1

x1(1− x1)x2(1− x2). (11)

The computations were carried out on a triangular mesh having 4219 el-
ements with piecewise cubic approximation in space and for 6 different time
steps: 1/20, 1/40, 1/80, 1/160, 1/320, 1/640. Fig. 1 shows the computational
errors at t = T and the corresponding orders of convergence with respect to τ
in L2–norm and H1-seminorm for schemes (9) with n = 1, n = 2 and n = 3.
The expected order of convergence O(τn) is observed in each case.

3.2 Convergence with respect to h

We solve the problem (1), a) – c) as in Section 3.1 but with ε = 0.1 and the
functions uD, u0 and g are chosen in such a way that the exact solution has
the form

u(x1, x2, t) = (1− e−10t)
[

x1x
2
2 − x2

2 exp
(

2(x1 − 1)
ε

)

−x1 exp
(

3(x2 − 1)
ε

)

+ exp
(

2x1 + 3x2 − 5
ε

)]

.

The computations were carried out by a third order scheme with respect
to time on 7 different triangular meshes having 148, 289, 591, 1056, 2360, 4219
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Fig. 1. Computational errors and orders of convergence in the L2–norm (left) and
the H1-seminorm (right) for schemes (9) with n = 1 (full line), n = 2 (dashed line)
and n = 3 (dotted line).

and 9872 elements. Fig. 2 shows the computational errors at t = T and the
corresponding orders of convergence with respect to h in the L2–norm and
the H1-seminorm for schemes (9) with piecewise linear P1, quadratic P2 and
cubic P3 approximations. We observe the order of convergence O(hp+1) for
p = 1, 3 and O(hp) for p = 2 in L2–norm and O(hp) in H1-seminorm. These
results are in agreement with those of other authors, see [1].
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Fig. 2. Computational errors and orders of convergence in the L2–norm (left) and
the H1-seminorm (right) for schemes (9) with P1 (full line), P2 (dashed line) and
P3 (dotted line) approximations.
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4 Conclusion

We presented a higher order method with respect to space and time for a
scalar convection-diffusion equation. The scheme is stable without an essential
restriction for a time step and at each time level we solve only linear system of
equations. Numerical experiments verify the expected orders of convergence.
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Summary. The paper is concerned with some aspects of the discontinuous Galerkin
finite element method (DGFEM) for the numerical solution of convection-diffusion
problems and compressible flow. In particular, theoretical analysis of the space-
time discontinuous Galerkin discretization is briefly discussed. The robustness of
the DGFEM is demonstrated by its application to the simulation of compressible
low Mach number flows.

1 Continuous problem

The DGFEM uses piecewise polynomial approximations of the sought solution
on a FE mesh without any requirement on the continuity between neighbour-
ing elements and can be considered as a generalization of finite volume and
finite element methods. It allows to construct higher order schemes for the
solution of conservation laws and singularly perturbed problems in a natural
way. For a survey of DG methods, see e.g. [1].

Here we shall apply the DGFEM to the numerical solution of the following
initial-boundary value convection-diffusion-reaction problem. Let Ω ⊂ IRd

(d = 2 or 3) be a bounded polyhedral domain and T > 0. We want to find
u : QT = Ω × (0, T )→ IR such that

∂u

∂t
+ v · ∇u− ε u + cu = g in QT , (1)

u = uD on ∂Ω− × (0, T ), (2)

ε
∂u

∂n
= uN on ∂Ω+ × (0, T ), (3)

u(x, 0) = u0(x), x ∈ Ω. (4)

We assume that ∂Ω = ∂Ω−∪∂Ω+, where the sets ∂Ω+ and ∂Ω− are defined
∗ This work is a part of the research project MSM 0021620839 financed by the

Ministry of Education of the Czech Republic and partly supported by the grant
No. 201/04/1503 of the Czech Grant Agency.
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in such a way that v(x, t) ·n(x) < 0 on ∂Ω− and v(x, t) ·n(x) ≥ 0 on ∂Ω+,
for all t ∈ [0, T ]. Here n(x) is the unit outer normal to the boundary ∂Ω of
Ω. In the case ε = 0 we put uN = 0 and ignore the Neumann condition (3).

Assumptions on data (A)
We assume that the data satisfy the following conditions:
a) g ∈ C([0, T ];L2(Ω)),
b) u0 ∈ L2(Ω),
c) uD is the trace of some u∗ ∈ C([0, T ];H1(Ω))∩L∞(QT ) on ∂Ω−×(0, T ),
d) v ∈ C([0, T ];W 1,∞(Ω)),
e) c ∈ C([0, T ];L∞(Ω)),
f) c− 1

2divv ≥ γ0 > 0 in QT with a constant γ0,
g) uN ∈ C([0, T ];L2(∂Ω+)),
h) ε ≥ 0.

2 Discretization of the problem

Let Th =
⋃

i∈ih Ki (where ih ⊂ {0, 1, 2, ...} is a suitable index set) be a
standard triangulation of the closure of the domain Ω into a finite number of
closed triangles (d = 2) or tetrahedra (d = 3). If Ki ∩ Kj = Γij = Γji is a
common face of Ki and Kj , we call these elements neighbours. We denote all
boundary faces on ∂Ω by Sj , where j ∈ Ibh ⊂ {−1,−2, ...}. For i ∈ ih we set

s(i) = {j ∈ ih;Kj is a neighbour of Ki}, (5)
Γij = Sj for Ki ∈ Th such that Sj ⊂ ∂Ki ∩ ∂Ω, j ∈ Ibh. (6)

For K ∈ Th, we denote by hK and ρK the diameter of K and the diameter of
the largest ball inscribed in K, respectively. We set h = maxK∈Th

hK .
We introduce the so-called broken Sobolev space

Hk(Ω, Th) = {ϕ;ϕ|K ∈ Hk(K) ∀K ∈ Th} (7)

and define the seminorm

|ϕ|Hk(Ω,Th) =

(
∑

K∈Th

|ϕ|2Hk(K)

)1/2

. (8)

For ϕ ∈ H1(Ω, Th) we introduce the following notation:

ϕ|Γij
= the trace of ϕ|Ki

on Γij , ϕ|Γji
= the trace of ϕ|Kj

on Γji = Γij ,

〈ϕ〉Γij
=

1
2
(
ϕ|Γij

+ ϕ|Γji

)
, [ϕ]Γij

= ϕ|Γij
− ϕ|Γji

, (9)

nij = the unit outer normal to ∂Ki on the face Γij .

Further, for i ∈ ih we set ∂K−
i (t) = {x ∈ ∂Ki; v(x, t) · n(x) < 0}, ∂K+

i (t) =
{x ∈ ∂Ki; v(x, t) ·n(x) ≥ 0}. (Here, n denotes the unit outer normal to ∂Ki.)
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2.1 Space semidiscretization

In [6] we analyzed the spatially semidiscrete problem of finding a function
uh ∈ C1([0, T ];Sph) such that

(
∂uh
∂t

, ϕh

)

+ Ah(uh(t), ϕh) = lh(ϕh)(t) ∀ϕh ∈ Sph ∀t ∈ (0, T ), (10)

(uh(0), ϕh) = (u0, ϕh) ∀ϕh ∈ Sph, (11)

where
Ah(u, ϕ) = ah(u, ϕ) + bh(u, ϕ) + ch(u, ϕ) + εJh(u, ϕ), (12)

Sph = {ϕ ∈ L2(Ω);ϕ|K ∈ Pp(K) ∀K ∈ Th}, (13)

p ≥ 1 is an integer and Pp(K) is the space of polynomials of degree at most
p on K. The bilinear forms (·, ·), ah, bh, ch, Jh are defined as follows:

(u, ϕ) =
∫

Ω

uϕdx, (14)

ah(u, ϕ) = ε
∑

i∈ih

∫

Ki

∇u · ∇ϕdx

−ε
∑

i∈ih

∑

j∈s(i),j<i

∫

Γij

(〈∇u〉 · nij [ϕ]− 〈∇ϕ〉 · nij [u]) dS

−ε
∑

i∈ih

∫

∂K−
i ∩∂Ω

((∇u · n)ϕ− (∇ϕ · n)u) dS, (15)

bh(u, ϕ) =
∑

i∈ih

∫

Ki

(v · ∇u)ϕdx−
∑

i∈ih

∫

∂K−
i ∩∂Ω

(v · n)uϕdS

−
∑

i∈ih

∫

∂K−
i \∂Ω

(v · n)[u]ϕdS, (16)

ch(u, ϕ) =
∫

Ω

cuϕ dx (17)

Jh(u, ϕ) =
∑

i∈ih

∑

j∈s(i)
diam(Γij)−1

∫

Γij

[u] [ϕ] dS

+
∑

i∈ih

∑

j:Γij⊂∂Ω−

diam(Γij)−1

∫

Γij

uϕdS, (18)

lh(ϕ)(t) =
∫

Ω

g(t)ϕdx +
∑

i∈ih

∫

∂K+
i ∩∂Ω

uN (t)ϕdS

+ε
∑

i∈ih

∫

∂K−
i ∩∂Ω

σuD(t)ϕdS + ε
∑

i∈ih

∫

∂K−
i ∩∂Ω

uD(t)(∇ϕ · n) dS

−
∑

i∈ih

∫

∂K−
i ∩∂Ω

(v · n)uD(t)ϕdS. (19)
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This means that the nonsymmetric interior and boundary penalty formulation
of the diffusion terms is used.

In [6] we proved that the error eh = uh − u satisfies the estimate

max
t∈(0,T )

‖eh(t)‖L2(Ω) +
√
ε

√
√
√
√
√

T∫

0

|eh(ϑ)|2H1(Ω,Th) dϑ +

T∫

0

Jh(eh(ϑ), eh(ϑ)) dϑ

≤ Chp(
√
ε +
√
h) (20)

with a constant C independent of h > 0 and ε ≥ 0.

2.2 Discontinuous Galerkin discretization in space and time

In practical computations it is necessary to carry out time discretization as
well. In computational fluid dynamics explicit Runge-Kutta schemes are pop-
ular, but they are conditionally stable and the length of the time step is
strongly limited by the CFL condition.

In order to construct a stable, high-order accurate time discretization,
it is possible to apply the discontinuous Galerkin method in space as well
as in time. For this purpose, we consider a partition 0 = t0 < t1 <
... < tM = T of the time interval [0, T ] and define Im = (tm−1, tm), τm =
tm − tm−1,m = 1, ...,M . For a function ϕ defined in [0, T ], discontinuous in
general at tm,m = 1, . . . ,M − 1, we introduce the notation ϕ±

m = ϕ(tm±) =
lim
t→tm±

ϕ(t) and {ϕ}m = ϕ+
m − ϕ−

m. For each time interval Im, m = 1, ...,M ,

we shall consider, in general, a different triangulation Th,m = {Ki}i∈ih,m

of the domain Ω. Therefore, for different intervals Im we have different
Sph,m, ah,m, bh,m, Jh,m, lh,m, Ah,m, etc. The definition of Sph,m now becomes

Sph,m = {ϕ ∈ L2(Ω);ϕ|K ∈ Pp(K) ∀K ∈ Th,m} (21)

and in the definitions of Ah,m and lh,m “i ∈ ih” is changed into “i ∈ ih,m”.
We set hm = maxK∈Th,m

hK , h = maxm=1,...,M hm and τ = maxm=1,...,M τm.
Let p, q ≥ 1 be integers. We define the space

Sp,qh,τ =

{

ϕ ∈ L2(QT );ϕ|Im =
q∑

i=0

tiϕi with ϕi ∈ Sph,m, m = 1, . . . ,M

}

(22)
and the forms
B(u, v) (23)

=
M∑

m=1

∫

Im

((
∂u

∂t
, v

)

+ Ah,m(u, v)
)

dt +
M∑

m=2

({u}m−1, v
+
m−1) + (u+

0 , v+
0 ),

L(v) =
M∑

m=1

∫

Im

lh,m(v) dt + (u0, v
+
0 ).
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Then the space-time DG approximate solution is defined as a function U ∈
Sp,qh,τ satisfying

B(U,ϕ) = L(ϕ) ∀ϕ ∈ Sp,qh,τ . (24)

3 Error estimates

In order to estimate the error e = U−u, we consider a system of triangulations
Th,m, m = 1, ...,M, h ∈ (0, h0), which is shape regular: there exists a constant
CT independent of K,m and h such that

hK
ρK
≤ CT , K ∈ Th,m, m = 1, ...,M, h ∈ (0, h0). (25)

The derivation of the error estimates is rather technical. We can mention
here only some of the most important steps. (Details can be found in [5].) As
important tools we use the multiplicative trace inequality (see [3]), the inverse
inequality and the Sp,qh,τ -interpolation. It is defined similarly as in [8]:

πu ∈ Sp,qh,τ , (26)
∫

Im

(πu− u, ϕ∗) dt = 0 ∀ϕ∗ ∈ Sp,q−1
h,τ ,

πu(t−m) = Πmu(t−m),

for m = 1, ...,M , where Πm is L2-projection on Sph,m in space. Let us set
η = u− πu.

The basis for the error analysis is the following abstract error estimate.

Theorem 1. Let us denote

‖ϕ‖v,Γ =
(∫

Γ

|v · n|ϕ2dt

)1/2

for Γ ⊂ ∂Ki, (27)

σm =
(

ε|η|2H1(Ω,Th,m) + γ0‖η‖2L2(Ω) + εJh,m(η, η) (28)

+
1
2

∑

i∈ih,m

(‖η‖2v,∂Ki∩∂Ω + ‖[η]‖2v,∂K−
i \∂Ω)





1/2

+
√
εh|η|H2(Ω,Th,m)

+




∑

i∈ih,m

‖η−‖2v,∂K−
i \∂Ω





1/2

+




∑

i∈ih,m

h−2
Ki
‖η‖2L2(Ki)





1/2

and

‖v‖2E,m = ε|v|2H1(Ω,Th,m) + γ0‖v‖2L2(Ω) + εJh,m(v, v) (29)
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+
1
2

∑

i∈ih,m

(‖v‖2v,∂Ki∩∂Ω + ‖[v]‖2v,∂K−
i \∂Ω).

Then
M∑

m=1

∫

Im

‖e‖2E,m dt ≤ C
M∑

m=1

∫

Im

σ2
m(η) dt + C

M−1∑

m=1

‖η−m‖2L2(Ω). (30)

The estimation of the right-hand side in (30) is carried out under the
assumption that the exact solution satisfies the regularity condition

u ∈ H = Hq+1(0, T ;H1(Ω)) ∩ C([0, T ];Hp+1(Ω)) (31)

and that there exist constants CS , ĈS such that

1
ĈS

hK ≤ τm ≤ CShK , K ∈ Th,m, m = 1, ...,M, h ∈ (0, h0). (32)

Then
∫

Im

|η|2H1(Ω,Th,m) dt ≤ Ch2p|u|2L2(Im;Hp+1(Ω)) + Cτ2q+2
m |u|2Hq+1(Im;H1(Ω)),

∫

Im

‖η‖2L2(K) dt ≤ Ch2p+2
K |u|2L2(Im;Hp+1(K)) + Cτ2q+2

m |u|2Hq+1(Im;L2(K)),

K ∈ Th,m,
∫

Im

Jh,m(η, η) dt ≤ Ch2p|u|2L2(Im;Hp+1(Ω)) + Cτ2q
m (|u|2Hq+1(Im;L2(Ω))

+τ2
m|u|2Hq+1(Im;H1(Ω))),

∫

Im

∑

i∈ih,m

(‖η‖2v,∂Ki∩∂Ω + ‖[η]‖2v,∂K−
i \∂Ω) dt ≤ Ch2p+1|u|2L2(Im;Hp+1(Ω))

+Cτ2q+1
m {|u|2Hq+1(Im;L2(Ω)) + hτm|u|2Hq+1(Im;H1(Ω))},

∫

Im

|η|2H2(Ω,Th,m) dt ≤ Ch2(p−1)|u|2L2(Im;Hp+1(Ω)) + Cτ2q
m |u|2Hq+1(Im;H1(Ω)),

M−1∑

m=1

‖η−m‖2L2(Ω) ≤ Ch2p+1‖u‖2C([0,T ];Hp+1(Ω)). (33)

The abstract error estimate and the above relations imply the main result.

Theorem 2. Let the assumptions (A) on the data, and (13), (31) and (32)
be satisfied. Then the error e = U − u satisfies the estimate

M∑

m=1

∫

Im

‖e‖2E,m dt

≤ Ch2p|u|2C([0,T ];Hp+1(Ω)) + Cτ2q|u|2Hq+1(0,T ;H1(Ω)). (34)

The estimate holds true even if ε = 0 (hyperbolic case).
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4 Application of the DGFEM to compressible flow with
a wide range of mach numbers

Standard finite volume methods have difficulties with the solution of flows
with very low Mach numbers. Therefore, various modifications of the Euler
(Navier–Stokes) equations have been introduced in order to enable the finite
volume solution of compressible flow at the incompressible limit. See, e. g. [7].
In [2] a robust, efficient DG technique for the solution of compressible flow is
presented. This method has been extended so that it allows the solution of
high-speed flow as well as low Mach number flow at the incompressible limit,
using conservative variables without any modification of the governing equa-
tions. The main ingredients of this technique are the semi-implicit version of
the DGFEM, GMRES method with diagonal preconditioning for the solution
of large linear algebraic systems, the use of the homogeneity of inviscid fluxes
and the use of the Vijayasundaram numerical flux, characteristic treatment
of the boundary conditions in inviscid terms, hp approach to the limiting of
order of accuracy in order to avoid the Gibbs phenomenon, proposed in [4]
and the use of isoparametric elements at curved boundaries.

As an example we consider a stationary inviscid flow past a circular
cylinder with far field velocity parallel to the axis x1 and Mach number
M∞ = 10−4. We present here the comparison of the DG approximate com-
pressible solution with exact incompressible flow. The maximal density varia-
tion and the maximum of the density gradient of the approximate solution are
ρmax−ρmin = 2.3·10−8 and maxK∈Th

|∇ρh|K | < 1.99·10−6, respectively, which
indicates that the compressible approximate solution behaves practically as
an incompressible one.

5 Conclusion

We tried to show that the DGFEM is a robust, accurate method for the
numerical solution of convection-diffusion problems and compressible flow.

Fig. 1. Velocity isolines: compressible flow (left) incompressible flow (right)
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Fig. 2. Velocity distribution along the cylinder (full line – compressible flow, dotted
line – icompressible flow)

There are still some open questions as, for example
– investigation of the optimality of the obtained error estimates,
– development of the space-time hp adaptivity,
– analysis of the effect of the numerical integration,
– extension of the semi-implicit schemes to nonstationary compressible viscous
flow.
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2. Doleǰśı, V., Feistauer, M.: A semi-implicit discontinuous Galerkin finite element
method for the numerical solution of inviscid compressible flow. J. Comput. Phys.,
198, 727–746 (2004)
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Mixed Discontinuous Galerkin Methods with
Minimal Stabilization
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Summary. We will address the problem of finding the minimal necessary stabiliza-
tion for a class of Discontinuous Galerkin (DG) methods in mixed form. In particular,
we will present a new stabilized formulation of the Bassi-Rebay method (see [2] for
the original unstable method) and a new formulation of the Local Discontinuous
Galerkin (LDG) method (see [5] for the original LDG method).

It will be shown that, in order to reach stability, it is enough to add jump terms
only over a part of the boundary of the domain, instead of over all the skeleton of
the mesh, as it is usually done (see [1], for instance).

1 DG methods

We consider the model problem:

− ∆u = f in Ω, u = g on ∂Ω,

where Ω is assumed to be a convex polygonal domain, Ω ⊆ R
d, d = 1, 2;

f ∈ L2(Ω) and g ∈ H1/2(∂Ω) are given.
To obtain the associated weak formulation we rewrite the above problem

as:

σ = −∇u in Ω, div σ = f in Ω, u = g on ∂Ω. (1)

If I ∈ Th, then from (1) we get
∫

I

σ · τ dx =
∫

I

∇ u · τ dx,

−
∫

I

div(σ) v dx =
∫

I

f v dx,

where τ and v are smooth test functions.
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Thus, integrating by parts, we obtain
∫

I

σ · τ dx +
∫

I

u div(τ ) dx −
∫

∂I

u τ · n ds = 0, (2)
∫

I

σ · ∇v dx −
∫

∂I

σ · v n ds =
∫

I

f v dx.

See [1] for further details.

1.1 Discrete formulation

In order to introduce the formulation of the Bassi-Rebay and the LDG meth-
ods, we need to define the numerical fluxes, which are discrete approximations
of σ and u on the skeleton of Th.

Let E :=
⋃

I ∈ Th
∂I be the skeleton of Th (i.e., the union of all the

subdivision points or edges, if d = 1, 2, respectively, of our mesh), E0 = E\∂Ω
and E∂ = E \ E0; if q ∈ T (E) :=

∏

I ∈ Th
L2(∂I), we define the average

{{q}} and the jump [[q]] operators on E0 as follows: if K1 and K2 are elements
of Th sharing a point (edge) e ∈ E0, ni is the unit normal vector pointing
exterior to Ki and qi = q|∂Ki

, i = 1, 2; if q is a vector-valued function we
set

{{q}} =
q1 + q2

2
, [[q]] = q1 · n1 + q2 · n2 on e;

if q is a scalar valued function we set

{{q}} =
q1 + q2

2
, [[q]] = q1 n1 + q2 n2 on e,

(see [1] or [4] for further details).
So we are ready to define the numerical fluxes on E0:

(
σ̂
û

)

(x) =
(
{{σ}}
{{u}}

)

(x)−
(

C11 C12

−C12 0

)(
[[u]]
[[σ]]

)

(x),

where C11 and C12 are coefficients that will be suitably chosen.
The Dirichlet boundary conditions are imposed through particular choices

of the numerical fluxes on E∂ :

σ̂ = σ+ − C11 (u+ n+ + g n−), û = g,

where the superscripts + and − stand for the interior and exterior of the
domain, respectively.

In order to deal with the discrete formulation of our model problem, we
define the following spaces

Vh =
{
vh ∈ L2(Ω) s. t. vh|T ∈ P k(T ) ∀ T ∈ Th

}
, Σh = [Vh]

d
.
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We also define the averages and jumps on E∂ in a suitable way: if wh is an
approximation in Vh of the solution u of (1), we define

{{wh}} =
wh + g

2
, [[wh]] = ( wh − g ) n on e ∈ E∂ ,

where n is the unit normal vector external to Ω; if vh is a test function we set

{{vh}} =
vh
2
, [[vh]] = vh n on e ∈ E∂ .

Starting from (2) and replacing the traces on the skeleton of Th by the
numerical fluxes, we obtain the so-called flux formulation:

Find (σh, uh) ∈ Σh × Vh s.t. ∀ (τh, vh) ∈ Σh × Vh (3)
∫

Ω

σh · τh dx −
∑

I ∈ Th

∫

I

uh div(τh) dx −
∫

E0
ûh [[τh]] ds

−
∫

∂Ω

ûh τh · nds = 0,
∫

Ω

σh · ∇h(vh) dx −
∫

E0
σ̂h [[vh]] ds−

∫

∂Ω

σ̂h · vhnds =
∫

Ω

fvhdx.

As in [1] and [3], we define the following lifting operators:
R :

[
L1(E)

]d → Σh is defined by
∫

Ω

R([[uh]]) · τh dx = −
∑

e∈E

∫

e

[[uh]] · {{τh}} ds ∀ τh ∈ Σh,

Lβ :
[
L1(E)

]d → Σh is defined by
∫

Ω

Lβ([[uh]]) · τh dx = −
∑

e∈E0

∫

e

β · [[uh]] [[τh]] ds ∀ τh ∈ Σh,

with β ∈ R
d. So using these lifting operators, it is easy to see that (3) is

equivalent to the so-called primal formulation:

Find uh ∈ Vh s.t. ∀ vh ∈ Vh (4)
∫

Ω

(∇huh + R([[uh]]) + Lβ([[uh]])) · (∇hvh + R([[vh]]) + Lβ([[vh]])) dx

+
∫

E
C11 [[uh]] · [[vh]]ds =

∫

Ω

fvhdx,

with β = − C12 from now on.

The Bassi-Rebay method

If we choose C11 = 0 and C12 = 0, (3) and (4) define the original Bassi-
Rebay method (see [2]). Such a method is unstable.
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The local discontinuous Galerkin method

If we choose C11 = C or C11 = C
h , with C > 0, and C12 ∈ R

d, then (3)
and (4) are the flux and the primal formulation of the Local Discontinuous
Galerkin method, respectively (see [1, 4, 5] and [6]).

2 Minimal stabilization

We say that a bilinear form B( · , · ) is stable respect to a norm || · || in a
space V if

∃ C > 0 s.t. B( v , v ) ≥ C||v||2 ∀ v ∈ V.

If we define ||uh||B =
√

B( uh, uh ), where

B(uh, vh) :=
∫

Ω

(∇huh+R([[uh]])+Lβ([[uh]]))·(∇hvh+R([[vh]])+Lβ([[vh]]))dx

+
∫

E
C11 [[uh]] · [[vh]]ds ∀ uh, vh ∈ Vh,

it is clear that if || · ||B is a norm, then B( · , · ) is stable with respect to this
norm in the space Vh. The following result holds true.

Proposition 1. If C11 = 0, then there is uh in Vh, uh 	= 0, such that
||uh||B = 0.

Proof. As in [1], we define the kernel of the bilinear form B(·, ·) as

Ker(B) = {vh ∈ Vh s.t. B( vh, zh ) = 0 ∀ zh ∈ Vh}
= {vh ∈ Vh s.t. ∇hvh + R([[vh]]) + Lβ([[vh]]) = 0} .

Therefore vh ∈ Ker(B(., .)) if, and only if,

•
∫

I
vhq dx = 0 ∀q ∈ P k−1(I) ∀I ∈ Th,

• {{vh}} − β · [[vh]]|e = 0 ∀e ∈ E0.

These conditions do not imply vh = 0, as it is easy to prove considering
the degrees of freedom of an element of the space Vh and imposing the two
conditions above (see Fig. 1).

Theorem 1. (Stability: the one-dimensional case). Let d = 1 and Ω = [a, b]
be the domain of our model problem; if C11 > 0 in Γ , C11 = 0 in E \ Γ ,
then the method is stable for the following choices of Γ

Γ = {b} if C12 ≥ 0 or Γ = {a} if C12 ≤ 0.
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Fig. 1. Function vh ∈ Ker(B) with Ω = [0, 1] and (a) C11 = C12 = 0, (b)
C11 = 0, C12 = 1

Proof. If ||uh||B = 0, then uh = 0 on Γ because of the hypothesis on C11.
Thus Proposition 1 and easy calculations show that uh ≡ 0, and this

completes the proof.

In order to study the two-dimensional case, we consider a domain Ω ⊆ R
2

and a triangulation Th and define the set G in the following way

G =
⋃

T∈Th

{

e ∈ ∂T : C12 · n < 0
}

where n is the unit normal vector pointing exterior to the element T .
We are now ready to show the following results.

Theorem 2. (Stability of the Bassi-Rebay method: the-two-dimensional case).
Let Ω ⊆ R

2 be the domain of our model problem, if Γ = {e} , e ∈ E∂ , and
we choose C11 > 0 in Γ , C11 = 0 in E \Γ , C12 = 0 in E, then the method
is stable.

Theorem 3. (Stability of the LDG method: the two-dimensional case). Let
Ω ⊆ R

2 be the domain of our model problem and int(Ω) := Ω \ ∂Ω (i.e. the
interior of the domain), if we define

Γ =
⋃

T∈Th

{e ∈ ∂T ∩ ∂Ω : ∂T ∩ int(Ω) ⊆ G}

and we choose C11 > 0 in Γ , C11 = 0 in E \ Γ , C12 	= 0 in E, then the
method is stable.

Proof. The proof is analogous to the one of Theorem 1 extended to the two-
dimensional case.



Mixed DG Methods with Minimal Stabilization 453

Remark 1. If we consider an element T ∈ Th and an edge e ∈ ∂T ∩E0, we can
rewrite the condition {{vh}}−β · [[vh]]|e = 0, introduced in the proof of Prop.
1, as vIh|e = α vEh |e, where I and E mean interior and exterior to the element
T , respectively, and α depends on the coefficient C12. We speak about outflow
stabilization if |α| > 1 (i.e., if |vIh|e| < ε, then |vEh |e| < ε) and we choose Γ
considering all the element T ∈ Th such that for all the edges e ∈ ∂T ∩E0 the
condition of outflow stabilization holds. If C12 = 0 this condition never holds,
so we are free to choose Γ = {e}, for any e ∈ E∂ .

Remark 2. In Theorems 1, 2 and 3 we have found conditions on the parameters
C11 and C12 which make the method stable. Unlike the usual stabilizations
of the Bassi-Rebay method and the standard LDG method, we consider the
stability term only over a part of the boundary of the domain, instead of over
the skeleton of the entire mesh, that is why we call it Minimal Stabilization.
Thus we speak of Bassi-Rebay method with Minimal Stabilization if C12 = 0,
and of a Local Discontinuous Galerkin method with Minimal Stabilization
otherwise.

3 Numerical results

We define the following norm in V (h) = H1(Th) + Vh:

|||v|||2 =
∑

K ∈ Th

||∇v||20,K +
∑

e∈E

1
h

∫

e

[[v]]2 (s) ds,

where H1(Th) = {v ∈ L2(Ω) : v|T ∈ H1(T ) ∀ T ∈ Th}.
We now show numerical results about the error in the above discrete norm

and in the L2-norm.

3.1 One-dimensional case

We consider the problem
{
−u′′(x) = sin(x) in [0, π] ,
u(0) = u(π) = 0.

First of all we study the Bassi-Rebay method with Minimal Stabilization; we
suppose

Γ = {0} ; C11 = 1 on Γ ; C12 = 0.

From the numerical results shown in Table 1 and in others not reported here,
it is clear that the orders of convergence are the following:

||u− uh||0 ≤ C hk , |||u− uh||| ≤ C hk−1 if k is odd,
||u− uh||0 ≤ C hk+1, |||u− uh||| ≤ C hk if k is even.
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Table 1. BR method with Minimal Stabilization: error taking k = 1, 2.

h k = 1, || · ||0 k = 1, ||| · ||| k = 2, || · ||0 k = 2, ||| · |||

0.196349541 0.027218431 0.469291917 0.000037743 0.000871445
0.098174770 0.013655816 0.476612166 0.000004415 0.000220331
0.049087385 0.006833809 0.479697877 0.000000540 0.000055372
0.024543693 0.003417640 0.481097048 0.000000067 0.000013878
0.012271846 0.001708912 0.481760837 0.000000008 0.000003474
0.006135923 0.000854467 0.482083807 0.000000001 0.000000869
0.003067962 0.000427235 0.482243064 0.000000000 0.000000217

This difference between odd and even polynomial degrees was also noticed in
[2] for the original method.

Now we consider the Local Discontinuous Galerkin with Minimal Stabi-
lization: we take

Γ = {π} ; C11 = 1 on Γ ; C12 =
1
2
.

In the numerical results of Table 2 and in others not reported here, we obtain
the same orders of convergence as the original LDG, i.e. ||u− uh||0 ≤ Chk+1

and |||u− uh||| ≤ C hk, ∀k ≥ 1.

Table 2. LDG method with Minimal Stabilization: error taking k = 1, 2.

h k = 1, || · ||0 k = 1, ||| · ||| k = 2, || · ||0 k = 2, ||| · |||

0.196349541 0.003099825 0.042309854 0.000045792 0.000780704
0.098174770 0.000752208 0.020831067 0.000005726 0.000198182
0.049087385 0.000185748 0.010334288 0.000000718 0.000049938
0.024543693 0.000046182 0.005146926 0.000000090 0.000012534
0.012271846 0.000011515 0.002568429 0.000000011 0.000003140
0.006135923 0.000002875 0.001282959 0.000000001 0.000000786
0.003067962 0.000000718 0.000641166 0.000000000 0.000000197

3.2 Two-dimensional case

We consider the problem
{

−∆u(x) = Π
2

2
sin(π2 (x + 1)) sin(π2 (y + 1)) in Ω := [−1, 1]× [−1, 1] ,

u = 0 on ∂Ω.

First of all we consider the BR method with Minimal Stabilization: given an
unstructured mesh and Γ (depending on the mesh) as for example shown in
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Fig. 2(a), choosing C11 = 1 on Γ , 0 otherwise, we obtain the errors shown
in Table 3(a) for k = 1.

Next we present numerical experiments for the LDG method with Minimal
Stabilization: consider a structured mesh, if we choose C12 = (1, 1/2) and
C11 = 1 on Γ , Γ chosen according to Theorem 3 (see Fig. 2(b) for an
example), we obtain the results shown in Table 3(b) for k = 1.

Table 3. Error (a) for the BR method with Minimal Stabilization, (b) for the LDG
with Minimal Stabilization.

h ||.||0 |||.|||
0.3536 0.294685 2.010469
0.1768 0.068335 0.940656
0.0884 0.017151 0.468730
0.0442 0.004372 0.237118
0.0221 0.001095 0.118248

h ||.||0 |||.|||
0.5 3.946351 21.470925
0.25 0.146931 1.634253
0.125 0.052945 1.190417
0.0625 0.010127 0.454469
0.0313 0.002685 0.243431
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Fig. 2. Example of (a) an unstructured mesh and (b) a structured mesh used in
the numerical experiments.

From this numerical results and from others not reported here, we can
assume that for both methods the following inequality holds:

||u− uh||0 ≤ Chk+1 , |||u− uh||| ≤ C hk ∀ k ≥ 1.
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Summary. We develop an hp-version discontinuous Galerkin method for a non-
linear biharmonic equation corresponding to the two-dimensional incompressible
Navier–Stokes equations in the stream-function formulation. We linearize the equa-
tion and then we solve the resulting linear problem using a combination of the non-
symmetric discontinuous Galerkin finite element method for the biharmonic part
of the equation, and a discontinuous Galerkin finite element method with a jump-
penalty term for the hyperbolic part of the equation. Numerical experiments are
presented to demonstrate the accuracy of the method for a wide range of Reynolds
numbers.

1 Introduction

One of the most important challenges that must be addressed in the design
of high-order finite element approximations for practical problems is the con-
struction of efficient hp-adaptive algorithms, capable of delivering accurate
numerical approximations in a reliable and robust manner. The latter objec-
tive has led in recent years to the intensive study of discontinuous Galerkin
finite element methods (DGFEM) for the Navier–Stokes equations, with the
aim to develop high-order numerical algorithms for industrially relevant CFD
problems (see, for example, [5] for aerodynamic simulations).
∗ Partially supported by CNPq-Brazil.
† Grant from CNPq-Brazil.
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The papers of Cockburn and co-workers (see [4] for a review) have intro-
duced, analyzed and numerically tested local discontinuous Galerkin meth-
ods for linear incompressible fluid flow. A family of DGFEMs for Stokes and
Navier–Stokes problems was formulated and analyzed recently in [3]. The
discontinuous Galerkin method is a stabilized mixed finite element method,
which is locally conservative, offers high-order accuracy and is very robust
for a wide range of Reynolds numbers. The fact that the finite element space
consists of discontinuous piecewise polynomial functions makes the method
ideally suitable for the design of hp-adaptive finite element algorithms on
irregular meshes which admit any number of hanging nodes.

A critical consideration in the construction of mixed finite element ap-
proximations of the incompressible Navier–Stokes equations in the primitive-
variable (i.e. velocity–pressure) formulation is that the finite element spaces
for the velocity and the pressure need to be compatible in the sense that
a Babuška–Brezzi type inf-sup condition is satisfied, — preferably, indepen-
dent of the discretization parameters. An alternative, at least in two space
dimensions, is to use the stream-function formulation of the incompressible
Navier–Stokes equations. This ensures that the incompressibility constraint
is automatically satisfied, though the system of Navier–Stokes equations is
transformed into a scalar nonlinear fourth-order partial differential equation
(cf. [2]). A number of authors have used this approach to solve some practical
problems and to demonstrate the effectiveness of the finite element method
in a range of geometries.

Having said this, the application of conforming finite element methods to
fourth-order partial differential equations suffers from the disadvantage that
only elements achieving global C1 continuity may be employed. This difficulty
is easily avoided by using nonconforming globally C0 finite element methods,
or — even more extremely — discontinuous Galerkin finite element methods
(DGFEMs). Indeed, the use of completely discontinuous finite element approx-
imations leads to easy implementation of locally high-order finite elements,
without the need for enforcing global regularity requirements; see [9].

In this paper we present the construction, validation, and application of
an hp-version discontinuous Galerkin finite element method for the numerical
solution of the Navier–Stokes equations governing two-dimensional stationary
incompressible flows.

We linearize the equation using a Picard-type fixed-point iteration and we
then solve the resulting linear problem by combining a discontinuous Galerkin
finite element method for the biharmonic equation proposed in [9] with a
discontinuous Galerkin finite element approximation of the advective terms
developed in [1].

The paper consists of four sections. Using a stream-function formulation, in
Section 2 we reduce the system of Navier–Stokes equations to a single fourth-
order nonlinear partial differential equation and consider a linearization of this
equation. Then, in Section 3, we introduce the discontinuous finite element
space, define the discontinuous Galerkin finite element method for a fourth-
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order linear advective equation and present the main result — an hp-version
error bound for the method. In Section 4, we confirm numerically the order
of convergence of the method for a wide range of Reynolds numbers, on the
so-called Kovasznay solution, [8], which, for a given Reynolds number, is a two-
dimensional analytical solution of the incompressible Navier–Stokes equations.
Finally, we consider the application of our method to the two-dimensional lid-
driven cavity problem.

2 Mathematical formulation

Let Ω ⊂ R2 be a bounded convex polygonal domain with boundary ∂Ω. We
consider in Ω a steady, two-dimensional incompressible fluid flow which is
governed by the Navier–Stokes equation:

−µ v + v · ∇v +∇p = F in Ω (1)

and the continuity equation

∇ · v = 0 in Ω, (2)

subject to the boundary condition

v = g on ∂Ω. (3)

In these equations v is the velocity field, p is the pressure, µ is the kinematic
viscosity of the fluid, µ = 1/Re, Re is Reynolds number, F is a prescribed
external body force. We shall suppose that f = ∂F2

∂x1
− ∂F1

∂x2
∈ L2(Ω) and

that the Dirichlet data g are sufficiently smooth and satisfy the compatibility
condition

∫

∂Ω
g · nds = 0, where n is the outward normal unit vector to ∂Ω.

Let ψ be a stream-function related to the velocity field v as follows: v1 =
∂ψ
∂x2

, v2 = − ∂ψ
∂x1

; then, the Navier–Stokes equations can be reduced to

1
Re
 2ψ +

(
∂

∂x2
 ψ

)
∂ψ

∂x1
−
(

∂

∂x1
 ψ

)
∂ψ

∂x2
= f in Ω. (4)

Note that in this formulation the incompressibility constraint is automati-
cally satisfied and the pressure is excluded. However, this approach is valid
in 2D only. Due to the nonlinearities, this equation is solved iteratively by a
Picard-type fixed point iteration or by the Newton–Raphson method, using
a linearization of the equation (4). Therefore, in this work we focus on the
following boundary-value problem for the linear fourth-order elliptic equation
with advective term:

1
Re
 2ψ + b · ∇ψ = f in Ω, (5)

ψ = g0 on ∂Ω,

n · ∇ψ = g1 on ∂Ω,

where f ∈ L2(Ω), b = (b1, b2) ∈ C1(Ω)× C1(Ω).
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3 DGFEM for a 4th-order advective PDE

Let us consider a shape-regular family of triangulations {Kh} of Ω of granu-
larity h, h = maxhK , hK = diam(K), K ∈ Kh, such that each K ∈ Kh is an
affine image of the master element K̂ = (0, 1)×(0, 1) ⊂ R2: K = FK(K̂), K ∈
Kh. Let e denote the interior of any edge in the triangulation and let E be the
set of (open) edges e of all elements in the mesh. Let Eint = {e ∈ E : e ⊂ Ω} be
the set of all interior edges, and E∂ = {e ∈ E : e ⊂ ∂Ω} the set of all bound-
ary edges. In what follows we will use the standard Discontinuous Galerkin
nomenclature. For example, we define the (mesh-dependent) broken Sobolev
space equipped with the corresponding broken Sobolev norm:

Hs(Ω,Kh) =
{
ψ ∈ L2(Ω) : ψ|K ∈ HsK (K) ∀K ∈ Kh

}
,

where sK ≥ 0 is the local Sobolev index; we introduce the finite element
space Sp(Ω,Kh,F) =

{

ψ ∈ L2(Ω) : ψ|K ◦ FK ∈ QpK
(K̂) ∀K ∈ Kh

}

, where

Qp(K̂) = span{xα1
1 xα2

2 : 0 ≤ α1, α2 ≤ p}, and pK is the local polynomial
approximation degree in K for each K ∈ Kh.

Let us introduce the hp-version of the interior penalty discontinuous
Galerkin finite element method for the boundary value problem (5). Follow-
ing the ideas presented in [9], we shall consider the nonsymmetric formulation
corresponding to the biharmonic operator and we shall use the stabilised dis-
continuous Galerkin method introduced in [1] to approximate the advective
terms of the equation. Thus, we consider the bilinear form

BDG (ψ, φ) =
1

Re

[∫

Ω

∆ψ∆φ dx+
∫

E

(

{∇ (∆ψ)} · [[φ]]− [[ψ]] · {∇ (∆φ)}
)

ds

−
∫

E

(

{∆ψ}[[∇φ]]− [[∇ψ]]{∆φ}
)

ds +
∫

E

(

α[[ψ]] · [[φ]] + β[[∇ψ]][[∇φ]]
)

ds
]

+
∫

Ω

b · ∇ψφ dx −
∫

Eint

[[ψ]] · {bφ}ds +
∫

Eint

⋃
E∂−

cE [[ψ]] · [[φ]]ds

on [Sp(Ω,Kh,F)]2. Here we have used the following notation
∫

A
ψds =

∑

e∈A

∫

e

ψds

for the integral over any subset A of the skeleton E ; [[·]] and {·}, respectively,
denote the jump and the mean-value of a vector- or scalar-function across an
interior or boundary edge; on a boundary edge, the function to which [[·]] and
{·} are applied is defined to be zero outside the set Ω. The functions α and β
are defined, edge-wise, by the formulae α|e = αe, β|e = βe for all e ∈ E , αe =

σα
{p6}

e

h3
e

, βe = σβ
{p2}

e

he
, cE ≥ θ|b ·n| on e ∈ Eint, cE = |b ·n| on e ∈ E∂ , where
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σα, σβ and θ are positive constants independent of e; θ = 1/2 corresponds to
upwinding. Let us also define the linear functional l(·) on Sp(Ω,Kh,F):

l(φ) =
1

Re

[∫

Ω

fφdx −
∫

E∂

(

g0(n · ∇ (∆φ))− g1∆φ

)

ds

+
∫

E∂

(

αg0φ + βg1(ν · ∇φ)
)

ds
]

+
∫

E∂

cEg0φds.

We introduce the following interior penalty Discontinuous Galerkin method.
IPDGM: Find ψDG ∈ Sp(Ω,Kh,F) such that

BDG(ψDG, φ) = l(φ) ∀φ ∈ Sp(Ω,Kh,F). (6)

In order to ensure the consistency of the method (and thus the Galerkin
orthogonality property), we suppose that the solution ψ to the boundary
value problem (5) is sufficiently smooth: namely ψ ∈ Hs(Ω,Kh) with sK ≥ 4
for all K ∈ Kh and [[∇(∆ψ)]] = [[∇ψ]] = [[∆ψ]] = [[ψ]] = 0 on all edges e in
Eint.

Let us consider the norm |||·|||DG associated with the bilinear form BDG(·, ·):

|||φ|||2DG =
1

Re

[

‖∆φ‖20,Ω+
∥
∥
√
α[[φ]]

∥
∥2

0,E+
∥
∥
∥

√

β[[∇φ]]
∥
∥
∥

2

0,E

]

+‖φ‖20,Ω+‖√cE [[φ]]‖20,E

where φ ∈ Sp(Ω,Kh,F). To proceed, we adopt the following hypotheses.
Hypothesis H1. There exists a positive constant γ0 such that

−∇ · b ≥ γ0 a.e. in Ω.

Hypothesis H2. b · ∇φ ∈ Sp(Ω,Kh,F) for all φ ∈ Sp(Ω,Kh,F).
Now, combining the hp-version error analyses of the nonsymmetric interior-

penalty DGFEM for the biharmonic equation from [9] and of a stabilized ver-
sion of the DGFEM for first-order hyperbolic equations from [1] and [7], we
arrive at the following a priori error bound for the IPDGM (3).

Theorem 1. Let p = (pK , K ∈ K), pK ≥ 2, be an arbitrary polynomial
degree vector of bounded local variation. Let us suppose that the exact solution
ψ to the problem belongs to Hs (Ω,K)∩H4 (Ω) and let ψDG be the solution to
the discrete problem IPDGM. Moreover, let us assume that σα > 0, σβ > 0
and that Hypotheses 1 and 2 are valid. Then, the following error bound holds:

|||ψ − ψDG|||2DG≤C
∑

K∈Kh

[
1

Re
h2tK−4
K

p2sK−7
K

+
h2tK−1
K

p2sK−1
K

θ0 + ‖∇ · b‖∞,K
h2tK
K

p2sK

K

]

‖ψ‖2HsK (K),

where θ0 = max( 1
θ , 1), 2 ≤ tK ≤ min (pK + 1, sK), and C depend only on the

space-dimension, the shape-regularity constant, and on s = max
K∈Kh

sK , sK ≥ 4.
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4 Numerical results

We begin by presenting a numerical experiment to confirm the a priori error
estimates derived above. For this purpose we choose the two-dimensional exact
solution to the incompressible Navier–Stokes equations derived by Kovasznay
[8]. Hence, in Ω = (−0.5, 1.5) × (0.0, 2.0) we solve the fourth-order linear
advective equation with the coefficients

b1 = exp(λx1) cos(2πx2)(4π2 − λ2), b2 =
λ

2π
exp(λx1) sin(2πx2)(λ2 − 4π2)

with right-hand side f and Dirichlet boundary data g0, g1 which correspond
to Kovasznay’s exact solution: Ψ(x1, x2) = x2− 1

2π exp(λx1) sin(2πx2), where

λ = Re/2−
√

Re2/4 + 4π2.
For the purposes of calculating the order of h-convergence, quadrilateral

meshes generated by consecutive refinements of the original computational
region were used. In each refinement, each grid cell is divided into four simi-
lar cells by connecting the midpoints of opposite edges. In Table 1, orders of
convergence of the method with respect to the DG norm ||| · |||DG and the H1

seminorm | · |H1 are presented, for a wide range of Reynolds numbers. These
orders were calculated on the refinement-levels L = 3, 4, 5, for polynomial de-
grees p = 3, 4, 5. As one can see from the table, the method seems robust and
the numerical results confirm the theoretical orders of convergence for all val-
ues of the Reynolds number considered. We note that the order of convergence

Table 1. Observed errors in the H1 seminorm and the DG norm.

Re = 10 Re = 102 Re = 103 Re = 104

p Level | · |H1 ||| · |||DG | · |H1 ||| · |||DG | · |H1 ||| · |||DG | · |H1 ||| · |||DG

3 3.041 2.344 3.189 2.348 2.878 2.488 2.820 2.577
3 4 2.820 2.126 2.886 2.039 2.889 2.051 2.850 2.098

5 2.923 2.196 2.897 2.064 2.963 2.056 2.967 2.057
3 1.606 0.965 1.665 1.044 1.686 1.077 1.751 1.075

4 4 3.912 3.405 3.954 3.147 3.948 3.132 3.855 3.154
5 3.948 3.213 3.986 3.060 3.983 3.051 3.973 3.053
3 5.264 4.585 5.344 4.500 5.348 4.491 5.216 4.556

5 4 4.911 4.234 4.945 4.100 4.958 4.086 4.946 4.090
5 4.953 4.256 4.923 4.094 4.983 4.081 4.984 4.081

of the method for the velocity field components is p (cf. | · |H1 columns in Table
1), which is by one unit less than the corresponding order of the local discon-
tinuous Galerkin method for the (linear) Oseen equation obtained in [4]. On
the other hand, the local discontinuous Galerkin mixed finite element method
from [4] involves many more unknowns than our method here. In our second
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Fig. 1. Profiles of the velocity component v1 along the vertical mid-line (left) and
the velocity component v2 along the horizontal mid-line (right), in comparison with
the results from [6].

example, we demonstrate the potentials of the DGFEM described above when
applied to the nonlinear equation (4). We consider the problem of simulating
a two-dimensional lid-driven cavity flow, a model problem which is frequently
used in the CFD literature for validation purposes. The flow-domain of in-
terest is the unit square Ω = (0, 1) × (0, 1) with the upper horizontal lid
moving with uniform velocity v = (1, 0)
, which corresponds to the Dirichlet
boundary condition ψ = 0,n · ∇ψ = 1; the homogeneous Dirichlet boundary
condition ψ = 0,n · ∇ψ = 0 is applied on all the other (static) walls. We
compute numerically the flow using a nonuniform rectangular mesh, refined
at each corner, composed of 2340 elements and with Q3 discontinuous polyno-
mial approximation. We have used the Newton–Raphson method for solving
the global nonlinear system A(b)b = f . We chose zero as the initial guess for
b for Re = 100 and Re = 400, and for Re = 1000 the initial guess was taken
from the previous result corresponding to Re = 700. In all cases considered
no more than ten iterations were needed to obtain an approximate solution
with relative error ei = ‖bi − bi−1‖/‖bi−1‖ ≤ 10−7, where bi is the numerical
solution from iteration i. In each Newton–Raphson step the linear system was
solved using an LU factorization. Fig. 1 shows the v1 velocity profile along
the vertical mid-line and the v2 velocity profile along the horizontal mid-line
of the square, calculated for Re = 100, 400 and 1000, in comparison with the
results from [6], in which the data were obtained on a 129× 129 uniform grid
using a second-order accurate finite-difference scheme for both the stream-
function and vorticity equations. For all Reynolds numbers considered, the
velocity profiles computed by our method are in excellent agreement with the
tabulated data from that work. In Fig. 2 we compare velocity profiles, com-
puted by our method for p-refined and h-refined meshes with the same number
of degrees of freedom, DOF= 14400. We see that the results corresponding to
p-refinement perfectly coincide with the data from Ghia et al. [6], while the
results corresponding to h-refinement are less accurate for larger Reynolds
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Fig. 2. Profiles of the velocity components v1 (left) and v2 along the vertical and
horizontal mid-lines respectively for different mesh enrichments: 30×30×Q3 - dotted
line, 20× 20×Q5 - circle, 15× 15×Q7 - solid line. The results from [6] - diamond.

numbers. So high-order DGFEMs presented here seem more appropriate for
high Reynolds numbers simulations.

To conclude, we introduced a new hp-version interior-penalty DGFEM
for the two-dimensional incompressible Navier–Stokes equations in stream-
function formulation and demonstrated the high accuracy of the method when
solving a classical benchmark problem.
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The paper deals with a combination of the Nitsche-mortaring with the Fourier-
finite-element method. The approach is applied to the Dirichlet problem of
the Poisson equation in three-dimensional axisymmetric domains with non-
axisymmetric data. The approximating Fourier method yields a splitting of the
3D-problem into 2D-problems on the meridian plane treated by the Nitsche-
finite-element method (as a mortar method). Some important properties of
the approximation scheme as well as error estimates in some H1-like norm as
well as in the L2-norm are derived.

1 Introduction

For the efficient numerical treatment of boundary value problems (BVP) in
3D, domain decomposition methods as well as dimension decomposition meth-
ods are widely used in science and engineering. Both methods are convenient
for parallelization of the numerical solution of partial differential equations.

In this paper, we shall present a combination of the so-called Fourier-finite-
element method with the Nitsche-finite-element method as a mortar method.
The approach is applied to the Dirichlet problem of the Poisson equation,

−∆3û := −
3∑

i=1

∂2û

∂x2
i

= f̂ in Ω̂, û = 0 on ∂Ω̂, Ω̂ ∈ IR3, (1)

where the domain Ω̂ is bounded and axisymmetric with respect to the x3-axis.
The data and the solution û of the BVP in 3D are non-axisymmetric. If we
denote the part of the x3-axis contained in Ω̂ by Γ0, then the set Ω̂ \ Γ0 is
generated by rotation of a plane polygonal meridian domain Ωa about the
x3-axis.

The two methods to be combined can be characterized as follows. The
Fourier-finite-element method (FFEM, see e.g. [4, 5, 7, 8, 11]) is based on the
well-known approximating Fourier method and on the finite-element method.
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That is, trigonometric polynomials of degree ≤ N are used in one space direc-
tion, here with respect to the rotational angle ϕ. This yields an approximate
splitting of the 3D-problem into 2N+1 problems on the 2D domain Ωa for the
parameter k = 0,±1, ...,±N , with solutions uk being the Fourier coefficients
of u.
Furthermore, we employ the Nitsche-finite-element discretization as a mortar
method for solving numerically the 2D-problems on the meridian domain Ωa
(cf. [2, 6, 9, 12], also [1, 3, 13] for general aspects). Along the interface Γ of
the domain decomposition of Ωa, non-matching meshes (cf. Fig. 1(b)) as well
as discontinuities of the approximated solutions are admitted. But compared
with the papers cited previously, the differential operator depends now on the
parameter k and has a more general form.

Fig. 1. (a) Domain Ωa with subdomains; (b) Non-matching triangulation

The aim of this paper is to present the combined method, which seems to
be new. This method has the advantage that the dimension of the problem
is reduced and that we have a natural parallelization of the solution process.
Moreover, the handling of non-matching meshes of triangles on the meridian
domain Ωa is easier than of non-matching meshes and elements in 3D. In
the following, it is analyzed how the approximation schemes in 2D generate
the mortar approximation in 3D. Important properties of the approximation
schemes as well as results for convergence uhN → u of the Nitsche-Fourier-
finite-element approximation uhN with respect to N → ∞ and h → 0 (N :
length of the Fourier sum, h: mesh size on Ωa) are presented, where N and h
can be chosen independently from each other. In some H1-like norm and for
regular solutions u, the convergence rate is proved to be of the type O(h +
N−1), in the L2-norm like O(h2 + N−2).

Since the domain Ω̂ is axisymmmetric, we employ cylindrical coordinates
r, ϕ, z (x1 = r cosϕ, x2 = r sinϕ, x3 = z), with r > 0 and ϕ ∈ (−π, π]. Here, r
is the distance of a point to the z-axis, ϕ the rotational angle. For each function
v̂(x) with x ∈ Ω̂ \ Γ0, some function v is defined on Ω := Ωa × (−π, π] by

v(r, ϕ, z) := v̂(r cosϕ, r sinϕ, z). (2)

The boundary part Γa is defined by Γa := ∂Ωa \ Γ 0, where ∂Ωa ∈ C0,1 is the
boundary of Ωa, see Fig. 1(a). For getting regular solutions û ∈ H2(Ω̂) of the
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BVP (1) for f̂ ∈ L2(Ω̂) (Hs(Ω̂): the usual Sobolev-Slobodetskĭı space with
s ≥ 0, s real, H0 = L2), it is sufficient to assume that the interior angles θ at
the corners of ∂Ωa satisfy θ < π, at the x3-axis even θ < 0.72616π (cf. [4]).

We denote by X l1/2(Ω) the Sobolev-type spaces of functions periodic with

respect to ϕ ∈ (−π, π] and with the weights r
1
2 received by the mapping (2):

H l(Ω̂) → X l1/2(Ω) (l = 0, 1, 2), where X l1/2(Ω) represents the space H l(Ω̂)
in terms of cylindrical coordinates, for details we refer to [11, 8]. According
to (2), the variational formulation of the BVP (1) in cylindrical coordinates
is given as follows. Find u ∈ V0(Ω) :=

{
u ∈ X1

1/2(Ω) : u|Γa×(−π,π] = 0
}
:

b(u, v)=f(v) ∀v ∈ V0(Ω), with (3)

b(u, v):=
∫

Ω

{
∂u

∂r

∂v

∂r
+

1

r2

∂u

∂ϕ

∂v

∂ϕ
+

∂u

∂z

∂v

∂z

}

rdrdϕdz, f(v) :=
∫

Ω

f v rdrdϕdz.

2 Fourier decomposition and mortaring in 2D

For u(r, ϕ, z), u ∈ X1
1/2(Ω), and for f(r, ϕ, z), f ∈ X0

1/2(Ω), resp., we employ
partial Fourier analysis with respect to the rotational angle ϕ taking the
system of trigonometric functions {eikϕ}k∈Z (i2 = −1; Z = {0,±1,±2, . . .}):

u(r, ϕ, z) =
∑

k∈Z

uk(r, z) eikϕ, uk(r, z) := 1

2π

π∫

−π

u(r, ϕ, z) e−ikϕdϕ for k ∈ Z. (4)

Using the functionals

bk(uk, vk) =
∫

Ωa

{
∂uk

∂r

∂vk

∂r
+

∂uk

∂z

∂vk

∂z
+

k2

r2
ukvk

}

rdrdz, fk(vk)=
∫

Ωa

fkvk rdrdz

for k ∈ Z, the BVP (3) can be decomposed into a family of decoupled BVPs
in 2D written in the variational form as follows (see e.g. [4, 7, 8, 11]):

k = 0: find u0 ∈ V a0 : b0(u0, w) = f0(w) ∀w∈V a0 ,
(5)

k ∈ Z0 := Z\{0} : find uk ∈W a
0 : bk(uk, w) = fk(w) ∀w∈W a

0 ,

with V a0 := {v ∈ H1
1/2(Ωa) : v|Γa

= 0 }, W a
0 := {v ∈ V a0 : v ∈ L2,−1/2(Ωa)}.

Here, H lα(Ωa) (resp. L2,α(Ωa)) denote the spaces of functions with power
weights rα (α real): H lα(Ωa):={w = w(r, z) : rαDβw ∈ L2(Ωa), 0 ≤ |β| ≤ l}
for l ∈ {0, 1, 2}. It is important to note that the solutions uk (k ∈ Z) of (5)
are the Fourier coefficients of u from (3), i.e., solving the 2D problems (5) we
get the solution u of (3), or û of (1).

For simplicity, for the Nitsche-finite-element discretization we shall employ
a decomposition of the domain Ωa into two polygonal subdomains Ω1

a, Ω
2
a with
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Ωa = Ω
1

a∪Ω
2

a, Ω1
a ∩Ω2

a = ∅, Γ = Ω
1

a∩Ω
2

a, see Fig. 1(a) above. In view of
the subdivision of Ωa we introduce the restrictions vi := v|Ωi

a
of some function

v on Ωia as well as the vectorized form v = (v1, v2), i.e. vi(x) = v(x) holds
for x ∈ Ωia (i = 1, 2). It should be noted that for simplicity we use here the
same symbol v for denoting the function on Ωa as well as the vector (v1, v2).
Using this notation we obtain that for each k ∈ Z and sufficiently regular uk
the solution of the BVPs (5) is equivalent to the solution of the following
problems: Find (u1

k, u
2
k) such that

−
{

∂2ui
k

∂r2
+

∂2ui
k

∂z2
+

1

r

∂ui
k

∂r

}

+ k2

r2
uik = fk in Ωia, i = 1, 2,

∂u1
k

∂n1
+

∂u2
k

∂n2
= 0 on Γ, u1

k = u2
k on Γ for k ∈ Z, (6)

are satisfied, where ni (i = 1, 2) denotes the outward normal to ∂Ωia ∩ Γ .
Boundary conditions are given by uik = 0 on ∂Ωia ∩ Γa, uik = 0 on ∂Ωia ∩ Γ0

(only for k ∈ Z0), and the boundary condition for ui0 on ∂Ωia ∩ Γ0 is given
only in the variational context of (5).

Now, the solutions uk = (u1
k, u

2
k) (|k| ≤ N) of the 2D-BVPs (6) shall be

approximated by the Nitsche-finite-element method, cf. also [2, 6, 9, 12]. First
we cover Ωia (i = 1, 2) as usual by a conforming triangulation T ih (i = 1, 2)
consisting of shape regular triangles T , which are non-matching at the inter-
face Γ . Let hT denote the diameter of T , h = max{hT , T ∈ T 1

h ∪ T 2
h } the

mesh parameter. Introduce ’broken’ finite element spaces Vah := V 1
ah × V 2

ah

and Wah := W 1
ah ×W 2

ah, with V iah := { vih ∈ C(Ω
i

a) : vih ∈ P1(T ) ∀T ∈ T ih ,
vih|∂Ωi

a∩Γa
= 0 }, W i

ah := { vih ∈ V iah and vih|∂Ωi
a∩Γ0 = 0 } for i = 1, 2, i.e.,

we employ linear finite element functions which are in general not continu-
ous across Γ . Further we introduce some triangulation Eh of the interface Γ
of domain decomposition by intervals E (E = E), i.e., Γ = ∪E∈Eh

E, where
hE denotes the diameter of E. A natural choice for the triangulation Eh is
Eh := E1

h or Eh := E2
h, where E ih (i = 1, 2) denotes the trace of the triangula-

tion T ih on Γ , cf. Fig. 2. The triangulations T 1
h , T 2

h and Eh should be consistent
on Γ in a local sense, cf. [10]. We now define the Nitsche-finite-element ap-
proximation of the solutions of the family of BVPs (6) following the ideas for
BVPs in 2D as given e.g. in [2, 6, 9, 12]. They are to be adapted to the new

Fig. 2. Triangulation of the mortar interface
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situation: here we have spaces with power weights rα and, moreover, owing
to the parametrization of the derivative ∂

∂ϕ a new term containing the para-
meter k ∈ Z occurs now in the sesquilinear form.
For k = 0 and uh, vh ∈ Vah as well as for k ∈ Z0 and uh, vh ∈ Wah, we
introduce sesquilinear forms Bh,k(·, ·) and linear forms Fh,k(·) depending on
k ∈ Z and on real parameters α1, α2 ≥ 0, α1 + α2 = 1:

Bh,k(uh, vh) :=
2∑

i=1

{(
∇uih,∇vih

)

1/2,Ωi
a
+ k2

(
uih, v

i
h

)

−1/2,Ωi
a

}
−
〈
α1

∂u1
h

∂n1
− α2

∂u2
h

∂n2
, v1
h − v2

h

〉

1/2,Γ

−
〈
α1

∂v1
h

∂n1
− α2

∂v2
h

∂n2
, u1
h − u2

h

〉

1/2,Γ
+ γ

∑

E∈Eh

h−1
E

(
u1
h − u2

h, v
1
h − v2

h

)

1/2,E
(7)

Fh,k(vh) :=
2∑

i=1

(f ik, v
i
h)1/2,Ωi

a
.

Here, 〈·, ·〉1/2,Γ denotes a convenient duality pairing (cf.[10, p.5]), (·, ·)1/2,E is
the weighted L2,1/2(E)-scalar product, and for vh = (v1

h, v
2
h) ∈ Vah, the pairing

〈·, ·〉1/2,Γ can be represented by the L2,1/2(Γ )-scalar product. Moreover, γ is
a sufficiently large positive constant to be restricted subsequently.
The Nitsche-finite-element approximations u0h = (u1

0h, u
2
0h) ∈ Vah and ukh =

(u1
kh, u

2
kh) ∈ Wah, k ∈ Z0, of the Fourier coefficients uk = (u1

k, u
2
k) being the

solution of (6) are defined to be the solutions of the equations

Bh,k(ukh, vh) = Fh,k(vh) ∀vh ∈Wah, k ∈ Z0 (∀vh ∈ Vah, k = 0, resp.). (8)

First we observe the consistency of the solutions uk (k ∈ Z) from (5) with the
variational equations (8) in the sense of Bh,k(uk, vh) = Fh,k(vh) ∀vh ∈ Wah,
k ∈ Z0 (∀vh ∈ Vah, k = 0, resp.), cf. [10]. Secondly, it can be shown that

∑

E∈Eh

hE
∥
∥α1

∂v1
h

∂n1
− α2

∂v2
h

∂n2

∥
∥2

L2,1/2(E)
≤ CI

2∑

i=1

αi‖∇vih‖2L2,1/2(Ωa) for vh ∈ Vah

holds. In the following we use the norms ‖ · ‖1,h,k (k ∈ Z), which depend on h
and k ∈ Z, and compared with [2, 6, 9, 12], weighted norms and an additional
term k2‖ · ‖L2,−1/2 occur:

‖vh‖21,h,k:=
2∑

i=1

{
‖∇vih‖2L2,1/2(Ωi

a)+k2‖vih‖2L2,−1/2(Ωi
a)

}
+
∑

E∈Eh

h−1
E ‖v1

h−v2
h‖2L2,1/2(E).

If the constant γ in (7) is chosen independently of h and k and satisfies
γ > CI , then the inequality Bh,k(vh, vh) ≥ µ1‖vh‖21,h,k ∀vh ∈ Wah, k ∈ Z0

(vh ∈ Vah, k = 0, resp.) holds with a positive constant µ1, cf. [10].

3 Fourier-nitsche-finite-element approximation in 3D

In order to define the Fourier-Nitsche-finite-element approximation for the
3D-BVP (3), also for (1), we introduce the family of spaces VhN and for
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u, v ∈ X1
1/2(Ω

1)×X1
1/2(Ω

2) the forms BNh , FNh as follows:

VhN :=
{
v(r, ϕ, z) =

∑

|k|≤N
vkh(r, z) eikϕ : v0h∈Vah, vkh∈Wah, 1 ≤ |k| ≤ N

}
,

BNh (u, v) := 2π
∑

|k|≤N
Bh,k(uk, vk) , FNh (v) := 2π

∑

|k|≤N
Fh,k(vk),

with the domain decomposition in 3D: Ωj := Ωja × (−π, π], j = 1, 2. Then
for treating the BVP (1), i.e. (3), in 3D, the combined Fourier-Nitsche-finite-
element method is defined by the Galerkin approach

find uhN ∈ VhN such that BNh (uhN , vhN ) = FNh (vhN ) ∀vhN ∈ VhN . (9)

The solution uhN of (9) is given and can be calculated numerically by
uhN = (u1

hN , u2
hN ) with ujhN =

∑

|k|≤N

ujkh(r, z) e
ikϕ for j = 1, 2, where

ukh = (u1
kh, u

2
kh) are the solutions of the 2D-problems (8).

The error u − uhN (u from (3)) is measured in the L2-norm ‖ · ‖L2(Ω̂) =
‖ · ‖X0

1/2(Ω) as well as in the H1-like norm ‖ · ‖1,h,Ω which is defined by

‖v‖21,h,Ω :=
2∑

j=1

|vj |2X1
1/2(Ω

j)+
∑

E∈Eh

h−1
E ‖v1 − v2‖2X0

1/2(E×(−π,π]) , vj ∈ X1
1/2(Ω

j),

with ‖v1 − v2‖2
X0

1/2(E×(−π,π]) := 2π
∑

k∈Z

‖v1
k − v2

k‖2L2,1/2(E) (cf. [10]).

Theorem 1. Let u be the solution of the BVP (3), with u ∈ X2
1/2(Ω), and

uhN its approximation given by (9). Then the error ehN := u− uhN satisfies

‖ehN‖1,h,Ω≤C(h +N−1)‖f‖X0
1/2(Ω), ‖ehN‖X0

1/2(Ω)≤C(h2 +N−2)‖f‖X0
1/2(Ω).

In order to show that the combined methods works and for observing the
convergence rates of the discretization we consider the following examples.
The meridian domain Ωa generating Ω̂ is a pentagon with the vertices (0, 0),
(1, 0), (2, 1), (1, 2), and (0, 2), cf. Fig. 3(a), (b). The right-hand side f is chosen
so that the solution of the BVP (3) is

u(r, ϕ, z) = −r2 (r − z − 1) (r + z − 3) (z2 − 2z)Φ(ϕ)

with Φ(ϕ) := −[ |ϕ|(π + ϕ)]1.51 for ϕ ∈ (−π, 0] and Φ(ϕ) := [ϕ(π − ϕ)]1.51

for ϕ ∈ (0, π]. For the first example, the subdomains of Ωa are given by
Ω1
a = {(r, z) ∈ Ωa : z > 1} and Ω2

a = {(r, z) ∈ Ωa : z < 1}, cf. Fig. 3(a). In
this case, we have ∂Ωia ∩ Γa 	= ∅ for i = 1, 2 and Γ ∩ Γ0 	= ∅. For the second
example we employ the subdomains Ω1

a = Ωa \Ω
2

a, Ω
2
a = (0.5, 1)× (0.5, 1.5),

cf. Fig. 3(b). Here, the mortar interface does not touch the boundary of Ωa, i.e.
Γ ∩Γ0 = ∅ and Γ ∩Γa = ∅ hold. For the experiments, the initial meshes shown
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Fig. 3. (a) Triangulation (first example) (b) Triangulation (second example)

in Fig. 3(a), (b) are refined globally by dividing each triangle into four equal
triangles such that the mesh parameters form a sequence {h1, . . . , h5} given by
hi+1 = 0.5hi. The mortar parameters are chosen as follows: Eh := E1

h, α1 = 1
(α2 = 0), and γ = 4. For the discretization with respect to N , we employ
five levels Ni, where N1 = 8 and Ni+1 = 2Ni for i = 1, . . . , 4. According
to Theorem 1, the expected convergence rate in the X0

1/2(Ω)-norm is of the
type O(hβ0 + N−δ0), with β0 = 2 and δ0 = 2; in the ‖ · ‖1,h,Ω-norm with
β1 = 1 and δ1 = 1. In the experiments we observed for both examples the
following values on the highest levels of refinement: βobs,0 ≈ 2.0, δobs,0 ≈ 2.02,
βobs,1 ≈ 1.0, and δobs,1 ≈ 1.1, i.e., the values are very close to the theoretically
expected values.

The numerical example also illustrates that for problems in 3D the Fourier-
finite-element method combined with Nitsche mortaring is a suitable mortar
approach for the numerical treatment of non-matching meshes and discon-
tinuous (near some interface) finite element approximations. In comparison
with 3D-mortaring, an advantage of the described method is the easier imple-
mentation because the mortar interface is only one-dimensional. Moreover, it
should be mentioned that the Fourier-finite-element method combined with
Nitsche mortaring (in connection with local mesh refinement in 2D) is also
convenient for solving BVPs with non-regular solutions (i.e. û ∈ H1+δ(Ω̂),
1
2 < δ < 1). This will be discussed in a forthcoming paper.
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Summary. We study the efficient solution of the linear system arising from the dis-
cretization by the mortar method of mathematical models in electrocardiology. We
focus on the bidomain extracellular potential problem and on the class of substruc-
turing preconditioners. We verify that the condition number of the preconditioned
matrix only grows polylogarithmically with the number of degrees of freedom as
predicted by the theory and validated by numerical tests. Moreover, we discuss the
role of the conductivity tensors in building the preconditioner.

1 Introduction

A macroscopic model accounting for the excitation process in the myocardium
is the “bidomain” model that yields the following Reaction-Diffusion (R-D)
system of equations for the intra-, extracellular and transmembrane potential
ui, u and v = ui − u: find (v(x, t), u(x, t)), x ∈ Ω, t ∈ [0, T ] such that

cm∂tv − div Mi∇v + I(v) = div Mi∇u + Iapp in Ω×]0, T [
−div M∇u = div Mi∇v in Ω×]0, T [ (1)

with Mi,Me, M = Mi+Me conductivity tensors modeling the cardiac fibers,
Iapp an applied current used to initiate the process, cm the surface capacitance
of the membrane. The function I(v) is the transmembrane ionic current which
is assumed for simplicity to depend only on v and to be a cubic polynomial
(see [7]). The general R-D system can be more complex, including additional
ordinary differential equations that govern the evolution of v.

These models are computationally challenging because of the different
space and time scales involved; realistic three-dimensional simulations with
uniform grids yield discrete problems with more than O(107) unknowns at
every time step.



476 Micol Pennacchio and Valeria Simoncini

To improve computational efficiency, we consider a non–conforming non–
overlapping domain decomposition, within the mortar finite element method.
This allows us to concentrate the computational work only in regions of high
electrical activity; in addition, the matching of different discretizations on
adjacent subdomains is weakly enforced. In [8, 9] we compared this technique
to the classical conforming FEM verifying its better performance.

In this paper, we focus on the problem of the efficient solution of the linear
system arising from this discretization and here for simplicity, we concentrate
on the problem with the elliptic equation of (1): for each time instant t find
u(x, t), solution of:

{
−div M∇u = div Mi∇v in Ω

nTM∇u = −nTMi∇v on Γ.
(2)

Such problem is of interest in its own right, as it represents a separate model
for the bidomain extracellular potential [8].

We consider substructuring preconditioners and we report our numerical
experience on solving problem (2). Our experiments confirm the theory de-
picting polylogarithmic bound for the condition number of the preconditioned
matrix. Moreover, attention is devoted to tuning the preconditioner so as to
take into account the conductivity tensor M in (2).

2 Mortar method

The computational domain Ω is decomposed as the union of L subdomains
Ω1, . . . , ΩL (see, e.g., [10]). We set Γ�n = ∂Ωn∩∂Ω�, S = ∪Γ�n and we denote
by γ

(i)
� , i = 1, . . . , 4 the i-th side of the �-th domain so that ∂Ω� =

⋃4
i=1 γ

(i)
� .

Here we consider only a geometrically conforming decomposition, i.e. each
edge γ

(i)
l coincides with Γln for some n.

The Mortar Method is applied by choosing a splitting of the skeleton
S as the disjoint union of a certain number of subdomain sides γ

(i)
l , called

mortar or slave sides: we fix an index set I ⊂ {1, . . . , L}×{1, . . . , 4} such that
S =

⋃

(l,i)∈I γ
(i)
l . The index–set corresponding to trace or master sides will be

denoted by I∗: I∗ ⊂ {1, . . . , L}× {1, . . . , 4}, I∗ ∩ I = ∅ and S =
⋃

(l,i)∈I∗ γ
(i)
l .

Let the spaces X and T be X =
∏

� H
1(Ω�), T =

∏

� H
1/2(∂Ω�) with the

broken norms: ‖u‖2X =
∑

� ‖u‖21,Ω	
and ‖η‖2T =

∑

� ‖η�‖21/2,∂Ω	
. For each �,

let also V�h be a family of finite dimensional subspaces of H1(Ω�)∩C0(arΩ�),
depending on a parameter h = h� > 0, Xh =

∏L
�=1 V�h ⊂ X, T �h = V�h|∂Ω	

and
Th =

∏L
�=1 T

�
h ⊂ T . Then we define two composite bilinear forms aX , aiX :

X ×X −→ R as:

aX(u, φ) =
∑

�

∫

Ω	

∇φTl M∇u� dx, aiX(u, φ) =
∑

�

∫

Ω	

∇φTl Mi∇u� dx. (3)
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Since these bilinear forms are not coercive on X, we consider proper subspaces
of X consisting of functions satisfying a suitable weak continuity constraint,
leading to the following constrained approximation and trace spaces

Xh = {vh ∈ Xh,

∫

S

[vh]λ ds = 0, ∀λ ∈Mh} (4)

Th = {η ∈ Th,

∫

S

[η]λ ds = 0, ∀λ ∈Mh}, (5)

with Mh a suitably chosen finite dimensional multiplier space. We can write
the discrete problem, whose solution existence was proved in [8, Theorem 3.1]:

Problem 1. Find uh ∈ Xh such that for all φh ∈ Xh

aX(uh, φh) = −aiX(vh, φh). (6)

We remark that Problem 1 admits a solution unique up to an additive constant
related to the reference potential chosen. In this paper we consider as reference
potential the one given by the potential at a reference point x0 ∈ Ω.

3 Substructuring preconditioners

A key aspect of substructuring preconditioners is that they distinguish among
three types of degrees of freedom: interior (corresponding to basis functions
vanishing on the skeleton and supported on one sub-domain), edge and vertex
degrees of freedom [4, 1]. Thus, each function u ∈ Xh can be written as the
sum of three suitably defined components: u = u0+uE+uV . More specifically,
let w = (w�)�=1,··· ,L ∈ Xh be any discrete function, then

w = w0 + Rh(w), w0 ∈ X 0
h , (7)

with w0 ∈ X 0
h interior function and Rh(w) a discrete lifting, i.e. Rh(w) =

(R�h(w�))�=1,...,K , where R�h(w�) is the unique element in V�h satisfying R�h(w�)
= w� on Γ� and

∫

Ω	

∑

i,j

M
∂

∂xi

∂

∂xj
R�h(w�)v

�
h dx = 0, ∀vh ∈ V�h. (8)

Consequently, the spaces Xh and Xh can be split as:

Xh = X0
h ⊕Rh(Th) X 0

h = X 0
h ⊕Rh(Th)

and it can be verified that

aX(w, v) = aX(w0, v0) + aX(Rh(w), Rh(v)) = aX(w0, v0) + s(η(w), η(v)), (9)

where the discrete Steklov-Poincaré operator s : Th × Th → R is defined by
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s(ξ, η) :=
∑

�

∫

Ω	

(M(x)∇R�h(ξ)) · ∇R�h(η). (10)

Furthermore the space of constrained skeleton functions Th can be split as
the sum of vertex and edge functions. More specifically, denoting by L ⊂
∏L
�=1 H

1/2(∂Ω�) the space L = {(η�)�=1,··· ,L, η� is linear on each edge of Ω�},
then we can define the space of constrained vertex functions as

T Vh = PhL (11)

with Ph the correction operator imposing the constraint. We make the (not
restrictive) assumption L ⊂ Th, which yields T Vh ⊂ Th, and we introduce the
space of constrained edge functions T Eh ⊂ Th defined by

T Eh = {η = (η�)�=1,··· ,L ∈ Th, η�(A) = 0, ∀ vertex A of Ω�}. (12)

We can easily verify that Th = T Vh ⊕ T Eh .
Then we will consider a block Jacobi type preconditioner s̃ : Th×Th −→ R

defined as
s̃(η, ξ) = bV (ηV , ξV ) + bE(ηE , ξE) (13)

with blocks related to the following edge and vertex global bilinear forms

bE : T Eh × T Eh −→ R such that bE(ηE , ηE) + s(ηE , ηE)
bV : T Vh × T Vh −→ R such that bV (ηV , ηV ) + s(ηV , ηV ). (14)

3.1 Matrix form

In this section we derive the matrix form of the discrete Steklov-Poincaré
operator s in (10). Equation (6) yields the following linear system of equations:

Au = b with b = −Aiv, (15)

where A,Ai are the stiffness matrices associated to the discretization of aX , aiX
defined in (3). It can be shown that the matrix A is positive semidefinite and
the system is consistent.

We reorder the vector of unknowns as: u = (u0,uE ,uV ,uS)T , with
u0,uE ,uV ,uS interior, edge, vertex and slave nodes, respectively. From the
mortar condition, it follows that the interior nodes of the multiplier sides are
not associated with genuine degrees of freedom in the FEM space. Indeed, the
value of the coefficients uS corresponding to basis functions “living” on slave
sides is uniquely determined by the remaining coefficients through the jump
(mortar) condition and can be eliminated from the global vector u, i.e.

CSuS = −CEuE − CV uV uS =: QEuE + QV uV (16)

where QE = −C−1
S CE , QV = −C−1

S CV . The entries of CS , CE , CV are given
by cij =

∫

γm
[φj ]λi ds, λi ∈ Mh with φj corresponding to the different nodal
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basis functions on the slave and master side and associated with the vertices.
Since biorthogonal basis functions are employed, the square matrix CS is
diagonal and easily invertible (cf. [11]). The reduction in (16) may be written
in matrix form as

u = Q





u0

uE
uV



 with Q =







I0 0 0
0 IE 0
0 0 IV
0 QE QV







(17)

where Q is a global “switching” matrix. The resulting reduced system is thus
given by

ÃuM = b̃ (18)

with Ã = QTAQ and b̃ = QTb. We note that the (1,1) block in Ã is cheaply
invertible. Therefore, the Schur complement of the system relative to the (1,1)
block can readily be obtained, yielding the further reduced system

S

(
uE
uV

)

=

(

b̂E
b̂V

)

.

The Schur complement S represents the matrix form of the Steklov-Poincaré
operator s(·, ·). To obtain the matrix form of s̃(·, ·) we consider the space L

of linear functions, used in the splitting of the trace space (11). Then, we
introduce an interpolation map denoted by RTH (say piecewise interpolation)
from the nodal value on V (vertices) onto all nodes of S. The matrix RH can
be viewed as the weighted restriction map from S onto V . By defining the

square matrix J =
((

IE
O

)

RH

)

, with IE the nE × nE identity matrix, we

can derive the new Schur complement matrix S̃, after the “vertex” correction,

S̃ = JTSJ =

(

S̃E S̃EV
S̃TEV S̃V

)

. (19)

3.2 The preconditioner

We describe a generalization of a known optimal preconditioner for S̃, and
some more computationally effective variants. The matrix discretization of
the form s̃ yields the following (block-Jacobi type) diagonal preconditioner

P =
(
PE 0
0 PV

)

,

where PE , PV are the matrix counterparts of the bilinear forms bE and bV in
(14), respectively.

It can be verified that the preconditioned matrix P−1S satisfies the theory
developed in [1, 3] so that
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cond(P−1S̃) �
(

1 + log
(
H

h

))2

. (20)

with H size of the subdomains and h finest meshsize of the finite element
spaces used. Moreover, if an auxiliary coarse mesh is chosen for the vertex
block with mesh size δ > h as studied in [3], then a similar estimate can be
obtained but with a factor

(
1 + log

(
H
h

))3
.

The next three variants make the preconditioner above computationally
more appealing with no essential loss of optimality. This goal is achieved by
replacing either or both the edge and vertex blocks PE and PV with more con-
venient approximations. In their construction, we were inspired by a similar
approach first proposed in [4, 1, 3] for elliptic problems. For later consider-
ations, we recall here an important bound for the condition number of the
preconditioned matrix, expressed in terms of the preconditioning quality of
the two diagonal blocks. More precisely, let P = diag(P1, P2) be a Jacobi-
type preconditioner, and let µM = max{λmax(P−1

1 S̃E), λmax(P−1
2 S̃V )}, µm =

min{λmin(P−1
1 S̃E), λmin(P−1

2 S̃V )}. Then

cond(P−1S̃) ≤ 1 + γ

1− γ

µM
µm

γ ≤ 1, (21)

where 1 + γ is the largest eigenvalue of the preconditioned matrix obtained
by using the block diagonal of S̃ as preconditioner P (see, e.g., [6]).

Following [1, 4] a simple approach consists in dropping all couplings be-
tween different edges and between edges and vertex points: PE is replaced by
its block diagonal part with one block for each mortar. This simplification
provides our first variant,

P1 =
(
P diagE 0

0 PV

)

.

Assembling the edge and vertex block preconditioner with such a choice
could be quite expensive. A more efficient preconditioner may be obtained by
approximating the edge block PE of P as

P
(R)
E = αR

where R is the square root of the stiffness matrix associated on each edge to the
discretization of the operator −d2/dx2 with homogeneous Dirichlet conditions
at the extrema [4, 5, 10]. The choice of the parameter α is discussed below.
Thus our second variant is

P2 =
(
P

(R)
E 0
0 PV

)

.

It can be easily verified that (cf., e.g., [4, 5])
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c1 vT S̃E v ≤ vTRv ≤ c2

(

1 + log
(
H

h

))2

vT S̃E v (22)

where c1, c2 are independent of H,h but may depend on the coefficients of
M(x). Since PV = S̃V , in (21) we obtain µM = max{λmax((αR)−1S̃E), 1} ≤
max{α−1c2

(
1 + log

(
H
h

))2
, 1}. Analogously, µm ≥ min{α−1c1, 1}. Therefore,

the determination of µM , µm is influenced by the magnitude of c1, c2 and of α.
The anisotropic conductivity tensor M = Mi+Me is given as Ms = Ms(x) =
σst I + (σsl − σst )aa

T , s = i, e, where a = a(x) is the unit vector tangent to
the cardiac fiber at a point x ∈ Ω, I is the identity matrix and σsl , σ

s
t for

s = i, e are the conductivity coefficients along and across fiber, in the (i)
and (e) media, assumed constant with σsl > σst > 0. As already mentioned,
the magnitude of c1, c2 depends on the conductivity coefficients. Therefore, to
minimize the bound on the condition number in (21), it is standard practice to
select α of the same order of magnitude as the conductivity coefficients [5]. In
our case, by choosing α as ‖M‖ ≤ 2σt+σ� =: α we optimize the upper bound
µM with respect to the conductivity coefficients. Since α * 1, this value of
α usually also leads to the lower estimate µm = 1. Numerical experiments
validated this choice.

Our third variant copes with the already mentioned fact that building PV
becomes expensive when grid refinements are required. Various choices have
been discussed in the literature [10]; for instance, in [3] the vertex precon-
ditioner was chosen as the vertex block of the Schur complement matrix on
a fixed auxiliary coarse mesh, independent of the space discretization. We
thus approximate PV with the matrix PV c obtained with a fixed coarse mesh,
yielding

P3 =
(
P

(R)
E 0
0 PV c

)

.

This variant leads to very moderate (close to unit) values of λmin(P−1
V c S̃V )

and λmax(P−1
V c S̃V ) to achieve an estimate in (21). Therefore, we maintained

the selection of α as discussed above.
In Table 1 we report numerical experiments with the preconditioners P1, P2

and P3 for the Schur complement system associated with the matrix in (19).
The results are in close agreement with the theory: the condition number of
the preconditioned matrix grows at most polylogarithmically with the number
of degrees of freedom per subdomain, as indicated by (20). The columns with
α = 1 refer to such parameter selection in P

(R)
E . This corresponds to discard-

ing information on the conductivity tensor M in (2). The worse convergence
validates our choice and shows the importance of an appropriate choice of the
parameter. Note that the selected value of α was more effective than other
choices of similar magnitude. Indeed choosing α = σl and α = σt for N2 = 256,
n = 5, 10, 20, 40 (fourth row in the table) and P3, we obtained 29, 31, 33, 34
and 42, 45, 48, 49, respectively. In summary, our experiments demonstrate that
the proposed variants allow us to limit the computational cost (the cost of
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forming P
(R)
E and PVc

is much lower than that for their original counterparts),
with basically no loss in convergence rate, for the appropriate scaling factor.

Table 1. Number of conjugate gradient iterations needed to reduce the residual of
a factor 10−5 with the preconditioners P1, P2, P3 and P2, P3 with α = 1. K = N2 :
# of subdomains. n2 : # of elements per subdomain. Symbol ‘*’: the preconditioner
P1 could not be built due to memory constraints.

P1 P2 P2 α = 1 P3 P3 α = 1
N2\n 5 10 20 40 5 10 20 40 5 10 20 40 5 10 20 40 5 10 20 40

16 26 26 29 31 26 26 28 31 24 28 33 37 26 27 27 30 24 50 64 83
64 25 26 27 29 25 27 27 29 24 29 35 39 25 27 28 32 24 51 71 89

144 25 27 27 30 25 28 28 29 27 33 38 42 25 27 28 32 27 54 75 94
256 25 28 29 30 25 28 28 29 29 36 41 46 25 27 28 30 29 55 75 95
400 25 27 29 * 25 28 28 29 31 38 44 50 25 27 28 30 31 56 75 95
576 24 27 28 * 25 27 27 29 34 41 47 53 25 27 27 29 34 57 77 97
784 25 26 27 * 25 25 27 28 36 44 50 56 25 25 27 29 36 55 78 98
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Summary. We apply the continuous interior penalty method to the three fields
Stokes problem. We prove an inf-sup condition for the proposed method leading to
optimal a priori error estimates for smooth exact solutions. Moreover we propose
an iterative algorithm for the separate solution of the velocities and the pressures
on the one hand and the extra-stress on the other. The stability of the iterative
algorithm is established.

1 Introduction

Numerical modeling of viscoelastic flows is of great importance for complex
engineering applications involving foodstuff, blood, paints or adhesives. When
considering viscoelastic flows, the velocity, pressure and stress must satisfy
the mass and momentum equation, supplemented with a constitutive equation
involving the velocity and stress. The simplest model is the so-called Oldroyd-
B constitutive relation which can be derived from the kinetic theory of polymer
dilute solutions, see for instance [1, 12]. The unknowns of the Oldroyd-B model
are the velocity u, the pressure p, the extra-stress σ (the non Newtonian part
of the stress due to polymer chains for instance) which must satisfy :

ρ
∂u

∂t
+ ρ(u · ∇)u− 2ηs ∇ · ε(u) +∇p−∇ · σ = f, ∇ · u = 0,

σ + λ
(∂σ

∂t
+ (u · ∇)σ − (∇u)σ − σ(∇u)T

)

− 2ηpε(u) = 0.

Here ρ is the density, f a force term, ηs and ηp are the solvent and polymer
viscosities, λ the relaxation time, ε(u) = 1

2 (∇u+∇uT ) the strain rate tensor,
(∇u)σ denotes the matrix-matrix product between ∇u and σ.

When solving viscoelastic flows with finite element methods, the following
points should be addressed:
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i) the presence of the quadratic term (∇u)σ+σ(∇u)T which prevents a priori
estimates to be obtained and therefore existence to be proved for any data;

ii) the presence of a convective term (u · ∇)σ which requires the use of nu-
merical schemes suited to transport dominated problems;

iii) the finite element spaces used to approximate the velocity, the pressure and
the extra-stress fields can not be chosen arbitrarily, an inf-sup condition
has to be satisfied [10, 11, 14, 15];

iv) the case ηs = 0 which requires either a compatibility condition between
the finite element spaces for u and σ or the use of adequate stabilization
procedures.

In this paper, we will focus on points iii), iv) and propose an alternative
to the EVSS method [2, 9, 13, 16]. We will consider the stationary linear
problem, say ρ = 0, λ = 0 and ηp = 0. This is

−∇ · σ +∇p = f in Ω, ∇ · u = 0 in Ω,
σ − 2ηpε(u) = 0 in Ω, u = 0 on ∂Ω.

(1)

There are a vast number of finite element spaces satisfying the inf-sup condi-
tion for the pressure velocity coupling. For the extra-stress however the situ-
ation is much less clear even though the relation is trivial in the continuous
case. A number of different stabilized methods have therefore been proposed
in order to get a stable approximation using equal order approximation for the
velocities and the extra-stress, see [7, 10, 11, 14, 15]. In this paper we propose
to extend the recently introduced continuous interior penalty method (CIP),
or Edge stabilization method, of [3, 5, 8] to the case of the three fields Stokes
equation. The case of the Stokes-Darcy problem was treated in [6] and the
generalized Oseen’s problem was considered in [4]. Advantages of the present
method is the unified way of stabilizing different phenomena: for each case
the jump in the gradient, or the jump of the non-symmetric operator in ques-
tion, over element faces is penalized in the L2 sense. This yields a method
with optimal convergence properties for all polynomial degrees that is com-
pletely flexible with respect to time-stepping schemes and which does not give
rise to any artificial boundary conditions. The price to pay are some added
couplings in the stiffness matrix since the penalty operator couples all the
degrees of freedom in adjacent elements. However note that in the case of the
three fields Stokes equation the stabilization only acts on the pressure and
the velocities, hence keeping down the additional memory cost to a moderate
factor of 1.5 in two and three space dimensions compared to (the unstable)
standard Galerkin formulation. For more complex cases as those encountered
in viscoelastic flows where also convection of the extra-stress has to be stabi-
lized, on the other hand one must expect to pay a factor two in the case of
two space dimensions and a factor three in the case of three space dimensions
due to the fact that the stabilization has to act also on the extra-stress.
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2 A finite element formulation

Let Ω be a bounded, polygonal (respectively polyhedral) and connected open
set of R

d, d ≥ 2. We will use the notation (., .) for the L2(Ω) scalar product
for scalars, vectors, tensors and 〈u, v〉x =

∫

x
u · v ds. Let Th be a conforming

triangulation of Ω, E be the set of interior faces in Th and [x]e be the jump of
the quantity x on the face e. We shall henceforth assume the local quasiuni-
formity of the mesh, we assume there exists a constant Cq > 0 such that for
all Th and all vertices Si ∈ Th, we have

max
e∈Ωi

he ≤ Cq min
e∈Ωi

he. (2)

Here Ωi denotes the macro-element formed by elements K ∈ Th sharing vertex
Si. Let Wh = {wh : wh|K ∈ Pk(K)} and Vh = Wh ∩H1(Ω) We introduce
the interior penalty operators

jp(ph, qh) = γp
∑

e∈E

〈
h3

ηp
[∇ph], [∇qh]

〉

e

(3)

and
ju(uh, vh) = γu

∑

e∈E
〈2ηphe[∇uh], [∇vh]〉e + γb

〈ηp
h
uh, vh

〉

∂Ω
, (4)

where γp, γu and γb are positive constants to be determined. Moreover let us
introduce the bilinear forms

a(σh, vh) = (σh, ε(vh))− 〈σh · n, vh〉∂Ω (5)

b(ph, vh) = −(ph,∇ · vh) + 〈ph, vh · n〉∂Ω . (6)

The method we propose then takes the form, find (uh, σh, ph) ∈ Vd
h×Vd×d

h ×
Vh such that

a(σh, vh) + b(ph, vh)− b(qh, uh)− a(τh, uh) +
(

1
2ηp

σh, τh

)

+ jp(ph, qh)

+ ju(uh, vh) = (f, vh), for all (vh, τh, qh) ∈ Vd
h ×Vd×d

h ×Vh. (7)

For ease of notation we will also consider the following compact form, intro-
ducing the variables Uh = (uh, σh, ph) and Vh = (vh, qh, τh) and the finite
element space Xh = Vd

h ×Vd×d
h ×Vh

A(Uh, Vh) = a(σh, vh) + b(ph, vh)− b(qh, uh)− a(τh, uh) +
(

1
2ηp

σh, τh

)

and
J(Uh, Vh) = jp(ph, qh) + ju(uh, vh), F (Vh) = (f, vh)

yielding the compact formulation find Uh ∈ Xh such that

A(Uh, Vh) + J(Uh, Vh) = F (Vh) for all Vh ∈ Xh.

Clearly, since ju(U, Vh) = 0, this formulation is strongly consistent for
(u, σ, p) ∈ H2(Ω)d ×H1(Ω)d×d ×H2(Ω).
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3 The inf-sup condition

For the numerical scheme (7) to be well posed it is essential that there holds
an inf-sup condition uniformly in the mesh size h.

Consider the triple norm given by

|||U |||2 = |||(u, σ, p)|||2 =
1

2ηp
‖σ‖20,Ω + 2ηp‖ε(u)‖20,Ω +

1
2ηp
‖p‖20,Ω

and the following corresponding discrete triple norm

|||Uh|||2h =
1

2ηp
‖σh‖20,Ω+2ηp‖ε(uh)‖20,Ω+

1
2ηp
‖ph‖20,Ω+ju(uh, uh)+jp(ph, ph).

Then the following inf-sup condition is satisfied for the discrete form.

Theorem 1. Assume that the mesh satisfies the local quasiuniformity condi-
tion (2). Then for the formulation (7) there holds for all Uh ∈ Vd

h×Vd×d
h ×Vh

|||Uh|||h ≤ sup
Vh �=0

A(Uh, Vh) + J(Uh, Vh)
|||Vh|||h

.

4 A priori error estimates

A priori error estimates follow from the previously proved inf-sup condition
together with the proper continuities of the bilinear forms and the approxi-
mation properties of the finite element space.

Theorem 2. Assume that the mesh satisfies the local quasiuniformity condi-
tion (2) and that all the components of U := (u, p, σ) are in Hk+1(Ω) then
there holds

|||U − Uh|||h ≤ Chk
(

ηp
1/2‖u‖k+1,Ω +

1
ηp1/2

h‖σ‖k+1,Ω +
1

ηp1/2
h‖p‖k+1,Ω

)

where k ≥ 1 is the polynomial order of the finite element spaces.

Theorem 3. Assume that the mesh satisfies the local quasiuniformity condi-
tion (2) and that U := (u, p, σ) ∈ H2(Ω)d × H1(Ω) × H1(Ω)d×d then there
holds

|||U − Uh||| ≤ Ch

(

ηp
1/2‖u‖2,Ω +

1
ηp1/2

‖σ‖1,Ω +
1

ηp1/2
‖p‖1,Ω

)

.
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5 A stable iterative algorithm

A similar iterative method as in [9, 10] and [2] is presented. The aim of such
an algorithm is to de-couple the velocity-pressure computation from the extra
stress computation for solving (7).

Each subiteration of the iterative algorithm consists of two steps. Firstly,
using the Navier-Stokes equation, the new approximation (unh, p

n
h) is deter-

mined using the value of the extra stress at previous step σn−1
h . Then the new

approximation σnh is computed by using the constitutive relation using the
value unh. More precisely, assuming that (un−1

h , σn−1
h , pn−1

h ) is the known ap-
proximation of (uh, σh, ph) after n− 1 steps. The first step consists on finding
(unh, p

n
h) such that

(A + J)((unh, σ
n−1
h , pnh), (vh, 0, qh)) + K(unh, u

n−1
h , vh) = (fh, vh)

∀(vh, ph) ∈ Vd
h ×Vh,

(8)

and in the second step we find σnh such that

A((unh, σ
n
h , p

n
h), (0, τh, 0)) = 0 ∀τh ∈ Vd×d

h . (9)

Hereabove K : H1(Ω)d×H1(Ω)d×H1(Ω)d → IR is defined for all u1, u2, v ∈
H1(Ω)d by K(u1, u2, v) := 2ηp (ε(u1 − u2), ε(v)). The term K(unh, u

n−1
h , v),

which vanishes at continuous level, has been added to (7) in (8) in order to
obtain a stable iterative algorithm.

Lemma 1 (Stability). Assume that the mesh satisfies the local quasiunifor-
mity condition (2). Let (unh, σ

n
h , p

n
h) be the solution of (8),(9) with f = 0.

There exists γ∗
u and γ∗

b > 0 independent of h such that for all γp > 0, γu ≥ γ∗
u

and γb ≥ γ∗
b , there exists a constant C > 0 such that

ηp ||ε(unh) ||
2 +

3
16ηp

||σnh ||
2 + C ||pnh ||

2 ≤ ηp
∣
∣
∣
∣ε(un−1

h )
∣
∣
∣
∣
2

+
3

16ηp

∣
∣
∣
∣σn−1
h

∣
∣
∣
∣
2
.

6 Preliminary numerical results

For all the numerical experiments we choose ηp = 1 [Pa.s] and consider P1

approximations for the velocity, the pressure and the stress.

6.1 Poiseuille flow

Consider a rectangular pipe of dimensions [0, L1]× [0, L2] in the x− y direc-
tions, where L1 = 0.15 [m] and L2 = 0.03 [m]. The boundary conditions are
the following. On the top and bottom sides (y = 0 and y = L2), no-slip bound-
ary conditions apply. On the inlet (x = 0) the velocity and the extra-stress
are given by
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u(0, y) =
(
ux(y)

0

)

, σ(0, y) =
(

0 σxy(y)
σxy(y) 0

)

, (10)

with ux(y) = (L2 + y)(L2 − y) and σxy(y) = −2ηpy. On the outlet (x = L1)
the velocity and the pressure are given by

u(L1, y) =
(
ux(y)

0

)

, p(L1, y) ≡ 0.

The velocity and extra-stress must satisfy (10) in the whole pipe. Three un-
structured meshes are used to check convergence (coarse: 50×10, intermediate:
100 × 20, fine: 200 × 40). In Fig. 1, the error in the L2 norm of the velocity
u, the pressure p and extra-stress components σxx, σxy is plotted versus the
mesh size. Clearly order one convergence rate is observed for the pressure (in
fact superconvergence is observed for the pressure) and the extra-stress whilst
the convergence rate of the velocity is order two, this being consistent with
theoretical predictions.

slope 2
slope 1

σxy
σxx

p
u

h

er
ro

r

0.010.001

0.01
0.001

0.0001
1e-05
1e-06
1e-07
1e-08

Fig. 1. Poiseuille flow: convergence orders.

6.2 The 4:1 planar contraction

Numerical results of computation in the 4:1 abrupt contraction flow case are
presented and comparison with the EVSS (see for instance [2, 10]) method
is performed. This test case underlines the importance of the stabilization of
the constitutive equation. The symmetry of the geometry is used to reduce
the computational domain by half, as shown in Fig. 2 (left). Zero Dirichlet
boundary conditions are imposed on the walls, the Poiseuille velocity profile
ux(y) = 64(L0−y)(L0+y) is imposed at the inlet with L0 = 0.025[m], natural
boundary conditions on the symmetry axis and at the outlet of the domain.

The results applying only GLS stabilization for the pressure are shown in
Fig. 2 (right). Similar results obtained using the EVSS method (see [2] for a
detailed description) and the CIP formulation are presented in Fig. 3.
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Fig. 2. (left) Computational domain for the 4:1 contraction, (right-top) 20 isovalues
of the GLS method only for the pressure from -0.9 (black) to 0.06 (white) and (right-
bottom) profile of uy(x, 0.025).
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Fig. 3. Left column: 20 isovalues from -0.9 (black) to 0.06 (white), right column:
profile of uy(x, 0.025) (top: EVSS, bottom: CIP).
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Summary. In this work we analyze a projector of non-smooth functions on aniso-
tropic quadrilateral meshes. In particular, a stability result and an upper bound for
the approximation error is derived. It turns out that the partial derivatives become
well combined with the corresponding mesh size parameters.

1 Introduction

Projections of H1 functions onto finite element spaces are of fundamental
interest in numerical analysis. In particular, they are necessary to prove sta-
bility and a priori estimates of stabilized finite element schemes. Examples of
such projections on isotropic elements are the Clement interpolation [4], and
the variant of Scott and Zhang [6] in order to maintain Dirichlet conditions.
For an overview of anisotropic interpolation operators we refer to the book [1]
where several H1-stable projections on tensor grids are addressed.

In this work we use a projection operator Bh : H1(Ω) → Qh developed
in [2] which is suitable for anisotropic quadrilateral meshes obtained by bi-
linear transformations. Originally it was designed and analyzed for meshes
aligned with the coordinate axes. In this work, this interpolation operator is
considered for a much general class of quadrilateral meshes, which introduces
further couplings between the partial derivatives. In particular, we allow for
bilinear transformations, where the nonlinear contribution and the shearing
should be limited by the mesh sizes into the particular directions of anisotropy.
The results of this work are used in [3].

We consider anisotropic meshes without any restriction of grid alignment
with the coordinate axis. The transformation TK from the reference cells K̂
to the physical cell K is allowed to be bilinear. Such a transformation can be
expressed as a composition of translation, rotation, shearing and stretching,
augmented with the pure bilinear term,

TK

(
x̂
ŷ

)

=
(
x̂0

ŷ0

)

+
(

cos θ − sin θ
sin θ cos θ

)[(
1 s
0 1

)(
hx 0
0 hy

)(
x̂
ŷ

)

+
(
αx̂ŷ
βx̂ŷ

)]

.



496 M. Braack

There are eight free parameters, x0, y0, θ, s, hx, hy, α, β, depending usually on
the specific cell, i.e., s = sK , hx = hK,x, hy = hK,y, α = αK and β = βK but
the subscript K will be suppressed in order to simplify notations.

Throughout this work we use the notation a � b for a ≤ Cb with a constant
C independent of the specific cell K (and hence independent of the eight local
parameters). The expression a ∼ b is used if there holds a � b, and b � a as
well. Without loss of generality we may assume hy ≤ hx.

We formulate three assumptions with are supposed to be fulfilled through-
out the entire work without stating this explicitely:

(A1) The shearing parameter s is bounded by a constant s0 ≥ 0 (ind. of K):

|s| ≤ s0 .

(A2) Interior angle conditions for neighbour cells K,L ∈ Th:

hK,x ∼ hL,x and hK,y ∼ hL,y .

(A3) A restriction to the parameters α, β:

|α| ≤ hx
4

and |β| ≤ 1
4

min
{

hy,
hx
s0

}

.

Note that assumption (A1) allows for moderate stretching, because the
stretching s is coupled to the extend of anisotropy. The conditions of (A3)
bound the influence of the pure bilinear part of the transformation. As a con-
sequence of the assumptions (A1) and (A3) we know the determinant of the
transformation:

Lemma 1. By T ηK we denote the Jacobian of the transformation TK at η ∈ K̂.
Its determinant can be estimated by: detT ηK ∼ hxhy .

Proof. The determinant of the rotational part is equal to 1. Hence, we can
assume θ = 0. In the case of vanishing bilinear contribution, α = β = 0 or
η = (0, 0)T , the Jacobian becomes:

T ηK =
(

1 s
0 1

)(
hx 0
0 hy

)

=
(
hx shy
0 hy

)

.

In this case the assertion is obvious. For not vanishing α or β the impact of
the nonlinearity is maximal at η∗ = (1, 1)T . Hence it is sufficient to determine
the determinant of the matrix:

T η
∗

K =
(
hx+α shy+α

β hy+β

)

. (1)

Its determinant

detT η
∗

K = (hx + α)(hy + β)− (shy + α)β
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can be estimated from above and from below by hxhy times appropriate con-
stants due to (A3), i.e.,

3
8
hxhy ≤ detT η

∗

K ≤ 15
8
hxhy .

As a consequence of (A2) it holds for neighbour cells K and L:

detTK ∼ detTL . (2)

2 Anisotropic H1-stable projectors

In order to maintain the presentation in this section easier we will neglect
rotation and translation fo a moment. Hence, T ηK for η ∈ K̂ can always be
expressed by (1), where |α| and |β| are bounded as in (A3). By P (K) we
denote the patch of cells having one node in common with K.

Lemma 2. Assuming (A1) and (A2) there exists for each cell K ∈ Th and
u ∈ H1(P (K)) a constant c ∈ R so that:

||u− c||P (K) � (hx + s0hy)||∂xu||P (K) + hy||∂yu||P (K) . (3)

Proof. For the particular case that the grid is aligned with the coordinate
axes (i.e. s0 = α = β = 0) this result is proven in [1]. Here, we need the gen-
eralization to parallelogram meshes. Theorem 4.2 in [5] ensures the existence
of a constant c so that on the reference patch holds:

||û− c||2
P (K̂)

= ||∂x̂û||2P (K̂)
+ ||∂ŷû||2P (K̂)

.

Due to the consequence (2) of assumption (A2) we obtain now:

||u− c||2P (K) =
∑

L∈P (K)

detTL||û− c||2
L̂

� detTK(||∂x̂û||2P (K̂)
+ ||∂ŷû||2P (K̂)

) .

The gradients with respect to the reference element can be expressed by:

∂x̂û(x̂) = (hx + α)∂xu(x) + β∂yu(x) (4)
∂ŷû(x̂) = (shy + α)∂xu(x) + (hy + β)∂yu(x) . (5)

The L2−norms of the partial derivatives become:

||∂x̂û||2P (K̂)
= detT−1

K

(

(hx + α)2||∂xu||2P (K) + β2||∂yu||2P (K)

)

(6)

||∂ŷû||2P (K̂)
� detT−1

K ((hys + α)2||∂xu||2P (K) + (hy + β)2||∂yu||2P (K)) . (7)
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Due to condition (A3) it holds:

||u− c||2P (K) � (h2
x + s2h2

y)||∂xu||2P (K) + h2
y||∂yu||2P (K) .

Using assumption (A1) and taking the square root leads to (3).

Lemma 3. The trace theorem on the cell K with an edge Γ with the trans-
formation of type (1) reads for u ∈ H1(K):

||u||Γ � h−1/2
y (||u||K + (hx + s0hy)||∂xu||K + hy||∂yu||K) .

Proof. Since |Γ | is of size O(hx), transformation on the reference patch P (K̂)
and the trace theorem on P (K̂) gives:

||u||2Γ � hx||û||2Γ̂ � hx(||û||2K̂ + ||∂x̂û||2K̂ + ||∂ŷû||2K̂)

� hx detT−1
K

[
||u||2K + h2

x||∂xu||2K + s2h2
y||∂xu||2K + h2

y||∂yu||2K
]

= h−1
y

[
||u||2K + (h2

x + s2h2
y)||∂xu||2K + h2

y||∂yu||2K
]
.

2.1 Definition and existence

We introduce a certain class of projections Ih : H1(Ω) → Vh suitable for
anisotropic estimates. For this, we use the notation Îh for the transformation
onto the reference cell K, defined by Îhû(x̂) := Ihu(x).

Definition 1. We call a projector Ih : H1(Ω)→ Vh “anisotropic H1-stable”,
if it holds (the set of those projectors will be denoted by Ah):

||Ihu||K � ||u||P (K) + (hx + s0hy)||∂xu||P (K) + hy||∂yu||P (K) , (8)

||∂x̂Îhû||K̂ � ||∂x̂û||P (K̂) + h−1
x hy||∂ŷû||P (K̂) , (9)

||∂ŷÎhû||K̂ � ||∂ŷû||P (K̂) . (10)

Proposition 1. It holds Ah 	= ∅, i.e., there is at least one anisotropic H1-
stable projector.

Proof. The operator Bh : H1(Ω) → Vh proposed by Becker [2] fulfills the
estimates (9) and (10) on the reference cells. In order to show (8) we need
a closer look onto its construction. Bh can be considered as a generalization
of the interpolation operator of Scott & Zhang [6] to anisotropic meshes. In
order to obtain nodal values averaging is performed along the long edges of the
elements. To be more specific, we associate to each node Ni, 1 ≤ i ≤ N , the
longest edge Γi: Γi := arg maxΓ∈Ei

|Γ | . If the maximum is not unique, we may
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chose any of the largest edges. Furthermore, we associate to i a linear function
ψi : Γi → R, characterized by the product with the nodal basis functions φj :

∫

Γi

ψiφj = δij ∀1 ≤ j ≤ N .

If Nk is the node which is connected by Γi with node Ni, this condition is
equivalent to

∫

Γi
ψiϕk = 0 and

∫

Γi
ψiϕi = 1, because the remaining nodal

functions φj , j 	= i, k vanish on Γi. Due to this two conditions, the linear
function ψi is uniquely defined. Hence, it is easy to check ||ψi||∞ ∼ h−1

i and
therefore ||ψi||Γi

� h
−1/2
i . Now, Bh is given by

Bhu(x) :=
N∑

i=1

φi(x)
∫

Γi

uψi ds . (11)

Since Bh is the identity on Vh it is a projection. In particular Bhc = c
for constants c. Using the definition (11) of Bh and the Cauchy-Schwarz
inequality, we obtain: ||Bhu||K ≤

∑N
i=1 ||φi||P (K)||ψi||Γi

||u||Γi
. Now we use

||ψi||Γi
� h

−1/2
i = h

−1/2
x , and ||φi||P (K) � |P (K)|1/2 ∼ (hxhy)1/2, in order

to obtain:

||Bhu||K � h1/2
y max

i∈N (P (K))
||u||Γi

.

The trace theorem (Lemma 3) finally gives the desired result.

2.2 Stability properties

The next Proposition gives an upper bound for the partial derivatives of
“anisotropic H1-stable projectors”:

Proposition 2. For Ih ∈ Ah it holds:

||∂xIhu||K � (1 + s0h
−1
x hy)||∂xu||P (K) + h−1

x hy||∂yu||P (K) , (12)
||∂yIhu||K � (1 + s0)(s0||∂xu||P (K) + ||∂yu||P (K)) . (13)

Proof. We use the inverse of TK . In the case α = β = 0 it becomes:

T−1
K =

(
∂x̂/∂x ∂x̂/∂y
∂ŷ/∂x ∂ŷ/∂y

)

=
(
h−1
x −sh−1

x

0 h−1
y

)

.

In the general bilinear case under assumption (A3) it is easy to verify:

∂x̂/∂x ∼ h−1
x , ∂ŷ/∂y ∼ h−1

y ,

|∂ŷ/∂x| ≤ h−1
x , |∂x̂/∂y| ≤ |s|h−1

x + αh−1
y h−1

x � s0h
−1
x + h−1

y .
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Transformation to K̂ back and forth, and use of (6) and (7) gives:

||∂xIhu||K = detT 1/2
K ||∂xÎhû||K̂

= detT 1/2
K (||(∂xx̂)∂x̂Îhû + (∂xŷ)∂ŷÎhû||K̂)

= detT 1/2
K h−1

x (||∂x̂Îhû||K̂ + ||∂ŷÎhû||K̂) .

Now, we use the properties (9)–(10) and (1)–(2):

||∂xIhu||K � detT 1/2
K h−1

x (||∂x̂û||P (K̂) + (1 + h−1
x hy)||∂ŷû||P (K̂))

� (1 + sh−1
x hy)||∂xu||P (K) + h−1

x hy||∂yu||P (K) .

With assumption (A1) we get (3). Analogously, due to property (9) and (10):

||∂yIhu||K � detT 1/2
K ((|s|h−1

x + αhxh
−1
y )||∂x̂Îhû||K̂ + h−1

y ||∂ŷÎhû||K̂)

� detT 1/2
K

(

s0h
−1
x ||∂x̂û||P (K̂) + (h−1

y + s0h
−1
x )||∂ŷû||P (K̂)

)

� s0(1 + s0)||∂xu||P (K) + (s0 + 1 + s0h
−1
x hy)||∂yu||P (K) .

We obtain (4) due to hyh
−1
x ≤ 1.

2.3 Local approximation properties

Proposition 3. For Ih ∈ Ah it holds:

||u− Ihu||K � (1 + s0)hx||∂xu||P (K) + hy||∂yu||P (K) . (14)

Proof. Due to the stability property (8) it holds for an arbitrary c ∈ R:

||u− Ihu||K ≤ ||u− c||K + ||c− Ihu||K
= ||u− c||K + ||Ih(c− u)||K
� ||u− c||P (K) + (1 + s0)hx||∂x(u− c)||P (K) + hy||∂y(u− c)||P (K) .

The assertion follows due to ∂xc = ∂yc = 0 and Lemma 2.

Lemma 4. For Ih ∈ Ah and û ∈ H2(P (K̂)) it holds:

||∂x̂(û− Îhû)||K̂ � ||∂x̂∇̂û||P (K̂) + h−1
x hy||∂ŷ∇̂û||P (K̂) , (15)

||∂ŷ(û− Îhû)||K̂ � ||∂ŷ∇̂û||P (K̂) . (16)

Proof. On the reference element, it holds for the nodal interpolant Îu:

||∂x(û− Î û)||K̂ � ||∂2
x̂û||K̂ + ||∂ŷ∂x̂û||K̂ ≤ ||∂x̂∇̂û||K̂ ,
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||∂y(û− Î û)||K̂ � ||∂2
ŷ û||K̂ + ||∂x̂∂ŷû||K̂ ≤ ||∂ŷ∇̂û||K̂ .

||∂x̂(û− Îhû)||K̂ ≤ ||∂x̂(û− Î û)||K̂ + ||∂x̂(Î û− Îhû)||K̂
= ||∂x̂(û− Î û)||K̂ + ||∂x̂Îh(Î û− û)||K̂ .

The first term on the right hand side can obviously bounded by the right hand
side of (15). Hence, it remains to show that ||∂x̂Îh(Î û− û)||K̂ can be bounded
properly. But this is an immediate consequence of (9). The arguments for
showing (16) are analogous.

Lemma 5. It holds for Ih ∈ Ah and u ∈ H2(P (K)):

||∂x(u− Ihu)||K � (1 + s0)2hx||∂2
xu||P (K) + (1 + s0)hy||∂xyu||P (K) (17)

+h−1
x h2

y||∂2
yu||P (K) ,

||∂y(u− Ihu)||K � (1 + s0)2hx||∂2
xu||P (K) + (1 + s0)2hx||∂xyu||P (K) (18)

+(1 + s0)hy||∂2
yu||P (K) .

Proof. We begin with the x−derivative of the interpolation error:

||∂x(u− Ihu)||2K = detTK
∫

K̂

(∂x(u− Ihu)(TK x̂))2dx̂

= h−2
x detTK

∫

K̂

[

(∂x̂(û− Îhû)(x̂))2 + (∂ŷ(û− Îhû)(x̂))2
]

dx̂

� h−2
x detTK

(

||∂x̂(û− Îhû)||2
K̂

+ ||∂ŷ(û− Îhû)||2
K̂

)

.

For the y−derivative we use |∂yx̂| � s0h
−1
x + h−1

y and (16):

||∂y(u− Ihu)||2K
� detTK

∫

K̂

(h−1
y ∂ŷ(û− Îhû)(x̂) + (s0h

−1
h + h−1

y )(∂x̂(û− Îhû)(x̂))2dx̂

� detTK(h−2
y ||∂ŷ(û− Îhû)||2

K̂
+ (s0h

−1
x + h−1

y )2||∂x̂(û− Îhû)||2
K̂

) .

With help of Lemma 4 and (A1) we obtain:

||∂x(u−Ihu)||K � detT
1
2
Kh−1

x

(

||∂x̂∇̂û||P (K̂) + ||∂ŷ∇̂û||P (K̂)

)

,

||∂y(u−Ihu)||K � detT
1
2
K

(

(s0h
−1
x + h−1

y )||∂x̂∇̂û||P (K̂)

+(h−1
y + s0h

−2
x hy)||∂ŷ∇̂û||P (K̂)

)

.

In order to bound the right hand sides we need the second derivatives of û:

|∂2
x̂û| � h2

x|∂2
xu|+ hxhy|∂xyu|+ h2

y|∂2
yu| ,
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|∂x̂ŷû| = |∂ŷx̂û| � (s0hy + α)hx|∂2
xu|+ (s0hy + α)hy|∂xyu|+ h2

y|∂2
yu| ,

|∂2
ŷ û| � (s0hy + α)2|∂2

xu|+ (s0hy + α)hy|∂xyu|+ h2
y|∂2
yu| .

There is a constant s1 with 1 ≤ s1 ≤ 1+s0 so that the L2 norms of the second
derivatives of û can now be bounded by

||∂x̂∇̂û||K̂ � detT−1/2
K

(
s1h

2
x||∂2

xu||K̂ + s1hxhy||∂xyu||K + h2
y||∂2

yu||K
)
,

||∂ŷ∇̂û||K � detT−1/2
K

(

s2
1h

2
x||∂2

xu||K + s1hxhy||∂xyu||K + h2
y||∂2

yu||K
)

.

Hence, for the x-derivative of the approximation error:

||∂x(u− Ihu)||K � s2
1hx||∂2

xu||P (K) + s1hy||∂xyu||P (K) + h−1
x h2

y||∂2
yu||P (K) .

This verifies (17). For the y-derivative of the approximation error we obtain:

||∂y(u− Ihu)||K �
(

(s0h
−1
x + h−1

y )s1h
2
x + (h−1

y + s0h
−2
x hy)s2

1h
2
x

)

||∂2
xu||P (K)

+
(

(s0h
−1
x + h−1

y + s0h
−2
x hy)s1hxhy

)

||∂xyu||P (K)

+(s0hy + (h−1
y + s0h

−1
x )h2

y) ||∂2
yu||P (K)

The assertion (18) follows immediately.

Corollary 1. It holds for Ih ∈ Ah and u ∈ H2(P (K)):

||∇(u− Ihu)||K � (1 + s0)2hx||∂2
xu||P (K) + (1 + s0)2hx||∂xy∇u||P (K)

+(1 + s0)hy||∂2
yu||P (K)

Proof. Combining (17) and (18) gives the result.

3 General result

Finally, we interpret the results for transformation including the rotation,
i.e., θ 	= 0. In this case, we have to replace the partial derivatives along the
coordinate axes, ∂x, ∂y, by appropriate directional derivatives: By η1 = Te1 ∈
R

2 we denote the unit vector aligned with the longest side of K, and η2 ∈ R
2 is

orthogonal to it. Furthermore, hi is the length of K in direction of ηi, i = 1, 2.
With these notations, we assemble the results of Lemma 1, 3, Proposition 1

and Corollary 1 as follows:

Corollary 2. There is a linear operator Bh : H1(Ω)→ Vh with the following
features for all K ∈ Th (with s1 := 1 + s0):
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(i) Stability:

||∂xBhu||K � s1||∂η1u||P (K) + h−1
1 h2||∂η2u||P (K) ,

||∂η2Bhu||K � s1

(
s0||∂η1u||P (K) + ||∂η2u||P (K)

)
.

(ii) Approximation:

||u−Bhu||K � s1h1||∂η1u||P (K) + h2||∂η2u||P (K) .

(iii) Approximation for u ∈ H2(P (K)):

||∇(u−Bhu)||K � s2
1h1||∂2

η1u||P (K) + s2
1h1||∂η1η2u||P (K) + s1h2||∂2

η2u||P (K) .
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Summary. A continuous interior penalty hp-finite element method that penalizes
the jump of the gradient of the discrete solution across mesh interfaces is introduced
and analyzed. Error estimates are presented for first-order transport equations. The
analysis relies on three technical results that are of independent interest: an hp-
inverse trace inequality, a local discontinuous to continuous hp-interpolation result,
and hp-error estimates for continuous L2-orthogonal projections.

1 Introduction

Interior penalty procedures for finite element methods utilizing continuous
functions have been introduced in the pioneering works of Babuška and Zlámal
[1] for the biharmonic operator and of Douglas and Dupont [9] for second-order
elliptic and parabolic problems. The common feature of these methods con-
sists of penalizing the jump of the gradient of the discrete solution at mesh
interfaces, but the motivations behind [1] and [9] are different. The goal pur-
sued in [1] was to weakly enforce C1-continuity. Because of a non-consistency
in the formulation, a superpenalty procedure had to be applied, leading to
suboptimal convergence rates. The subsequent work of Baker [2], valid for
general 2mth order coercive operators, designed a consistent interior penalty
method, utilizing discontinuous functions, that was shown to be optimally
convergent.

The motivation behind the work of Douglas and Dupont was different,
namely to keep continuous finite element methods because they were stan-
dard for elliptic problems and, at the same time, to cope with the difficulties
encountered by such methods in problems where the first-order (advection)
terms dominate the second-order (diffusion) terms. However, one of the main
issues at stake, namely the robustness of the error estimates with respect to
the cell Péclet numbers, was not addressed in [9]. This issue has been ad-
dressed only recently for linear finite elements, namely in the work of Burman
and Hansbo in 2004 [7].
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The goal of this paper is to present, for the first time, an hp-convergence
analysis for a high-order CIP finite element method applied to first-order
transport equations. No proofs will be given here. For brevity we focus on
tensor product finite elements. We refer to the report [3] for full detail includ-
ing the extension to simplicial finite elements and to advection dominated
second order transport equations.

2 Continuous interior penalty finite element methods

Let Ω be an open bounded and connected set in R
d with Lipschitz boundary

∂Ω and outer normal n, let β ∈ [W 1,∞(Ω)]d be a vector field, and let σ ∈
L∞(Ω). Let f ∈ L2(Ω), let ∂Ω± = {x ∈ ∂Ω; ±β(x) · n(x) > 0}, assume that
∂Ω− and ∂Ω+ are well separated, and consider the problem

{

σu + β · ∇u = f,

u|∂Ω− = 0.
(1)

Define W = {w ∈ L2(Ω); β · ∇w ∈ L2(Ω)} and observe that functions in W
have traces in L2(∂Ω;β·n). Consider the operator A : W � w 
→ σw+β ·∇w ∈
L2(Ω). Henceforth, it is assumed that there is σ0 > 0 such that

σ − 1
2∇ · β ≥ σ0, a.e. in Ω. (2)

Then, letting V = {w ∈ W ; w|∂Ω− = 0}, A : V → L2(Ω) is an isomorphism,
i.e., (1) is well-posed; see, e.g., [5].

Let K be a subdivision of Ω into non-overlapping rectangular cells {κ}.
For κ ∈ K, hκ denotes its diameter. Set h = maxκ∈K hκ. Assume that (i) K
covers Ω exactly, (ii) K does not contain any hanging nodes, and (iii) K is
quasi-uniform in the sense that there exists a constant ρ > 0, independent
of h, such that ρh ≤ minκ∈K hκ. Each κ ∈ K is an affine image of the unit
hypercube κ̂ = [−1, 1]d, i.e., κ = Fκ(κ̂). Let F denote the set of interior faces
((d− 1)-manifolds) of the mesh, i.e., the set of faces that are not included in
the boundary ∂Ω. For F ∈ F , hF denotes its diameter.

Let p ≥ 1 and let Qp,d(κ̂) be the space of polynomials of degree at most
p in each variable. Introduce the continuous and discontinuous finite element
spaces

V ph = { vh ∈ C0(Ω); ∀κ ∈ K, vh|κ ◦ Fκ ∈ Qp,d(κ̂) }, (3)

W p
h = {wh ∈ L2(Ω); ∀κ ∈ K, wh|κ ◦ Fκ ∈ Qp,d(κ̂) }. (4)

For a subset R ⊂ Ω, (·, ·)R denotes the L2(R)–scalar product, ‖ · ‖R =

(·, ·)
1
2
R the corresponding norm, and ‖ · ‖s,R the Hs(R)–norm. For s ≥ 1,

let Hs(K) be the space of piecewise Hs functions. For v ∈ H2(K) and an
interior face F = κ1 ∩ κ2, where κ1 and κ2 are two distinct elements of K
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with respective outer normals n1 and n2, introduce the (scalar-valued) jump
[∇v · n]F = ∇v|κ1 · n1 + ∇v|κ2 · n2 (the subscript F is dropped when there
is no ambiguity). Similarly, for v ∈ H1(K), define the (scalar-valued) jump
[v]F = v|κ1 − v|κ2 (the arbitrariness in the sign of [v]F can be avoided by
considering the vector-valued jump [v]F = v|κ1n1 + v|κ2n2; nothing that is
stated hereafter depends on this arbitrariness).

On H1(Ω)×H1(Ω) define the standard Galerkin bilinear form

a(v, w) =
(
(σ −∇ · β)v, w

)

Ω
− (v, β · ∇w)Ω + (β · nv,w)∂Ω+ , (5)

and on Hq(K)×Hq(K), q > 3
2 , define the CIP bilinear form

j(v, w) =
∑

F∈F

h2
F

pα
|β · n|F ([∇v · n], [∇w · n])F , (6)

where |β ·n|F denotes the L∞-norm of the normal component of β on F . Since
W 1,∞(Ω) ⊂ C0(Ω), the field β is continuous by assumption and, therefore,
the quantity β · n is single-valued on all interior faces F ∈ F . The exponent
α will be determined by the convergence analysis in mS4; see (18).

The finite element approximation to (1) consists of seeking uh ∈ V ph such
that

a(uh, vh) + j(uh, vh) = (f, vh)Ω , ∀vh ∈ V ph . (7)

For v ∈ Hq(K), q > 3
2 , consider the norm

‖v‖2a,j = ‖σ
1
2
0 v‖2Ω + 1

2‖|β · n|
1
2 v‖2∂Ω + j(v, v). (8)

The well-posedness of the approximate problem (7) results from the following

Lemma 1. For all v ∈ Hq(K), q > 3
2 , a(v, v) + j(v, v) ≥ ‖v‖2a,j.

3 Technical results

Henceforth, we use the notation A � B to represent the inequality A ≤ cB
where the constant c is independent of p and h, but can depend on the space
dimension d and the quasi-uniformity parameter ρ. All the results stated below
are simplified using the practical assumption that d ≤ 3.

3.1 hp-trace inequalities

Let {gj}0≤j≤p be the Gauσ–Lobatto nodes in the unit interval [−1, 1].
Set Ip,d = {0, . . . , p}d and I0

p,d = {1, . . . , p−1}d. For a multi-index (i) =
(i1, . . . , id) ∈ Ip,d, the tensor-product Gauσ–Lobatto node aκ̂,(i) in the unit
hypercube κ̂ is the point with coordinates equal to (gi1 , . . . , gid).
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Let κ ∈ K. Introduce the tensor-product Gauσ–Lobatto nodes in K such
that aκ,(i) = Fκ(aκ̂,(i)) for all (i) ∈ Ip,d and define the space

Q
0
p,d(κ) = { v ∈ Qp,d(κ); ∀(i) ∈ I0

p,d, v(aκ,(i)) = 0 }. (9)

In other words, Q
0
p,d(κ) is the subspace of Qp,d(κ) spanned by the polynomials

that vanish at all the interior tensor-product Gauσ–Lobatto nodes in κ.

Lemma 2. The following trace and inverse trace inequalities hold:

∀v ∈ Qp,d(κ), ‖v‖∂κ �
(
p2

hκ

) 1
2

‖v‖κ, (10)

∀v ∈ Q
0
p,d(κ), ‖v‖κ �

(
hκ
p2

) 1
2

‖v‖∂κ. (11)

An important observation is that the inverse trace inequality (11) is opti-
mal (asymptotically in p) with respect to the trace inequality (10).

3.2 Continuous hp-interpolation

The goal is to construct an operator IOs : W p
h → V ph endowed with a local

interpolation property.
Let κ ∈ K. For a node ν in κ, set Kν = {κ′ ∈ K; ν ∈ κ′}; then, for

wh ∈ W p
h , define IOswh locally in κ by the value it takes at all the tensor-

product Gauσ–Lobatto nodes by setting

IOswh(ν) =
1

card(Kν)
∑

κ∈Kν

wh|κ(ν). (12)

Clearly, IOswh ∈ V ph .

Lemma 3. The following estimate holds for all κ ∈ K,

∀wh ∈W p
h , ‖wh − IOswh‖κ �

(
hκ
p2

) 1
2 ∑

F∈F(κ)

‖[wh]‖F , (13)

where F(κ) = {F ∈ F ; F ∩ κ 	= ∅}.

3.3 hp-error estimate for continuous L2(Ω)-orthogonal projection

Let Πh : L2(Ω) → V ph be the L2(Ω)-orthogonal projector onto V ph . The
purpose of this section is to investigate the approximation properties of Πh
in the L2- and the H1-norm.

First, we recall the following local hp-approximation property [5, 9]. Let
Π∗
h : L2(Ω)→W p

h be the L2(Ω)-orthogonal projector onto W p
h . Then, for all

κ ∈ K and all w ∈ Hq(K), q ≥ 1,
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‖w −Π∗
hw‖κ �

(
h

p

)s

‖w‖s,κ, (14)

‖∇(w −Π∗
hw)‖κ � p

1
2

(
h

p

)s−1

‖w‖s,κ, (15)

with s = min(p+1, q). The global counterpart of (14)–(15) for the continuous
L2(Ω)-orthogonal projector Πh is the following.

Lemma 4. For all w ∈ Hq(Ω), q ≥ 1, the following holds with s = min(p +
1, q),

‖w −Πhw‖Ω �
(
h

p

)s

‖w‖s,Ω , (16)

‖∇(w −Πhw)‖Ω � p
1
2

(
h

p

)s−1

‖w‖s,Ω . (17)

4 Convergence analysis

Let u solve (1) and let uh solve (7). Henceforth, it is assumed that the exact
solution u is smooth enough, i.e., u ∈ Hq(Ω), q > 3

2 . Bounds on the approx-
imation error u − uh are obtained in the spirit of the Second Strang Lemma
by establishing consistency and boundedness properties for the discrete set-
ting. Recall that the discrete setting satisfies the stability property stated in
Lemma 1.

Theorem 1. Let u ∈ Hq(Ω), q > 3
2 , solve (1) and let uh solve (7). Take

α =
7
2
. (18)

Then,

‖u− uh‖a,j � (p
1
4 + p

3
2h

1
2 )
(
h

p

)s− 1
2

‖u‖s,Ω , (19)

with s = min(p + 1, q). Hence, if h ≤ p−
5
2 ,

‖u− uh‖a,j � p
1
4

(
h

p

)s− 1
2

‖u‖s,Ω . (20)

5 Numerical results

In this section we present some numerical experiments using the method pro-
posed above in one space dimension. We use the Lagrange polynomials based
on the Gauσ–Lobatto interpolation nodes and integration at the same nodes.
The linear systems are solved using the direct solver of Matlab.
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5.1 Convergence results, smooth solutions

We consider problem (1) in one space dimension with Ω = (0, 1), σ = 0, and
β = 1. Boundary data and right-hand side f are chosen to yield the exact
solutions u = sin(2πx) (test case I) and u = arctan(x−0.5

ε ) with ε = 0.01 (test
case II).

The first row in Figure 1 displays a sequence of standard Galerkin approx-
imations (γ = 0) for test case II using different polynomial orders, but the
same number of degrees of freedom. Upstream node to node oscillations are
present in the three cases. The same solutions with stabilization are displayed
in the second row, showing that oscillations are essentially eliminated. For
both standard and stabilized Galerkin approximations, the P2 approximation
suffers from poor resolution of the source term (because of insufficient quadra-
ture accuracy) leading to an incorrect size of the jump. Figure 2 displays con-
vergence curves for the two test cases. The left plot presents h-convergence
curves for P2, P3, and P5 polynomials for test case I (the error is of machine
precision already on the coarsest mesh for higher order polynomials). Optimal
convergence orders are observed. The middle plot presents the h-convergence
curves for P2, P5, and P8 polynomials for test case II. Optimal convergence
orders are observed up to the finest meshes where accuracy is affected by the
precision of the quadrature. The right plot presents p-convergence curves for
both test cases on a fixed mesh with 64 elements. Both test cases yield expo-
nential convergence under p refinement in agreement with the estimate (20).
The slope for test case I is larger because ‖u‖p+1,Ω does not depend on p.

5.2 Conditioning and scatter plots of system matrix eigenvalues

In this section we study the condition number of the system matrix and the
distribution of its eigenvalues in the complex plane for different values of the
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Fig. 1. Above: standard Galerkin approximation with 81 degrees of freedom. From
left to right: 40 P2-elements, 16 P5-elements, and 10 P8-elements. Below: solutions
computed with stabilization (γ = 0.2).
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′x′), and P8(
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full lines with square markers correspond to theoretical slopes.
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Fig. 3. Left: condition number against h−1: P2(
′+′), P5(

′x′), and P8(
′o′). Right:

condition number against p: h = 32−1(′x′), h = 64−1(′+′), and h = 96−1(′o′).

stabilization parameter γ. Figure 3 presents the condition number against h−1

(left) and p (right). The condition number scales as h−1 keeping p fixed and as
p (and not as p2 as could be heuristically expected from inverse inequalities)
keeping h fixed. The scaling in h agrees with the theoretical results of [8].

Finally Figure 4 presents scatter plots of the eigenvalues for the three hp-
discretizations in the second row of Figure 1 and with three different values
of the stabilization parameter (γ = 0, γ = 0.1, and γ = 1.0). For the three hp-
discretizations, the eigenvalues produced by the standard Galerkin method are
the closest to the imaginary axis. The effect of stabilization is to shift their
real part away from zero. Comparing the case γ = 0.1 and γ = 1.0 shows
that increased stabilization leads to a separation of the eigenvalues into two
subsets, one shifted closer to the standard Galerkin spectrum (presumably
corresponding to the C1 modes) and the other shifted to higher values of the
real part. In the case of P2 approximation, the range on the imaginary axis
decreases as the stabilization increases. This effect is not present for higher
order polynomials and can be attributed to the fact that only a few C1 modes
are present with P2 polynomials.
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Fig. 4. Scatter plots of the eigenvalues of the system matrix corresponding to a
discretization with 81 degrees of freedom: γ = 0(′o′), γ = 0.1(′+′), and γ = 1.0(′x′).
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Summary. We present a nonconforming finite element method with face penalty
to approximate advection–diffusion–reaction equations. The a priori error analysis
leads to (quasi-)optimal error estimates in the mesh-size keeping the Péclet number
fixed. The a posteriori error analysis yields residual-type error indicators that are
semi-robust in the sense that the lower and upper bounds of the error differ by a
factor bounded by the square root of the Péclet number. Finally, to illustrate the
theory, numerical results including adaptively generated meshes are presented.

1 Introduction

Let Ω be a polygonal domain of R
d with Lipschitz boundary ∂Ω and outward

normal n. Let ε > 0, β ∈ [C0, 12 (Ω)]d, and ν ∈ L∞(Ω) be, respectively, the
diffusion coefficient, the velocity field, and the reaction coefficient. Set ∂Ωin =
{x ∈ ∂Ω : β·n < 0} and ∂Ωout = {x ∈ ∂Ω : β·n ≥ 0} . Let f ∈ L2(Ω) and
g ∈ L2(∂Ωin). Consider the following advection–diffusion–reaction problem
with mixed Robin–Neumann boundary conditions:






−ε∆u + β·∇u + νu = f in Ω ,

−ε∇u·n + β·nu = g on ∂Ωin ,

∇u·n = 0 on ∂Ωout .

(1)

Without loss of generality, we assume that (1) is non-dimensionalized so that
‖β‖[L∞(Ω)]d and the length scale of Ω are of order unity; hence, the parameter
ε is the reciprocal of the Péclet number.

Under the assumption that there is σ0 > 0 such that σ = ν − 1
2∇·β ≥ σ0

in Ω and that ∇·β ∈ L∞(Ω), it is straightforward to verify using the Lax–
Milgram Lemma that the following weak formulation of (1) is well posed:
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{
Seek u ∈ H1(Ω) such that
a(u, v) =

∫

Ω
fv −

∫

∂Ωin
gv ∀v ∈ H1(Ω) ,

(2)

where

a(u, v) =
∫

Ω

ε∇u·∇v +
∫

Ω

(ν −∇·β)uv −
∫

Ω

u(β·∇v) +
∫

∂Ωout

(β·n)uv . (3)

Advection–diffusion–reaction equations are encountered in many applica-
tions, including pollutant transport and the Oseen equations. It is well-known
that the standard Galerkin approximation to these equations leads to non–
physical oscillations in the advective–dominated regime. To stabilize this phe-
nomenon, several well–established techniques have been proposed and ana-
lyzed in a conforming setting (e.g., streamline–diffusion [2], subgrid viscosity
[8], and residual free bubbles [3]), in a nonconforming setting (e.g., streamline–
diffusion [10]), and in a discontinuous setting [9].

The purpose of this paper is twofold. First, to design and analyze a noncon-
forming finite element method to approximate advection–diffusion–reaction
equations. Drawing from ideas in [3, 7], the method is stabilized by penalizing
the jumps across interfaces of the gradient of the discrete solution. The ad-
vantage of using the face penalty technique rather than streamline–diffusion is
that the former involves a single user-dependent parameter which is indepen-
dent of the diffusion coefficient. Moreover, the face penalty technique is readily
extendable to time-dependent problems. The second goal of this paper is to de-
rive an a posteriori error estimator which is semi–robust, namely the ratio be-
tween the upper and lower bounds for the error is bounded by the square root
of the Péclet number. Semi-robust error estimators for advection–diffusion
equations are derived in [12] in a conforming setting, but to our knowledge,
no such results are available in a nonconforming setting. The derivation of
robust error estimators (in which the ratio in question is independent of the
Péclet number) such as those obtained in [11, 13] in a conforming setting,
goes beyond the present scope.

This paper is organized as follows. Section 2 presents the nonconforming
finite element method with face penalty and the a priori error analysis. Sec-
tion 3 is devoted to the a posteriori error analysis, which is of residual type.
Only the main results are stated; we refer to [6] for details and proofs. Finally,
Section 4 contains numerical results.

2 The nonconforming finite element scheme with face
penalty

In this section we design a nonconforming finite element approximation to (1)
with face penalty stabilization. The convergence analysis leads to an a priori
error estimate which is (quasi-)optimal in the mesh-size keeping the Péclet
number fixed (the estimate is sub–optimal of order 1

2 in the L2–norm and
optimal in the broken graph norm for quasi–uniform meshes).
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2.1 The discrete setting

Let (Th)h be a shape–regular family of simplicial affine meshes of Ω. For an
element T ∈ Th, let hT denote its diameter and set h = maxT∈Th

hT . Let Fh,
F ih, and F∂h denote respectively the set of faces, internal, and external faces
in Th. Let F in

h and Fout
h be the set of faces belonging respectively to ∂Ωin

and to ∂Ωout such that F∂h = F in
h ∪ Fout

h . For a face F ∈ Fh, let hF denote
its diameter and TF the set of elements in Th containing F . For an element
T ∈ Th, let FT denote the set of faces belonging to T .

For an integer k ≥ 1, let Hk(Th) = {v ∈ L2(Ω); ∀T ∈ Th, v|T ∈ Hk(T )}.
We introduce the discrete gradient operator ∇h : H1(Th) → [L2(Ω)]d such
that for all v ∈ H1(Th) and for all T ∈ Th , (∇hv)|T = ∇(v|T ). Let F ∈
F ih; then, there are T1(F ) and T2(F ) ∈ Th such that F = T1(F ) ∩ T2(F ).
Conventionally, choose nF to be the unit normal vector to F pointing from
T1(F ) towards T2(F ). For v ∈ H1(Th), define its jump across F as

[[v]]F = v|T1(F ) − v|T2(F ) a.e. on F . (4)

A similar notation is used for the jumps of vector-valued functions, the jump
being taken componentwise. Nothing that is said hereafter depends on the
arbitrariness in the sign of the jump.

For a subset R ⊂ Ω, (·, ·)0,R denotes the L2(Ω)–scalar product, ‖·‖0,R
the associated norm, and ‖·‖k,R the Hk(R)–norm for k ≥ 1. Consider the
Crouzeix-Raviart finite element space P 1

nc(Th) defined as [5, 5]

P 1
nc(Th) = { vh ∈ L2(Ω); ∀T ∈ Th, vh|T ∈ P 1(T ); ∀F ∈ F ih,

∫

F
[[vh]]F = 0} ,

where P 1(T ) denotes the vector space of polynomials on T with degree less
than or equal to 1.

2.2 The discrete problem

Set V = H2(Th) ∩H1(Ω) and V (h) = V + P 1
nc(Th) and equip V (h) with the

norm

‖v‖εβσ,Ω = ‖ε 1
2∇hv‖0,Ω + ‖σ 1

2 v‖0,Ω + ‖|β·n| 12 v‖0,∂Ω . (5)

Introduce the bilinear form ah defined on V (h)× V (h) by

ah(v, w) =
∫

Ω

ε∇hv·∇hw +
∫

Ω

(ν −∇·β)vw −
∫

Ω

v(β·∇hw)

+
∑

F∈Fi
h

∫

F

β·nF [[vw]]F +
∫

∂Ωout

(β·n)vw . (6)

To control the jump of the discrete solution accross mesh interfaces, let us
introduce on V (h)× V (h) the bilinear form
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jh(v, w) =
∑

F∈Fi
h

∫

F

(β·nF )[[v]]Fw↓ , (7)

where w↓ is the so-called downwind value of w defined as w↓ = w|T2(F ) if
β·nF ≥ 0 and w↓ = w|T1(F ) otherwise. To control the advective term, let us
introduce on V (h)× V (h) the bilinear form

sh(v, w) =
∑

F∈Fi
h

∫

F

γ
h2

F

βF,∞
[[β·∇hv]]F [[β·∇hw]]F , (8)

where γ > 0 is independent of ε and βF,∞ = ‖β‖[L∞(F )]d (the contribution of
a face F ∈ F ih is conventionally set to zero if βF,∞ = 0).

The discrete problem we consider is the following:
{

Seek uh ∈ P 1
nc(Th) such that for all vh ∈ P 1

nc(Th),
ah(uh, vh) + jh(uh, vh) + sh(uh, vh) = (f, vh)0,Ω − (g, vh)0,∂Ωin .

(9)

It is readily infered that the bilinear form (ah + jh + sh) is ‖·‖εβσ,Ω–coercive;
hence, (9) is well–posed owing to the Lax–Milgram Lemma.

Henceforth, c denotes a generic positive constant, independent of h and
ε, whose value can change at each occurrence. Since the advection–diffusion
problem has been non-dimensionalized so that the field β is of order unity, the
dependency on β in the error estimates can be hidden in the constants. The
same is done for the function ν since we are not interested in the asymptotics
of strong reaction regimes. Finally, without loss of generality, we assume that
h ≤ 1 and ε ≤ 1.

2.3 A priori error estimate

The error analysis is performed in the spirit of the Second Strang Lemma.
Define on V (h) the following norm:

‖w‖A,Ω = ‖w‖εβσ,Ω +




∑

F∈Fi
h

‖|β·nF |
1
2 [[w]]F ‖20,F





1
2

+ sh(w,w)
1
2 . (10)

Theorem 1 (Convergence). Let u be the unique solution to (2) and let uh
be the unique solution to (9). Assume that u ∈ H2(Ω). Then, there exists a
constant c such that

‖u− uh‖A,Ω ≤ ch(ε
1
2 + h

1
2 )‖u‖2,Ω . (11)

Remark 1. The a priori error estimate (11) shows that when keeping the
Péclet number ε fixed, the convergence order in the mesh-size for the error
‖u− uh‖A,Ω is 1 in the diffusion-dominated regime and 3

2 in the advection-
dominated regime. This estimate is similar to the usual estimates derived for
stabilized schemes in conforming settings; see, e.g., [3, 2, 7, 8].
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3 A posteriori error estimates

In this section we present a semi-robust a posteriori error estimator of residual
type for the discrete problem (9).

Let fh, βh, and νh denote the L2–orthogonal projection of f , β, and ν onto
the space of piecewise constant functions on Th respectively, and let gh be the
L2–orthogonal projection of g onto the space of piecewise constant functions
on F∂h . Furthermore, define

αS = min(ε−
1
2hS , 1) , (12)

where S belongs to Th or to Fh. For T ∈ Th, let ∆T denote the union of
elements of Th sharing at least a vertex with T , and set FT (1) = FT ∩ {F ih ∪
Fout
h } and FT (2) = FT ∩ F in

h .

Theorem 2 (Upper bound). Let u be the unique solution to (2) and let uh
be the unique solution to (9). Then, there is c > 0 such that

c‖u− uh‖εβσ,Ω ≤




∑

T∈Th

[ηT (uh)2 + δT (uh)2] +
∑

F∈Fi
h

ηF (uh)2





1
2

, (13)

with local data error indicators

δT (uh) = αT (‖f − fh‖0,T + ‖(β − βh)·∇uh‖0,T + ‖(ν − νh)uh‖0,T )

+
∑

F∈FT
(2)

ε−
1
4α

1
2
F ‖g − gh + (β − βh)·nuh‖0,F , (14)

and local residual error indicators

ηT (uh) = αT ‖fh − βh·∇uh − νhuh‖0,T +
∑

F∈FT
(1)

ε−
1
4α

1
2
F ‖ε[[∇huh]]F ‖0,F

+
∑

F∈FT
(2)

ε−
1
4α

1
2
F ‖gh + ε∇uh·n− βh·nFuh‖0,F , (15)

ηF (uh) = h
1
2
F max(αF , ε

1
2 )‖[[∇huh]]F ‖0,F . (16)

Theorem 3 (Lower bound). In the above framework, the following holds:

∀T ∈ Th , ηT (uh) ≤ c
∑

T ′∈∆T

(

(1 + ε−
1
2αT ′)‖u− uh‖εβσ,T ′ + δT ′(uh)

)

, (17)

∀F ∈ F ih , ηF (uh) ≤ cε−
1
2αF (‖u− uh‖εβσ,TF

+ inf
zh∈[P 1

c (Th)]d
‖ε 1

2 (∇u− zh)‖0,TF
) .

(18)

Remark 2. Keeping ε fixed, the quantities δT (uh) and infzh∈[P 1
c (Th)]d

‖ε 1
2 (∇u− zh)‖0,TF

should converge at least with the same order as, respec-
tively, the quantities ‖u− uh‖εβσ,T and ‖u− uh‖εβσ,TF

.
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4 Numerical results

In this section two test cases are presented. In both cases, Ω = (0, 1)× (0, 1)
and a shape–regular family of unstructured triangulations is considered with
mesh-size hi = h0×2−i with h0 = 0.1 and i ∈ {0, · · · , 4}. The diffusion
coefficient ε takes values in {10−2, 10−4, 10−6}, the reaction coefficient ν is set
to 1, and the parameter γ in (8) is set to 0.005.

4.1 Test case 1

The goal of this test case is to illustrate the convergence of the scheme. Let
β = (1, 0)T and choose the data f and g such that the exact solution of (1) is

u(x, y) = 1
2

(

1− tanh(0.5−x
aw

)
)

, (19)

with internal layer width aw = 0.01 .
Table 1 presents the convergence results for the error ‖u− uh‖A,Ω ; Nfa

denotes the number of degrees of freedom (i.e., the number of mesh faces)
and ω denotes the convergence order with respect to the mesh–size. In the
advection–dominated regime (ε = 10−4 and ε = 10−6), the error decreases
as h

3
2 . In the intermediate regime (ε = 10−2), the convergence order changes

from 3
2 to 1 as the mesh is refined. These results are in agreement with the

estimate derived in Theorem 1.

Table 1. Numerical errors and convergence orders for the different values of ε

Mesh ε = 10−2 ε = 10−4 ε = 10−6

i Nfa ‖u − uh‖A,Ω ω ‖u − uh‖A,Ω ω ‖u − uh‖A,Ω ω

0 374 4.17 10−1 - 4.07 10−1 - 4.03 10−1 -
1 1441 1.45 10−1 1.57 1.35 10−1 1.65 1.33 10−1 1.64
2 5621 5.41 10−2 1.45 4.64 10−2 1.57 4.56 10−2 1.57
3 22330 2.12 10−2 1.36 1.64 10−2 1.51 1.60 10−2 1.52
4 88961 8.62 10−3 1.30 5.85 10−3 1.49 5.69 10−3 1.49

4.2 Test case 2

The goal of this test case for which the mesh is illustrate how the a posteriori
error estimates can be used to generate adaptively refined meshes at internal
layers. Let Γ1 denote the lower horizontal edge of Ω and let Γ2 denote its left
vertical edge. Set β = (2, 1)T , f = 0, and g such that

g(x, y) =
{
ϕ(x) on Γ1

ϕ(−y) on Γ2
where ϕ(s) = 1

2

(

tanh( sh0
) + 1

)

, (20)

with h0 = 0.1 . Figure 1 presents the contour lines of the computed solution
for the different values of ε.
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Fig. 1. Contour lines of the solution for test case 2. Left: ε = 10−2; center: ε = 10−4;
right: ε = 10−6

Fig. 2. Adaptive meshes after five iterations. Left: ε = 10−2 and Nfa = 18157;
center: ε = 10−4 and Nfa = 7145; right: ε = 10−6 and Nfa = 6934

To refine the mesh adaptively using the local error indicator ηT (uh) de-
fined in (15), we consider an adaptive algorithm where the error indicators
are equi-distributed; see [6] for more details. Figure 2 presents the adaptively
refined meshes after five iterations of the adaptive algorithm. For the three
values of the diffusion coefficient, the mesh is refined at the origin. In the
diffusion–dominated regime, the mesh is refined around the inner layer and at
the outflow layer. In the advection–dominated regime, the meshes are refined
along the inner layer. The refined zone becomes smaller as the diffusion coef-
ficient ε takes smaller values, indicating that the local error indicator ηT (uh)
alone can detect the inner layer.

Acknowledgment

This work was partly supported by the GdR MoMaS (CNRS–2439, ANDRA,
BRGM, CEA, EdF).



Face Penalty Stabilization of Advection–Diffusion Equations 519

References

1. Brezzi, F., Russo, A.: Choosing bubbles for advection–diffusion problems. Math.
Models Meth. Appl. Sci. 4, 571–587 (1994)

2. Brooks, A., Hughes, T.: Streamline upwind/Petrov–Galerkin formulations for
convective dominated flows with particular emphasis on the incompressible
Navier-Stokes equations. Comput. Methods Appl. Mech. Engrg. 32, 199–259
(1982)

3. Burman, E.: A unified analysis for conforming and non-conforming stabilized
finite element methods using interior penalty. to appear in SIAM, J. Numer.
Anal. (2005)

4. Burman, E., Hansbo, P.: Edge stabilization for Galerkin approximations of
convection–diffusion–reaction problems. Comput. Methods Appl. Mech. Engrg.
193, 1437–1453 (2004)

5. Crouzeix, M., Raviart, P.-A.: Conforming and nonconforming mixed finite el-
ement methods for solving the stationary Stokes equations I. RAIRO Modél
Math. Anal. Numér. 3, 33–75 (1973)

6. El Alaoui, L., Ern, A., Burman E.: A priori and a posteriori error analysis of
nonconforming finite elements with face penalty for advection–diffusion–reaction
equations. Submitted (2005) [CERMICS Technical Report 2005–289]

7. Ern, A., Guermond, J.-L.: Theory and Practice of Finite Elements, Springer,
New York, 2004

8. Guermond, J.-L.: Subgrid stabilization of Galerkin approximations of linear
monotone operators. IMA, Journal of Numerical Analysis. 21, 165–197 (2001)

9. Johnson, C. and Pitkäranta, J.: An analysis of the discontinuous Galerkin
method for a scalar hyperbolic equation. Math. Comput. 46, 1–26 (1986)

10. Matthies, G. and Tobiska, L.: The streamline–diffusion method for conform-
ing and nonconforming finite elements of lowest order applied to convection–
diffusion problems. Computing. 66, 343–364 (2001)

11. Sangalli, G.: On robust a posteriori estimators for the advection-diffusion-
reaction problem. Technical Report 04–55, ICES, (2004)

12. Verfürth, R.: A posteriori error estimators for convection–diffusion equations.
Numer. Math. 80, 641–663 (1998)

13. Verfürth, R.: Robust a posteriori error estimates for stationary convection–
diffusion equations. SIAM, J. Numer. Anal., (2004) (submitted)



Efficient Multigrid and Data Structures
for Edge-Oriented FEM Stabilization

Abderrahim Ouazzi and Stefan Turek

Institute of Applied Mathematics, University of Dortmund, 44227 Dortmund,
Germany
ouazzi@math.uni-dortmund.de, ture@featflow.de

Summary. We study edge-oriented FEM stabilizations w.r.t. linear multigrid
solvers and data structures with the goal to examine the efficiency of such sta-
bilizations due to the extending matrix stencil which is not supported by standard
FEM data structures. A new edge-oriented data structure has been developed to
support the additional coupling. So, the local element-wise and edge-wise matrices
are easily deduced from the global ones. Accordingly, efficient Vanka smoothers are
introduced, namely a full cell-oriented and an edge-oriented Vanka smoother so that
it becomes possible to privilege edge-oriented stabilization for CFD simulations.

1 Introduction

1.1 Problem formulation

As a model problem we consider incompressible flow problrms:

∂u
∂t

+ u · ∇u− ν u +∇p = f , div u = 0 (1)

where p is the pressure and u being the velocity. Let us consider the non-
stationary (or stationary, without the term ∂u

∂t ) Navier-Stokes problem 1 in a
bounded domain Ω ⊂ R2, first discretized in time by a standard numerical
solution method for ODEs. The θ-scheme, as for instance backward Euler or
Crank-Nicholson or the Fractional-step-θ-scheme, yields a sequence of bound-
ary value problems of the following form [2]:
Given un, compute u = un+1 and p = pn+1 by solving

[αI + θ(u · ∇ − ν ]u +∇p = [αI − θ1(un · ∇ − ν ]un + θ2fn+1 + θ3fn (2)

subject to the incompressibility constraint ∇ · u = 0.
Here, (·)n indicates the value of the generic quantity (·) at time step tn

for time-dependent problems or the n-th iteration for the steady-state for-
mulation. The time-dependent problem is defined for α = 1/∆ t, while the
steady-state formulation is recovered for α = 0, θ = θ1 = θ3 = 1, and θ2 = 0.
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For the spatial discretization let Vh and Qh be approximative spaces of
H1

0 (Ω), and L2(Ω) respectively, then the resulting discrete problems reads:
Compute u and p by solving:

Au + B p = g , BTu = 0 where (3)

g = [αM− θ1L− θ1N(un)]un + θ2fn+1 + θ3fn (4)

Here, M is the (consistent or lumped) mass matrix, B is the discrete gradient
operator and −BT is the associated divergence operator. Furthermore,

Au = [αM + θL + θN(u)]u, (5)

where L is the viscous term and N(u) is the nonlinear transport operator.
Furthermore, the discretized equations (2) as well as the linear subproblems
can be solved within the outer iteration loop by a fixpoint defect correction
or Newton method. In this paper, we employ the stable Q̃1/Q0 finite element
pair. In the two-dimensional case, the nodal values are the mean or midpoint
values of the velocity vector over the element edges, and the mean values of
the pressure over the elements (see [2]). There are two well-known situations
for nonconforming finite element methods when severe numerical problems
may arise: Firstly, the lack of coercivity for nonconforming low order approx-
imations for symmetric deformation tensor formulations, mainly visible for
small Re numbers. Secondly, convection dominated problems, for instance for
medium and high Re numbers or for the treatment of pure transport prob-
lems. Then, the standard Galerkin formulation fails and may lead to numerical
oscillations or convergence problems of the iterative solvers, too (see[1, 4]).

Among the stabilization methods existing in the literature for these types
of problems, we use the proposed one in [4] which is based on the penalization
of the gradient jumps over element boundaries. It takes the following form
(with hE = |E|)

〈Ju,v〉 =
∑

edge E

max(γ∗νhE , γh
2
E)
∫

E

[∇u] : [∇v] dσ, (6)

and will be added to the original bilinear form in order to cure numerical
instabilities when computing incompressible flow problems using low order
nonconforming finite elements. Moreover, only one generic stabilization term
takes care of all instabilities (see [4]).

2 Sparsity of the matrix

Sparse matrices are an integral part of the FEM analysis for incompressible
flow problems which may lead to huge and ill-conditioned systems so that
very fast solvers of Krylov-space or particularly of multigrid type are required.
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In addition the introduced edge-oriented stabilization techniques destroy the
typical local sparsity properties since this approach involves more than the
adjacent elements: The corresponding rows and columns for the new stiffness
matrices J may contain 23 nonzero matrix elements, in contrast to the usual 7
for the non-stabilized case in 2D (see Fig. 1), and 61 nonzero matrix elements
in contrast to the usual 11 for the non-stabilized case in 3D.

2.1 Storage in the same FEM data structure

To overcome the problem of storing the new matrix J – coming from 〈Ju,v〉 –
with regard to the standard FEM data structures, the matrix J is written as a
sum of two matrices J∗ and Jrest, J = J∗+Jrest, where J∗ has the same sparsity
structure as the usual corresponding finite element matrix; then, Jrest = J−J∗.
Hence, J∗ can be handled with the same linear algebra techniques which are
typically used for the treatment of the standard nonconforming finite element
approach; Jrest is the complementary part and will be used as a correction for
the calculation of the residuals inside of the linear solvers only. Then, given
any approximation v, and by A denoting the standard stiffness matrix from
(5) without the new stabilization matrices, we can write the complete residual
as:

f − (A + J)v = f − (A + J∗)v − Jrestv (7)

Consequently, only the partial matrix A+ J∗ has to be stored in the complete
stiffness matrix so that the first part of the residual can be obtained via
standard matrix-vector multiplication while the second part is assembled via
elementwise operations. Moreover, the construction of preconditioners for the
corresponding linear systems may only include parts of the (sub)matrix A+J∗,
too, which will be explained in the following (see also [3] for more details).

2.2 Storage in a special edge-oriented data structure

A data structure for the storage of the stiffness matrix for edge-oriented sta-
bilization is not common in FEM community. Fortunately, it is not difficult to
develop one from the available FEM storage techniques. In fact, each edge Ei
has two surrounding elements with ni edges (Ei,j)ni

j=1, then by the intermedi-
ate of the edges (Ei,j)ni

j=1 the other contributed elements and edges (Ei,jk)mj

k=1

required for edge-oriented stabilization techniques are obtained (see Fig. 1).
This is exactly the graph of the extended matrix: In fact, let the index i be
assimilated to any matrix row and the index j be the corresponding nonzero
columns in the standard FEM data structure, the extension will consist of the
corresponding nonzero columns jk to the rows j.

Edge-oriented storage algorithm

Based on the standard Compressed Sparse Row CSR-FEM storage technique,
let NA be the number of entries in the matrix A, NEq be the number of
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Fig. 1. An illustration for edge-oriented storage technique and the total number of
nonzero matrix entries for the Q̃1 element on a unit square.

equations, Pc(NA) a vector with dimension NA to be the column pointer and
Pr(NEq+1) a vector with dimension NEq+1 to be the pointer row. Then, the
edge-oriented storage technique is deduced from the standard FEM storage
technique as following

ÑA = 1 , l1 = 1. (8)

For each i = 1, .., Neq the corresponding nonzero columns are given by the
following nested loops

P̃r(i) = li. (9)

1. In standard FEM storage we get

ij = Pc(l), Pr(i) ≤ l ≤ Pr(i + 1)− 1. (10)

2. For each ij the extension consists of the nonzero corresponding column in
the standard FEM storage which is given by

kij = Pc(l), Pr(ij) ≤ l ≤ Pr(ij + 1)− 1

ÑA = ÑA + 1; li = li + 1; P̃c(li) = kij .
(11)

Here, ÑA denotes the number of entries in the matrix A, P̃r is the row pointer
and P̃c is the column pointer in the edge-oriented storage. In practice we
consider the so-called edge-oriented patches Ωi which consist of the neigh-
boring elements sharing the same edge

Ωi = ∪{T, T ∈ Th ∧ ∩T∈Th
= Ei} . (12)

All our elementary operations will be based on Ωi. Looking more carefully at
the resulting matrix stencils for the terms

∫

E
[∇φi][∇φj ]dσ, the matrix struc-

ture can be seen in Fig. 2. While the matrix stencils are always increased,
leading to couplings between FEM basis functions which do not have com-
mon local support, it is also visible that reduced integration, for instance via
midpoint rule, may lead to a different amount of additional memory require-
ments.
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Fig. 2. Stencil for
∫

E
[∇φi][∇φj ]dσ with exact (left), and with 1x1 Gauss quadrature

(middle); total number of nonzero matrix entries (right) for the Q̃1 element with
midpoints as degree of freedom on the unit square.

We can see this reduction for the Q̃1 element with midpoint values on edges
as degree of freedom, which shows that the connections for the edge-oriented
finite element methods can be chosen optimally which will lead to moderately
increased matrix stencils. A more detailed analysis will be performed in a
forthcoming paper.

3 Local pressure Schur complement approach

Local Pressure Schur complement schemes (see [2]) as generalization of so-
called Vanka smoothers are simple iterative methods for coupled systems

(
A + J B
BT 0

)[
u
p

]

=
[
Resu
Resp

]

, (13)

of saddle point type which are acting directly on element level and which
are embedded into an outer block Jacobi/Gauss-Seidel iteration. The local
character of this procedure together with a global defect-correction mechanism
is crucial for our approach. If Resu and Resp denote the residuals for the
(complete) discrete momentum and continuity equations which include the
complete stabilization term due to J as described in (6), then, two types of
Vanka smoothers can be applied with respect to the decomposition of the
domain Ω to patches {Ωi, i = 1, ..., I} which is not required to be disjoined.

3.1 Cell-oriented Vanka smoother

In this case the patches Ωi may consist of only one element and the index I is
the total number of elements, which means that the global stiffness matrix is
restricted to the single cells/quadrilaterals of the mesh. It is straightforward to
deduce the element stiffness matrix from the global stiffness matrix as follows

K =
∑

T∈Th

KT , (14)
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where K and KT denote the global and element stiffness matrices respectively:

[KT ]ij =
[
A|T

]

ij
+
[
J|T

]

ij
for 1 ≤ i, j ≤ 4

[KT ]i5 =
[
B|T

]

i
for 1 ≤ i ≤ 4

[KT ]5i =
[

BT|T

]

i
for 1 ≤ i ≤ 4

[KT ]55 = 0.

(15)

With the standard FEM data structure (without the extension of the matrix)
the contribution of the jump term will be restricted to J∗. Then, there holds

[K∗
T ]ij =

[
A|T

]

ij
+
[

J∗|T

]

ij
for 1 ≤ i, j ≤ 4. (16)

Then one smoothing step can be described as follows
[
un+1

pn+1

]

=
[
un

pn

]

+ ωn
∑

T∈Th

[

K̃∗
T

]−1
[
Resu(un, pn)
Resp(un, pn)

]

|T
(17)

where the matrix K̃∗
T is easily invertible and remains close to K∗

T . Related
to the choice of the matrix K̃∗

T two types of Vanka smoothers are described,
namely diagonal Vanka smoother and full Vanka smoother.

(a)Diagonal Vanka smoother: The diagonal Vanka smoother updates the
velocity and the pressure values connected to the element T by
[
un+1

pn+1

]

=
[
un

pn

]

+ ωn
∑

T∈Th
[diag(K∗

T )]−1

[
Resu(un, pn)
Resp(un, pn)

]

|T
. (18)

(b)Full Vanka smoother: The full Vanka smoother updates the velocity and
the pressure values connected to the element T by

[
un+1

pn+1

]

=
[
un

pn

]

+ ωn
∑

T∈Th
[K∗
T ]−1

[
Resu(un, pn)
Resp(un, pn)

]

|T
. (19)

As can be seen, for the preconditioning step only parts of the matrix
(here: A + J∗) are involved while the residual contains all parts of the matrix.
Consequently, when this approach converges, the result is the solution of the
stabilized version while the preconditioning steps only determine the speed of
the overall iteration procedure.

3.2 Edge-oriented Vanka smoother

To incorporate the full jump J into the preconditioning step we use the edge-
oriented patches Ωi. This will keep the size of the local problem small and the
full matrix J will be used for the preconditioning steps. The extension of the
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matrix to support the jump term leads to a 5 × 5 FEM matrix block of the
type (15). To keep the size of the local problem small, the element matrix is
disassembled to its edge contributions

KT =
m∑

i=1

KEi

T , (20)

where KEi

T is the contribution of the edge Ei to KT and m is the number of
the edges on the cell T . From the definition of edge-oriented patches (12), the
edge stiffness matrix may contain the contributions of all sharing elements

KEi =
∑

T∈Ωi

KEi

T = KEi

Ωi
. (21)

Then, one basic iteration can be described as follows
[
un+1

pn+1

]

=
[
un

pn

]

+ ωn
∑

i∈I

[

KEi

Ωi

]−1
[
Resu(un, pn)
Resp(un, pn)

]

|Ωi

, (22)

where I is the total number of internal edges. This blocking strategy is different
from that used in [2] to generate isotropic subdomains for stabilizing strong
mesh anisotropy. Indeed, for the edge-oriented patches the number of block
matrices is only depending on the number of edges and not on the number of
patches itself. The global defect restricted to a single patch Ωi is given by

[
Resu(un, pn)
Resp(un, pn)

]

|Ωi

=
([

L + Ñ + J B
BT 0

] [
un

pn

]

−
[
f
0

])

|Ωi

. (23)

In practice the following auxiliary problem
[

KEi

Ωi

] [vn+1
i

qn+1
i

]

=
[
Resu(un, pn)
Resp(un, pn)

]

|Ωi

(24)

is solved, and then the new iterates un+1 and pn+1 are computed
[
un+1

pn+1

]

=
[
un

pn

]

+ ωn
∑

i∈I

[
vn+1
i

qn+1
i

]

. (25)

The resulting local MPSC method corresponds to a simple block-Jacobi itera-
tion for the mixed problem (13) and to a block-Gauss-Seidel method by using
the updated solution for the computation of the local defect (23).

4 Numerical example

The realistic evaluation of the efficiency of the edge-oriented FEM storage
technique versus the standard one is difficult to handle because of the inter-
play of different components. Here, we restrain the numerical examples to the
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DFG benchmark of flow around cylinder (see [4]). Our numerical test (Stokes
problem) is concerned with the symmetric deformation tensor formulation to
show the advantage of using the edge-oriented stabilization with special stor-
age technique. We also present the gradient formulation for comparison since
it does not require any stabilization. In Table 1, we list the total number of
multigrid sweeps (MG) and the total CPU time for both storage techniques
with and without using the jump terms.

Table 1. Vanka smoother coupled with standard and edge-oriented FEM for the
symmetric deformation tensor and gradient formulations

edge-oriented storage technique standard FEM storage technique
without jump stab. with jump stab. without jump stab. with jump stab.

Level MG Time MG Time MG Time MG Time

the gradient formulation
4 12 37 12 44 12 32 12 180
5 12 153 11 166 12 128 12 780
6 12 634 11 676 12 531 11 2594

the deformation tensor formulation
4 191 542 8 28 191 442 8 115
5 535 6209 9 133 535 5426 9 524
6 1225 63614 8 525 1225 49502 8 1905

The results in Table 1 for several mesh levels show that the edge-oriented
storage technique moderately increases the CPU cost. Moreover, the need for
edge-oriented stabilization for the deformation tensor is cleary visible.

Summarising, we have developed new techniques to make edge-oriented
FEM stabilizations more advantageous for CFD simulations. However, more
research is required concerning the corresponding time-accurate methods and
approximate preconditioners for global Pressure Schur Complement schemes.
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Summary. We propose a space-time adaptive algorithm for two iterative numerical
methods for the solution of nonlinear time depended Landau-Lifshitz-Gilbert equa-
tion of micromagnetism. The first method is derived from implicit backward Euler
time discretisation, the second method is based on midpoint rule. The space discreti-
sation is done by linear finite elements. The resulting nonlinear systems are solved
by an iterative fixed-point technique. The performance of the proposed adaptive
strategy is demonstrated by numerical experiments.

1 Introduction

The Landau-Lifshitz-Gilbert (LLG) equation plays an important role in ap-
plications which require simulation of nonlinear magnetic behaviour on mi-
croscale such as, e.g., magnetic recording. The time dependent LLG equation
takes the form [13]

∂tm = hT ×m + αm× (hT ×m) in Ω × (0, T ) (1)

where m ∈ R
3 is the magnetisation vector, Ω is a bounded domain with

sufficiently smooth boundary; α is so called damping constant. The total field
hT from (1) can consist of several contributions, here we take

hT = ∆m + h,

where ∆m is exchange field. The magnetic field h can be obtained from
the Maxwell’s equations, for simplicity we treat it as a known vector field
throughout the rest of the paper.

∗ Currently with: Imperial College, London, UK
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We consider a homogeneous Neumann boundary condition at the bound-
ary Γ i.e.

∂m

∂ν
= 0 on ∂Ω.

and initial condition m(0) = m0 in Ω.
A scalar multiplication of (1) by m gives

∂tm ·m =
1
2
∂t|m|2 = 0. (2)

This implies conservation of magnitude of magnetisation |m(t)| = |m0| = 1,
which is an important conservation property of the LLG equation.

By combining (2) with the standard vector cross-product formula

a× (b× c) = (a · c)b− (a · b)c,

we obtain the following identity

m× (m×∆m) = −∆m− |∇m|2m.

From this, we see, that for sufficiently smooth solutions, (1) is equivalent to

∂tm− α∆m = α|∇m|2m + ∆m×m
+α(h− (h ·m)m) + h×m.

(3)

This implies a close relation of LLG equation to the harmonic maps equation.
Another equivalent formulation of (1), the so-called Gilbert form of the

LLG equation ([10]) is given by

mt − αm×mt = (1 + α2)m× hT . (4)

The numerical solution of (1) will be based on formulations (3) and (4).

2 Numerical methods

We define the following spaces of vector functions: L2(Ω) = (L2(Ω))3,
H1(Ω) = (H1(Ω))3, where L2(Ω) and H1(Ω) are the usual function spaces.
We denote the L2(Ω)-inner product by (a, b) =

∫

Ω
(a · b). The discrete inner

product is defined as (a, b)h =
∫

Ω
Ih(a ·b) where Ih is the usual interpolation

operator. The notation ‖ · ‖ stands for the L2 norm and ‖ · ‖1 is H1 norm.
We divide the time interval (0, T ) into subintervals (ti, ti+1), i = 0, . . . , n

with variable time step size τi+1 = ti+1− ti. We denote by T i a quasi-uniform
partition of Ω into simplices (see [7]) on time level i. The triangulation T i is
obtained from T i−1 by refinement or coarsening. Given a triangle K ∈ T i, hK
stands for its diameter. We also denote by E i the set of all edges e from T i,
he denotes the size of e ⊂ Ei and by aj , j = 1, . . . , Ni the set of all vertices
from Ti. The space Vhi ⊂ H1 is the space of finite element functions that are
piecewise linear on T i.
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2.1 Backward Euler projection scheme

The implicit backward Euler time discretisation method for the LLG equation
is derived from the formulation (3). It is a known fact, that the backward Euler
discretisation violates (2), therefore a projection step is needed to enforce
the constraint explicitely in the numerical approximation. The continuous
variational formulation of (3) reads as follows

(mt,ψ) + α(∇m,∇ψ) = α(|∇m|2m,ψ)− (m×∇m,∇ψ) ∀ψ ∈ H1(Ω).

Then the implicit backward Euler projection scheme based on the above vari-
ational formulation consists of two steps

• solve
(

mh
i+1 −mh,∗

i

τi+1
,v

)

h

+ α(∇mh
i+1,∇v) = α(|∇mh

i+1|2mh
i+1,v)h

−(mh
i+1 ×∇mh

i+1,∇v)
+α(hhi+1 − (hhi+1 ·mh

i+1)m
h
i+1)

+hhi+1 ×mh
i+1

∀v ∈ Vhi+1(Ω).
(5)

project the solution
•

mh,∗
i+1(aj) =

mh
i+1(aj)

|mh
i+1(aj)|

j = 1, . . . , k.

The discrete system (5) is nonlinear. We solve the system by a fixed point
technique. Starting with k = 0, mh

i,0 = mh
i we compute

(
mh

i+1,k+1−mh,∗
i

τi+1
,v

)

h

+ α(∇mh
i+1,k+1,∇v) = α(|∇mh

i+1,k|2mh
i+1,k+1,v)h

−(mh
i+1,k ×∇mh

i+1,k+1,∇v)
+α(hhi+1 − (hhi+1 ·mh

i+1,k)
mh
i+1,k+1)

+hhi+1 ×mh
i+1,k+1

∀v ∈ Vhi+1(Ω).
(6)

until the difference

‖mh
i+1,k+1 −mh

i+1,k‖h < TOL

where TOL is a sufficiently small prescribed tolerance.
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2.2 Midpoint rule

We introduce some additional notation. The midpoint values of the numerical
solution are denoted by mh

i+1/2 = 1
2 (mh

i+1 + mh
i ), the discrete Laplacian

∆h : H1(Ω)→ Vh is represented by the formula

(∆hu,v)h = (∇u,∇v) ∀v ∈ Vhi+1(Ω).

The midpoint rule in the context of micromagnetism was studied in a number
of works, e.g., [14, 18, 3]. We will use the formulation from [3] which reads as

(
mh

i+1−mh
i

τi+1
,v
)

h
+ α

(

mh
i ×

mh
i+1−mh

i

τi+1
,v
)

h

= (1 + α2)(mh
i+1/2 ×∆hm

h
i+1/2,v)h ∀v ∈ Vhi+1(Ω).

(7)

By taking v = (mh
i+1 + mh

i )ϕ
j (ϕj ∈ Vhi is a base function which satisfies

ϕj(aj) = 1) in (7) we immediately see that mh
i+1(aj)| = 1.

Similarly as in the previous case we solve the nonlinear system (7) by a
fixed-point technique (cf. [3]). We compute
(

mh
i+1,k+1 −mh

i

τi+1
,v

)

h

+ α
(
mh
i ×mh

i+1,k+1,v
)

h

− (1 + α2)
4

(mh
i+1,k+1 ×∆hm

h
i+1,k,v)h −

(1 + α2)
4

(mh
i+1,k+1 ×∆hm

h
i ,v)h

− (1 + α2)
4

(mh
i ×∆hm

h
i+1,k+1,v)h

=
(1 + α2)

4
(mh

i ×∆hm
h
i ,v)h,

(8)
until

‖mh
i+1,k+1 −mh

i+1,k‖h < TOL,

where TOL is a prescribed tolerance.

3 Adaptive algorithm

Our adaptive algorithm makes use of the local error indicators µτi+1 and µhK,i+1

for the time step control and mesh refinement, respectively (see e.g., [8, 16, 6,
9, 12, 15, 21] for related works). For adaptive techniques in micromagnetism
see, e.g., [1, 17, 11, 20].

The local error indicators can be obtained from the a posteriori error
estimates (cf. [5]) and take the following form

µτi+1 = ‖mh
i+1 −mh

i ‖21 +
∫ ti+1

ti

‖(h− hi+1)‖2, .
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µhK,i+1 =
∑

e⊂K
he‖

[
∇mh

i+1 · νe
]

e
‖2L2(e)

+ ‖hK |∇mh
i+1|2mh

i+1‖2L2(K)

+
∥
∥
∥hK

mh
i+1−mh

i

τi+1

∥
∥
∥

2

L2(K)
+ ‖hK(hi+1 − hhi+1)‖2L2(K)

For a given tolerance TOL start with T0, τ0, mh
0 .

1. until ti+1 < T set τi+1 = τi, Ti+1 = Ti;

2. set ti+1 = ti + τi+1 and compute the discrete solution by (6) or (8), if
µτi+1 ≤ εrτTOL proceed with the space refinement step 3, else decrease
τi+1 step and repeat step 1;

3. for all K ∈ Ti+1, if µhK,i+1 > εrhTOL/Ni+1 mark K for refinement, if
µhK,i+1 < εchTOL/Ni+1 mark K for coarsening;

4. refine/coarsen mesh and compute new solution, if , µτi+1 ≤ εcτTOL increase
τi+1 and go to step 2 (this can be repeated several times, otherwise we
proceed to the next time step with, i.e. we go to step 1).

The constants εrτ , ε
c
h are chosen (e.g. 0.5, 0.5), Ni+1 is the number of elements

from Ti+1.

4 Numerical experiment

In this numerical example we will apply our adaptive strategy to a problem
from [2, 3]. There this problem has been studied on uniform meshes. The
problem is computed in domain Ω = (0, 1)×(0, 1) with h ≡ 0 and initial data
(x = (x1 − 0.5, x2 − 0.5))

m0(x) =
{

(2xA,A2 − |x|2)/(A2 + |x|2) x ≤ 0.5
(0, 0,−1) x ≥ 0.5.

where A = (1− 2|x|)4/16. The initial data is chosen in such a way that after
a finite time a singularity (i.e. ∇m /∈ L∞(Ω)) starts to form in the middle of
the domain. We studied the problem on time interval t ∈ (0, 0.31).

The initial mesh and mesh at final time are depicted in Figures 1 (49563
unknowns) and Figure 2 (34395 unknowns for midpoint method and 34491
unknowns for backward-Euler method). For this particular choice of para-
meters in adaptive algorithm, the meshes at the final time were graphically
indistinguishable for both methods. The three components of the magnetisa-
tion near the time t = 0.31 are depicted in Figures 3-5. Again, the results
were graphically identical for both methods. It is clear from the results that
the adaptive algorithm correctly detect the position of the singularity and
increases the efficiency of the computation.
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Fig. 1. Initial Mesh Fig. 2. Mesh at final time

Fig. 3. x-component of m Fig. 4. y-component of m Fig. 5. z-component of m

The time step size for both methods varied from O(1−5) to O(1−7). In [3]
the authors need τ = O(h2) for the convergence of (8) on uniform meshes.
With our adaptive strategy we attained numerical convergence of the fixed-
point iterations (8) while using larger time steps for midpoint method. The
time step sizes for the midpoint method were comparable to those used with
the backward Euler method, which is robust with respect to mesh refinement
(cf. [19, 4]). The evolutions of number of unknowns (i.e. vertices of the mesh)
during the computation can be found in figures (6) and (7).

Although, the used adaptive algorithm was originally developed for
backward-Euler method (see [5]), the presented numerical results indicate,
that it can be successfully used with midpoint method. Moreover, the be-
haviour of both adaptive methods (e.g. mesh evolution and topology, time
stepping) was very similar in our experiments.
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Summary. We study the stability of travelling wall profiles for a one dimensional
model of ferromagnetic nanowire submitted to an exterior magnetic field. We prove
that these profiles are asymptotically stable modulo a translation-rotation for small
applied magnetic fields.

1 Model for ferromagnetic nanowires

Ferromagnetic materials are characterized by a spontaneous magnetization
described by the magnetic moment u which is a unitary vector field linking
the magnetic induction B with the magnetic field H by the relation B = H+u.
The variations of u are described by the Landau-Lifschitz Equation

∂u

∂t
= −u ∧He − u ∧ (u ∧He) (1)

where the effective field is given by He = ∆u + hd(u) + Ha, and the demag-
netizing field hd(u) is deduced from u solving the magnetostatic equations:

div B = div(H + u) = 0 and rot H = 0

where Ha is an appplied magnetic field.
For more details on the ferromagnetism model, see [2, 9, 14] and [18]. For

existence results about the Landau Lifschitz equations see [3, 4, 10, 8]. For
numerical studies see [8, 12] and [13]. For asymptotic studies see [1, 5, 7, 15]
and [16].

In this paper we consider an asymptotic one dimensional model of ferro-
magnetic nanowire submitted to an applied field along the axis of the wire. We
denote by (e1, e2, e3) the canonical basis of IR3. The ferromagnetic nanowire
is assimilated to the axis IRe1. The demagnetizing energy is approximated by
the formula hd(u) = −u2e2−u3e3 where u = (u1, u2, u3) (this approximation
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of the demagnetizing energy for a ferromagnetic wire is obtained using a BKW
method by D. Sanchez, taking the limit when the diameter of the wire tends
to zero in [16]). We assume in addition that an exterior magnetic field δe1 is
applied along the wire axis.

To sum up we study the following system





∂u

∂t
= −u ∧ hδ(u)− u ∧ (u ∧ hδ(u))

with hδ(u) =
∂2u

∂x2
− u2e2 − u3e3 + δe1

(2)

For δ = 0, that is without applied field, we observe in physical experi-
ments the formation of a wall breaking down the domain in two parts: one
in which the magnetization is almost equal to e1 and another in which the
magnetization is almost equal to −e1. Such a distribution is described in our
one dimensional model by the following profile M0:

M0 =





thx
0
1

ch x



 . (3)

This profile is a steady state solution of Equation (2) with δ = 0. We
prove in [6] the stability of the profile M0 for Equation (2) without applied
field (when δ = 0).

When we apply a magnetic field in the direction +e1 (that is with δ > 0)
since the Landau-Lifschitz Equation tends to align the magnetic moment with
the effective field, we observe a translation of the wall in the direction −e1.
Furthermore, we observe a rotation of the magnetic moment around the wire
axis. This phenomenon is described by the solution of (2)

Uδ(t, x) = Rδt(M0(x + δt)) (4)

where Rθ is the rotation by an angle θ around the axis IRe1:

Rθ =









1 0 0

0 cos θ − sin θ

0 sin θ cos θ









We study in this paper the stability of Uδ, we prove that for a small δ, Uδ
is stable for the H2 norm and asympotically stable for the H1 norm, modulo a
translation in the variable x and a rotation around IRe1. This result is claimed
in the following theorem:

Theorem 1. There exists δ0 > 0 such that for all δ with |δ| < δ0 then for
ε > 0 there exists η > 0 such that if ‖u(t = 0, x) − Uδ(t = 0, x)‖H2 < η then
the solution u of Equation (2) with initial data u(t = 0, x) satisfies:
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∀ t > 0, ‖u(t, x)− Uδ(t, x)‖H2 < ε.

In addition there exists σ∞ and θ∞ such that

‖u(t, x)−Rθ∞(Uδ(t, x + σ∞))‖H1 −→ 0 when t −→ +∞.

This result is a generalization of the stability result concerning the static
walls when δ = 0 in [6]. It looks like the theorems of stability concerning the
travelling waves solutions for semilinear equations like the Ginzburg Landau
Equation (see Kapitula [11]). Here we have three new difficulties. The first
one is that the magnetic moment takes its values in the sphere and not in
a linear space. In order to work with maps with values in a linear space we
will use a mobile frame adapted to the Landau-Lifschitz equation and we
will describe in Section 2 the magnetic moment in this mobile frame. The
second difficulty is that we have here a two dimensional invariance family
for Equation (2) whereas the Ginzburg-Landau Equation is only invariant by
translation. This is the reason why we must use in the perturbations descrip-
tion the translations and the rotations (see Section 3). The last difficulty is
that the Landau-Lifschitz Equation is quasilinear, and then we have to couple
variational estimates and semi-group estimates to control the perturbations
of our profiles. Section 4 is devoted to these estimates.

2 Landau-Lifschitz Equation in the mobile frame

2.1 First reduction of the problem

For u a solution of the Landau-Lifschitz Equation (2) we define v by v(t, x) =
R−δt(u(t, x − δt)) (that is u(t, x) = Rδt(v(t, x + δt))). A straightforward cal-
culation gives that u satisfies (2) if and only if v satisfies






∂v

∂t
= −v ∧ h(v)− v ∧ (v ∧ h(v))− δ(

∂v

∂x
+ v1v − e1)

h(v) =
∂2v

∂x2
− v2e2 − v3e3

(5)

In addition Uδ is stable for (2) if and only if M0 is stable for (5), that is
we are led to study the stability of a static profile, which is more convenient.

2.2 Mobile frame

Let us introduce the mobile frame (M0(x),M1(x),M2), where

M1(x) =






1
chx
0

−thx




 and M2 =





0
1
0




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Let v : IR+
t × IRx −→ S2 ⊂ IR3 be a small perturbation of M0. We can

decompose v in the mobile frame writing

v(t, x) = r1(t, x)M1(x) + r2(t, x)M2 +
√

1− r2
1 − r2

2M0(x).

Now we can obtain a new version of the Landau-Lifschitz Equation: v
satisfies (5) if and only if r = (r1, r2) satisfies

∂r

∂t
= (L+ δl)r + G(r)(

∂2r

∂x2
) + H(x, r,

∂r

∂x
) (6)

where

• the linear operator L is given by L = JL with J =
(
−1 −1
1 −1

)

and

L = − ∂2

∂x2
+ 2th 2x− 1,

• the linear perturbation due to the presence of the applied magnetic field

δe1 is given by δl with l =
∂

∂x
+ thx,

• the higher degree non linear part is G(r)( ∂
2r
∂x2 ), where G(r) is a matrix

depending on r with G(0) = 0,
• the last non linear term H(x, r, ∂r∂x ) is at least quadratic in the variable

(r,
∂r

∂x
).

In addition the stability of the profile M0 for Equation (5) is equivalent to
the stability of the zero solution for Equation (6).

3 A new system of coordinates

We remark that L is a self adjoint operator on L2(IR), with domain H2(IR).

Furthermore, L is positive since we can write L = l∗ ◦ l with l =
∂

∂x
+ thx,

and Ker L is the one dimensional space generated by
1

chx
.

The matrix J being invertible, Ker L is the two dimensional space gener-
ated by v1 and v2 with

v1(x) =

(
0
1

chx

)

, v2(x) =

( 1
chx
0

)

We introduce mE = (Ker L)⊥. We denote by Q the orthogonal projection
onto mE for the L2(IR) scalar product.
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The Landau-Lifschitz equation (5) is invariant by translation in the vari-
able x and by rotation around the axis e1. Therefore for Λ = (θ, σ) fixed in IR2,
MΛ defined by MΛ(x) = Rθ(M0(x− σ)) is a solution of Equation (5). We in-
troduce RΛ(x) the coordinates of MΛ(x) in the mobile frame (M1(x),M2(x)):

RΛ(x) =
(
MΛ(x) ·M1(x)
MΛ(x) ·M2

)

The map Ψ given by

Ψ : IR2 ×mE −→ H2(IR)
(Λ,W ) 
−→ r(x) = RΛ(x) + W (x)

is a diffeomorphism in a neighborhood of zero. Thus we can write the solution
r of Equation (6) in the form :

r(t, x) = RΛ(t)(x) + W (t, x)

where for all t, W (t) ∈ mE and where Λ : IR+
t 
→ IR2.

We will re-write Equation (5) in the coordinates (Λ,W ). Taking the scalar
product of (5) with v1 and v2 we obtain the equation satisfied by Λ, and using
Q the orthogonal projection onto mE, we deduce the equation satisfied by
W . After this calculation we obtain that r is a solution of Equation (5) if and
only if (Λ,W ) satisfies the following system





∂W

∂t
= (L+ δl +KΛ)W +R1(x,Λ,W )(

∂2W

∂x2
) +R2(x,Λ,W,

∂W

∂x
)

dΛ

dt
=M(W,

∂W

∂x
,Λ)

(7)

where

• KΛ : H2(IR) −→ mE is a linear map satisfying

∃K1, ∀ Λ ∈ IR2, ∀W ∈ mE, ‖KΛW‖L2(IR) ≤ K1|Λ|‖W‖H2(IR) (8)

• the non linear terms take their values in mE and satisfy that there exists
a constant K2 such that for |Λ| ≤ 1 and for all W ∈ mE

‖R1(., Λ,W )(
∂2W

∂x2
)‖L2(IR) ≤ K2‖W‖H1(IR)‖W‖H2(IR)

‖R2(., Λ,W,
∂W

∂x
)‖H1(IR) ≤ K2‖W‖2H1(IR)

(9)

• M : H1(IR)× L2(IR)× IR2 −→ IR2 satisfies

∃K3, ∀ Λ such that |Λ| ≤ 1, ∀W ∈ mE, |M(W,
∂W

∂x
,Λ)| ≤ K3‖W‖H1(IR)

(10)
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Theorem 1 is equivalent to the following Proposition:

Proposition 1. There exists δ0 > 0 such that for δ with |δ| < δ0, we have the
following stability result for Equation (7): for ε > 0 there exists η > 0 such
that if |Λ0| < η and if ‖W0‖H2 < η then the solution (Λ,W ) of (7) with initial
value (Λ0,W0) satisfies

1. for all t > 0, ‖W (t)‖H2 ≤ ε and |Λ| ≤ ε,
2. ‖W (t)‖H1 tends to zero when t tends to +∞,
3. there exists Λ∞ ∈ IR2 such that Λ(t) tends to Λ∞ when t tends to +∞.

The last section is devoted to the proof of Proposition 1.

4 Estimates for the perturbations

4.1 Linear semi group estimates

On mE we have Re (sp L) ⊂]−∞,−1]. In particular this fact implies that the
H2 norm is equivalent on mE to the norm ‖Lu‖L2 . Furthermore it implies
good decreasing properties for the semigroup generated by L. We first prove
that this decreasing property is preserved for the linear part of the Equation
on W in (7) for a small applied field, and if we assume that Λ remains small.

The operator l is an order one operator dominated on mE by L, thus there
exists δ0 > 0 such that if |δ| < δ0, Re (sp L+ δl) ⊂]−∞,−1/2[.

Let us fix δ such that |δ| < δ0. With Estimate (10), if Λ remains small, KΛ
is a small perturbation of L+ δl. This implies that for Λ small, the semigroup
generated by L + δl + QKΛ has the same good decreasing properties as L,
that is there exists ν0 > 0 such that if |Λ(t)| remains less than ν0 for all t,
then there exists K4 and β > 0 such that

‖SΛ(t)W0‖H1 ≤ K4e
−βt‖W0‖H1

≤ K4
e−βt√

t
‖W0‖L2 .

(11)

We can then use the Duhamel formula to solve the equation on W in (7):

W (t) = SΛ(t)W0 +
∫ t

0

SΛ(t− s)R1(s)ds +
∫ t

0

SΛ(t− s)R2(s)ds

and then using the estimates (9) and (11) we obtain that if |Λ(t)| remains less
than ν0 then there exists K5 such that

‖W (t)‖H1 ≤ K5e
−βt‖W0‖H1 +

∫ t

0

K5
e−β(t−s)√

t− s
‖W (s)‖H1‖W (s)‖H2

+
∫ t

0

K5e
−β(t−s)‖W (s)‖2H1

(12)
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4.2 Variational estimates

We see that Estimate (12) is not sufficient to conclude since we have the H2

norm of W in the right hand side of this estimate. In order to dominate this
H2 norm, we multiply the equation on W in (7) by J2L2W and we obtain
that there exists a constant K6:

d

dt
‖LW‖2L2 + ‖L 3

2W‖2L2 (1−K6‖LW‖L2) ≤ 0

From this estimate we deduce that if ‖LW‖L2 < 1
K6

, then 1−K6‖LW‖L2

is positive, thus d
dt‖LW‖2L2 is negative and ‖LW‖L2 remains less than 1

K6
. So

if ‖LW0‖L2 < 1
K6

, then for all t ‖LW (t)‖L2 ≤ ‖LW0‖L2 . This property gives
a bound for the H2 norm of W since the H2 norm is equivalent on mE to
‖LW‖L2 , and reducing the H2 norm of W0, we obtain the first part of the
conclusion 1 in Proposition 1.

4.3 Conclusion

Let us assume that ‖LW0‖L2(IR) ≤ 1
K6

. Then for all t, ‖W (t)‖H2(IR) ≤
C1‖LW (t)‖L2 ≤ ‖LW0‖L2 ≤ C2‖W0‖H2(IR), where C1 and C2 are constants.

Multiplying (12) by (1 + t)2, defining G(t) = max
[0,T ]

(1 + s)2‖W (s)‖H1 , we

obtain that there exists a constant K7 such that if |Λ(t)| remains less than ν0

we have:
G(t) ≤ K7G(0) + K7G(t)‖W0‖H2 + K7(G(t))2

If we suppose in addition that ‖W0‖H2 ≤ 1
2K7

we obtain that

0 ≤ K7G(0)− 1
2
G(t) + K7(G(t))2 := P (G(t)) (13)

The polynomial map P (ξ) = K7ξ
2 − 1

2ξ + K7G(0) has for G(0) small
enough two positive roots. We denote by ξ(G(0)) the smallest one. For G(0)
small enough we have G(0) ≤ ξ(G(0)) ≤ 2K7G(0) (we can a priori assume
that K7 ≥ 1 for example). Estimate (13) implies that for all t, G(t) ≤ ξ(G(0))
that is

∀ t > 0, ‖W (t)‖H1(IR) ≤
ξ(G(0))
1 + t2

≤ 2K7G(0)
1 + t2

. (14)

This implies that ‖W (t)‖H1(IR) tends to zero when t tends to +∞. It remains
to prove that Λ remains less that ν0 and admits a limit when t tends to +∞.

Plugging Estimate (14) in the equation on Λ in (7) and using (10), we
obtain that dΛdt is integrable on IR+, that is Λ admits a limit when t tends to
+∞. Furthermore, by integration we have

∀ t, |Λ(t)| ≤ |Λ(0)|+
∫ t

0

K3
2K7G(0)
1 + s2

ds ≤ |Λ(0)|+ πK3K7G(0)

Reducing |Λ0| and G(0) = ‖W0‖H1(IR) we obtain that for all t, |Λ(t)| remains
less than ν0, which justifies all our estimates a posteriori.
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Summary. Maxwell equations are easily resolved when the computational domain
is convex or with a smooth boundary, but if on the contrary it includes geometri-
cal singularities, the electromagnetic field is locally unbounded and globally hard
to compute. The challenge is to find out numerical methods which can capture the
EM field accurately. Numerically speaking, it is advised, while solving the coupled
Maxwell-Vlasov system, to compute a continuous approximation of the field. How-
ever, if the domain contains geometrical singularities, continuous finite elements
span a strict subset of all possible fields, which is made of the H1-regular fields.
In order to recover the total field, one can use additional ansatz functions or in-
troduce a weight. The first method, known as the singular complement method
[4, 3, 14, 2, 9, 15, 16] works well in 2D and 2D 1

2
geometries and the second method,

known as the weighted regularization method [13] works in 2D and 3D. In this
contribution, we examine some recent developments of the latter method to solve
instationary Maxwell equations and we provide numerical results.

1 Introduction and notations

Let Ω ⊂ R
3 be a bounded polyhedron with a Lipschitz boundary ∂Ω. In order

to simplify the presentation, we suppose that Ω is simply connected and ∂Ω
is connected. Let n be the unit outward normal to ∂Ω. The boundary ∂Ω may
contain reentrant corners and/or edges, which are called geometrical singular-
ities later on. Let c, ε0 and µ0 be respectively the light velocity, the dielectric
permittivity and the magnetic permeability (c ≈ 3 .108 m.s-1, ε0µ0c

2 = 1).
Maxwell equations in vacuum read:

∂tE − c2 curlB = −J / ε0 , (1)
∂tB + curlE = 0 , (2)

divE = ρ / ε0 , (3)
divB = 0 . (4)
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Above, E and B are the electric field and magnetic induction respectively, ρ
and J are the charge and current densities which satisfy the charge conser-
vation equation:

divJ + ∂tρ = 0 . (5)

These quantities depend on the space variable x and on the time variable t.
The boundary is made up of two parts: ∂Ω = ΓC ∪ ΓA, where ΓC is a

perfectly conducting boundary, and ΓA an artificial boundary. Note that we
do not require that ∂ΓA ∩ ∂ΓC = ∅. On ΓC , we have:

E × n = 0 on ΓC , B · n = 0 on ΓC . (6)

Since the choice of the location of ΓA is free, it is located so that it does not cut
nor contains any geometrical singularity [8]. Therefore the tangential trace of E
and the normal trace of B are regular, and in addition the tangential trace E×n
and the normal trace B·n vanish near the geometrical singularities. We further
split the artificial boundary ΓA into Γ iA and Γ aA. On Γ iA, we model incoming
plane waves, whereas we impose on Γ aA an absorbing boundary condition.
Both can be modelled [1] as a Silver-Müller boundary condition on ΓA:

(cBE × n)× n = cb× n on ΓA, where b is given. (7)

In order to solve equations (1-4), with boundary conditions (6) and (7), one
needs to define initial conditions (for instance at time t = 0):

E(·, 0) = E0 , B(·, 0) = B0, (8)

where the couple (E0,B0) depends only on the variable x.
If we derive (1) in time and inject curl of (2) in it, we get a vector wavelike

equation for E . We consider then the following equivalent problem (PE): Find
E such that

∂2
t E + c2curlcurlE = −∂tJ /ε0, in Ω , t ∈]0, T [, (9)

divE = ρ/ε0, in Ω, t ∈]0, T [ , (10)
E × n|ΓC

= 0, and (cB + E × n)× n|ΓA
= cb× n|ΓA

, t ∈]0, T [ , (11)
E(., 0) = E0, in Ω, (12)

∂tE(., 0) = E1 := c2(curlB0 − µ0 J (., 0)), in Ω. (13)

The same procedure can be carried out on the magnetic field.
In addition to the usual Lebesgue and Sobolev spaces, the building of the

ad hoc variational formulations requires to introduce some non-standard func-
tional spaces [13, 8]. We suppose that Ω has Nre reentrant edges of dihedral
angles (Θe = π/αe)e=1,...,Nre

, with 1/2 < αe < 1. Let re denote the orthogonal
distance to the reentrant edge e, and r = min

e=1,...,Nre

re.

Let L2(D) be the usual Lebesgue space of square integrable functions over
D, D ∈ {Ω, ∂Ω}, and L2

γ(Ω) be the following weighted space, with ||.||0,γ
norm:
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L2
γ(Ω) = {v ∈ D′(Ω) |

∫

Ω

w(r) v2 dΩ <∞} , ||v||20,γ =
∫

Ω

w(r) v2 dΩ.

Above, the weight w is a function of the distance to the reentrant edges,
namely w(r) = min(r2γ , 1), with for instance γ = 0.99 (one may choose γ ∈
[0, 1]). Notice that this definition is slightly different than the general one
given in [13]. H1(Ω) will denote the space of L2(Ω) functions with gradients
in L2(Ω)3. We now define variational spaces for vector fields, together with
the associated norms:

H(curl, Ω) := {F ∈ L2(Ω)3 | curlF ∈ L2(Ω)3}, ||F||20,curl = || F ||20 + ||curlF||20 ,
H(div(γ), Ω) := {F ∈ L2(Ω)3 | divF ∈ L2

(γ)(Ω)}, ||F||20,div(γ)
= || F ||20 + ||divF||20(,γ) .

The index (γ) means that one can choose to use weights or not.
Under suitable data assumptions, E ∈ XAE(,γ), with:

HA(curl, Ω) := {F ∈ H(curl, Ω) | F × n|∂Ω ∈ L2
t (∂Ω) , F × n|ΓC

= 0},
XAE(,γ) := HA(curl, Ω) ∩H(div(γ), Ω),

where L2
t (∂Ω) := {u ∈ L2(∂Ω)3 |u · n = 0 a. e.}. When ΓC = ∂Ω, we write

simply X 0
E(,γ).

According to Costabel [12], and to Costabel-Dauge [13], the graph norm
and the semi-norm: ||F||2X 0

E(,γ)
= ||curlF||20 + ||divF||20(,γ) are equivalent on

X 0
E(,γ). Note that, when there is a weight, this is true only if γ < 1. Moreover,
∃γmin ∈]0, 1[ such that for all γ ∈]γmin, 1[, X 0

E,γ ∩H1(Ω)3 is dense in X 0
E,γ .

2 Variational formulations and discretization

Starting from the second order system of eqs. (9-13), we obtain a series of
variational formulations, retracing the steps below:
- Multiply eq. (9) by F ∈ HA(curl, Ω), and integrate by parts over Ω. We
get the variational formulation (VF): Find E(t) ∈ HA(curl, Ω) such that
∀F ∈ HA(curl, Ω), ∀t,

(E ′′,F)0 + c2(curlE , curlF)0 + c

∫

ΓA

(E ′ × n).(F × n) dΓ

= −(J ′/ε0,F)0 +
∫

ΓA

(cb′ × n).F dΓ , (14)

- Add c2(divE ,divF)0(,γ) on the LHS and c2(ρ/ε0,divF)0(,γ) on the RHS to
get the augmented VF (AVF): Find E(t) ∈ XAE(,γ) such that ∀F ∈ XAE(,γ), ∀t,
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(E ′′,F)0 + c2(E ,F)X 0
E(,γ)

+ c

∫

ΓA

(E ′ × n).(F × n) dΓ

= −(J ′/ε0,F)0 + c2(ρ/ε0,divF)0(,γ) +
∫

ΓA

(cb′ × n).F dΓ , (15)

- Add (p,divF)0(,γ) on the LHS and consider a constraint on the divergence
of E (cf. (17)). If p ∈ L2

(γ)(Ω) is the Lagrange multiplier, we reach the mixed
AVF (MAVF): Find (E(t), p(t)) ∈ XAE(,γ) × L2

(γ)(Ω) such that
∀F ∈ XAE(,γ), ∀t,

(E ′′,F)0 + c2(E ,F)X 0
E(,γ)

+ (p,divF)0(,γ) + c

∫

ΓA

(E ′ × n).(F × n) dΓ

= −(J ′/ε0,F)0 + c2(ρ/ε0,divF)0(,γ) +
∫

ΓA

(cb′ × n).F dΓ , (16)

and ∀q ∈ L2
(γ)(Ω), ∀t,

(divE , q)0(,γ) = (ρ/ε0, q)0(,γ) . (17)

The constraint (17) is added to reinforce Gauss’ law (3) and also to avoid
numerical instabilities when the discrete charge conservation equation is not
satisfied while solving the Maxwell-Vlasov system [5].

Theorem 1. Suppose that ∂tJ ∈ L2(0, T ;L2(Ω)3), ∂tρ ∈ L2(0, T ;L2
(γ)(Ω)), ρ

and J satisfying (5). Suppose that (E0, E1) ∈ XAE(,γ)×L2(Ω)3. Then, equations
(16-17) are equivalent to problem (PE) and have a unique solution (E , p) such
that (E , ∂tE) ∈ C0(0, T ;XAE(,γ))× C0(0, T ;L2(Ω)3) and p = 0.

The proof can be found in [16]. Idem for the magnetic field.
To build a discretized (M)AVF, we use a leap-frog scheme in time, and

either the continuous Pk Lagrange FE (no Lagrange mutliplier) or the Pk+1-
Pk continuous Taylor-Hood FE in space. We choose an explicit scheme. Let
∆t be the time step and tn = n∆t, n ∈ N. u′′(., tn+1) is approximated by:
u′′(., tn+1) ≈ [u(., tn+1)−2u(., tn)+u(., tn−1)]/∆t2. Recall that for an explicit
scheme, one must satisfy a CFL-like condition. For the P1 FE, we must have:
∆t ≤ 0.5 c minl hl, where hl is the diameter of the lth tetrahedron. Let Nk
(resp. Nk+1) be the number of Pk (resp. Pk+1) degrees of freedom.

Let En ∈ (R3)Nk+1 be the discretized electric field and pn ∈ R
Nk be the

discretized Lagrange multiplier at time tn. Let MΩ ∈ (R3×3)Nk+1×Nk+1 be the
mass matrix, and M

‖
ΓA
∈ (R3×3)Nk+1×Nk+1 be the boundary mass matrix on

ΓA. Let C ∈ (R1×3)Nk×Nk+1 be the constraint matrix. At a given time tn+1,
n ∈ N, we have to solve:

(MΩ + c∆tM
‖
ΓA

)En+1 + C
Tpn+1 = RHSn+1 ,
CEn+1 = Gn+1 .

(18)
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Let M = MΩ + c∆tM
‖
ΓA

. The algorithm is the following:
Solve first MEn+1

0 = RHSn+1, then CM
−1

C
Tpn+1 = CEn+1

0 − Gn+1, and
finally MEn+1 = MEn+1

0 − C
Tpn+1. The Lagrange multiplier pn+1 may be

computed with the Uzawa algorithm. Note that when there is no coupling with
Vlasov equation, pn+1 remains small at all times, so that there is actually no
need to compute it at all times. To speed up the resolution, one can lump M

with P̃1 or P̃2 FE [11]. Both P̃k FE preserve accuracy, at the cost of increasing
the total number of degrees of freedom for the P̃2 FE.

3 Numerical results and conclusion

The numerical results are given for the following model problem (fig. 1):
Ω has a single reentrant edge of dihedral angle 2π/3, so that α = 2/3.
A current bar crosses the domain, with J = 10−5ω sin(πz/L) cos(ωt)z and
ρ = 10−5(π/L) cos(πz/L) sin(ωt), for ω = 2.5 GHz. There is no incoming
wave. The spatial wavelength associated to ω is of order 0.75 m, and the time
period is of order 2.5 ns. It is clear that the dimensions of our domain are not
realistic, however we made this choice in order to visualize oscillations. We
report the results of computations made with the P̃1 FE (discretization of the
AVF), and with 685 000 tetrahedra. We encoded the problem in Fortran 77.

Reentrant edge.

J

y

x

z

(0, 6, 0)

(6, 3, 0)

(9, 6, 0)

(9, 3, 0)

(0, 0, 0)
(6, 0, 0)

L = 4 m

ΓA: Artificial boundary.

Current.

Fig. 1. The model problem.

On figures 2 and 3 the space evolution of the x and y-components of the
electric field are represented in the plane z = 2.5 m, at times T1 = 1 ns,
T2 = 8 ns, T3 = 15 ns, T4 = 20 ns. We can see that an electric wave is created
by the current, that it propagates into the cavity with wavelength ≈ 0.75 m,
and is reflected by the conductor as expected. At T3, we observe a growing
peak of intensity close to the reentrant corner.

On figure 4, we represented the space evolution of the z-component in the
plane z = 2.5 m, at times Ti, i = 1, 4. Again, we observe the propagation
of the wave with wavelength ≈ 0.75 m, and the reflections. Note that this
component has a regular behaviour, which is due to the fact that the only
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Fig. 2. EP̃1
x component at times Ti, i = 1 to 4, in plane z = 2, 5 m.

Fig. 3. EP̃1
y component at times Ti, i = 1 to 4, in plane z = 2, 5 m.

geometrical singularity is along the z-axis [7, 9]. Moreover, it takes smaller
(absolute) values than the x and y-components.

On figures 2, 3 and 4, one can see spurious reflections on ΓA, due to the
fact that the Silver-Müller boundary condition is simply of first order: only
plane waves with normal incidence are absorbed, which is not our case. In
addition, the spurious reflections appear more important for Ex than for Ey,
since its values are more intense horizontally.

On figure 5, we present the time evolution of the x-component of the
electric field at points M1 = (1, 1, 2), M2 = (5.5, 2.5, 2), M3 = (1, 1, 2),
M4 = (8, 5.5, 2). It remains equal to zero until the electric wave reaches the
point under consideration. Then the field oscillates with a period ≈ 2.5 ns, as
expected.
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Fig. 4. EP̃1
z component at times Ti, i = 1 to 4, in plane z = 2, 5 m.
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Fig. 5. EP̃1
x component at points Mi, i = 1 to 4.

To the authors’ knowledge, this is the first time a 3D singular electric
field is computed with continuous Lagrange FE. According to M. Dauge (pri-
vate communication), the WRM can also be used to compute the magnetic
field, with similar assumptions on γ. In order to avoid spurious reflections, we
suggest to use perfectly matched layers [6]. For the resolution of 2D Maxwell
equations with continuous Galerkin finite elements, we refer the reader to [10].
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Summary. Wave equations are especially challenging for numerical integrators
since the solution is often not smooth and there is no smoothing in time. The largest
usable step size of standard integrators, as for example the often used Störmer-
Verlet-Leap-Frog-scheme, depends on the space discretisation. The better the ap-
proximation in space, the smaller the required step size of the integrator. The pre-
sented exponential integrator allows for error bounds independent of the space dis-
cretisation but only dependent on constants arising from the original problem. This
favourable property is demonstrated with the Sine–Gordon equation.

1 Introduction

Semilinear wave equations appear in many physical relevant applications.
They can often be formulated as abstract evolutionary equations on a Hilbert
space H:

u′′ + Au = g(u), u(0) = u0, u
′(0) = u′

0,

with an unbounded linear operator A. The primes indicate time derivatives.
Spacial discretisation usually leads to an ordinary differential equation on IRn:

y′′ + Any = gn(y), y(0) = y0, y
′(0) = y′0,

where An = Ω2
n is a symmetric and positive semi-definite real matrix of large

norm. If n refers to the number of freedoms in the space discretisation, the
norm of An is tending to infinity for finer and finer space discretisations, re-
flecting the unbounded operator properly, while gn and its derivatives remain
bounded. The large norm of An restricts the step size of standard integra-
tors and introduces an oscillatory solution. Choosing a “stiff” integrator for
the semi-discretisation does not help for improving the accuracy, since the
solution y is often not smooth. Due to these specific difficulties connected
with the oscillatory solution, these differential equations are called oscillatory
or highly-oscillatory. Oscillatory differential equations are a topic of current
interest, see, e.g., [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16]).
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To show that an integrator does not suffer from a step-size restriction in-
troduced by the norm of An, one needs to prove error bounds independent of
this norm or, in more physical terms, of the frequencies, which are the eigen-
values of Ωn. Error bounds of this type have been proved for the mollified
impulse method, proposed in [5], and the Gautschi-type exponential integra-
tor, proposed an analysed in [11] and shown to be completely independent
of the norm of An in [7]. These bounds are derived via a finite-energy con-
dition. In this paper, it is shown that these methods provide error bounds
in time which are independent of the refinement of the space discretisation.
Rather than by writing down all technical details, the result is demonstrated
for the Sine–Gordon equation and the Gautschi-type exponential integrator.
But the results apply to general semilinear wave equations and more general
exponential integrators.

This paper is organised as follows. In Section 2, the Sine–Gordon equa-
tion is given with emphasis on its natural properties that are important for
understanding the performance of the Gautschi-type exponential integrator.
Section 3 discusses how the properties of the abstract equation affect the or-
dinary differential equations arising from a semi-discretisation in space. The
Gautschi-type integrator is introduced in Section 4 together with the main
theorem on its error bounds for wave equations. Finally, in Section 5, the
findings are numerically illustrated.

2 Sine–Gordon equation

The Sine–Gordon equation can be written as

utt = −Au− g(u), u(0) = u0 ∈ V = H1
0 (0, 1), u′(0) = u′

0 ∈ H = L2(0, 1),
(1)

with A = −uxx, g(u) = sin(u) and V = D(A
1
2 ). The nonlinearity g is often

smooth in semilinear wave equations and we assume the bounds ‖g‖H ≤M1,
‖gu‖H ≤ M2 and ‖guu‖H ≤ M3 in the Hilbert-space norm or the operator
norms, respectively. For the Sine–Gordon equation, we have M1 = M2 =
M3 = 1. (The notation of the norms is quite compressed. Note that ‖ · ‖H
designates different norms depending on the argument and that the norms
are to be considered from V to H.)

The energy of the wave is given by

H(u, u′) =
1
2
‖u′‖2H +

1
2
‖A 1

2u‖2H + G(u),

where

G(u) =
∫ 1

0

(f(tu), u)H dt =
∫ 1

0

∫

Ω=[0,1]

sin(tu(x))u(x) dx dt

Therefore and due to the bounds
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−‖u‖2H − C ≤ G(u) ≤ D + ‖A 1
2u‖2H , (2)

where C and D are moderate constants, g is called a gradient operator. For
the one-dimensional Sine–Gordon equation, C = 1/4 and D = 1/π2. The
bounds (2) immediately imply that the finite energy

He(u, u′) =
1
2
‖u′‖2H +

1
2
‖A 1

2u‖2H ≤
1
2
K2

is moderately bounded by a constant K whenever H(u, u′) is. These properties
are intrinsic to wave equations and only these properties will be used in the
following discussion.

3 Discretisation

Two different discretisations, namely pseudo-spectral and finite-difference, are
considered for the (abstract) Sine–Gordon equation (1). The two of them lead
to an ordinary differential equation

y′′ + Any = gn(y), y(0) = y0, y
′(0) = y′0, (3)

in (IRn, ‖ · ‖∆), where ‖ · ‖∆ is just an appropriately scaled Euclidean norm.
The important point is that equation (3) inherits the properties of the abstract
wave equation. The norm of An tends to infinity if n tends to infinity, reflecting
the unbounded operator A. The remaining properties are summarised in the
following proposition.

Proposition 1. The initial values of (3) satisfy the finite-energy condition

1
2
‖y′(0)‖2∆ +

1
2
‖A

1
2
ny(0)‖2∆ ≤

1
2
K2,

with the same constant K as in the abstract formulation and the bounds
‖gn‖∆ ≤ ‖g‖H ≤M1, ‖gn,y‖∆ ≤ ‖gu‖H ≤M2 and ‖gn,yy‖∆ ≤ ‖guu‖H ≤M3

hold.

Details on the discretisations and the proof of Proposition 1 are given in
the following two subsections.

3.1 Pseudo-spectral discretisation

The eigenfunctions and eigenvalues of the operator A,

ek =
√

2 sinπkx, λk = π2k2,

form an orthonormal basis of H. Choosing Vh = {e1, · · · , en} gives an n-
dimensional subspace of H. With the projection Pn on this subspace, one is
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left with a system of ordinary differential equations in the space IRn with the
norm ‖·‖∆ = ‖·‖2, where ‖·‖2 is the Euclidean norm. The system of ordinary
differential equation reads

y′′ = −Any + gn(y), y(t0) = y0, y′(t0) = y′0,

with An = diag(λ1, . . . , λn),

y0 =






(u0, e1)
...

(u0, en)




 , y′0 =






(u′
0, e1)
...

(u′
0, en)




 and gn(y) = Fn sin(F−1

n y),

where Fn =
√

2
n+1

(

sin kjπ
n+1

)n

k,j=1
is the matrix belonging to the Discrete Sine

Transform (DST) and the evaluation of sin at a vector is to be understood
pointwise.

The statements in the proposition above are easily verified. Namely,

1

2
‖y′

0‖2
∆+

1

2
‖A

1
2
n y0‖2

∆ =
1

2
‖Pnu′

0‖2
H+

1

2
‖PnA

1
2 u0‖2

H ≤ 1

2
‖u′

0‖2
H+

1

2
‖A

1
2 u0‖2

H ≤ 1

2
K2

By differentiation, ‖gn‖∆ ≤ ‖g‖H , ‖gn,y‖∆ ≤ ‖gu‖H and ‖gn,yy‖∆ ≤ ‖guu‖H
follow.

3.2 Finite-difference approximation

For a finite-difference discretisation in space, a regular grid xi = ih for i =
0, . . . , n with h = 1

n+1 is chosen. By setting yi(t) := u(xi, t) for i = 1, . . . , n
and approximating the second derivative by a symmetric finite-difference of
order 2, one arrives at

y′′=−Any+gn(y), y(0)=y0 =(u0(x1, 0), . . . , u0(xn, 0))T , y′(0) = Rnu
′(0),

where An = −1
h2 tridiag(1,−2, 1) ∈ IRn,n, y ∈ IRn and Rn : L2(0, 1) → IRn,

with

Rnu =

(

1
h

∫ x1+
h
2

x1−h
2

u(x) dx, . . . ,
1
h

∫ xn+ h
2

xn−h
2

u(x) dx

)T

.

The restriction Rn is necessary since u′(0) is not necessarily continuous. The
properties of this discretisation, stated in Proposition 1, are readily justified.
An is a symmetric positive definite Matrix and Ωn := A

1
2
n is defined. With

‖y‖2∆ = h‖y‖22, often called discrete Sobolev norm, we have

1
2
‖y′(0)‖2∆ +

1
2
‖Ωny(0)‖2∆ ≤

1
2
‖u′(0)‖2H +

1
2
‖A 1

2u‖2H ≤
1
2
K2,

since
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‖y′(0)‖2∆ = h

n∑

i=1

(

1
h

∫ xi+
h
2

xi−h
2

u′(x, 0) dx

)2

≤ 1
h

n∑

i=1

(∫ xi+
h
2

xi−h
2

|u′(x, 0)| dx
)2

CSU

≤ 1
h

n∑

i=1

h

∫ xi+
h
2

xi−h
2

|u′(x, 0)|2 dx =
∫ xn+ h

2

x1−h
2

|u′(x, 0)|2 dx ≤ ‖u′(0)‖2H

and (with y0,0 = y0,n+1 := 0)

‖Ωny(0)‖2∆ = h(Any0, y0) = −h
n∑

i=1

y0,i+1 − 2y0,i + y0,i−1

h2
· y0,i

= h

n∑

i=1

y0,i+1 − y0,i

h
· y0,i+1 − y0,i

h
=

1
h

n∑

i=0

(∫ xi+1

xi

ux(x, 0) dx
)2

≤
n∑

i=0

∫ xi+1

xi

|ux(x, 0)|2 dx = ‖ux(0)‖2H = ‖A 1
2u(0)‖2H .

The statements ‖gn‖∆ ≤ ‖g‖H , ‖gn,y‖ ≤ ‖gu‖H and ‖gn,yy‖∆ ≤ ‖guu‖H
follow by differentiation.

4 The Gautschi-type exponential integrator

In [11], Hochbruck and Lubich consider the Gautschi-type method for the
solution of systems of oscillatory second-order differential equations like (3).
The Gautschi-type method, which is based on the requirement that it solves
exactly linear problems with constant inhomogeneity g, is given by

ym+1 − 2 cos (τΩ) ym + ym−1 = τ2 sinc2

(
τΩ

2

)

g(φ(τΩ)ym),

with the filter function φ whose purpose is to filter out resonant frequencies
at integer multiples of π.

Combining the error bound for the Gautschi-type method, which is proved
in [11], with the result in [7] and slight modifications of the proof give the
following theorem.

Theorem 1. If the solution of the abstract wave equation (1) satisfies the
finite-energy condition at the starting values

1
2
‖u′(0)‖2H +

1
2
‖A 1

2u(0)‖2H ≤
1
2
K2,

then the error of the Gautschi-type method, by application on the semi-
discretised systems, for 0 ≤ tm = mh ≤ T is bounded by

‖y(tm)− ym‖∆ ≤ τ2C,

where C only depends on T , K, ‖g‖H , ‖gu‖H , ‖guu‖H and φ.
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This is an extraordinary error bound. The error of the discretisation in time
is independent of the chosen discretisation in space. The bound only depends
on constants that stem from the original formulation of the wave equation.

5 Numerical example

To illustrate the bound numerically, the Sine–Gordon equation is integrated
with initial values

u(0) = 0, and u′(0) = 1[ 14 ,
3
4 ](x),

where 1I(x) denotes the indicator function for the interval I. Figure 1 shows
the global error after an integration time of 1 versus the chosen step-size for the
Gautschi-type method and the Verlet-scheme, which is one of the most used
second-order standard integrators. The semi-discretisation is finite-differences
with 34 points. The Verlet-scheme fails to integrate the differential equation
for larger step-sizes due to its dependence of the space discretisation. The
result was the same if a pseudo-spectral discretisation would have been chosen.
The Verlet-scheme needs smaller time-steps for finer grids. For 128 grid points,
the Verlet-scheme does not give a reasonable solution for the whole interval
[0.01, 1] in Figure 1, whereas the graph of the error for the Gautschi-type
method hardly changes. This impressively demonstrates the advantage of the
presented error bounds.

10
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10
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10
0

10
−4

10
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10
0

10
2

Gautschi
Verlet

Fig. 1. Global error versus step-size
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Summary. In this paper, we consider exponential integrators that are based on
linear multistep methods and study their positivity properties for abstract evolution
equations. We prove that the order of a positive exponential multistep method is
two at most and further show that there exist second-order methods preserving
positivity.

1 Introduction

Integration schemes that involve the evaluation of the exponential were first
proposed in the 1960s for the numerical approximation of stiff ordinary differ-
ential equations. Nowadays, due to advances in the computation of the product
of a matrix exponential with a vector, such methods are considered as practi-
cable also for high-dimensional systems of differential equations. The renewed
interest in exponential integrators is further enhanced by recent investigations
which showed that they have excellent stability and convergence properties.
In particular, they perform well for differential equations that result from a
spatial discretisation of nonlinear parabolic and hyperbolic initial-boundary
value problems, see [4, 9] and references therein.

However, aside from a favourable convergence behaviour, the usability of
a numerical method for practical applications is substantially affected by its
qualitative behaviour, and, in many cases, it is inevitable to ensure that cer-
tain geometric properties of the underlying problem are well preserved by
the discretisation. In particular, it is desirable that the positivity of the true
solution is retained by the numerical approximation. More precisely, if the
solution of a linear abstract evolution equation

u′(t) = Au(t) + f(t), 0 < t ≤ T, u(0) given, (1)

remains positive, the numerical solution should retain this property. Unfor-
tunately, as proven by Bolley and Crouzeix [3], the order of positive rational
one-step and linear multistep methods, respectively, is restricted by one.
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The objective of the present paper is to investigate exponential multistep
methods where the coefficients are combinations of the exponential and closely
related functions. The general form of the considered schemes is introduced
below in Section 3. Examples include Adams-type methods that were studied
recently in [4, 9] for parabolic problems, see also the earlier works [8, 12].

The main result, which we deduce in Section 4, states that positive expo-
nential multistep methods are of order two at most. Further, we show that
there exist second-order methods which preserve positivity. Thus, the order
barrier of [3] is raised by one. For exponential Runge–Kutta methods, a similar
result has been obtained recently in [10].

Our analysis of exponential multistep methods for abstract evolution equa-
tions is based on an operator calculus which allows to define the Laplace-
Stieltjes transform involving the generator of a positive C0-semigroup. We re-
fer to the subsequent Section 2, where the basic hypotheses on the differential
equation and some fundamental tools of the employed analytical framework
are recapitulated.

2 Analytical framework

In this section, we state the basic assumptions on the abstract initial value
problem (1).

Throughout, we let
(
V, ‖·‖) denote the underlying Banach space. Further,

we suppose A : D ⊂ V → V to be a densely defined and closed linear operator
on V that generates a strongly continuous semigroup

(
etA

)

t≥0
of type (M,ω),

that is, there exist constants M ≥ 1 and ω ∈ R such that the bound
∥
∥etA

∥
∥ ≤Metω, t ≥ 0, (2)

is valid. For a detailed treatment of C0-semigroups, we refer to the mono-
graphs [6, 11].

The notion of positivity requires the Banach space V to be endowed with
an additional order structure. In the present paper, to keep the analytical
framework simple, we restrict ourselves to the consideration of the Lebesgue
spaces and subspaces thereof, respectively, as it is then straightforward to de-
fine the positivity of an element pointwise.1 In general, an appropriate setting
is provided by the theory of Banach lattices treated in Yosida [13, Chap. XII].
Our results remain valid within this framework.

We recall that a bounded linear operator B : V → V is said to be positive
if for any element v ∈ V satisfying v ≥ 0 it follows Bv ≥ 0.

1 A function v : Ω ⊂ R
d → R in Lp(Ω), 1 ≤ p ≤ ∞, is said to be positive if it

is pointwise positive, i.e., v(x) ≥ 0 for almost all x ∈ Ω. In that case, we write
v ≥ 0 for short. We employ here the standard terminology, although the term
non-negative would be more appropriate.
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Example 1. We consider the differential operator ∂xx subject to a mixed
boundary condition on the Banach space of continuous functions, that is,
for some c1, c2 ∈ R we set A : D → V : v 
→ ∂xxv where V = C([0, 1]) and
D =

{
v ∈ C2([0, 1]) : v′(0) + c1v(0) = 0 = v′(1) + c2v(1)

}
. It is shown in

Arendt et al. [1, p. 134] that the associated semigroup
(
etA

)

t≥0
is positive.

Henceforth, we assume that the linear operator A : D → V is the genera-
tor of a positive semigroup

(
etA

)

t≥0
of type (M,ω), see (2). Then, from the

formulation of the linear evolution equation (1) as a Volterra integral equation

u(t) = etA u(0) +
∫ t

0

e(t−τ)Af(τ) dτ, 0 ≤ t ≤ T, (3)

it is seen that the solution u remains positive, provided that the initial
value u(0) and the function f are positive.

Let a ∈ BV denote a function of bounded variation that is normalised
at its discontinuities and satisfies a(0) = 0. The associated Laplace-Stieltjes
transform is defined through

G(z) =
∫ ∞

0

etz da(t), (4)

see Hille and Phillips [6, Sect. 6.2]. We recall that a real-valued function G is
said to be absolutely monotonic on an interval I ⊂ R if

G(j)(x) ≥ 0, x ∈ I, j ≥ 0.

The following result by Bernstein [2], which characterises absolutely monotonic
functions of the form (4), is the basis of our analysis in Section 4.

Theorem 1 (Bernstein). A function G is absolutely monotonic on the half
line (−∞, ω] iff it is the Laplace-Stieltjes transform of a non-decreasing func-
tion a ∈ BV such that ∫ ∞

0

etω |da(t)| <∞.

A well-known operational calculus described in Hille and Phillips [6, Chap. XV]
allows to extend (4) to unbounded linear operators. More precisely, for A being
the generator of a strongly continuous semigroup

(
etA

)

t≥0
on V , it holds

G(hA) v =
∫ ∞

0

ethA v da(t), h ≥ 0, v ∈ V, (5)

where the integral is defined in the sense of Bochner. It is thus straightforward
to deduce the following corollary from Theorem 1, see also Kovács [7].

Corollary 1. Suppose that the linear operator A generates a positive and
strongly continuous semigroup of type (M,ω). Assume further that the func-
tion G is absolutely monotonic on (−∞, hω] for some h ≥ 0. Then, the linear
operator G(hA) defined by (5) is positive.
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Remark 1. We note that the converse of the above corollary is true as well.
Namely, if G(hA) is positive for any generator A of a positive and strongly
continuous semigroup, then the function G is absolutely monotonic. The proof
of this statement is in the lines of Bolley and Crouzeix [3, Proof of Lemma 1].

The construction of exponential integrators often relies on the variation-of-
constants formula (3) and a replacement of the integrand f by an interpolation
polynomial. As a consequence, the linear operators ϕj(hA) defined through

ϕj(z) =
∫ 1

0

etz
(1− t)j−1

(j − 1)!
dt, j ≥ 1, z ∈ C, (6)

naturally arise in the numerical schemes. By the above Theorem 1, these
functions are absolutely monotonic, and thus the positivity of the associated
operators ϕj(hA) follows from Corollary 1.

3 Exponential multistep methods

In this section, we introduce the considered exponential multistep methods
for the time integration of the linear evolution equation (1) and state the
order conditions. The positivity properties of the numerical schemes are then
studied in Section 4.

We let tj = jh denote the grid points associated with a constant stepsize
h > 0. Besides, we suppose that the starting values u0, u1, . . . , uk−1 ∈ V are
approximations the exact solution values of (1). Then, for integers j ≥ k, the
numerical solution values uj ≈ u(tj) are given by the k-step recursion

k∑

�=0

α�(hA)un+� = h

k∑

�=0

β�(hA) f(tn+�), n ≥ 0. (7a)

Throughout, we choose αk = 1. Furthermore, we assume that the coefficient
functions α� and β� are given as Laplace-Stieltjes transforms of certain func-
tions a� and b�. Thus, it holds

α�(z) =
∫ ∞

0

etz da�(t), β�(z) =
∫ ∞

0

etz db�(t), z ∈ (−∞, ω]. (7b)

For simplicity, we require b� to be piecewise differentiable such that the left-
sided limit of b′�(t) exist at t = j for all integers j ≥ 0. In particular, these
assumptions are satisfied if the coefficients functions are (linear) combinations
of the exponential and the related ϕ-functions (6). We therefore refer to (7)
as an exponential linear k-step method. Due to (7b), the operators α�(hA)
and β�(hA) are bounded on V .

Examples that have recently been studied in literature for the time inte-
gration of semilinear evolution equations are exponential Adams-type meth-
ods. For the choice α1 = . . . = αk−1 = 0 and βk = 0, the resulting meth-
ods are discussed in Calvo and Palencia [4]. On the other hand, the case
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α0 = . . . = αk−2 = 0 and βk = 0 generalising the classical Adams–Bashforth
methods is covered by the analysis given in [9].

In the following, we derive the order conditions for the exponential k-
step method. We note that the arguments given below extend to semilinear
problems u′(t) = Au(t) + F

(
t, u(t)

)
by setting f(t) = F

(
t, u(t)

)
. As usual,

the numerical method (7) is said to be consistent of order p, if the local error

d(t, h) =
k∑

�=0

α�(hA)u(t + �h)− h

k∑

i=0

β�(hA) f(t + �h) (8)

is of the form d(t, h) = O
(
hp+1

)
for h → 0, provided that the function f is

sufficiently smooth, see Hairer, Nørsett, and Wanner [5, Chap. III.2].
In order to determine the leading h-term in d(t, h), we make use of the

variation-of-constants formula

u(t + �h) = e�hA u(t) +
∫ �h

0

e(�h−τ)A f(t + τ) dτ,

see also (3). We expand all occurrences of f in Taylor series at t and apply the
definition of the ϕ-functions (6). A comparison in powers of h finally yields
the following result.

Lemma 1. The order conditions for exponential multistep methods (7) are

k∑

�=0

α�(hA) e�hA = 0, (9a)

k∑

�=1

α�(hA) �q ϕq(�hA) =
k∑

�=0

β�(hA)
�q−1

(q − 1)!
, 1 ≤ q ≤ p, (9b)

where by definition �0 = 1 for � = 0.

The first condition corresponds to the requirement that the exponential mul-
tistep method (7) is exact for the homogeneous equation u′(t) = Au(t). By
setting A = 0 in (9), the usual order conditions

k∑

�=0

α�(0) = 0,
k∑

�=1

α�(0) �q = q
k∑

�=0

β�(0) �q−1, 1 ≤ q ≤ p

for a linear multistep method with coefficients α�(0) and β�(0) follow, see
also [5, Chap. III.2].

4 Positivity and order barrier

In this section, we derive an order barrier for positive exponential multistep
methods. According to Bolley and Crouzeix [3], the numerical method (7) is
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said to be positive, if the numerical solution values un remain positive for all
n ≥ k, provided that the semigroup

(
etA

)

t≥0
, the function f , and further the

starting values u0, u1, . . . , uk−1 are positive. We note that the requirement of
positivity implies that the coefficients operators α�(hA) satisfy

−α�(hA) ≥ 0, 0 ≤ � ≤ k − 1. (10)

We next give the main result of the paper.

Theorem 2. The order of a positive exponential k-step method is two at most.

Proof. Our main tools for the proof of Theorem 2 are the representation (7b)
of the coefficient functions as Laplace-Stieltjes transforms and further the
characterisation of positivity given in Section 2. For the following, we set
a�(t) = 0 = b�(t) for t ≤ 0. We note that due to Corollary 1, it is justified
to work with the complex variable z instead of the linear operator hA. For
the characteristic function of the interval [r, s), we henceforth employ the
abbreviation

Y[r,s)(t) =

{

1 if r ≤ t < s,

0 else.

(i) We first show that the validity of the first order condition (9a) together
with the requirement (10) imply that the coefficient functions α� are of the
form

α�(z) = −µk−� e(k−�)z, µk−� ≥ 0, 0 ≤ � ≤ k − 1, (11)

or, equivalently, that the associated functions a� are given by

a�(t) = −µk−� Y[k−�,∞)(t), µk−� ≥ 0, 0 ≤ � ≤ k − 1. (12)

Inserting (7b) into (9a) and applying αk(z) = 1, we get

ekz = −
k−1∑

�=0

α�(z) e�z = −
k−1∑

�=0

∫ ∞

0

etz Y[�,∞)(t) da�(t− �)

and furthermore conclude

Y[k,∞)(t) = −
k−1∑

�=0

a�(t− �)Y[�,∞)(t). (13)

From (10) and Remark 1 we deduce that the function −α� is absolutely
monotonic and thus Theorem 1 shows that − a� is non-decreasing. Due to the
fact that a�(0) = 0, we finally obtain (12). For the following considerations,
accordingly to our choice αk(z) = 1, it is useful to define µ0 = − 1. As a
consequence, inserting (11) into (9a) we have

k∑

�=1

µ� = −µ0 = 1. (14)
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(ii) We next reformulate the order conditions in terms of the functions a�
and b� given by (7b). Inserting (11) into (9b), we have

−
k∑

�=1

µk−� �
q e(k−�)z ϕq(�z) =

k∑

�=0

β�(z)
�q−1

(q − 1)!
, 1 ≤ q ≤ p.

For the following considerations, it is convenient to employ the abbreviation

χq;k−�,k(t) =
�q − (k − t)q

q
Y[k−�,k)(t) +

�q

q
Y[k,∞)(t), (15)

Obviously, χq;k−�,k is a continuous function such that the support of its deriv-
ative is contained in the interval [k − �, k). Therefore, making use of the fact
that

e(k−�)z ϕq(�z) =
1
�q

∫ ∞

0

etz
(k − t)q−1

(q − 1)!
Y[k−�,k)(t) dt,

see (6) for the definition of ϕq, we obtain

−
k∑

�=1

µk−� χq;k−�,k(t) =
k∑

�=0

�q−1b�(t), 1 ≤ q ≤ p. (16)

(iii) Exploiting the relations given above, we now show that the assumption
p ≥ 3 and the requirement of positivity, that is, the assumptions µ� ≥ 0 for
1 ≤ � ≤ k and b�(t) a non-decreasing function for any t ∈ R and 0 ≤ � ≤ k,
lead to a contradiction. We recall that by definition µ0 = − 1. Regarding the
order conditions (16), restricting t to the first interval [0, 1), we obtain the
following relations for the derivatives2

k∑

�=0

b′�(t) = 1,

k∑

�=0

� b′�(t) = k − t,

k∑

�=0

�2 b′�(t) = (k − t)2.

(17)

Taking a suitable linear combination of (17), it follows

k∑

�=0

(t− k + �)2 b′�(t) = 0.

Using that the functions b′� are non-negative, we conclude that they vanish
on [0, 1). This contradicts the first relation in (17).

2 As the function b� is non-decreasing, its derivative exists almost everywhere and
is non-negative. Assertions involving b′� are thus valid for almost all t.
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Remark 2. The order two barrier of Theorem 2 is sharp in the sense that
there exist positive second-order schemes. A simple example is given by the
exponential trapezoidal rule where k = 1, α0(z) = − ez, α1 = 1, β0 = ϕ1−ϕ2,
and β1 = ϕ2.

For analytic semigroups it is well-known that the order conditions (9b)
can be weakened, see e.g. [9]. Following the lines of [10] it can be shown that
an order two barrier holds in this case, too. For instance, the exponential
midpoint rule with k = 2, α0(z) = − e2z, α1 = 0, α2 = 1, β1(z) = 2ϕ1(2z),
and β0 = β2 = 0 has weak order two and preserves positivity.
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Summary. The immersed boundary method is both a mathematical formulation
and a numerical method for the study of fluid structure interactions. Many numeri-
cal schemes have been introduced to reduce the difficulties related to the non-linear
coupling between the structure and the fluid evolution; however numerical instabil-
ities arise when explicit or semi-implicit methods are considered. In this work we
present a stability analysis based on energy estimates for the variational formulation
of the immersed boundary method.

A two dimensional incompressible fluid and a boundary in the form of a simple
closed curve are considered. We use a linearization of the Navier-Stokes equations
and a linear elasticity model to prove the unconditional stability of the fully implicit
discretization, achieved with the use of a backward Euler method for both the fluid
and the structure evolution (BE/BE), and we present a computable CFL condition
for the semi-implicit method where the fluid terms are treated implicitly while the
structure is treated explicitly (FE/BE).

1 Introduction

The idea behind the immersed boundary (IB) method lies on the observa-
tion that the Navier-Stokes equations for incompressible fluids express noth-
ing more than Newton’s law F = ma in an Eulerian and “fluid-specialized”
framework. The IB method consists in adding to the Navier-Stokes equations
some additional “internal” forces concentrated on the particles of the “fluid-
solid” material to compensate the fluid behavior with the missing elastic part,
in order to simulate efficiently the interaction between a fluid and an elastic
material.

In this paper we will present a numerical analysis of the stability of the IB
method applied to a one-dimensional volume-less and mass-less membrane,
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immersed in a two-dimensional fluid domain, modeled by the dynamic Stokes
equations.

Numerical instabilities arise when computations are carried on using semi-
implicit or explicit time-stepping techniques which require a careful choice
of the discretization parameters. We will address the stability aspect of IB
computations taking advantage of the natural energy estimates that arise from
the use of a variational approach to the IB method, as introduced in [2, 3].

In Sect. 2 we briefly present the finite element IB method, as it was in-
troduced in [2, 3] and the elasticity model that will be used throughout the
paper. Section 3 describes the time stepping schemes that will be analyzed in
Sect. 4, while Sect. 5 is dedicated to numerical validation and conclusions.

2 The finite element immersed boundary method

Let Ω be a two dimensional domain containing both the fluid and the elastic
membrane. To be more precise, for all t ∈ [0, T ], let Γt be a simple closed
elastic curve, the configuration of which is given in a parametric form, X(s, t),
0 ≤ s ≤ L, X(0, t) = X(L, t), where the parameter s marks a material point
and L is related to the unstressed length of the boundary.

X(s, t) represents the position in Ω of the material point which was labeled
by s at the initial time. We are interested in expressing formally the force
exerted by the structure on the fluid in terms of the elastic force density
f(s, t) generated by the deformation of the immersed material itself. In the IB
method this is achieved by mean of the defining properties of the Dirac delta
distribution δ:

F(x, t) =
∫

D

f(s, t)δ(x−X(s, t))mDs, in Ω×]0, T [. (1)

Here the Dirac delta is used as a way to pass from the Lagrangian to the
Eulerian formulation by introducing an “implicit” change of variables.

The force generated by the element of boundary mDs on the fluid is
f(s, t)mDs. We will concentrate on the case of linearized hyper-elastic in-
compressible materials, characterized by the existence of a positive potential
energy density Ψ associated with the deformation of the elastic material and
which is independent on translations and (linearized) rotations of the material
itself.

The relation between the potential energy density Ψ and the force f is
given through the use of the deformation tensor F and the first Piola-Kirchoff
stress tensor P as follows:

Fij :=
∂Xj(s, t)

∂si
, Pij(s, t) =

∂Ψ

∂Fij
(s, t), fj(s, t) =

∂Pij

∂si
(s, t),

where, in the last equation, summation is implied over repeated indices.
In the two-dimensional case i = 1 and j = 1, 2, therefore all tensors become

vectors. We will use a linear “fiber-like” formulation where the Piola-Kirchoff
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stress tensor is defined by a scalar tension T = κ|F| and the unit vector
τ = F/|F| tangent to the immersed curve. The following equations hold

P = Tτ = κF, f = κ
∂2X
∂s2

, Ψ(F) =
κ

2
|F|2, (2)

where κ is the elasticity constant of the material along the immersed boundary.
We observe that, in equation(1), the boundary force f is multiplied by a

two-dimensional Dirac distribution, over a domain of dimension one, so that
the resulting force density F is a one-dimensional Dirac distribution along Γt
and the following Lemma holds true.

Lemma 1. Assume that, for all t ∈ [0, T ], the immersed boundary Γt is Lip-
schitz continuous and that f ∈ L2([0, L] × ]0, T [). Then for all t ∈ ]0, T [,
the force density F(t), defined formally in(1), is a distribution belonging to
H−1(Ω)2 defined as follows: for all v ∈ H1

0 (Ω)2

H−1< F(t),v >H1
0
=
∫ L

0

f(s, t) · v(X(s, t)) ds ∀t ∈ ]0, T [ . (3)

Let Th be a subdivision of Ω into triangles or rectangles. We denote by
hx the biggest diameter of the elements of Th. We then consider two finite
dimensional subspaces Vh ⊆ H1

0 (Ω)2 and Qh ⊆ L2
0(Ω). It is well known

that the pair of spaces Vh and Qh need to satisfy the inf-sup condition in
order to have existence, uniqueness and stability of the discrete solution of
the Navier-Stokes problem (see [5]).

Next, let si, i = 0, . . . ,m with s0 = 0 and sm = L, be m+1 distinct points
of the interval [0, L]. We set hs = max0≤i≤m |si − si−1|. Let Sh be the finite
element space of piecewise linear vectors defined on [0, L] as follows

Sh = {Y ∈ C0([0, L];Ω) : Y|[si−1,si] ∈ P1([si−1, si])2, i = 1, . . . ,m,
Y(s0) = Y(sm)} (4)

where P1(I) stands for the space of affine polynomials on the interval I. For
an element Y ∈ Sh we shall use also the following notation Yi = Y(si) for
i = 0, . . . ,m.

Taking into account Lemma 1, it is possible to show that

< Fh(t),v > =
m−1∑

i=0

κ

(
∂Xh i+1

∂s
(t)− ∂Xh i

∂s
(t)
)

v(Xh i(t)). (5)

Notice that the right hand side of (5) is meaningful, since v is continuous as
it is required for the elements in Vh.

The finite element discretization of the IB method reads:
Problem 1. Given u0h ∈ Vh and Xh 0 ∈ Sh, for all t ∈ ]0, T [, find
(uh(t), ph(t)) ∈ Vh ×Qh and Xh(t) ∈ Sh, such that

ρ
d

dt
(uh(t),v) + µ(∇uh(t),∇v)− (∇ · v, ph(t)) =< Fh(t),v > ∀v ∈ Vh (6)
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(∇ · uh(t), q) = 0 ∀q ∈ Qh (7)

< Fh(t),v >=
m−1∑

i=0

κ

(
∂Xh i+1

∂s
(t)− ∂Xh i

∂s
(t)
)

v(Xh i(t)) ∀v ∈ Vh (8)

∂Xh i
∂t

(t) = uh(Xh i(t), t) ∀i=0, 1, . . . ,m

(9)

uh(x, 0) = u0h(x) ∀x ∈ Ω (10)
Xh i(0) = X0(si) ∀i = 1, . . . ,m.

(11)

3 Time discretization by finite differences

In [9] it was shown how a fully implicit discretization in time for both the
elasticity and the fluid equations appears to be unconditionally stable. We
will not report numerical experiments on this approach (referred in the sequel
as the Backward Euler/Backward Euler, or BE/BE scheme), we will however
show that this approach is unconditionally stable.

A natural alternative to the fully implicit method is the use of a semi-
implicit modification. We will refer to this time stepping technique, which
couples the pressure and diffusion implicitly in a Stokes solve while treating
the elastic terms explicitly, as the Forward Euler/Backward Euler (in short
FE/BE) scheme, following the notations of [7]. We will show that this method
is not unconditionally stable and we will give an appropriate CFL condition
needed for it to remain stable.

Let ∆t denote the time step and let us indicate by the superscript n an
unknown function at time tn = n∆t, so that the number of time steps needed
to reach the final time T is N .

The two schemes can be formally described in a unified way:

Problem 2. Given u0h ∈ Vh and X0h ∈ Sh, set u0
h = u0h and X0

h = X0h,
then for n = 0, 1, . . . , N − 1

Step 1. compute the source term

< Fn+1
h ,v >=

m−1∑

i=0

κ

(
∂Yi+1

∂s
− ∂Yi

∂s

)

v(Yi) ∀v ∈ Vh;

Step 2. find (un+1
h , pn+1

h ) ∈ Vh ×Qh, such that

ρ(
un+1
h − unh

∆t
,v) + µ(∇un+1

h ,∇v)− (∇ · v, pn+1
h )

=< Fn+1
h ,v > ∀v ∈ Vh

(∇ · un+1
h , q) = 0 ∀q ∈ Qh
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Step 3. find Xn+1
h ∈ Sh, such that

Xn+1
h i −Xnh i

∆t
= un+1

h (Yni ) ∀i = 1, . . . ,m,

where Y is Xnh in the FE/BE scheme and Xn+1
h in the BE/BE one.

The FE/BE scheme introduced in Problem 2 is computable, while the
BE/BE scheme (here introduced only formally) requires the implementation
of some sort of iterative scheme. We refer to [9] for the derivation of one such
a scheme and we will only give some theoretical results about its unconditional
stability.

4 Stability analysis by energy estimates

We prove here the unconditional stability of the fully implicit method and
present the CFL conditions that need to be satisfied to preserve the stability
of the semi-implicit numerical scheme.

In the following we will make extensive use of the total potential energy
of the elastic material, which in our case is defined as

E[X(t)] :=
∫

D

Ψ(F(s, t))mDs =
κ

2

∥
∥
∥
∥

∂X(t)
∂s

∥
∥
∥
∥

2

0,D

. (12)

4.1 Stability of the continuous problem

The following stability estimate holds true for the solution of both the con-
tinuous and the space discretized problem:

Lemma 2. For t ∈ ]0, T [, let uh(t) ∈ Vh, ph(t) ∈ Qh and Xh(t) ∈ Sh be a
solution of Problem 1, then it holds:

ρ

2
d

dt
‖uh(t)‖20,Ω + µ‖∇uh(t)‖20,Ω +

κ

2
d

dt

∥
∥
∥
∥

∂Xh(t)
∂s

∥
∥
∥
∥

2

0,D

= 0. (13)

Using the same principles it is possible to provide some stability results
also for the fully discretized case both in the BE/BE case,

Theorem 1. Let uh,Xh be a solution of the BE/BE scheme in Problem 2.
The following discrete energy inequality holds:

ρ

2∆t

(
‖un+1
h ‖20,Ω − ‖unh‖20,Ω

)
+ µ‖∇un+1

h ‖20,Ω

+
κ

2∆t

(∥
∥
∥
∥

∂Xn+1
h

∂s

∥
∥
∥
∥

2

0,D

−
∥
∥
∥
∥

∂Xnh
∂s

∥
∥
∥
∥

2

0,D

)

≤ 0,
(14)

as well as in the FE/BE case:
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Theorem 2. Let unh,X
n
h be a solution at time t = n∆t of the FE/BE scheme

of Problem 2 and let Ln be defined as

Ln := max
i=1,...,m−1

|Fni | , (15)

then the following discrete energy inequality holds:
ρ

2∆t

(
‖un+1
h ‖20,Ω − ‖unh‖20,Ω

)
+ µ‖∇un+1

h ‖20,Ω

+
κ

2∆t

(∥
∥
∥
∥

∂Xn+1
h

∂s

∥
∥
∥
∥

2

0,D

−
∥
∥
∥
∥

∂Xnh
∂s

∥
∥
∥
∥

2

0,D

)

≤ Cκ

2
∆t

hx
Ln‖∇un+1

h ‖20,Ω .
(16)

Theorem 2 gives a quantitative estimate of the artificial energy introduced
into the system by the FE/BE numerical discretization.

For the problem to remain stable, i.e. with bounded energy, it is evident
that some care has to be taken on the choice of the time step size, the fluid
mesh size and the immersed boundary mesh size. The following lemma summa-
rizes the CFL condition needed in order to maintain the property of decreasing
total energy:

Lemma 3. If there exists a positive K0 such that for each n = 0, . . . , N − 1

µ− Cκ

2
∆t

hx
Ln ≥ K0 > 0, (17)

then the following discrete energy inequality holds:

ρ

2
‖un‖20,Ω + ∆t

n∑

k=1

K0‖∇uk‖20,Ω +
κ

2

∥
∥
∥
∥

∂Xn

∂s

∥
∥
∥
∥

2

0,D

≤ ρ

2
‖u0‖20,Ω +

κ

2

∥
∥
∥
∥

∂X0

∂s

∥
∥
∥
∥

2

0,D

.

(18)

Detailed proofs of Theorems 1, 2 and Lemma 3 can be found in [4].

5 Numerical results

To verify numerically the results stated in Theorem 2 and Lemma 3 we set up
the extremely simple test problem of a balloon at rest inflated and immersed
in the same fluid, which translate in our numerical framework in a circle with
radius R ≤ .5 immersed in the middle of the square domain [0, 1]2 (we used
R = .4), with null initial velocity u and initial parametric representation given
by

X(s, t) =
(
R cos(s/R) + .5
R sin(s/R) + .5

)

s ∈ [0, 2πR]. (19)

We are interested in showing the dependency of the stability on the CFL
parameter given by
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ηn =
κ∆t

hx
Ln. (20)

In Figure 1 we plotted the evolution of the normalized total energy of the
system and of the ηn parameter during time for different values of κ and ∆t.
All the computations we performed show how the ηn parameter (20) is able
to capture the instabilities as soon as they arise.
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Fig. 1. Time versus normalized total energy and η, for κ = 1 (left), κ = 2 (middle)
and κ = 4 (right) with hx = 1/32 and hs = 1/128.

It is evident that when the ηn parameter gets too close to a threshold,
which here seems to be near .8, then the energy (which here is supposed
to remain constant) explodes. The simulation in these cases stops without
reaching the final time t = 3, because the immersed boundary starts oscillating
too heavily and it ends outside the computational domain.

The program used to compute these examples has been written in C++
with the support of the deal.II libraries (see [1] for a technical reference).
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6 Conclusions

We recalled the formulation of the finite element immersed boundary method
as found in [2, 3]. Choosing the correct strategy for the approximation of the
delta distribution has been one of the major challenges for the developers of
the original IB method (see, for example, [6]). In this paper we presented a
numerical stability analysis of the finite element IB method, which in partic-
ular does not depend on a regularization of the Dirac delta distribution. The
unconditional stability for the fully implicit time stepping technique (referred
to as the BE/BE scheme) and a CFL condition for the semi-implicit time
stepping technique (FE/BE) were presented. Previous work in this direction
was carried on in [8, 7], by analyzing the vibrational modes of immersed fibers
and their influence on the time-stepping technique. Our approach follows a
somewhat different path, by asking the numerical method to satisfy physi-
cal conditions like the conservation of the total energy of the system. The
numerical experiments we performed show good agreement between the theo-
retical results and the instability that sometimes arise during the IB problem
computations.
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Summary. In optical rewritable recording media, such as the Blu-ray Disc, amor-
phous marks are formed on a crystalline background of a phase-change layer, by
means of short, high power laser pulses. It is of great importance to understand the
mark formation process, in order to improve this data storage concept. The recording
layer is part of a grooved multi-layered geometry, consisting of a variety of materials
of which the material properties are assumed to be constant per layer, but may differ
by various orders of magnitude in different layers. The melting stage of the mark
formation process requires the inclusion of latent heat. In this study a comparison
is made of numerical techniques for resolving the associated Stefan problem. The
considered methods have been adapted to be applicable to multi-layers.

1 Introduction

In optical rewritable recording, a disk consists of various layers. The actual
recording of data, stored as an array of amorphous regions in a crystalline
background, takes place in a specific layer of the recording stack, containing
a so-called phase-change material. The amorphous regions, called marks, are
created as a result of very short high intensity pulses of a laser beam that
is focused on this active layer. The light energy of the laser is transformed
into heat, which locally causes the phase-change material to melt. As soon
as the laser is switched off, the molten material solidifies. At the same time,
recrystallization occurs in those regions where the temperature is below the
melting temperature, but still above the recrystallization temperature. Since
the cooling down is very rapid (quenching), almost no recrystallization occurs
within the molten region, and thus a solid amorphous region is formed. The
same laser beam, but at a lower power level, can be used in a similar way to
fully recrystallize the amorphous regions. The recorded data is then erased.
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Although much is understood about the concept of optical rewritable
recording, many open questions remain. In order to gain better inside in for
instance the influence of polarization and wavelength of the incident light or
the geometry and composition of the stack on the shape and position of a
mark, robust (numerical) modeling is essential. As a result, the occurrence of
unwanted effects, such as cross-track cross-talk, could be minimized.

In this study we will focus on the melting phase of the mark formation
process. In contrast to earlier work [1], this requires the contribution of latent
heat to be taken into account in the computation of the temperature dis-
tribution in the optical recording disk. The mathematical model associated
with the melting problem will be presented first. Two numerical techniques
to resolve the mathematical problem will then be introduced. Emphasize is
put on how these methods can be applied to multi-layered domains. Finally,
a comparison with respect to accuracy, convergence behavior and computa-
tional demand is presented. For convenience, we will restrict ourselves to 1D
and 2D test problems only.

2 Problem description

The melting of the phase-change material is a complex process. Material spe-
cific properties, such as the latent heat, greatly influence the melting behav-
ior. Therefore, some assumptions are made with respect to several physical
aspects of the melting process. First of all, it is assumed that the melting of
the phase-change material occurs at a melting point Tm, rather than along a
melting trajectory. In this way, the shape and size of mark are simply deter-
mined by the (sharp) free interface between the solid and liquid state of the
(crystalline) phase-change material. Furthermore, the density ρ, latent heat
L, heat capacity c, and conductivity κ are taken to be constant per phase.
When needed, a subscript s or l is used to distinct between the solid and
liquid state, respectively.

Because the position of the free interface evolves in time, depending on the
heat distribution, the melting process is modeled as a free boundary problem.
For an arbitrary bounded domain Ω ⊂ R

n with fixed outer boundary δΩ

Table 1. Performance with respect to Stefan number St, ∆t = 2000, n = 800, Tend

= 20 days

ε = 10−3 St ≈ 5 × 10−4 St ≈ 5 × 10−2 St ≈ 5 × 100 St ≈ 5 × 102

total #Newton Fachinotti 2322 2829 4957 6603
iterations Nedjar 78947 43045 14396 6271

total time (s) Fachinotti 22.6 29.1 45.1 58.1
Nedjar 355 195 132 32.3
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and moving boundary Γ (t), leading to two sub-domains Ωs and Ωl such that
Ω̄ = Ω̄s ∪ Ω̄l and Ωs ∩Ωl = ∅, the two-phase Stefan problem is given by:






ρcs,l
∂T (x, t)

∂t
= κs,l∆T (x, t) + Q(x, t) ∀x ∈ Ωs,l, t > 0, (1a)

ρLvn =
[

κs,l
∂T (x, t)

∂n

]

, T (x, t) = Tm for x = Γ (t), t ≥ 0, (1b)

T (x, 0) = T̄1(x) ∀x ∈ Ωs,l, (1c)

together with appropriate boundary conditions on the fixed outer boundary
δΩ. By [φ] we denote the jump in φ defined as:

[φ] = lim
x−→Γ (t)
x∈Ωs(t)

φ(x, t)− lim
x−→Γ (t)
x∈Ωl(t)

φ(x, t). (2)

At t = 0 the whole domain is taken to be solid. The spatial and time depen-
dence of the temperature is omitted from this point onward.

Two fixed grid approaches to solve the Stefan problem given above are
considered: the enthalpy formulation and the temperature formulation. The
enthalpy H(T ) can be defined as:

H(T ) =






ρcs(T − Tm), T ≤ Tm,

ρcl(T − Tm) + ρL, T > Tm.
(3)

In the enthalpy formulation the enthalpy H is treated as a second dependent
variable besides the temperature T . Using relation (3), the heat conduction
equation (1a) and the Stefan condition (1b) are replaced by the well-known
enthalpy equation:

∂H(T )
∂t

− κs,l∆T = Q. (4)

In the temperature formulation, instead of separating the domain in a liquid
and solid part, as via definition (3), the enthalpy is written according to its
formal definition: as the sum of sensible and latent heat:

H(T ) = Hsensible + Hlatent = ρcs,l(T − Tm) + ρLfl(T ), (5)

where fl(T ) denotes the liquid volume fraction, which in case of isothermal
phase-change is equal to the Heavyside step functionH(T−Tm). Definition (5)
leads to the classical Fourier heat conduction equation, but with an additional
term for the latent heat contribution:

ρcs,l
∂T

∂t
+ ρL

∂fl
∂t
− κs,l∆T = Q. (6)
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3 Numerical methods

The resolution of the Stefan problem (1a-1c) by means of a numerical method
is not trivial. On the one hand, the method should be applicable to multi-
layered domains, with possibly large jumps in physical parameters. In addi-
tion, there are variations in the geometry (i.e., the grooved tracks), in three
dimensional space. These demands also make that a finite element discretiza-
tion is preferred. On the other hand, the method should allow for the breaking
and merging of interfaces, as a result of for instance the inhomogeneity of the
internal heating by the laser or the applied multi-pulse strategy. Furthermore,
a future generalization of the method (e.g., non-isothermal melting; temper-
ature dependent material properties) should be possible.

Two numerical approaches to resolve the Stefan problem (1a-1c) are de-
scribed next. The first method is based on the work by Nedjar [4], in which
a relaxed linearization of the temperature is used to solve the enthalpy equa-
tion (4). The governing equation for the second method is the temperature
formulation (6). Key to this approach is the discontinuous integration across
elements that are intersected by the free boundary, as proposed by Fachinotti
et al. [3].

3.1 Relaxed linearization

Using standard Galerkin procedures and Euler backward discretization in
time, a discretization of the enthalpy equation (4) can be written as follows:

M
Hn+1 −Hn

∆t
+ STn+1 = Qn+1, (7)

where M and S denote the mass matrix and the stiffness matrix, respectively,
and ∆t is the time step.

In [4] it is described how to solve the above system of equations using
a pseudo-Newton iterative procedure in terms of a temperature increment
∆Ti. In order to explain how this technique can be adapted to solve for the
temperature distribution in a multi-layered domain, we will briefly repeat the
three steps that form the key idea behind the proposed integration algorithm
by Nedjar.

First, introduce the reciprocal function τ : R −→ R of (3), given by
T = τ(H) and define

Hi+1 = Hi + ∆Hi, (8)

Ti+1 = Ti + ∆Ti. (9)

Next, consider a linearization of the function τ(H):

Ti+1 = Ti + ∆Ti = τ(Hi) + τ ′(Hi)∆Hi, (10)
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or, rewritten in terms of the enthalpy update ∆Hi:

∆Hi =
1

τ ′(Hi)
[
∆Ti +

(
Ti − τ(Hi)

)]
. (11)

Here, τ ′ denotes the derivative of τ with respect to its argument. Unfortu-
nately, this derivative can be zero. This is resolved by approximating the
fraction in equation (11) by a constant µ defined as:

µ =
1

max(τ ′(Hi))
, (12)

such that the relaxed enthalpy update becomes:

∆Hi = µ
[
∆Ti +

(
Ti − τ(Hi)

)]
. (13)

If we now define

Q̃ = Qn+1 + M̃Hn, M̃ =
1
∆t

M, (14)

then substitution of (8)-(10) and (13) into the discretized system (7) gives:

M̃
{
Hi + µ

[
∆Ti +

(
Ti − τ(Hi)

)]}
+ S(Ti + ∆Ti) = Q̃. (15)

A rearrangement of terms finally leads to
(

µM̃ + S
)

∆Ti = Q̃−
(

µM̃ + S
)

Ti − M̃
(
Hi − µτ(Hi)

)
. (16)

By rewriting the discretized heat conduction equation in terms of the tem-
perature increment ∆Ti for those layers of a recording stack that do not con-
tain a phase change material, it is possible to build a system of equations for
the multi-layer as a whole. This means, that any existing finite element code
for heat conduction problems in composite domains, can easily be extended
to include melting.

T = -20 C
o

T = -20 C
o

T = -20 C
o

T = -20 C
o

δn
Tδ
=0

δn
Tδ
=0

T(x,t=0) = 10 C
o

n=30

n=40

n=40
n=30

Fig. 1. Test case 2: initial and boundary conditions (left). Number of grid points
used (right).
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3.2 Discontinuous integration

A distinct feature of a temperature based model such as (6), is the use of
discontinuous spatial integration. The key idea behind discontinuous integra-
tion, as for instance described by Fachinotti et al. [3] is that for elements
intersected by the free interface, the integrals arising from a finite element
discretization of the governing equation (6) are computed over the liquid and
solid part separately. Because no regularization of the integrand is required,
an accurate evaluation of the discrete balance equation is assured.

In the temperature based formulation (6), the term representing the latent
heat contribution can be interpreted as an additional source for the classical
heat conduction equation. Therefore, the discontinuous integration method
can be easily included in any existing finite element code for multi-layered
domains, to incorporate melting.

Remark that, in particular is case of isothermal phase-change, some care
has to be taken when dealing with the Heavyside step function H(T − Tm).
We refer to [3] for an elegant solution to this problem.

4 Numerical experiments

The application of the above methods to melting problems in a three dimen-
sional grooved recording stack gives rise to large nonlinear systems. These
systems are preferable solved using a (pseudo-) Newton-Raphson iterative
procedure. For a given 3D melting problem, the choice of which numerical
method is most suited, will rely heavily on computational efficiency and ac-
curacy.

The two methods presented in the previous section have been applied to
a 1D and a 2D test problem. A comparison is made of the performance of
both methods with respect to number of iterations and computational time
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Fig. 2. Test case 1: Performance with respect to total time and total number of
iterations. For varying ∆t, a fixed number of elements n = 200 is used. For varying
n, ∆t = 2000s.
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for varying time step size ∆t and number of elements n. Since the numerical
method should be applicable to a wide range of materials, performance is also
compared for varying Stefan numbers St = cr(Tsat − Tm)/L. Here, cr is the
relative conductivity and Tsat the saturation temperature.

4.1 Results

First, we compare the performance of the two methods for the melting of
a single material in 1D. For a description of the problem, and the material
parameters used, we refer to the test case ‘unequal parameters’, as described in
[2]. In Figure 2 the required number of iterations and computational time are
plotted for varying time step size ∆t and number of elements n. Convergence
of the (pseudo-) Newton-Raphson is said to be reached when the Euclidean
norm of the residual vector becomes less than ε = 10−6. The method by
Fachinotti clearly shows to be the computationally least demanding method,
for the given level of accuracy. The method by Nedjar appears to be faster
only for very small time steps on a coarse grid.

An interesting observation can be made from Table 1. For problems, where
the melting front moves very rapidly, i.e. the Stefan number St ≈ O(102), re-
laxed linearization seems to be the method of choice. However, for the phase-
change materials that are used in optical rewritable recording, a Stefan num-
ber of O(10−3) is commonly found.

As a second test case, we consider the melting of a square region filled by
a phase-change material, which on two sides is embedded by a non-melting
material, see Figure 1. The material properties of the phase-change material
are taken equal to those used in the first test case. For the embedding material,
ρ = 1 kg/m3, C = 1×106 J/kg◦C, κ = 0.5 W/m◦C, L = 2×104 J/kg and
Tm = 20 ◦C. Table 2 shows that the computational demand of the Fachinotti
method does not increase as rapidly for smaller values of the tolerance ε then
that of the Nedjar method. This is caused by the damping factor µ in the
pseudo Newton iteration process.

Figure 3 illustrates the difference in the captured interface position (ε =
10−3). Although the free interface is very smooth when using the temperature
approach, Nedjar clearly shows wiggles.

Table 2. Computational load for 2D multi-layer test problem for varying tolerance ε:
∆t = 2000, Tend = 20 days.

ε = 10−2 ε = 10−4 ε = 10−6

total #Newton Fachinotti 1734 2599 3376
iterations Nedjar 10107 46020 88964

total time (s) Fachinotti 116 166 208
Nedjar 266 1093 2030
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Fig. 3. Results for test case 2. Fachinotti: no wiggles; Nedjar: wiggles, ∆t = 2000,
Tend = 20 days.

5 Conclusions

Based on the results, the temperature based method seems to be the method
of choice for small and medium range Stefan numbers. Not only can it eas-
ily be integrated into existing finite element codes for conduction problems
in composite domains, it also outperforms the enthalpy based method with
respect to accuracy, stability and computational load. For melting problems
with Stefan number of O(102) or larger, the enthalpy method might be the
better choice.
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Summary. In this paper we consider a classical finite difference approximation of
the heat equation. We study the long time behaviour of the solutions of the consid-
ered scheme and various questions related to the fundamental solutions. Finally we
obtain the first term in the asymptotic expansion of the solutions.

1 Introduction

The main goal of this paper is the study of the long time behaviour of classical
finite difference approximations of the heat equation.

Let us consider the linear heat equation on the whole space
{

ut −∆u = 0 in Rd × (0,∞),

u(0, x) = ϕ(x) in Rd.

By means of Fourier’s transform, solutions can be represented as the convo-
lutions between the fundamental solutions and the initial data:

u(t) = G(t, ·) ∗ ϕ,

where

G(t, x) =
1

(4πt)−d/2
mE− |x|2

4t =
1

(2π)d

∫

Rd

mEix·ξmE−|ξ|2tmDξ.

The smoothing effect of the fundamental solutions G(t, x) yields to the fol-
lowing behaviour of the solution (cf. [3], Ch. 3, p. 44):

‖u(t)‖Lp(Rd) ≤ C(p, q) t−d/2 (1/q−1/p)‖ϕ‖Lq(Rd), t > 0, p ≥ q. (1)

A finer analysis is given in [4], where the authors consider initial data which
decay polynomially at infinity. Duoandikoetxea & Zuazua [4] study how the
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mass of the solution is distributed as t → ∞. They prove the existence of a
positive constant c = c(p, q, d) such that for any q and p satisfying 1 ≤ q <
d/(d− 1), d ≥ 2 (1 ≤ q <∞ for d = 1), q ≤ p <∞,
∥
∥
∥
∥u(t, ·)−

(∫

Rd

ϕ(x)mDx

)

G(t, ·)
∥
∥
∥
∥
Lp(Rd)

≤ c t−
1
2− d

2 ( 1
q − 1

p )‖|x|ϕ‖Lq(Rd) (2)

holds for all t > 0 and ϕ ∈ L1(Rd) with |x|ϕ(x) ∈ Lq(Rd).
Let us consider the classical finite-difference scheme:






duh

dt
= ∆huh, t > 0,

uh(0) = ϕh.

(3)

Here uh stands for the infinite unknown vector {uhj }j∈Zd , uhj (t) being the
approximation of the solution u at the node xj = jh, and ∆h is the classical
second order finite difference approximation of ∆:

(∆huh)j =
1
h2

d∑

k=1

(uhj+ek
+ uhj−ek

− 2uhj ).

This scheme is widely used and satisfies the classical properties of consistency
and stability which imply L2-convergence (cf. [7], Ch. 13, p. 292).

It is interesting to know whenever the properties of the continuous problem
are preserved by the numerical scheme. In the following we are concerned
with the spatial shape of the discrete solution for large times. To do that we
introduce the spaces lp(hZd):

lp(hZd) =
{

{uj}j∈Zd : ‖u‖p
lp(hZd)

= hd
∑

j∈Zd

|uj|p <∞
}

and study the behaviour of lp(hZd)-norms of the solutions as t→∞.
The main tool in our analysis is the semi-discrete Fourier transform

(SDFT):

û(ξ) = hd
∑

j∈Zd

mE−ij·ξh uj , ξ ∈
[

−π

h
,
π

h

]d

and its inverse

uj =
1

(2π)d

∫

[−π/h,π/h]d
û(ξ)mEij·ξhmDξ, j ∈ Zd.

We refer to [5] and [10] for a survey on this subject. By means of SDFT we
compute the solutions of equation (3) in a similar way as in the continuous
case, writing them as a convolution of a fundamental solution Kd,ht and the
initial datum. This allows us to obtain decay rates of the solution in different
lq − lp norms analogous to (1). All the estimates are uniform with respect to
the step size, h. This proves a kind of lq − lp stability of our scheme:
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Theorem 1. Let 1 ≤ q ≤ p ≤ ∞. Then there exists a positive constant
c(p, q, d) such that

‖uh(t)‖lp(hZd) ≤ c(p, q, d) t−d/2 (1/q−1/p)‖ϕh‖lq(hZd)

for all t > 0, uniformly in h > 0.

A similar approach in the case of the transport equation has been studied
by Brenner and Thomée [2] and Trefethen [11]. They introduce a finite dif-
ference approximation and give conditions which guarantee the lp-stability of
the scheme.

Next we prove that the fundamental solutions Kd,ht of equation (3) are
related to the modified Bessel function Iν(x):

(Kd,ht )j =
(

exp(− 2t
h2 )

πh

)d d∏

k=1

Ijk

(
2t
h2

)

, j = (j1, j2, . . . , jd) ∈ Zd. (4)

This property proves the positivity and various properties regarding the
monotonicity of the discrete kernel Kd,ht .

Finally, we consider the weighted space l1(hZd, |x|) and obtain the first
term in the asymptotic expansion of the discrete solution. The weighted spaces
lp(hZd, |x|), 1 ≤ p <∞ are defined as follows:

lp(hZd, |x|) =
{

{uj}j∈Zd : ‖u‖p
lp(hZd,|x|) = hd

∑

j∈Zd

|uj|p|jh|p <∞
}

.

The following theorem gives us the first term of the asymptotic expansion of
the solution uh:

Theorem 2. Let p ≥ 1. Then there exists a positive constant c(p, d) such that
∥
∥
∥
∥
∥
∥

uh(t)−



h
∑

j∈Zd

ϕhj



Kd,ht

∥
∥
∥
∥
∥
∥
lp(hZd)

≤ c(p, d) t−1/2−d/2 (1−1/p)‖ϕh‖l1(hZd,|x|)

for all ϕh ∈ l1(hZd, |x|) and t > 0, uniformly in h > 0.

This shows that for t large enough the solution behaves as the fundamental
solution. In contrast with (2) our result is valid only for the initial data in the
weighted space l1(hZ, |x|). The extension of this result to general initial data,
i.e. in lq(hZ, |x|), 1 < q < p, remains an open problem. In [6] we consider
the first k ≥ 1 terms of the asymptotic expansion of the discrete solution and
obtain a similar result.

2 Proof of the results

By means of SDFT we obtain that ûh satisfies the following ODE:
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dûh

dt
(t, ξ) = − 4

h2

d∑

k=1

sin2

(
ξkh

2

)

ûh(t, ξ), t > 0, ξ ∈
[

−π

h
,
π

h

]d

.

In the Fourier space, the solution ûh reads

ûh(t, ξ) = mE−tph(ξ)ϕ̂h(ξ), ξ ∈
[

−π

h
,
π

h

]d

,

where the function ph : [−π/h, π/h]d → R is given by

ph(ξ) =
4
h2

d∑

k=1

sin2

(
ξkh

2

)

. (5)

The solution of equation (3) is given by a discrete convolution between the
fundamental solution Kd,ht and the initial datum:

uh(t) = Kd,ht ∗ ϕh.

The inverse SDFT of the function mE−tph(ξ) gives us the following represen-
tation of the fundamental solution Kd,ht :

(Kd,ht )j =
1

(2π)d

∫

[−π/h,π/h]d
mE−tph(ξ)mEij·ξhmDξ, j ∈ Zd.

We point out that for any j = (j1, j2, . . . , jd) ∈ Zd the kernel Kd,ht can be
written as the product of one-dimensional kernels K1,h

t :

(Kd,ht )j =
d∏

k=1

(K1,h
t )jk . (6)

A simple change of variables in the explicit formula of K1,h
t relates it with the

modified Bessel functions:

(Kht )j =
exp(− 2t

h2 )
πh

Ij

(
2t
h2

)

, j ∈ Z.

Separation of variables formula (6) proves (4). We recall that the modified
Bessel’s function Iν(x) is positive for any positive x. Also for a fixed x, the
map ν → Iν(x) is even and decreasing on [0,∞) (cf. [8], Ch. II, p. 60). These
properties prove that the kernel Kd,ht has the following properties:

Theorem 3. Let t > 0 and h > 0. Then
i) For any j = (j1, j2, . . . , jd) ∈ Zd

(Kd,ht )j =
(

exp(− 2t
h2 )

πh

)d d∏

k=1

Ijk

(
2t
h2

)

.
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ii) For any j ∈ Zd, the kernel (Kd,ht )j is positive.
iii) The map j ∈ Z 
→ (K1,h

t )j is increasing for j ≤ 0 and decreasing for
j ≥ 0.
iv) For any a = (a1, a2, . . . , ad) ∈ Zd and b = (b1, b2, . . . , bd) ∈ Zd satisfying

|a1| ≤ |b1|, |a2| ≤ |b2|, . . . , |ad| ≤ |bd|,

the following holds
(Kd,ht )b ≤ (Kd,ht )a.

The long time behaviour of the kernel Kd,ht is similar to the one of its
continuous counterpart.

Theorem 4. Let p ∈ [1,∞]. Then there exists a positive constant c(p, d) such
that

‖Kd,ht ‖lp(hZd) ≤ c(p, d) t−d/2 (1−1/p) (7)

holds for all positive times t, uniformly on h > 0.

Once Theorem 4 is proved, Young’s inequality provides the decay rates of
the solutions of equation (3) as stated in Theorem 1.

Proof (of Theorem 4). A scaling argument shows that (Kd,ht )j = (Kd,1t/h2)j,
reducing the proof to the case h = 1.

In the sequel we consider the band limited interpolator of the sequence
Kd,1t (cf. [12], Ch. I, p. 13):

Kd∗ (t, x) =
1

(2π)d

∫

[−π,π]d
mEix·ξmE−tp1(ξ)mDξ. (8)

In [9] the authors prove the existence of a positive constant A such that for
any function f with its Fourier transform supported in the cube [−π, π]d the
following holds:

∑

j∈Zd

|f(j)|p ≤ Ad
∫

Rd

|f(x)|pmDx, p ≥ 1. (9)

This reduces (7) to similar estimates on the Lp(Rd)-norm of Kd∗ . The inter-
polator Kd∗ satisfies

‖DαKd∗ (t, ·)‖Lp(R) ≤ c(α, p, d) t−|α|/2−d/2 (1−1/p) (10)

for any multiindex α = (α1, . . . , αd) and 1 ≤ p ≤ ∞. Using (5) and (8), we
reduce (10) to the one dimensional case. We consider the cases p = 1 and
p = ∞. The general case, 1 < p < ∞, follows by the Hölder inequality. The
case p =∞ easily follows by the rough estimate:

‖DαK1
∗(t, ·)‖L∞(Rd) ≤

1
2π

∫ π

−π
|ξ|α exp

(

−4t sin2 ξ

2

)

mDξ ≤ c(α) t−(α+1)/2.



598 Liviu I. Ignat

Finally, we apply Carlson-Beurling’s inequality (cf. [1] and [2]):

‖â‖L1(R) ≤ (2‖a‖L2(R)‖a′‖L2(R))1/2

to the function a(ξ) = |ξ|α exp(−4t sin2 ξ/2). We obtain the existence of a
positive constant C such that for all t > 0,

‖K1
∗(t)‖L1(R) ≤ C.

This proves Theorem 4.

Now we sketch the proof of Theorem 2.

Proof (of Theorem 2). First, a scaling argument reduces the proof to the case
h = 1. We consider the cases p = 1 and p = ∞, the other cases follow by
interpolation. The solution u1(t) of equation (3) is given by:

u1
j (t) = (Kd,1t ∗ ϕ1)j =

∑

n∈Zd

(Kd,1t )j−nϕ
1
n.

Let us introduce the sequence {aj(t)}j∈Zd as follows

aj(t) =
(

u1(t)−Kd,1t
∑

n∈Zd

ϕ1
n

)

j
= u1

j (t)− (Kd,1t )j
∑

n∈Zd

ϕ1
n

=
∑

n∈Zd

(Kd,1t )j−nϕ
1
n − (Kd,1t )j

∑

n∈Zd

ϕ1
n

=
∑

n∈Zd

ϕ1
n

(

(Kd,1t )j−n − (Kd,1t )j
)

.

In the sequel we denote by c a constant that may change from one line to
another. It remains to prove that

sup
j∈Zd

|aj(t)| ≤ c t−(d+1)/2 ‖ϕ1‖l1(Zd,|x|) (11)

and ∑

j∈Zd

|aj(t)| ≤ c t−1/2 ‖ϕ1‖l1(Zd,|x|).

The Taylor formula applied to the function Kd∗ gives us

Kd∗ (t, j− n)−Kd∗ (t, j) =
∫ 1

0

∑

|α|=1

DαKd∗ (t, j− sn)(−n)αmDs.

As a consequence, for any j ∈ Zd the sequence aj(t) satisfies

|aj(t)| ≤
∑

n∈Zd

|ϕ1
n|
∑

|α|=1

∫ 1

0

|nα||DαKd∗ (t, j− sn)|mDs
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≤ c
∑

n∈Zd

|ϕ1
n||n|

∑

|α|=1

∫ 1

0

|DαKd∗ (t, j− sn)|mDs

= c
∑

n∈Zd

|ϕ1
n||n|

∑

|α|=1

bαj,n(t). (12)

To prove inequality (11), which corresponds to p =∞, it is sufficient to show
that

bαj,n(t) ≤ c t−(d+1)/2

for all indices α with |α| = 1. Inequality (10) shows that

bαj,n(t) ≤ ‖DαKd∗ (t)‖L∞(Rd) ≤ c t−|α|/2−d/2 = c t−(d+1)/2.

Now let us consider the case p = 1. We sum on j ∈ Zd in inequality (12) and
obtain:

∑

j∈Zd

|aj(t)| ≤
∑

j∈Zd

∑

n∈Zd

|ϕ1
n||n|

∑

|α|=1

bαj,n(t)

=
∑

n∈Zd

|ϕ1
n||n|

∑

|α|=1

∑

j∈Zd

bαj,n(t).

It remains to prove that
∑

j∈Zd

bαj,n(t) ≤ c t−1/2 (13)

for all n ∈ Zd and for any multiindex α with |α| = 1. Using the separation of
variables, we get for all j = (j1, . . . , jd) ∈ Zd and n = (n1, . . . , nd) ∈ Zd,

bαj,n(t) =
∫ 1

0

d∏

k=1

|DαK1
∗(t, jk − snk)|mDs

and hence,

∑

j∈Zd

bαj,n(t) =
∫ 1

0

d∏

k=1




∑

jk∈Z

|DαkK1
∗(t, jk − snk)|



mDs

≤ sup
s∈R

d∏

k=1




∑

jk∈Z

|DαkK1
∗(t, jk − s)|



 .

We prove that each term in the last product is dominated by t−αk/2 and
consequently the product will be bounded by t−|α|/2. Applying (9) to the
function K1

∗(t, · − s), each of the above sum satisfies

∑

jk∈Z

|DαkK1
∗(t, jk − s)| ≤ c

∫

R

|DαkK1
∗(t, x− s)|mDx
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= c

∫

R

|DαkK1,1
∗ (t, x)|mDx ≤ c t−|αk|/2.

This proves inequality (13) and finishes the proof of Theorem 2.
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Summary. A numerical method for a 2-dimensional surface fire model taking into
account moisture content and radiation is developed. We consider the combustion
of a porous solid, where a simplified energy conservation equation is applied. The
effects of the moisture content and the endothermic pyrolysis of the vegetation are
introduced in the model by means of a multivalued function representing the en-
thalpy. Its resolution is based on the Yosida approximation of a perturbation of this
operator. The radiation term allows us to cope with wind and slope effects. In or-
der to avoid heavy time consuming computations, this term is approximated using
the characteristic method, combined with a discrete ordinate method. Finally, the
approximate solution of the energy equation in the porous solid is obtained using a
finite element method together with a semi-implicit Euler algorithm in time.

1 Introduction

Many existing physical models for fire spread in porous fuel bed use the prin-
ciple of energy conservation applied to the preheated fuel. Generally, radiation
is considered as the dominant mechanism of the fuel preheating [3]. Moreover,
slope and wind effects as well as the initial vegetation moisture have to be
taken into account in order to obtain reliable rates of fire spread. Physical
models from fundamental conservation equations and complex physics have
been developed [10]. These valuable approaches are computationally expen-
sive and too slow to be used in real time mode, even with fast and parallel
processing. Besides, several works have appeared recently where one or two
dimensional physical models are considered in order to simulate fire spread in
small computers, with moderate simulation times, see for example [4, 1, 7].
This paper is a contribution to generally applicable models of fire spread
through fuel beds, by means of simple models, but taking into account nonlo-
cal radiation and moisture content. The radiation model allows to cope with
wind and slope effects. Particularly the influence of the moisture content and
eventually heat absorption by pyrolysis, can be represented as two free bound-
aries, and is treated in this paper using a multivalued operator representing
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the enthalpy. The maximal monotone property of this operator allows the
implementation of a numerical algorithm with well-known convergence prop-
erties. The main contribution of this paper is the use of a multivalued operator
to model moisture content and the numerical solution of the radiation equa-
tion combining characteristics, finite elements and discrete ordinate method,
avoiding the discretization of a convolution operator which is computation-
ally costly. This simple model could represent fire spread in thin fuel layers,
typical in laboratory experiments, where pyrolysis of the solid fuel gives rise
to a gas fuel which burns above the layer. The radiation from the flame is the
heat source, which first dries the fuel and later produces pyrolysis of the solid
fuel in the surface neighborhood. The model considered is too simple to simu-
late propagation of fires in general situations, nevertheless the mathematical
modeling and numerical methods used in this work to model moisture and
non local radiation can be applied to more complex and realistic models. This
model is a variant of the models in [3](chapter one), model I in [7] or model
in [11] where we have introduced the influence of the moisture content and
the heat absorption by pyrolysis by using the enthalpy multivalued operator,
and a new method to compute the non local radiation term.

2 Physical model

Let Q = [0, lx] × [0, ly] ⊂ Re 2 a rectangle and S be a surface defined by the
mapping

S : Q 
−→ Re 3

x, y 
−→ (x, y, h(x, y))
representing the part of the terrain where the propagation of a fire can take
place ( Fig. 1). We will assume that vegetation can be represented by a given
fuel load together with a moisture content defined over Q. Besides we will as-
sume that the height of the flames in a particular fire are known and bounded
by H. In order to take into account some three dimensional effects, and par-
ticularly the radiation from the flames above the surface S, we will consider
the following three dimensional domain

D = {(x, y, z) ∈ Re 3 : (x, y) ∈ Q, h(x, y) < z < h(x, y) + H}.
In the following sections we develop a model for fire propagation considering
the energy and mass conservation equations in the surface S, and the radiation
equation in D.

3 Governing equations

3.1 Energy equations

As the front of pyrolysis and the front of drying are assumed to be sharp
we have neglected heat conduction in the vegetation. Energy conservation is
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described by the equations:

∂te + αu = r in S t ∈ (0, tmax), (1)
e ∈ G(u) in S t ∈ (0, tmax). (2)

The initial condition is given by u(x, 0) = u0(x), x ∈ S. The unknowns
e and u are the non-dimensional enthalpy and the non-dimensional tempera-
ture. The non-dimensional enthalpy e is an element of a multivalued maximal
monotone operator G, given by

G(u) =






u if u < uv
[uv , uv + λv] if u = uv
u + λv if uv < u < up
[up + λv , up + λv + λp] if u = up
u + λv + λp if u > up

where uv and up, are the non-dimensional evaporation temperature of the
water and the non-dimensional pyrolysis temperature of the solid fuel, respec-
tively. The quantities λv and λp are the non-dimensional evaporation heat
and pyrolysis heat respectively.

It should be noticed that in the burnt zone the multivalued operator does
not exactly represent the physical phenomena as the water vapor is no longer
in the porous medium. This drawback can be circumvented setting λv = 0
and λp = 0 in the burnt area. The term αu represents the energy lost by
convection in the vertical direction.

3.2 Fuel equation

The mass fraction of solid fuel y, is given by

∂ty = −g(u)y in S t ∈ (0, tmax), (3)
y(x, 0) = y0(x) x ∈ S. (4)

Equation (3) represents the fuel mass variation due to pyrolysis and (4) is the
corresponding initial condition. g is given by the Arrhenius law

g(u) = (u > up)(y > ye)βexp(−γ/(1 + u)),

where ye is the mass fraction lower bound of extinction and the logical expres-
sions are equal to 1 if the expression is true and 0 if the expression is false. γ
is related to the activation energy.

3.3 Radiation

The right hand side of equation (1) describes the thermal radiation reaching
the surface S from the flame above the layer. The intensity is defined as the
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radiation energy passing through an area per unit time, per unit of projected
area and per unit of solid angle. The projected area is formed by taking the
area that the energy is passing through and projecting it normal to the direc-
tion of travel. The unit elemental solid angle is centered about the direction
of travel and has its origin at the area element.

After adimensionalization, the radiation equations in the direction Ω can
be written as

Ω.∇i + ai = δ(1 + ug)4 in D, (5)
i = 0 on ∂D ∩ {x; Ω.n < 0}, (6)

where i, a and ug are the non dimensional radiation intensity, absorbtion
coefficient and flame temperature respectively. In a first approximation we
have considered a gray body and neglected the scattering. The right hand
side represents the total emissive power of a blackbody. The incident energy
at a point x(x, y, h(x, y)) of the surface S due to radiation from the flame
above the surface per unit time and per unit area will be obtained summing
up the contribution of all directions Ω, that is

r(x) =
∫ 2π

ω=0

i(x,Ω)Ω.n dω, (7)

where we have only considered the hemisphere above the fuel layer.

4 Numerical method

4.1 Time integration

Let ∆t = tn+1 − tn a time step and let yn, en and un denote approximations
at time step tn, to the exact solution y, e and u respectively.

We consider a semi-implicit scheme. At each time step we solve,

en+1 − en

∆t
+ αun+1 = rn, (8)

en+1 ∈ G(un+1), (9)
yn+1 − yn

∆t
= −yn+1g(un+1). (10)

The basic idea is to treat implicitly the positive terms. The non local
radiation term r, depends strongly on the temperature u and on the fuel mass
y, therefore, it will be evaluated explicitly at time tn and its computation is
explained in subsection 4.3. Once the radiation rn is given, problem (8-10) is
non linear due to the multivalued operator G. However, the solution of this
problem can be reduced to explicit calculations as it is explained in the next
subsection.
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4.2 Solution at each time step

The multivalued operator in (9) is maximal monotone, then its resolvent Jλ =
(Id+ λG)−1 for any λ > 0 is a well defined univalued operator. Moreover the
Yosida approximation of G, Gλ = Id−Jλ

λ is a Lipschitz operator and the
inclusion (9) is equivalent for all λ > 0 to the equation

en+1 = Gλ(un+1 + λen+1) or un+1 = Jλ(un+1 + λen+1), (11)

on the other hand, rearranging (8) we have

un+1 +
1

α∆t
en+1 =

1
α∆t

en +
1
α
rn, (12)

taking λ = 1/(α∆t) by substitution into (11) we obtain

un+1 = J1/α∆t(
1

α∆t
en +

1
α
rn). (13)

For a given b = 1
α∆te

n + 1
αr
n, the solution of s = J1/α∆t(b), is equivalent to

solving
(α∆t Id + G)s � b̄ = α∆t b. (14)

Once un+1 has been obtained, we calculate en+1 and yn+1 explicitly

en+1 = en − α∆tun+1 + ∆trn, (15)

yn+1 =
yn

1 + ∆tg(un+1)
. (16)

4.3 Numerical solution of the radiation equation

The radiation term r in the energy equation (1) is computed by numerical
integration of (7). More precisely, at each point (x, y, h(x, y)) on the surface
S we consider the tangent plane, its corresponding unit tangent vectors and
unit normal.

τx =
(1, 0, ∂h∂x )t
√

1 + (∂h∂x )2
, τy =

(0, 1, ∂h∂y )
t

√

1 + (∂h∂y )
2
, n =

(−∂h∂x ,−
∂h
∂y , 1)t

√

1 + (∂h∂x )2 + (∂h∂y )
2
.

In the corresponding axes the directions Ω can be expressed as

Ω = (1−µ2)1/2
γ
√

1− ς2 − ς
√

1− γ2

√
1− ς2

τx+ (1−µ2)1/2
√

1− γ2

√
1− ς2

τy +µn, (17)

where µ = cos θ, γ = cosφ, and ς = cosα = τx · τy, α is the angle between the
two tangent vectors and (θ, φ) with 0 ≤ θ ≤ π/2 being the angle of Ω with n
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Fig. 1. Left:Fire Domain Right: Tangent Space

(polar angle) and 0 ≤ φ ≤ 2π the angle of the projection of Ω on the tangent
plane (azimuthal angle), with τx ( Fig. 1).

To compute the incident radiation in a certain direction we consider the
cartesian coordinates Ω = (Ω1, Ω2, Ω3) at a point on the surface S (x̄, ȳ, z̄),
with z̄ = h(x̄, ȳ) and consider the characteristic line

ξ −→ (x(ξ) = x̄ + ξΩ1, y(ξ) = ȳ + ξΩ2, z(ξ) = z̄ + ξΩ3)

On the characteristic, the equation (5) becomes

di

dξ
+ ai = δ(1 + ug)4 together with lim

τ→∞
i(ξ) = 0. (18)

Finally summing up for all the solid angles

r(x̄) =
∫ θ=π/2

θ=0

∫ φ=2π

φ=0

i(x̄, θ, φ) cos θ sin θ dθdφ =

∫ µ=1

µ=0

∫ γ=1

γ=−1

i+(x̄, µ, γ)µ
√

1− γ2
dµdγ +

∫ µ=1

µ=0

∫ γ=1

γ=−1

i−(x̄, µ, γ)µ
√

1− γ2
dµdγ (19)

where i+ (resp. i−) stands for the radiation intensity i corresponding to an
angle φ such that 0 ≤ φ < π (resp. π ≤ φ < 2π). The integrals in (19)
are computed using Gauss-Legendre quadrature with respect to µ and Gauss-
Chebyshev quadrature with respect γ in order to cope with the singular weight

1√
1−γ2

. That is

r(x̄) ≈
∑

k,l

Wkl i+(x̄, µk, γl)µk +
∑

k,l

Wkl i−(x̄, µk, γl)µk. (20)

Problem (18) is solved by an Euler implicit method or Crank-Nicolson
method with variable step size. To do so, we need to evaluate de gas temper-
ature ug in the domain D based on the temperature over the surface S given
by (1),(2) and (3). We compute this extended field assuming a convective
transport due to the wind, that is,
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ũ(x, y, z) = u(x− (z − h(x, y))
vx
vz

, y − (z − h(x, y))
vy
vz

, h(x, y)).

Where (vx, vy, vz) stands for the wind velocity field which we suppose to be
known. Otherwise a three-dimensional velocity field can be computed involv-
ing only two-dimensional computations using for example the model in [8].

5 Numerical results

5.1 Adjustment of the radiation model parameters

First of all, we compare the results of the radiative model with the experi-
mental results in [5, 6]. In order to match the experimental setup, we consider
a linear fire front and three different tilt angles for the flames: π/2, π/4 and
5π/12 (with respect to the normal and in the direction perpendicular to the
fire front). A semi-genetic algorithm is used to search for the flame tempera-
ture, absortion coefficient, flame height and fire front width that fit best the
experimental results.

Both, the parameters found and the radiation profile generated by the
model resemble quite well the physical parameters and the radiation profile
of the experimental data, all with a low computational cost. The left side of
Fig. 2 shows the radiation profile perpendicular to the fire front (the flame is
tilted towards the right) together with the experimental results.

5.2 Propagation of fire on a striped surface

We consider a striped surface given by h(x, y) = 0.2max(0, cos(3π(x − 1)))
resembling a sequence of small parallel hills. The numerical calculations cor-
respond to a square fuel bed of 2× 2 m2 composed with Pinus Pinaster with

Fig. 2. LEFT: Radiation profile (continuous lines). Experimental measurements
o,+,* RIGHT:Temperature contours over a striped surface
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a fuel load of 1 kg/m2 and no wind profile. Fire is ignited at the center of the
domain (Fig. 2), it spreads out over the top of the surface and ignites the hills
on its sides through the radiative term before spreading downhill.
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Summary. For the radiosity equation, we investigate iterative solutions and ac-
celeration by the Fast Multipole Method (FMM). In this paper, a new FMM for
general kernels is proposed to solve this equation, inspired by the method proposed
by Gimbutas and Rokhlin [SIAM J. Sci. Comput. 24, 796–817 (2002)]. Finaly, a
new theoretical and numerical comparison of different FMM methods for an inte-
gral kernel is presented in the context of the radiosity equation for 1/r4.

1 Introduction

A new fast method for solving the radiosity equation is considered by using
the Fast Multipole Method (FMM), in the context of heat transfert calcula-
tions. This equation, which is an integral equation, models radiative exchanges
between gray diffuse surfaces without participating media [7]. The radiosity
equation plays also an important role in obtaining realistic image in computer
graphics [11]. After discretization of the whole surface by finite elements, the
size of the system generated can be quite large, and consequently the cost of
solving this system is important in time (with an iterative method: O(N2)
where N is the number of elements) and memory. Two classes of fast meth-
ods to solve this problem have been developed in computer graphics. Firstly,
classical hierarchical methods (HM) for sets of plane surfaces and their gener-
alization to initial curved surfaces with clustering [11], and secondly methods
based on an expansion of the integral kernel: panel clustering and FMM [1, 5].
The main drawback of HM and panel clustering is their limitation to sets of
plane surfaces. Furthermore, the former class encounter problems of iterative
robustness and prediction of accuracy which are unacceptable for application
in radiative heat transfert calculations. To accelerate iterative solution of the
radiosity equation, we propose to use FMM as in [5]. This method was intro-
duced for N-body problems [8] and used in many other physical applications.
Based on an expansion of the kernel of the integral equation, this method re-
duces the interaction generated by the kernel between elements of the mesh to
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interactions between multipole boxes and so accelerates matrix-vector prod-
ucts of iterative methods. By using the multi-level FMM (MLFMM), we can
evaluate solution system with a cost of O(N ln(N)). The radiosity kernel de-
pends on the surface, due to the normal. So we investigate FMM expansion
for 1/r4. A FMM method based on a Taylor expansion for smooth kernels
have been proposed in [12]. A multipole expansion based on the expansion of
1/rγ with the Gegenbauer polynomials was used to solve the Fokker-Planck-
Landau’s equation (γ = 3) [6] and the radiosity equation (γ = 4) [4] with
Spherical Harmonics (SH). With the multipole expansion in [4] and a formula
in [10], Karapurkar et al. introduced a FMM expansion for the radiosity ker-
nel with SH [5]. The Rotational Coaxial Translation Decomposition (RTCD)
of [3], primary used for Laplace’s equation (γ = 1), uses properties of SH to
accelerate transfers between boxes. The RTCD is, in this paper, extended to
the radiosity kernel to improve the FMM proposed in [5]. Furthermore, we
introduce a new fast method for general kernels inspired by [2]. The optimiza-
tions, we provide compare to [2] are based on: the use of a reduced SVD, and
the use of symetries allowed by this reduced SVD which cannot be used with
method of [2].

In Section 2, we present the radiosity equation and its numerical solution
(iterative solution, fast methods). In Section 3, we present FMM expansions
for 1/rγ and in Section 4, the new fast method. Finaly, in Section 5, we com-
pare numerically and theorically the FMMs investigated, with a new com-
parison process for surface interaction problems that takes into account the
empty boxes in the octree, before concluding.

2 Radiosity equation and numerical solution

The radiosity equation is a mathematical model for the radiative exchanges
between gray diffuse surfaces without participating media. In computer graph-
ics, it modelizes the light transport in the same condition. This equation writes
for a polyhedral surface S of R3:

∀x ∈ S, B(x) = ε(x)σT 4(x) + ρ(x)
∫

S

V (x, y) G(x, y)B(y)dσy, (1)

with B the radiosity, ε the emissivity, ρ the reflectivity, T the temperature
and σ the Stefan-Boltzmann constant. The visibility V (x, y) equals 1 if the
two points x and y see each other ([x, y] ∩ S = {x, y}) and cancels otherwise.
The radiosity kernel G is given by: G(x, y) = (x−y).nx(y−x).ny

|x−y|4 , where nx is the
inner unit normal to the surface S at point x. A condition to the existence of
a unique solution to (1) is |ρ|L∞(S) < 1, which is a physical condition [1].

Finite elements discretization: After discretization of the unknown B by finite
elements, we obtain with the Galerkin method:

(I −M)B = E, with Mij = ρi Fij . (2)
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Table 1. Number of iterations and CPU time for a relative residual of 10−6.

Southwell GS Hybrid GS GMRES

iter 148703 22 9 8
time (second) 9.48 8.16 3.86 3.72

F is the shape factor matrix defined by: SiFij =
∫

Si

∫

Sj
V (x, y)G(x, y)dσxdσy.

Iterative solutions: We have compared four different iterative methods for
system (2): Southwell, Gauss-Seidel (GS), Hybrid GS [9] and GMRES. The
Southwell method is extensively used in computer graphics, but it has no ma-
trix vector product that could be accelerated by FMM. For our comparisons,
we consider a rectangular box in the center of a sphere (radius= 1) with the
characteristics lx = 0.4, ly = 0.4, lz = 0.02. There are 7000 elements, ρ = 0.7
for both surfaces with T = 80K for the sphere and T = 80.2K for the box.
The results in Table 1 show that GMRES and Hybrid GS are the fastest it-
erative solutions. For different configurations (ρ,T , S), we obtain the same
conclusion. So there are the best methods to be used with the FMM.

Fast methods: If a good accuracy is needed for the radiosity problem, system
(2) can become quite large. For the unoccluded case (V ≡ 1), the cost of solv-
ing (2) by an iterative method is O(N2), where N is the number of elements.
If V 	= 1, this cost is O(N3) due to the calculus of F . Two classes of fast
methods to solve (2) except FMM have been developed for computer graphics
applications: panel clustering [1] and hierarchical methods (HM) [11]. In the
latter, a hierarchical representation of interactions between initial plane sur-
faces (or shape factor matrix) is constructed by adaptively subdividing planar
surfaces into sub-surfaces according to a local error of interaction between two
surfaces, to have a multiresolution solution of (2). The cost of this method is
linear with respect to the refined surfaces, but quadratic in the initial plane
surfaces. An improvement of HM, clustering has a quasi-linear cost in the ini-
tial plane surfaces by grouping elements into volume clusters. The drawback
of all these methods are their limitation to sets of larger plane surface. Fur-
thermore, HM and clustering encounter problems of iterative robustness and
prediction of accuracy which are unacceptable in radiative heat transfert.

3 FMM and kernel expansion

We propose to use the FMM applied to the radiosity equation as in [5]. The
FMM was introduced for N-body problems [8] and used in many other physi-
cal applications. The potentiel field is decomposed into far field and near field
using an octree decomposition of the 3D domain. The near field for a body
target corresponds to the box containing the target and the neighbours of
this box. A classical calculus of interaction is used for this field. Based on an
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expansion of the potential of interaction (an integral kernel in our case), the
FMM reduces the far interactions to interactions between multipole boxes.
The radiosity kernel depend on the surface, due to the normal. So we inves-
tigate FMM expansion for 1/r4 as in [5]. We consider here a more general
potential 1/rγ , γ ∈ N

∗. If the visibilty V ≡ 1, we can evaluate solution system
with a quasi-linear cost with the MLFMM.

In the sequel, we present the different steps of MLFMM or FMM methods
with the following abreviations: S: source, M: multipole, L: local, and T: tar-
get. A FMM expansion for a kernel K approximates interactions between two
points x and y inside boxes Bx0 and By0 respectively of centers x0 and y0,
by a separation of x and y: mainly K(x, y) +

∑

i Li(x, x0)Ti(x0, y0)Mi(y, y0),
where Ti is the transfer or M2L operator. To obtain a MLFMM expansion,
we need an operator between father and child boxes of centers xf

0 and x0

respectively for functions Li (L2L operator) and Mi (M2M operator). For
example, for function Li, we have Li(x, xf

0) +
∑

i′ Li,i′(x
f
0, x0)Li′(x, x0). All

FMM expansions presented here are also MLFMM expansions (see [12, 5]).
A Taylor FMM expansion of order L′ [12] for a smooth kernel is given by:

∀x ∈ Bx0 ,∀y ∈ By0 ,K(x, y) +
∑

α+β≤L′−1

DαxD
β
yK(x0, y0)
α!β!

(x− x0)α(y − y0)β .

Alternatively, it is possible to construct a multipole method with an expansion
with the Gegenbauer polynomials used by Lemou to accelerate the solution
of Fokker–Planck–Landau’s equation (γ = 3) [6]. With [10], we obtain the
same expansion with Spherical Harmonics (SH) used by Hausner [4] for light
transport: 1

|x−y|γ +
∑L1−1
l=0

∑[l/2]
j=0

∑(l−2j)
m=−(l−2j) Oγl,j,m(x − y0)I

γ
l,j,m(y − y0),

where Iγl,j,m and Oγl,j,m are functions of SH. To obtain a FMM, we need to
introduce the second center x0. In [10], there is a formula that allows this. So
we obtain a SH based FMM expansion which is used for Laplace’s equation
in 3D (γ = 1) [3] and for the radiosity equation (γ = 4) by Karapurkar et al.
[5]. For γ = 1, RTCD was introduced to speed up the original FMM [3] and
is based on the properties of SH. We extended here the RTCD for γ = 4.

A MLFMM for general kernels was introduced in [2]. They approximate the
kernel by an expansion based on a tensor product of Legendre polynomials, at
each level of the octree, and use a SVD of these approximations to construct
multipole and local expansions. We introduce in the next part a new fast
method inspired by [2].

4 A new fast method

In [2], a MLFMM for non oscillatory kernel was developed in Rd. We present
here a new multilevel method in the non-adaptive case. The kernel K is, as in
[2], approximated by an expansion of tensor product of Legendre polynomials
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K̃l(x, y) for each level l of the octree. A SVD of these approximations defined
for x in box b and for y in the interaction list of b is used to perform M2L
operations. For simplicity, we present these methods in the case d = 3 and for
a symetrical kernel K(x, y) = K(y, x).

In this part, we will assume that all charges (q) are located in D = [0, 1]3.
We introduce for a box of the octree Y b =

∏3
h=1 [bh, b′h] the multi-index

b = (l, I) where l is the level and I is the index of the box. In the paper, we
will denote also b for the box; Xb the union of box at level l which are not
b and immediate neighbours of b at level l, and Xb2 the union of all boxes at
level l whose father is a neighbour of b’s father and which is not immediate
neighbours of b (interaction list , see for more details [2](List 2)). We have
Xb =

⋃

c∈a(b) X
c
2 , where a(b) is b and all b’s ancestors. We introduce also

Pα,βm the mth Legendre polynomial on the interval [α, β] (degree m).
At level l, we approximate K by K̃l which is defined on Y b × Y c with a

tensor product of Legendre polynomials of maximum degree n−1 by direction:

K̃l(x, y) =
n3−1∑

j=0

n3−1∑

j′=0

(∫

Y b×Y c

K(x′, y′) P bj (x
′)P cj′(y

′) dx′dy′
)

P bj (x) P cj′(y),

where P bj (x) =
∏3
h=1 P

bh,b
′
h

jh
(xh) with j = j1 + (n − 1)j2 + (n − 1)2j3 and

x = (x1, x2, x3). It corresponds also to an interpolation by tensor product of
Lagrange’s polynomials definied by the n Gauss points per direction of the
two boxes [13]. We introduce Pn(Y b) = span

{
(P bj )j=0,n3−1

}
. A SVD is then

considered to compress the resulting representation of K̃l by a truncation
with p terms of the SVD (exact for p = n3). Then for b in level l, a SVD of
K̃l on Y b ×Xb (for [2]) and Y b ×Xb2 (for the new method) is precalculated
and stored: K̃l(x, y) +

∑p
k=1 u

b
k(x)sbkv

b
k(y)(for [2])+

∑p
k=1 ubk(x)sbkv

b
k(y)(for

the new method). The calculus of the SVD of K̃l is developed in [13] and
is equivalent to a calculus of interactions, for each box b, between n3 and
nbn

3 particules, where nb = card(Xb) ≥ 8l−1 − 27 for the method in [2]
and nb = card(Xb2) = 189 for the new method (refered also to reduced SVD
method). If K is invariant by translation, it is possible to use only one SVD at
each level l between one box and nl(> nb) boxes for the two methods (nl = 316
for the new method). Furthermore for the new method, if the kernel satisfies
K(λx, λy) = g(λ)K(x, y), we only need to perform a unique SVD between a
single box and 316 boxes which is not valid for [2]. For K(x, y) = 1/|x−y|4, due
to six symetries of Kl (the same as K) which doesn’t change the cube Y b (x),
it is possible to reduce again the SVD between one box to 16 boxes (refered
to the 16 reduced SVD method). This allows to reduce the truncation p and
the cost of the original reduced SVD. In the new method, we need two other
expansions: a pseudo multipole expansion (PM) and a pseudo local expansion
(PL).
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Now, we describe how to obtain with the original reduced SVD method
and [2] an approximation of the far field potential at the point x in b:
∫

Xb K(x, y)q(y)dy.
New method: S2PM: we transform the sources for finest boxes (l =

lmax) in pseudo multipole expansion γbj defined by γbj =
∑sb

i=1 P
b
j (xi)qi +∫

Y b P
b
j (x)q(x)dx, where sb is the number of sources in the box b.

PM2PM: calculus of γbj for all boxes.
PM2M: conversion of γbj into multipole expansion for all boxes defined

by Mb
k =

∑n3−1
j=0 ak,bj γbj , where ubk(x) =

∑n3−1
j=0 ak,bj P bj (x).

In [2]: S2M: calculus of the multipole expansion for finest boxes due to
the sources in this box defined by M b

k =
∑sb

i=1 u
b
k(xi)qi +

∫

Y b u
b
k(x)q(x)dx.

M2M: calculus of an approximation of the multipole expansion M b
k for

all boxes in the octree.
After, for the two methods: M2L: conversion of the multipole expansion

into local expansion which is an approximation of Lbk +
∫

X2
b
vbk(y)q(y)dy (for

[2]) and Lbk +
∫

X2
b
vbk(y)q(y)dy (for the new method), respectively. The opera-

tor M2L is based on a projection of vbk into Y c on the pth first terms of (uck)k
(a basis of Pn(Y c)) for the new method (in the same manner for [2]). So we ob-
tain these approximations: ∀x ∈ Y b,

∫

Xb
2
k(x, y)q(y)dy +

∑p
k=1 u

b
k(x)sbkL

b
k +

∑p
k=1 ubk(x)sbkL

b
k.

In [2]: the authors approximate
∫

Xb k(x, y)q(y)dy +
∑p
k=1 u

b
k(x)sbkL̃

b
k,

where L̃bk +
∫

Xb v
b
k(y)q(y)dy is the local expansion due to all charges in Xb.

L2L: calculus of L̃bk for all boxes.
L2T: calculus of the far field potential with the latest formula for finest

boxes in the target particule.
New method: L2PL: conversion of Lbk into Γ bj the pseudo local expansion

due to charges in Xb2 (use the fact that ubk ∈ Pn(Y b)).
PL2PL: calculus of the pseudo local expansion Γ̃ bj due to charges in Xb:

∫

Xb k(x, y)q(y)dy +
∑

c∈a(b)
∑n3−1
j=0 Γ cj P

c
j (x) =

∑n3−1
j=0 Γ̃ bj P

b
j (x).

PL2T: evaluation of the far field potential with this latest formula for
finest boxes in the target particule.

Numerical complexity: With Bl the number of non empty boxes at level l
and Cnf the average number of boxes in the nearfield for the finest boxes,
the cost of the new method is: CnfNs + 2C ′Nn3 +

(∑lmax
l=4 Bl

)

3n3 n+1
2 +

(∑lmax
l=3 Bl

)

(αp2 + 2pn3), where
∑lmax
l=3 Bl +

∑lmax
l=4 Bl + 8N/(7s), with s the

average number of charges in the finest boxes, and α the average number of
boxes in the interaction list. The different terms are respectively the cost of
near interactions, S2PM+PL2T, PM2PM+PL2PL, PM2M+L2PL and M2L.
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For memory cost, the new methods need more memory for expansion coeffi-
cients: pseudo multipole expansions: 8Nn3/(7s), multipole expansions for [2]:
8Np/(7s).

For kernels invariant by translation, the method in [2] has an important
cost for SVDs and operator L2L due to nl, and the cost of ubk(xi) is O(Npn3).
The new method solves these problems (the cost of P bj (xi) is only O(Nn3)).

5 Numerical results

In the litterature, most of the theoretical comparisons between different FMMs
make implicity, the assumption that there is no empty box in the octree. This
comparison is not correct for surface interaction problems, because there are
a lot of empty boxes in the octree (see for example [3]). Here, we present a
theoretical comparison which takes this fact into account.

If we choose a finest level lmax, the cost of near interactions is the same for
all FMMs. In this part, we suppose that we have fixed lmax for all methods. We
are interested in the cost of steps from M2M to L2L (from PL2PL to PM2PM
for the new method). If

∑lmax
l=3 Bl +

∑lmax
l=4 Bl is valid, the cost of these steps

depend linearly on α the average number of boxes in the interaction list. So
we do our comparisons between methods on α, because it takes into account
the empty boxes. We introduce for method 1 and method 2, the maximum
numbers of boxes of the interaction list for which method 1 is faster than
method 2, denoted by α1−2. The cost of steps at finest level: S2M, L2T, S2PM
and PL2T are for the moment not considered because these steps depend on
the cost of evaluation of SH functions or Legendre polynomials.

We use the error ε2
L2 = (

∑N
j=1(Φe(xj) − Φa(xj))2)/

∑N
j=1 Φe(xj)

2 where
Φe(x) =

∑N
j=1 k(x, yj)qj and Φa is an approximation with FMM. For our tests,

we consider a uniform source intensity (qj ≡ q) and interactions between a
cube of size 1 of center (0,0,0) and the other cubes in the interaction list with
N random particules in each cube. For γ = 4, to obtain the error εL2 ≤ 10−3,
we need to consider the parameters n = 6, p = 50 for the 16 reduced SVD,
L = 8 for SH or RTCD and L′ = 11 for Taylor. The truncation p = 50 allows
to have the asymptotic error given by p = n3 (see Fig. 1). However, Fig. 1
demonstrates that it is possible to take a truncation p much smaller. We see
in the Table 2 that the new method is always better than the SH method,
and better than the RTCD and Taylor for α > 27. We note here that we have
not considered the version of Taylor proposed by Tausch [12].
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Table 2. Value of α1−2 where the

method 2 is the 16 reduced SVD

method for ( n = 6, p = 50 ), for

different truncation, case γ = 4.

(+) means that the method 1 is

faster.

n = 6, p = 50 7 8 9 10 11 12

SH 4 1 0 0 0 0
RTCD 88 27 12 6 3 2
Taylor + + + 55 24 12

100 200 300 400 500
Value of N

0.00018

0.0002

0.00022

0.00024

0.00026

L2
 e

rr
or

p=216
p=30
p=40
p=50

Fig. 1. L2 error between the box (0,0,0)

and the boxes in the interaction list for

γ = 4 and n = 6 for different values of N .

6 Conclusion

In this paper, we have investigated iterative methods and the FMM to accel-
erate the iterative solution of the radiosity equation: Taylor or SH expansions,
the RTCD optimization and a new method. This new method, inspired by [2],
is for a general kernel and is presented in this paper in the non adaptive case.
A comparison of FMMs, with respect to the number of non-empty boxes in
the interaction lists, is presented for 1/r4 and leads to the result that the new
method is faster than the one of [5] for most of the steps of the algorithm, and
also in some configurations of the octree than the RTCD and Taylor FMMs.
In the future, we plan to take into account the other steps (those at the finest
level) in the comparison, to determinate the optimum truncation parameter of
the SVD and to compare these FMMs in a real case for the radiosity equation.
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Summary. We consider using a modified asymptotic procedure for the numerical
modelling of various kinetic equations.

1 Introduction

Many important models in kinetic theory, e.g., the telegraph equation and the
linear Boltzmann equation, share a common mathematical form

∂tu +Au + Su +
1
ε
Cu = 0, (1)

where u is the particle distribution, ∂t is the time derivative and the operators
A , S, C describe attenuation, streaming and collisions of particles, respec-
tively. Due to the appearance of 1/ε multiplying the collision operator it is
evident that the collisions play a dominant role in the time evolution of the
system. It is useful then to employ a strategy based on separating the solution
into components for the kinetic and hydrodynamic parts. The original solu-
tion is then made up of a sum of these separate components. Of particular
importance is the case when the hydrodynamic space is the null-space of the
collision operator C and the projection of u onto this space is the hydrody-
namic part of the solution that is expected to have a slow evolution. Hence,
let P be the projection of the state space onto the hydrodynamic space of
the collision operator C, and let Q = I − P be the complementary projection.
Accordingly, by Pu = v we denote the hydrodynamic part of the solution u
and by Qu = w the kinetic part. Applying these projections on both sides of
(1) we get

∂tv = P(A+ S)Pv + P(A+ S)Qw

ε∂tw = εQ(A+ S)Qw + εQ(S +A)Pv +QCQw, (2)

with the initial conditions
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v(0) =
o
v, w(0) =

o
w,

where
o
v = P o

u,
o
w = Q o

u. We have kept the superfluous symbols Pv and Qw
for the sake of notational symmetry. The projected operators PSP, PAQ and
QAP vanish for most types of linear equations so we obtain the following form
of (2)

∂tv = PAPv + PSQw,

ε∂tw = εQSPv + εQSQw + εQAQw +QCQw, (3)

v(0) =
o
v . w(0) =

o
w,

Following the standard asymptotic approach, we consider the solution of (3)
as a sum of the bulk and the initial layer parts:

v(t) = v̄(t) + ṽ(τ), w(t) = w̄(t) + w̃(τ), (4)

where the variable τ in the initial layer part is given by τ = t/ε. In the next
section we describe a modified asymptotic method which is more suitable for
the numerical treatment of (3) and is very suitable for dealing with models
from chemistry [4] and nuclear reactor kinetics [2].

2 Asymptotic method

The following algorithm describes the modified asymptotic procedure pro-
posed in [5]:

Algorithm 1

1. The bulk approximation v̄ is not expanded into powers of ε.
2. The bulk approximation w̄ is explicitly written in terms of v̄ and expanded

in powers of ε.
3. The time derivative ∂tv̄ and the initial value v̄(0) are expanded into powers

of ε.

To illustrate the key aspects of the above algorithm we revisit the example
considered in [6] and given by the initial value problem

ε
d2x

dt2
+ A

dx

dt
+ f(x) = 0,

x(0) = α,
dx

dt
(0) = β, (5)

where t ∈ [0, t1], t1 > 0, x : [0, t1] → Rn, n ≥ 1, f : Rn → Rn, α, β ∈ Rn,
ε is a small positive parameter and A is a matrix whose eigenvalues have all
positive real parts. This can be converted to first order system in a standard
way
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ε
dz

dt
= −Az − f(x),

dx

dt
= z;

x(0) = α, z(0) = β. (6)

We will apply the asymptotic expansion method to the system, truncating
the expansions at first order terms. Consider the system (6). In the first order
approximation we obtain

z(t) = z̄(1)(t) + z̃(1)(τ) + O(ε2), x(t) = w(t) + x̃(1)(τ) + O(ε2) (7)

z̄(1)(t) = z̄0(t) + εz̄1(t), z̃(1)(τ) = z̃0(τ) + εz̃1(τ), x̃(1)(τ) = x̃0(τ) + εx̃1(τ)

where τ = t/ε, is the scaled time variable applicable in the initial layer and
w denotes the first order bulk approximation to the solution x of the original
system (5). According to Algorithm 1 the bulk solution w is not expanded.
The bulk solution for z depend on time through its functional dependence on
w. Thus introducing the functions φ0 and φ1 we can write

z̄0(t) = φ0(w(t)), z̄1(t) = φ1(w(t)). (8)

Substituting these into the first equation of (6), and retaining only the terms
of the first and second order, we obtain

ε
dφ0

dw

dw

dt

∣
∣
∣
0

= −Aφ0(w)− εAφ1(w)− f(w), (9)

where dw
dt

∣
∣
∣
0

is the zero order term of the expansion of dwdt (the derivative of

w is expanded into powers of ε). Equating like powers in ε we obtain the
following expressions for the unknown functions φ

φ0(w) = −A−1f(w), φ1(w) = −A−1 dφ0

dw

dw

dt

∣
∣
∣
0

= −A−2 df

dw
(w)A−1f(w).

Substituting z(1) = φ0 + εφ1 for z and w for x in the first equation in (6) we
obtain the first order approximation to x

dw

dt
= −A−1

(

I − εA−1 df

dw
(w)A−1

)

f(w). (10)

Now we derive the initial condition for (10) taking into account that the initial
layer functions satisfy:

dx̃0

dτ
= 0,

dz̃0

dτ
= −Az̃0,

dx̃1

dτ
= z̃0.

They have to decay exponentially with τ . Hence

x̃0(τ) ≡ 0, z̃0(τ) = e−Aτ z̃0(0) (11)
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x̃1(τ) = −
∫ ∞

τ

z̃0(s) ds = −
∫ ∞

τ

e−Asz̃0(0) ds = −A−1e−Aτ z̃0(0). (12)

These equations together with (7) and (6) yield

w(0)
∣
∣
0

= α, w(0)
∣
∣
1

= A−1(β + A−1f(α)).

The initial condition for (10) is then

w(0) = w(0)
∣
∣
0

+ εw(0)
∣
∣
1

= α + εA−1(β + A−1f(α)). (13)

With sufficiently smooth function f such that the solution of the original
equation exists over a certain time interval [0, t1], we require that the matrix
A has all the eigenvalues with positive real parts, so that the initial layer solu-
tions are exponentially decaying. From (7) we have the first order asymptotic
solution for x defined by (6)

x(1)(t) = w(t) + εx̃1(τ), (14)

where w is the solution of (10) with the initial condition (13) and x̃1 is given
by (12). The function x(1) is uniformly convergent to x so that

‖x(t)− x(1)(t)‖ = C1ε
2, t ∈ [0, t1], (15)

where C1 is a constant independent of t and ‖ ‖ is an arbitrary norm.
If we are not interested in the behaviour of x inside the initial layer, then we
can replace x(1) with w we have

‖x(t)− w(t)‖ = D1ε
2, t ∈ [t0, t1], (16)

where D1 is a constant and t0 is an arbitrary number such that 0 < t0 < t1.
Following a similar approach we can obtain the equation for the hydrody-

namic solution of (3). We give a brief description here as complete details may
be found in [1]. To this end, according to Algorithm 1 we make the following
expansions

w̄ = w̄0 + εw̄1, ṽ = ṽ0 + εṽ1, w̃ = w̃0 + εw̃1. (17)

Substituting the expansion for w̄ into (3) and comparing terms of the same
powers of ε yield the equation for the hydrodynamic variable

∂tv̄ = PAP v̄ − εPSQ(QCQ)−1QSP v̄. (18)

For the initial layer a similar procedure yields

ṽ0(τ) ≡ 0, ṽ1(τ) = PSQ(QCQ)−1eτQCQ o
w, (19)

This leads to the initial condition for (5)

v̄(0) =
o
v −εPSQ(QCQ)−1 o

w . (20)

In the next section we consider two numerical examples from neutron
transport theory.
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3 Numerical examples

3.1 Linear Boltzmann equation of neutron transport theory

We consider a special case of the linear Boltzmann equation in a slab geometry
[3],

∂tu(x, µ, t) = −µ∂xu(x, µ, t)− 1
ε
u +

1
ε

∫ 1

−1

(
1
2

+ µ′µ

)

u(x, µ′, t)dµ′, (21)

where u(x, µ, t) is the distribution of neutrons, x ∈ [0, 1] is the spatial position
of particles, µ = cosϕ, ϕ is the angle between the velocity of a neutron and
the positive x-axis, and ε a small positive parameter related to the mean free
path. Here, the operators A and S, are defined by

Au = 0, Su(x, µ) = −µ∂xu(x, µ),

and C is given by

Cu(x, µ) = −u(x, µ) +
∫ 1

−1

(
1
2

+ µ′µ

)

u(x, µ′) dµ′.

We assume that u satisfies periodic boundary conditions and use the following
initial condition

u(x, µ, 0) =
1√
2
[x3(1− x)3 + 1] +

√
3
2
µx3(1− x)3. (22)

We made four kinds of comparisons and calculated appropriate errors. First
we compared the exact solution v with the solution of the diffusion equation
with uncorrected initial conditions ρ̂(t). The error is denoted by

E = |v(t)− ρ̂(t)|.

Next we compared v with the solution of the diffusion equation with corrected
initial condition ρ̄ in this case the error is denoted by

EIC = |v(t)− ρ̄(t)|.

Then v was compared with ρ̂ supplemented with the initial layer corrector

ṽ = εS
o
w e−

t
ε ,

and the resulting error is

EIL = |v(t)− (ρ̂(t) + ṽ)|.

Finally v is compared with the solution to the diffusion equation with the
corrected initial condition ρ̄(t) supplemented with the initial layer corrector.
The error is
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Fig. 1. Errors for Linear Boltzmann Equation wiht ε = 0.01

EICIL = |v(t)− (ρ̄(t) + ṽ)|.
The errors are presented in Figure 1. It is seen that the best results are
obtained when (5) was applied together with both initial condition corrector
(20) and the initial layer corrector (19). The following algorithm gives the
details for the implementation of the above numerical procedure in a Matlab
program.

Algorithm 2

1. Initialisation
• Input of chosen parameters like ε, time, number of grid points for

spatial variable and cosine of the velocity.
• Calculation of initial values of the transport equation using ( 22).

2. Evaluation of the solution of the transport equation
• Calling the ODE solver ode15s which uses ode-tr an ODE file for

numerical integration of the transport equation.
3. Evaluation of the solution of the diffusion equation with uncorrected initial

conditions.
• Calculation of initial values of the diffusion equation.
• calling the ODE solver ode45 which uses ode-dif an ODE file for nu-

merical integration of the diffusion equation.
4. Calculation of the corrected initial values of the diffusion equation.
5. Evaluation of the solution of the diffusion equation with corrected initial

conditions.
• Calculation of corrected initial values of the diffusion equation.
• Calling the ODE solver ode45 which uses ode-dif an ODE file for

numerical integration of the diffusion equation.
6. Evaluation of the errors and initial layer corrector.



624 J. Banasiak, N. Parumasur and J.M. Kozakiewicz

• Evaluation of the error of the uncorrected diffusion approximation.
• Evaluation of the error of the corrected diffusion approximation.
• Evaluation of the initial layer corrector.
• Evaluation of the error of the uncorrected diffusion approximation with

initial layer corrector.
• Evaluation of the error of the corrected diffusion approximation with

initial layer corrector.
7. Output printing in the form of tables and plots.

Remarks:

• to compute the spatial derivatives in transport equation the appropriate
formula depends on the sign of µ. The procedure ode-tr uses both NN (for
µ < 0 ) and NP (for µ > 0) matrices where NN define backward and NP
forward difference scheme respectively. Number of µ-gridpoints is chosen
to be even so that we do not have µ = 0 .

3.2 Linear Boltzmann equation of semiconductor theory

We consider the linear Boltzmann equation which describes the time evolution
of the spatially dependent electron distribution function u(x, µ, t) under the
influence of spatially uniform constant electric field [3]. Here we use a scaling
corresponding to a weak external field. The equation is of the form

∂tu(x, µ, t) = −µ∂xu(x, µ, t)− a∂µu(x, µ, t)− 1
ε
u(x, µ, t)

+
1
ε
m(µ)

∫ +∞

−∞
u(x, µ′, t)dµ′, (23)

where a is the acceleration due to the electric field, and m(µ) =
√
β
π exp (−βµ2)

is the normalized Maxwellian distribution , with β = m/(2Tk), T the tem-
perature of the background, m mass of the particles and k the Boltzmann
constant. The initial condition is

u(x, µ, 0) = f0(µ)(1 + A sinx),

with 0 ≤ x ≤ 2π, v ∈ R and A ≤ 1 and the function f0 is such that
∫ +∞
−∞ f0(µ)dµ = 1 and

∫ +∞
−∞ µf0(µ)dµ = s0 	= 0 As in the previous

case we assume periodic boundary conditions. The operators for attenuation,
streaming are

Au(x, µ) = 0, Su(x, µ) = −µ∂xu(x, µ)− a∂µu(x, µ),

and the collision operator is

Cu(x, µ) = −u(x, µ) + m(µ)
∫ +∞

−∞
u(x, µ′)dµ′
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Similarly, the projection and complementary operators are given by

Pu(x, µ)=m(µ)
∫ +∞

−∞
u(x, µ)dµ, Qu(x, µ)=u(x, µ)−m(µ)

∫ +∞

−∞
u(x, µ)dµ.

The calculations are the same as the previous example and it seen that the
best results are obtained when both correctors are applied.

Fig. 2. Errors for Linear Boltzmann Equation of Semiconductor Theory with ε =
0.05
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Summary. In this paper a new family of Hölder continuous functions are presented.
Using the properties of this family it is possible to generalized the classical Harten’s
subcell resolution theory and to apply it for the discretization of piecewise Hölder
continuous functions. Some numerical experiments that confirm the theoretical re-
sults are presented.

1 Introduction

The most usual interpolatory techniques are based in polynomials. High order
linear reconstructions associated to large support are affected by the presence
of singularities in the considered signal. For instance, centered interpolation
techniques produce Gibbs-like phenomenon in the presence of jump disconti-
nuities.

To obtain good resolution near singularities we could consider nonlinear
schemes. Essential Non-Oscillatory (ENO) methods, constructed by Harten,
Osher, Engquist, and Chakravarthy ([8, 9, 10]), are a class of data-dependent
interpolations. The most efficient implementation of ENO methods has been
investigated by Shu and Osher ([12]-[13]), where they considered the point
value framework. The goal of this interpolation is to enlarge the region of high
accuracy by constructing piecewise polynomial interpolatory functions using
only information from smoothness regions of the interpolated function. If the
singularities are sufficiently well separate, this is possible for all the intervals
except, of course, for the one containing the singularity. Some theoretical and
numerical results in several dimensions are available in [1, 2].

A more precise strategy, presented by A.Harten in [7], improves on ENO
schemes within such cells by Subcell Resolution (ENO-SR). Using ENO poly-
nomial pieces at each side of the singularity we can recover, until some ac-
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curacy, the location of an isolate discontinuity in the derivative of a con-
tinuous function. This information is used to modify the polynomial piece
corresponding to the cell with the singularity improving the accuracy. Using
the cell-average or the hat-average frameworks it is possible to detect jump
and δ singularities of the signal [5, 4].

On the other hand, the basic tool used in ENO-SR theory is Taylor’s
expansions. Then a great problem appears when it is not considered a piece-
wise differentiable signal, that is the case of Hölder continuous functions. In
particular, M.-S.Lee shows [11] that the Hölder smoothness of a general two-
dimensional image is only between 0.2 and 0.7.

The aim of this paper is to generalize the theory of the ENO-SR technique
for non-piecewise differentiable functions. We introduce a family X s of dense
subspaces of Cs (Hölder continuous functions) where we can use a generalized
version of Taylor’s Theorem. In particular, we can extend the Harten’s subcell
resolution strategy.

The paper is organized as follows: in section 2 we present the family of
subspaces X s and their properties. In order to contemplate the case of piece-
wise Hölder continuous signals, we generalize the theory introduced by Harten
only for piecewise smooth functions in section 3. Finally, these strategies are
tested in section 4, allowing to compare the performances of linear and non-
linear approximations.

2 Hölder continuous spaces

Let be s ∈ (0, 1), we consider

Cs([a, b]) := {f ∈ C0([a, b]) / ∃C > 0 s. t. ∀x ∈ [a, b],
|f(x + h)− f(x)| ≤ C|h|s}.

The functions f ∈ Cs([a, b]) are called s-Hölder continuous.
For a fixed collection of increasing s-Hölder continuous functions

{γs}s∈(0,1), such that γs ∈ Cs([a, b]) \ Cs+ε([a, b]) for all ε > 0, we introduce
the space of s-differentiable continuous functions.

X s([a, b]) := {f ∈ C0([a, b]) / ∀x ∈ [a, b],

∃f (s(x) := lim
h→0

f(x + h)− f(x)
γs(x + h)− γs(x)

and f (s ∈ C0([a, b])}.

A first example of these {γs}s∈(0,1) functions is given by xs, s ∈ (0, 1).
Notice you, this generalized s-derivative in the definition of X s is linear

and zero for constants. For these space we generalize Taylor’s Theorem.

Proposition 1. (Generalized Rolle′s Theorem)
Let be f ∈ X s([a, b]). If f(a) = f(b) = 0 then exists ξ ∈ (a, b) such that

f (s(ξ) = 0.
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Proof
If f(x) = 0 for all x ∈ [a, b] then f (s(x) = 0 for all x ∈ (a, b).
Let ξ be such that f(ξ) := maxx∈[a,b] |f(x)|. Then

f(ξ + h)− f(ξ)
γs(ξ + h)− γs(ξ)

· f(ξ − h)− f(ξ)
γs(ξ − h)− γs(ξ)

≤ 0

and from definition f (s(ξ) = 0 (γs is increasing).

Definition 1. We define X sn([a, b]) as the subspace of n-times s-Hölder differ-
entiable functions, that is, denoting by f

(s
0 := f , f (s

1 := f (s, . . ., f (s
n := f (s(n)... (s,

a function f ∈ X sn([a, b]) if and only if exits f
(s
n ∈ X s([a, b]).

Proposition 2. (Generalized Taylor′s Theorem)
Let f ∈ X sn([a, b]). Then for all x, x0 ∈ (a, b) exists ξ ∈ (min(x, x0),

max(x, x0)) such that

f(x) = f
(s
0 (x0) +

f
(s
1 (x0)

1!
(γs(x)− γs(x0))

+
f

(s
2 (x0)

2!
(γs(x)− γs(x0)) · (γs(x)− γs(x0))

+ . . . +
f

(s
n (x0)
n!

(γs(x)− γs(x0)) (n). . . (γs(x)− γs(x0))

+
f

(s
n+1(ξ)

(n + 1)!
(γs(x)− γs(x0)) (n+1). . . (γs(x)− γs(x0))

Proof
We denote by

Pn(x) = f
(s
0 (x0) +

f
(s
1 (x0)

1!
(γs(x)− γs(x0))

+
f

(s
2 (x0)

2!
(γs(x)− γs(x0)) · (γs(x)− γs(x0))

+ . . . +
f

(s
n (x0)
n!

(γs(x)− γs(x0)) (n). . . (γs(x)− γs(x0))

Let Ψ(t) = f(t) − Pn(t) + K(γs(t) − γs(x0)) (n). . . (γs(t) − γs(x0)) where
K is such that Ψ(x) = 0. Applying proposition 1 to Ψ(x) and its n-first s-
derivatives the proposition holds.

Proposition 3. For all s ∈ (0, 1), X s([a, b]) is a dense subset of Cs([a, b]).
Proof

(X s([a, b]))C
s([a,b])

= (X s([a, b]))C
0([a,b])⋂ Cs([a, b])

= C0([a, b])
⋂

Cs([a, b])
= Cs([a, b])
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3 Generalized Harten’s Subcell resolution technique

The error decay in approximation theory is related with the function smooth-
ness. If the function has some isolate singularity, the error coefficients, corre-
sponding to approximation which stencil cross the singularity, will have poor
decay. To obtain good resolution everywhere we need to work with nonlin-
ear reconstruction. A possible track for such improvements is the ENO-SR
scheme.

We start with a finite number of values f̄i which represent sampling of
weighted-averages of a function f(x) corresponding to a uniform grid xi (h =
xi − xi−1) of [0, 1].

f̄i =
1
h

∫

f(x)ω(
x− xi

h
)

Some of the functions ω(x) are the following:
a) Point value ω(x) = δ(x).
b) Cell average

ω(x) =
{

1 x ∈ [−1, 0)
0 otherwise

The essential feature of the ENO interpolatory technique is a stencil selec-
tion procedure that attempts to choose the interpolated stencil Sj within
a smoothness region of an interpolated function f(x). For each interval
[xj−1, xj ], we consider all possible stencils of r ≥ 2 points that include xj−1

and xj ,
{xj−r+1, . . . , xj}, · · · , {xj−1, . . . , xj+r−2}

and assign to it the stencil for which f(x) is “smoothest” in some sense. For
notational purposes, we assume that i(j) is the first point in the final stencil.
We consider the following stencil selection algorithm (see [3])

Algorithm. Non hierarchical choice of the stencil

Choose i(j) such that
|f [xi(j), . . . , xi(j)+r−1]| = min{|f [xl, . . . , xl+r−1]|, j − r + 1 ≤ l ≤ j − 1}

where f [xl−1, . . . , xl+r−2] denote the divided differences of f .

Definition 2. We said that a function f has a s-singularity (s ∈ (0, 1)) at xd
if f ∈ X s([a, b]), for all (a, b) ⊂ [0, 1] \ {xd}.

Assuming that f(x) has a s-singularity xd ∈ (xj−1, xj) and denoting
by qj−1(x) and qj+1(x) the ENO interpolatory function in [xj−2, xj−1] and
[xj , xj+1] respectively, the location of the s-singularity, xd, can be recovered
by the following function:

Gj(x) = qj+1(x)− qj−1(x)

Using Generalized Taylor’s expansion in regions of s-smoothness
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Gj(xj−1)×Gj(xj) = [f (s]2xd
(γs(xj−h)−γs(xj−ah))(γs(xj)−γ(xj−ah))+· · ·

where xd = xj−ah, 0 < a < 1 and [f (s]xd
denotes the jump of the s-derivative

at xd.
Therefore, if h is sufficiently small, there is a root of Gj in (xj−1, xj) be

such that Gj(θj) = 0.

Remark 1. If the function is a piecewise polynomial with a s-singularity in xd
then xd = θj .

The new piecewise polynomial interpolatory function has the following
form

ISR(x) =






ql(x) x ∈ [xl−1, xl]
qj−1(x) x ∈ [xl−1, θj ]
qj+1(x) x ∈ [θj , xj ]

thus, it uses extrapolation and interpolation techniques.
The accuracy of linear approximations is improved.
A key remark
Given the point-values discretization f(xk) of a s-Hölder continuous func-

tion, we can define, in each subinterval [xk, xk+1], an increasing {γs} function
by

γs(xk + ρh) = γs(xk) + C(xk, ρh)(f(xk + ρh)− f(xk))

where sgn(C(x, h)) = sign(f(x+h)− f(xn)) and 0 < ρ ≤ 1. In this situation
f ∈ X s([a, b]).

4 Numerical experiments

In order to see the performances of the introduced reconstruction, we have
tested it on some piecewise Hölder continuous signals. We present a compar-
ison with linear reconstructions.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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Fig. 1. Piecewise C∞ signal.
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Table 1. l∞ and l1 prediction errors for the signal of figure 1.

Nc Nf SR Linear
17 33 5.39 e− 04, 4.95 e− 05 7.64 e− 02, 4.82 e− 03
33 65 1.22 e− 03, 4.39 e− 05 4.03 e− 02, 1.30 e− 03
65 129 3.00 e− 04, 6.87 e− 06 1.44 e− 02, 2.32 e− 04

We start with the piecewise differentiable signal of figure 1. This is a typical
signal considered in the analysis of SR by Harten.

We consider point-values reconstructions of 4 points [6]. In table 1, we com-
pute the prediction error. We denote by Nc and Nf the number of coefficient
in the coarsest and finest scales respectively. We can see a proper adapta-
tion to the singularity in the case of SR. Nevertheless, the linear scheme is
drastically affected by the singularity.

Next, we modify the original signal in order to remove its differentiability.
We analyze the signal of figure 2.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.1
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0.2
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0.4

0.5

0.6

0.7

Fig. 2. Piecewise s-Hölder continuous signal.

In table 2, we compute the prediction error for different level steps. We
use the same framework as before. The conclusions are similar, only good
adaptation of the nonlinear scheme, see figure 3.

Table 2. l∞ and l1 prediction errors for the signal of figure 2.

Nc Nf SR Linear
17 33 1.04 e− 02, 6.33 e− 03 8.47 e− 02, 1.16 e− 02
33 65 1.00 e− 02, 6.15 e− 03 4.68 e− 02, 7.54 e− 03
65 129 9.99 e− 03, 6.40 e− 03 1.81 e− 02, 6.61 e− 03
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Fig. 3. Error for the signal of figure 2, Nc = 65, Nf = 129, left SR, right linear.

Using the cell-average framework we can consider also jump discontinuities
[6]. We work with the jump of figure 4.
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Fig. 4. Piecewise s-Hölder continuous signal.

In table 3 we observe that the SR identifies the singularity and improves
the accuracy of the linear scheme. As before, only the Hölder perturbation
produces the errors, see figure 5.

Table 3. l∞ and l1 prediction errors for the signal of figure 4.

Nc Nf SR Linear
16 32 3.64 e− 02, 2.16 e− 02 4.54 e− 01, 4.78 e− 02
32 64 3.14 e− 02, 1.85 e− 02 4.60 e− 01, 3.26 e− 02
64 128 3.94 e− 02, 1.92 e− 02 4.59 e− 01, 2.62 e− 02
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Fig. 5. Error for the signal of figure 4, Nc = 65, Nf = 129, left SR, right linear.
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Summary. We study mathematical models for static grain deep-bed drying. These
models take the general form of hyperbolic semilinear systems. The solutions vary
strongly at the beginning of the drying process, so that the use of second order semi-
implicit schemes is useful. Numerical experiments show a good qualitative behaviour
of our approximations.

1 Introduction

Considerable amount of agricultural crops, and more particularly grains, are
dried artificially using near ambient or high temperature air in various grain
drying systems. The need for storage over a long period of time requires an
accurate control of the properties of the product being dried. Excess moisture
content can promote the growth of moulds and infestations by insects and
hence spoil the stored products.

The speed and efficiency of drying depend on the drying air characteristics:
relative humidity, temperature and velocity. With a high temperature and a
small relative humidity for instance, one can increase the drying speed but
might deteriorate the grain quality. It is important to control the grain tem-
perature and moisture content during the drying process in order to determine
safe drying conditions for a given product and a given type of drier.

In this paper, we study non-equilibrium models for static grain deep-bed
drying: motionless piles of grain are exposed to drying air and there is no heat
and mass equilibrium between the drying air and the grain through the bed.
Those models have been developed mainly during the past fifty years and the
more recent ones take into account complex constitutive laws and empirical
correlations. In Sect. 2, we describe briefly the governing equations. In Sect.
4, we construct their numerical approximation. In Sect. 4 we present some
numerical experiments and comparisons.
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2 Models

Let us consider the drier as a vertical column in the x direction, x > 0. The
drying air comes vertically from the bottom x = 0 with a constant temperature
Tab and a positive constant speed Va. We denote respectively Xa and Xp
the moisture contents of the air and of the product to dry, Ta and Tp the
temperatures of the air and of the product. They are functions of (x, t) and
have to take non negative values. All the functions here below are defined for
non negative values of the unknowns.

The grain is supposed to be hygroscopic: when dried, its moisture con-
tent tends to a (nonzero) equilibrium state Xeq(Xa), which is specific of each
product. For cereals Xeq is a smooth strictly increasing function defined on a
bounded interval [0,Xmax[ and such that

Xeq(0) = 0, lim
X→Xmax

Xeq(X) = +∞.

The drying time is defined as the infimum of the times t > 0 such that

‖Xp(., t)−Xeq(Xa(., t))‖∞ ≤ τ

where τ is a little tolerance value.
The drying kinetic is deduced from experiments on thin layers of the con-

sidered products. Here we have:

∂tXp = −K(Tp) [Xp −Xeq(Xa)]

with K(Tp) = d exp (− c/Tp), d and c being positive constants.
Then, mass and energy balance give the following family of models:






∂tXa +
Va
ε
∂xXa =

α(Xa, Ta)
ε

K(Tp) [Xp −Xeq(Xa)] ,

∂tTa +
Va
ε
∂xTa = − β(Xa, Ta,Xp, Tp)

ε
(Ta − Tp),

∂tXp = −K(Tp) [Xp −Xeq(Xa)] ,
∂tTp = ψ(Xa, Ta,Xp, Tp, ∂xXa).

(1)

The positive constant ε is the void fraction of the bed. We point out the fact
that ε is fixed and is not small. The functions α, β and ψ are smooth given
functions and α is positive. The system is supplemented with initial data
(Xa0, Ta0,Xp0, Tp0) and boundary data

Xa(0, t) = Xab, Ta(0, t) = Tab. (2)

Spencer’s model [7] is one of the oldest examples. Here, α is a positive constant,
β depends only on (Xa, Ta) and is positive, and the function ψ does not depend
on ∂xXa:

ψ(Xa, Ta,Xp, Tp) = ψ1(Xa, Ta,Xp)(Ta − Tp) (3)
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−ψ2(Xp, Tp) [Xp −Xeq(Xa)] , ψ1 ≥ 0.

Another model can be found in [4]: the functions α and β depend only on
(Xa, Ta) and are positive, and

ψ(Xa, Ta,Xp, Tp, ∂xXa) = ψ3(Xa, Ta,Xp, ∂xXa)(Ta − Tp) (4)
+ψ4(Xa, Ta,Xp, Tp, ∂xXa).

See also [6] and references there in for others examples. The mathematical
analysis of those systems is to be done. If ψ does not depend on ∂xXa, the
system is semilinear hyperbolic. Otherwise, it is quasilinear and generally still
hyperbolic. The general theory gives local existence of solutions. A first study
of global existence and asymptotic behaviour is performed in [3].

The physical solutions vary quickly during a short transition period, (see
Figs. 1, 2), and a low accuracy in this time interval leads to instabilities.
Hence, even in this one-dimensional case, the computation is long and delicate.
In most cases, authors prefer to discretize the following system, obtained by
neglecting the accumulation terms in (2), see [4] for example:






∂xXa =
α(Xa, Ta)

Va
K(Tp) [Xp −Xeq(Xa)] ,

∂xTa = − β(Xa, Ta,Xp, Tp)
Va

(Ta − Tp),

∂tXp = −K(Tp) [Xp −Xeq(Xa)] ,
∂tTp = ψ(Xa, Ta,Xp, Tp, ∂xXa).

(5)

In that case, ∂xXa is known by the first equation, so that the source-term
depends only on (Xa, Ta,Xp, Tp). All known models can then be written with
a function ψ under the form

ψ = ψ1(Xa, Ta,Xp, Tp)(Ta−Tp)−ψ2(Xa, Ta,Xp, Tp)(Xp−Xeq(Xa)), ψ1 ≥ 0.
(6)

The choice of ψ1 and ψ2 is not unique because a quadratic interaction (Ta −
Tp)(Xp −Xeq) is possible.

The boundary conditions (2) remain the same while only the initial data
(Xp0, Tp0) is requested. This Goursat problem admits local solutions. Here
also, some global existence and asymptotic behaviour results can be obtained,
see [3]. The problem can be discretized by ODE methods, making easy the
use of time step control procedures.

3 The numerical schemes

In this section, we propose a discretization of systems (2) and (5) by second-
order semi-implicit methods.
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Notations

We consider a computational domain V = [0, L] with an uniform mesh com-
posed of cells Ci = [xi−1/2, xi+1/2], i = 1, . . . , I:

∆x =
L

I
, xi+1/2 = i∆x, i = 0, . . . , I.

The (possibly variable) time step is denoted ∆t and the discrete time levels
are t0 = 0 and tn+1 = tn + ∆t, n ≥ 0.

3.1 Approximation of models (2)

Very few references exist on this problem. In [5] and [8], particular slightly dif-
ferent models are discretized. In [5] the method is not explicited. The implicit
scheme used in [8] involves the numerical resolution of large linear systems.
We propose another approach, which applies to all the considered systems.

Denoting U = (Xa, Ta,Xp, Tp) and Λ = diag(Va

ε ,
Va

ε , 0, 0), these models
take the general form

∂tU + Λ∂xU = Q(U, ∂xU). (7)

We adopt a finite volume viewpoint: each Uni is an approximation of the mean
value of U(., tn) on the cell Ci. If U0 is the given initial value and Ub is the
boundary value, we put for i = 1, . . . , I and n ≥ 0:

U0
i =

1
∆x

∫

Ci

U0(x)dx, Un0 =
1
∆t

∫ tn+1

tn

Ub(t)dt.

By a fractional step method, we split the system (7) into a set of linear
transport equations:

∂tU + Λ∂xU = 0, (8)

and a system of nonlinear equations:

∂tU = Q(U, ∂xU). (9)

Starting with Un at time tn, a second order MUSCL extension of upwind
scheme is applied to system (8) over one time step. Thanks to linearity, this
can be easily done and we do not detail the formulas. We denote T∆ this
scheme. The minmod limiter is used, so that positivity is preserved. We obtain

Un+1/2 = T∆(Un). (10)

Then, Un+1/2 is used as initial condition to solve (9). We observe that the
source-term can be written as

Q(U, ∂xU) = A(U, ∂xU)U + G(U, ∂xU)
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where A is a smooth matrix valued function:

A(U, ∂xU) =







0 0 Kα
ε 0

0 −β
ε 0 β

ε
0 0 −K 0
0 p −q −p







.

In the case where ψ is given by formula (3) (Spencer’s model), p = ψ1 and
q = ψ2. When ψ is given by formula (4), p = ψ3 and q = 0. The source-term
of all known models can be written in such a form. We can therefore apply a
semi-implicit approximation:

Un+1
i = U

n+1/2
i + ∆t

[

A(Un+1/2
i , V

n+1/2
i )Un+1

i + G(Un+1/2
i , V

n+1/2
i )

]

(11)

where V
n+1/2
i is an approximation of ∂xU on Ci computed by using a centered

difference formula.
Denoting A

n+1/2
i = A(Un+1/2

i , V
n+1/2
i ) and G

n+1/2
i = G(Un+1/2

i , V
n+1/2
i )

the scheme results in an explicit formula:

Un+1
i = (I −∆tA

n+1/2
i )−1

[

U
n+1/2
i + ∆tG

n+1/2
i )

]

. (12)

As V n+1/2 depends on Un+1/2, this defines a function D∆:

Un+1 = D∆(Un+1/2). (13)

Moreover, (I −∆tA
n+1/2
i )−1 is computed analytically. For example, with the

choice (4), the final expression (where the n+1/2
i have been dropped) is:






Xn+1
a,i = Xa +

∆tαK

ε(1 + ∆tK)
(Xp −Xeq(Xa))

Tn+1
a,i = Ta +

∆tβ

ε(1 + (βε + ψ3)∆t)
(Tp − Ta + ∆tψ4)

Xn+1
p,i = Xp +

∆tK

1 + ∆tK
(−Xp + Xeq(Xa))

Tn+1
p,i = Tp +

∆t

1 + (βε + ψ3)∆t
(ψ3(Ta − Tp) + ψ4 + ∆t

β

ε
ψ4).

(14)

As the first step of the algorithm is second order accurate in space, the ob-
tained scheme is second order in space but first order in time. We reach second
order in time by Heun’s method:

W = D∆(T∆(Un)), Z = D∆(T∆(W )), Un+1 =
Un + Z

2
. (15)

The function ψ3 may be chosen positive, and β and K are positive, so that the
scheme is well defined. Is is easy to see that the positivity of Xp is preserved.
A further study of stability is difficult because the sign of ψ4 is not known in
general. We observed numerically that for a CFL condition between 0.2 and
0.5, the scheme is stable and provides physically relevant solutions. This is
also true for others models.
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3.2 Approximation of models (5)(6)

Those systems have been discretized by many authors, see [4, 7] and the
extensive bibliography in [1]. Usually, the authors use explicit RK methods
in each time and space direction. Here we derive the following semi-implicit
scheme.

Denoting U = (Xa, Ta,Xp, Tp), Ua = (Xa, Ta), Up = (Xp, Tp) these models
take the general form

{
∂xUa = Aa(U)Ua + Ga(U),
∂tUp = Ap(U)Up + Gp(U) (16)

with

Aa(U) =
(

0 0
0 −β
Va

)

, Ap(U) =
(
−K 0
−ψ2 −ψ1

)

.

Here, we deal with numerical methods for ODE and each Uni is an approxi-
mation of U(i∆x, tn). If Up,0 is the given initial value and Uab is the boundary
value, we put for i = 0, . . . , I and n ≥ 0:

U0
p,i = Up,0(i∆x), Una,0 = Uab(tn).

We present a second order accurate method. A third order method has also
been tested but it did not improve the results significantly.

We first define a spatial discretization Rx: let t ≥ 0 be fixed and sup-
pose that some approximation Up,∆ = (Up,i)i of Up is known on [0, L] × {t}.
Rx(Uab, Up,∆) is an approximate solution (Ua,i)0≤i≤I of the problem

∂xUa = Qa(Ua, Up,∆), Ua(0, t) = Uab.

To that aim, let Px be the following semi-implicit approximation:

Px(Ua,i, Up,i) = (I −∆xAa(Ua,i, Up,i))−1(Ua,i + ∆xGa(Ua,i, Up,i)) (17)

It also reads as

Px(Ua,i, Up,i) =







Xa,i + ∆x
αiKi
Va

(Xp,i −Xeq(Xa,i))

Ta,i +
∆xβi

(1 + ∆x βi

Va
)Va

(Tp,i − Ta,i)







.

Then, denoting Ua,0 = Uab and using Heun’s scheme we put

Ua,i+1 =
1
2

[Ua,i + Px(Px(Ua,i, Up,i), Up,i+1)] = Rx(Uab, Up,∆)i+1.

Now we solve the problem in time. Applying again a semi-implicit proce-
dure, we can define a first order step St:
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




St,1(Ua,∆, Up,∆)i = Xp,i −
∆t

1 + Ki∆t
Ki(Xp,i −Xeq(Xa,i))

St,2(Ua,∆, Up,∆)i = Tp,i −
∆t

(1 + Ki∆t)(1 + ψ1,i∆t)
ψ2,i(Xp,i −Xeq(Xa,i))

+
∆t

(1 + ψ1,i∆t)
ψ1,i(Ta,i − Tp,i)

Now we proceed as follows: for n = 0 we compute Rx(U0
ab, U

0
p,∆) = U0

a,∆.
Then for n ≥ 0 we put






U
n+1/2
p = St(Una , U

n
p ),

Un+1
a = Rx(Unab, U

n+1/2
p ),

U
n+3/2
p = St(Un+1

a , U
n+1/2
p ),

Un+1
p =

1
2
(Unp + Un+3/2

p ).

(18)

The functions K and ψ1 are positive. The scheme is well defined if β is positive,
which is not the case for some models, see [6]. However, even in that case,
we did not observe non physical solutions. As explained above, the physical
solutions vary strongly in a first phase of the computation, enforcing the use of
very small time steps, even with high order schemes. This rather short phase
is followed by a longer one where the solutions are smooth. For these reasons,
we use a time-step control procedure which reduces the computing times by
90%. There is no theoritical condition linking ∆t and ∆x. We fix initially ∆t
very small, for example ∆t = 0.05∆x, because the time step control procedure
computes then automatically the optimal ∆t, so that the computation is not
affected by this choice.

4 Numerical experiments and comparisons

These numerical schemes have been tested in various situations. In [1], they are
used to determine the conditions for which models (2) can be replaced by (5).
It appeared that when the transfer time L/Va < 0.2, the relative humidity
Hra,b of the incoming air at x = 0 is more than 50% and when Tab ≤ 30
Celsius degrees, both models give similar results. Otherwise, models (5) under-
estimate the drying time and the computed solutions differ. As an example,
we show the comparison of predictions of both models with the choice (4).
Here Va = 2m/s, Tab = 45 Celsius degrees, Hra,b = 30%, L = 0.6m. Xab is a
known function of Tab and Hra,b, see [2] for instance. Initially, the temperature
of the air and of the product is 25 Celsius degrees, and the moisture content
of the product is Xp,0 = 0.6. The void fraction is ε = 0.416.

Figure 1 shows the time evolution of the air moisture content (left) and of
the air temperature (right) at the position x = 0.59. Figure 2 shows the time
evolution of the grain moisture content (left) and of the grain temperature
at the same position. One can observe the strong variations at the beginning
of the drying process. Here, we find that model (2) gives a drying time of
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Fig. 1. Air moisture content (left) and temperature (right) for x = 0.59.
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Fig. 2. Grain moisture content (left) and temperature (right) for x = 0.59.

about 57000 seconds, while model (5) computes a drying time around 48000
seconds. Moreover, the computed solutions differ.
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Summary. We study the numerical approximation of a system from the physics of
compressible turbulent flows, in the regime of large Reynolds numbers. The PDE
model takes the form of a nonconservative hyperbolic system with singular viscous
perturbations. Weak solutions of the limit system are regularization dependent and
classical approximate Riemann solvers are known to grossly fail in the capture of
shock solutions. Here, the notion of kinetic functions is used to derive a complete
set of generalized jump conditions which keeps a precise memory of the underlying
viscous mechanism. To enforce for validity these jump conditions, we propose a
hybrid Godunov-Glimm method coupled with a local nonlinear correction procedure.

1 Introduction

We examine the numerical approximation of a system governing plane wave
solutions of a second order closure model for compressible turbulence in two
space dimensions [5]. This system has to be tackled in the regime of very large
Reynolds numbers and can be given the following nonconservative form:

∂tuε +A(uε)∂xuε = ε∂x(D(uε)∂xuε), x ∈ IR, t > 0. (1)

In the limit ε→ 0+, solutions involve in general shock waves which turn to be
very sensitive with respect to the viscous tensor D. Motivated by [2, 3, 4], we
characterize all the entropy pairs of (1) so as to define precisely their associ-
ated dissipation rates (the so-called kinetic relations) when studying traveling
waves of (1). This allows us to propose a complete set of generalized jump con-
ditions which keeps full memory of the small scale sensitiveness. Properties of
the available entropy pairs lead us to introduce an hybrid Godunov-Glimm
method based on exact or approximate Riemann solutions. After [3, 4], this
method then receives a local correction intending to keep all the discrete en-
tropy rates in the exact balance prescribed by the kinetic relations.



Hybrid Godunov-Glimm Method for Nonconservative Systems 647

2 The PDE model and main properties

The system under interest (see [1] for the physical background) reads :





∂tρ
ε + ∂x(ρu)ε = 0,

∂t(ρu)ε + ∂x(ρu2 + p(u) + R11)ε = ε∂x (µ∂xuε) ,
∂t(ρv)ε + ∂x(ρuv + R12)ε = ε∂x (ν∂xvε) ,
∂t(ρE)ε + ∂x{(ρE + p(u) + R11)u + R12v}ε = ε∂x (µuε∂xuε + νvε∂xv

ε) ,
∂tR

ε
11 + ∂x(R11u)ε + 2Rε11∂xu

ε = 0,
∂tR

ε
22 + ∂x(R22u)ε + 2Rε12∂xv

ε = 0,
∂tR

ε
12 + ∂x(R12u)ε + Rε11∂xv

ε + Rε12∂xu
ε = 0,

(2)
where ε > 0 denotes the inverse of a Reynolds number Re we address in the
asymptotic regime Re→∞. Here, u and v denote the normal and tangential
components of the Favre average < U > of the instantaneous velocity U in
the 2D compressible Navier-Stokes equations. Next, Ri,j , 1 ≤ i, j ≤ 2, are the
components of the symmetric Reynolds stress tensor < U ′ × U ′ > where U ′

stands for the departure of U from < U >. We assume a polytropic pressure
law p(u) :

p(u) = (γ − 1)
{

ρE − (ρu)2 + (ρv)2

2ρ
− R11 + R22

2

}

, γ > 1, (3)

while the viscosity coefficients µ and ν are two given positive constants satis-
fying 0 < ν < µ. The natural phase space Ωu ⊂ IR7 is such that [1] :

ρ > 0, (u, v) ∈ IR2, p(u) > 0, Rii ≥ 0, i = 1, 2, R11R22 −R2
12 ≥ 0. (4)

The underlying first order system in (2) is hyperbolic for all u ∈ Ωu with the
following increasingly arranged eigenvalues [1] :

u− c(u) < u− a(u) ≤ u, u, u ≤ u + a(u) < u + c(u), u ∈ Ωu. (5)

where a2(u) = R11
ρ ≥ 0 and c2(u) = γp(u)

ρ + 3a2(u) > 0. The two extreme
fields are genuinely nonlinear while all the other intermediate ones are linearly
degenerate. It can be proved [1] that solely the discontinuities coming with the
extreme fields give rise to ambiguities in the nonconservative products involved
in the underlying hyperbolic system. Concerning these shock solutions, being
given u− in Ωu and a speed σ ∈ IR, it is well-known [2] that the right state
u+ cannot be determined without an explicit reference to the precise shape
of the viscous tensor D in (2). Here, the relevant definition of shock solutions
follows from smooth solutions of (2) with ε = 1, of the form :

u(x, t) = w(x− σt) = w(ξ), lim
ξ→±∞

w(ξ) = u±. (6)

Then for fixed ε > 0, the function wε(ξ) = w(ξ/ε) leads to a traveling wave of
(2) with again limξ→±∞ wε(ξ) = u±. Since ||dξwε||L1(IR) = ||dξw||L1(IR) <∞,
the sequence {wε}ε>0 is seen to converge strongly in L1

loc(IR) as ε→ 0+ to :
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u(x, t) = u− + (u+(σ,u−;D)− u−)H(x− σt), (7)

referred to a shock solution [2] of the limit system in (2). The crucial issue
stems from the very sensitiveness of u+ with respect to D. Motivated by [2],
we propose to encode this sensitiveness by investigating the existence of a
change of unknown u ∈ Ωu → v(u) ∈ Ωv so that the smooth solutions of (2)
obey :

∂tv(uε) + ∂xF(v(uε)) = εRD(v(uε), ∂xv(uε), ∂xxv(uε)). (8)

Tackling the formal limit ε→ 0+ in (8) and assuming suitable estimates on the
sequence uε and its derivatives, the nonconservative term εRD(uε, ∂xuε, ∂xxuε)
cannot be expected to converge to zero in the sense of measures as ε → 0+

but instead to a bounded Borel measure Υu concentrated on the shock dis-
continuities of the limit function u. Thus and with (8), a shock solution (7)
solves the following set of generalized Rankine-Hugoniot jump conditions :

−σ (v(u)+ − v(u−)) + (F(v(u+))−F(v(u−))) = KD(u−, σ). (9)

where the so-called kinetic function KD : Ωu × IR→ IR7 denotes the mass of
Borel measure Υu given (with little abuse in the notations) from (6) by :

KD(u−, σ) =< Υw, IRξ >=
∫

ξ∈IR
RD(w,w′,w′′)dξ. (10)

Equivalent forms (8) clearly follow from the characterization of all the entropy
pairs of (2). Besides useless nonlinear transforms, these are given by [1] :

∂t{ρEt}(uε) + ∂x({ρEt}(uε)uε + R12
εvε) = ε∂x(νvε∂xvε)− εν(∂xvε)2 (11)

with {ρEt}(u) = ρv
2

2 + R12
2

2R11
, the so-called tangential energy, then :

∂t{ρs}(uε) + ∂x{ρs}(uε)uε =
εµ

T (uε)
(∂xuε)2 +

εν

T (uε)
(∂xvε)2, (12)

where {ρs}(u) = ρlog(p(u)
ργ ) and at last :

∂t{ρW}(uε) + ∂x{ρW}(uε)uε = 0, {ρW}(u) = R22 − R12
2

R11
,

∂t{ρI}(uε) + ∂x{ρI}(uε)uε = 0, I(u) = R11τ
3.

(13)

Observe that these additionnal laws are well-defined when focusing on so-
lutions with R11(x, t) > 0 of sole real interest, i.e. for initial data with
R11(x, 0) > 0, [1]. If in addition R12(x, 0) > 0 then R12(x, t) > 0 but the
sign of R12 may vary in the initial data (see (4)), thus neither ρEt nor ρs
can provide us with a suitable change of variable in full generality. Neverthe-
less, they are seen below to be valid if one pays attention to traveling wave
solutions. Implementing the proposed framework first requires the study of
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traveling waves of (2), say for the first field from frame invariance reasons.
Existence is proved [1] under the classical condition u− − c(u−) > σ. The
exit state u+(σ,u−;D) heavily depends on the viscosity ratio ν/µ. Such a
dependence can be tracked through the next generalized jump condition :

−σ [{ρEt}(u)] + [{ρEt}(u)u + R12v] =
<ΥEt ,IRξ>

<Υs,IRξ>
(−σ [{ρs}(u)] + [{ρs}(u)u] ) , (14)

expressing that the jumps in ρEt and ρs must evolve in the reported pro-
portion. Modifying the ratio ν/µ directly affects the ratio < ΥEt

, IRξ >
/< Υs, IRξ > (see (11)–(12)) and therefore u+(σ,u−;D). This observation is
of central importance hereafter. Next, for turbulent Mach numbers β(u−) =
a(u−)/c(u−) large enough (depending on γ in (3)), viscous profiles are seen
to violate the geometric Lax conditions. They are indeed overcompressive :

u+−c(u+) < σ < u−−c(u−), but with u+−a(u+) < σ < u−−a(u−). (15)

In our non conservative setting, (15) implies the existence of an infinite
number of traveling waves issuing from u− and reaching as many distinct
states u+. Choosing γ = 1.4, (15) arises for rather unexpectedly large values
of β(u−) [1] and we tacitly restrict ourselves to moderate values of β(u−)
to ensure uniqueness. Uniqueness implies that R12 keeps a constant sign
in traveling waves in contrast with arbitrary solutions of (2). This impor-
tant property clearly allows to express the generalized jump conditions in
v(u) = {ρ, ρu, ρv, ρE, ρI, ρW, ρEt} while recovering the sign of R12

+ from
R12

−. The kinetic function (10) reduces to one non trivial component ΥEt
,

it has been tabulated in [1] from a suitable numerical integration of (6). Its
knowledge has allowed us to prove the monotony of the projections of the re-
sulting shock curves in the plane (u, p(u) +R11). Consequently, the Riemann
problem for the limit system in (2) is shown to admit an unique solution
for initial data with moderate values of β. The general pattern of Riemann
solutions is made of at most five simple waves separating six constant states :

uL 1− wave u1 2− wave u2 3− wave u3 4− wave u4 5− wave uR, (16)

where uL and uR define the initial data. Here, the intermediate waves system-
atically coincide with contact discontinuities while across the extreme waves,
R12 necessarily keeps a constant sign, namely :

R12
(1)R12

L ≥ 0, R12
(4)R12

R ≥ 0, (17)

with respectively strict inequality when R12
L 	= 0 (resp. R12

R 	= 0). In other
words, the sign of R12 may only change within the fan of a given Riemann
solution [1]. This property is of importance in the sequel.

3 Godunov-Glimm Hybrid method

We propose a Godunov-Glimm hybrid method to approximate the solutions
of (2) in the limit ε → 0+. In this brief paper, this procedure is exemplified
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on the exact Riemann solver for simplicity but the use of approximate solvers
is under way. To motivate its introduction, we first emphasize the need for
averaging ρEt, whenever possible, in place of R12 within the frame of exact
or approximate Godunov methods. In that aim, we approximate a strong
shock solution (1) so that R12 keeps a constant sign and makes ρEt to be an
admissible change of variable. The results displayed in figure (2) highlight that
averaging R12 (solid line) at each time step results in unacceptable errors in
the capture of the exact shock solution (see [1] for the origin of the failure). By
contrast, averaging directly ρEt (dotted line) yields a much better agreement
even if some error still persists. A correction is proposed in the last section
but can only take place when suitably averaging ρEt. Indeed for general initial

ρL 1 ρR 2.69197
uL 890.20812 uR 393.54227
vL 0 vR −1.20350
pL 105 pR 4.65756 105

RL11 1443.29897 RR11 28155.86059
RL22 103 RR22 2695.73233
RL12 144.32990 RR12 1095.34000

Fig. 1. Initial data for a one shock wave
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Fig. 2. Tangential energy

data, the sign of R12(x, t) may vary in the solution and prevents us from
averaging ρEt uniformly in each cell. But when approximating such a solution
with a sequence of non interacting Riemann solutions, R12 keeps locally a
constant sign through the extreme waves (responsible for shock solutions) in
each successive fans. Roughly speaking, we take advantage of this property
when averaging locally in each cell ρEt wherever R12 keeps a constant sign.
More precisely, we adopt a three-steps procedure based on a Lagrangian-
Eulerian method to simplify the notations. A direct Eulerian method can be
derived along the same lines. With classical notations, let be given a piecewise
constant approximate solution un∆x(x) at time tn (the space step ∆x being
constant). This solution is evolved to the next date tn+1 according to :

1 Evolution in time. We solve the the Cauchy problem in Lagrangian coordi-
nates with initial data w(y, 0) = w(un∆x(x)) where w = (τ, u, v, E, I, R12,
W). Choosing a CFL less than 1/2, the solution w(y, t) is made of a
sequence of noninteracting Riemann solutions w(.,wni ,w

n
i+1) centered at

each interface.
2 Local averaging within each cell. Each Lagrangian cell Lnj is split into three

domains depicted in figure (3). By construction w(y, t) is nothing but the
constant state (wn+1−

i )L = w(0+,wni−1,w
n
i ) in ΩLi : see indeed the wave
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pattern (16) but expressed in Lagrangian coordinates. The same holds
in ΩRi with (wn+1−

i )R = w(0−,wni ,wni+1). Then possible shock solutions
only propagate within the domain ΩCi where R12 keeps a constant sign
and this leads us to define an intermediate constant state when averaging
the next PDEs over ΩCi :

∂tv + ∂yG(v) = Υv, (18)

with v = (ρ, u, v, E, I, Et,W) (i.e. with Et in place of R12) to get :





(vn+1−
i )C = 1

1−λl∆(ρa)

{

vni − λl

(

(ρa)L
i+ 1

2
vi+ 1

2
(0+) + (ρa)R

i− 1
2
vi− 1

2
(0+)

+G(vi+ 1
2
(0+))− G(vi− 1

2
(0+))

)

+ λl
∑

shock∈Ln
i
< Υv, L

n
i >

}

,

(19)
with λl = ∆t

ρn
j∆x

and ∆(ρa) = (ρa)L
i+ 1

2
− (ρa)R

i− 1
2
. We then set (wn+1−

i )C =

w((vn+1−
i )C) defining (R12)n+1−

i from (Et)n+1−
i and the sign of (R12)ni .

3 Eulerian step with sampling. This step amounts to solve transport equa-
tions [1] with speed u. Let us introduce x∗

i+ 1
2

= xi+ 1
2

+ ∆t un
i+ 1

2
so as to

define the following piecewise constant function in each Eulerian cell at
time tn+1− (see figure (4) and [1] for the details):

wn+1−
i (x) =






(wn+1−
i−1 )R, if xi− 1

2
< x ≤ x∗

i− 1
2
,

(wn+1−
i )L, if x∗

i− 1
2
< x ≤ x∗

i− 1
2

+ (a)R
i− 1

2
∆t,

(wn+1−
i )C , if x∗

i− 1
2

+ (a)R
i− 1

2
∆t < x ≤ x∗

i+ 1
2
− (a)L

i+ 1
2
∆t,

(wn+1−
i )R, if x∗

i+ 1
2
− (a)L

i+ 1
2
∆t < x ≤ x∗

i+ 1
2
,

(wn+1−
i+1 )L, if x∗

i+ 1
2
< x ≤ xi+ 1

2
.

(20)
In order to define a unique constant state in each cell, we propose to sample
the above function with a VanDerCorput sequence {θ(n)}n≥0, θ(n) ∈ [0, 1],
as in Glimm method [1] :

un+1
i = u(wn+1−

i (xi−1/2 + θ(n)∆x)), i ∈ ZZ. (21)

This completes the description of the hybrid method.

4 The nonlinear projection

To motivate the introduction of an additional correction step in the hybrid
method, we first comment on the persistence of an error when averaging locally
in each cell ρEt (see figure (2)). Its roots are found in the property that ex-
act shock solutions are regularization-dependent : the (global or local as well)
averaging procedure in each cell induces artificial dissipation, distinct in na-
ture from the exact one. This discrepancy tends to corrupt the discrete shock
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profiles. Here we propose to enforce the artificial dissipation in the numerical
method to mimic the exact dissipation mechanism. Kinetic functions play a
central role in the correction procedure. It has been introduced by Berthon,
Coquel [3] and then extended in Chalons, Coquel [4] for Navier Stokes equa-
tions with several independent entropies. In the present setting, it can be seen
[1] that the Lagragian form of the generalized jump condition (14) is violated
in the domain (Ωni )C of each Lagrangian cell, exactly where Et is averaged at
each time step. More precisely, Et and s(v) no longer evolve in the required
proportion (14) because of spurious terms of size O(||vni+1 − vni ||2). Clearly,
errors are quite large in a discrete shock profile. Underlining again that (14)
precisely reflects the sensitiveness of shock solutions to the exact dissipation
mechanism, we are led to enforce for validity this generalized jump condition
at the discrete level.

In that aim, let us again emphasize that incriminating averages only take
place in each domain (Ωni )C in the Lagrangian step of the Hybrid method.
Let us relabel (vn+1,=

i )C the resulting prediction. The correction procedure
then naturally takes place as a third step just before the sampling and last
step. We propose to keep unchanged the local averages of the conservative
variables:

(τn+1,−
i )C = (τn+1,=

i )C , (un+1,−
i )C = (un+1,=

i )C ,
(vn+1,−
i )C = (vn+1,=

j )C , (En+1,−
i )C = (En+1,=

i )C ,
(In+1,−
i )C = (In+1,=

i )C , (Wn+1,−
i )C = (Wn+1,=

i )C ,
(22)

and we recalculate ((Et)
n+1,−
i )C as the solution of the next nonlinear algebraic

equation :

((Et)
n+1,−
i )C − (Et)

n+1;�
i =

∑

shock∈Ln
i
<ΥEt ,L

n
i >

∑

shock∈Ln
i
<Υs,Ln

i >

×({s} ((vn+1,−
i )C)− sn+1,�

i )
(23)

where
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(Et)
n+1;�
i = Cl

(

(Et)ni − λl

(

(ρa)L
i+ 1

2
(Et)i+ 1

2
(0+)+

(ρa)R
i− 1

2
(Et)i− 1

2
(0+) + ∆ (R12v)

n
i+ 1

2

))

,
(24)

sn+1,�
i = Cl

(

{s} (vni )− λl

(

(ρa)Li+ 1
2
si− 1

2
(0+) + (ρa)Ri− 1

2
si+ 1

2
(0+)

))

, (25)

with Cl = 1
1−λl∆(ρa)n

i+ 1
2

and λl = ∆t
ρn

i ∆x
. Let underline from (22) that

{s}((vn+1,−
i )C)) in (23) has to be understood as a nonlinear function of solely

((Et)
n+1,−
i )C . Solving (23) gives (wn+1−

i )C = w((vn+1−
i )C). We are then in a

position to apply the last step in the hybrid method : namely, the Eulerian step
with sampling. This concludes the algorithm. Figures (5) and (6) illustrate the
benefit of the correction technique for a Riemann problem with initial data
given below:

ρL = 1, uL = 100, vL = 0.2, pL = 105, RL11 = 104, RL22 = 7.103, RL12 = 5.103,
ρR = 0.9, uR=−100, vR = 0, pR = 105, RR11 =8.103, RR22 =8.103, RR12 = 4.5103.
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Summary. Harten’s interpolatory multiresolution representation of data [2] has
been extended in the case of point-value discretization to include Hermite interpo-
lation by Warming and Beam in [3]. In this work we extend Harten’s framework for
multiresolution analysis to the vector case for cell-averaged data, focusing on Her-
mite interpolatory techniques. Some numerical experiments compare the algorithm
with some well known scalar methods.

1 Introduction

In [4] Warming and Beam introduced a multiresolution analysis based on
Hermite interpolation, within Harten’s point-value multiresolution framework.
Hermite interpolation uses both function and derivative point-values, hence
multiple variables are required at each grid point, leading to the so-called
vector multiresolution. Hermite-type reconstruction techniques allow for an
increase in the order of accuracy of the reconstruction without increasing
the support of the basis functions in the multiscale transformation, which is
important in some applications.

In this paper we extend the construction in [4] to the cell-average frame-
work. The organization of the paper is as follows: in Sect. 2 we briefly describe
the general framework for multiresolution analysis of Harten and the particu-
lar case of discretization by cell-averages. In Sect. 3 we present our extension
of the cell-average framework to the vector case. Finally some numerical ex-
periments and comparisons are described in Sect. 4.

2 Harten’s framework for multiresolution analysis

A multiresolution analysis, as described by Harten (see [3] and references
therein) is defined by a nested sequence of linear vector spaces V k, a sequence
∗ Research supported by EUCO Project HPRN-CT-2002-00286
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of linear decimation operators {Dk−1
k }mk=n+1, with Dk−1

k : V k −→ V k−1,
and a sequence of prediction operators {P kk−1}mk=n+1, P

k
k−1 : V k−1 −→ V k,

satisfying the compatibility condition:

Dk−1
k P kk−1 = IV k−1 . (1)

Given vk ∈ V k, the prediction error is defined as ek = Qkv
k := (IV k −

P kk−1D
k−1
k )vk. Each error vector, ek belongs to N (Dk−1

k ) (the null space of
Dk−1
k ). Let Gk : V k −→ N (Dk−1

k ) be the operator which assigns to each vector
ek ∈ V k the coefficients dk of its representation in terms of a given basis, {µkj },
of N (Dk−1

k ) ⊂ V k, and let Ek be the canonical injection N (Dk−1
k ) ↪→ V k.

These operators verify

GkEk = IN (Dk−1
k ), EkGk = IV k .

The non-redundant information in the error vector is contained in the set
of coefficients {dkj }, called the scale coefficients at level k. We note that vk

and {vk−1, dk} have the same cardinality and contain the same information.
Given vk ∈ V k we evaluate

vk−1 = Dk−1
k vk, dk = Gk(IV k − P kk−1D

k−1
k )vk (2)

and given vk−1 and dk computed by (2) the vector vk is recovered by the
inverse formula vk = P kk−1v

k−1 + Ekd
k.

This gives the equivalence between vk and {vk−1, dk}. By repeating step
(2) for vk−1 one obtains its corresponding decomposition {vk−2, dk−1}, and
iterating this process from k = m to n + 1 we find that a multiresolution
setting {{V k}mk=n, {Dk−1

k }mk=n+1} and a sequence of corresponding predic-
tion operators {P kk−1}mk=n+1 satisfying (1) define an invertible multiresolution
transform.

The decimation and prediction operators can be built from a sequence of
discretization operators Dk : F −→ V k and a sequence of reconstruction oper-
ators Rk : V k −→ F . The reconstruction operators Rk have to be compatible
with Dk, i. e.

DkRk = IV k ,∀k ∈ {n, . . . ,m} (3)

The decimation and prediction operators are thus built via the standard
relations Dk−1

k = Dk−1Rk and P kk−1 = DkRk−1. The compatibility condition
(1) is a consequence of (3).

In Harten’s framework, the discretization process specifies the setting, then
the choice of a reconstruction operator defines a multiresolution transforma-
tion whose properties are closely related to those of the reconstruction. From
the point of view of data-compression applications, accuracy of the recon-
struction is an important feature. Stability of the resulting transformation is
also essential.
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Consider the set of nested dyadic grids defined in [0, 1]:

Xk = {xkj }Jk
j=0, Jk = 2k, xkj = jhk, hk =

1
Jk

, k = n, . . . ,m. (4)

In the case of discretization by cell-averages let f ∈ F = L1([0, 1]) and
consider the set of nested dyadic grids defined by (4). The cell-average dis-
cretization operator Dk : F −→ V k is defined in [3] as follows:

f̄kj := (Dkf)j =
1
hk

∫ xk
j

xk
j−1

f(x)dx, 1 ≤ j ≤ Jk.

The decimation is then computed by:

f̄k−1
j =

1
hk−1

∫ xk−1
j

xk−1
j−1

f(x)dx =
1

2hk

∫ xk
2j

xk
2j−2

f(x)dx =
1
2
(f̄k2j + f̄k2j−1).

Piecewise polynomial reconstructions can be built by considering F (x) =
∫ x

0
f(y)dy ∈ C([0, 1]), the primitive function of f , and its point-value dis-

cretization {F kj }Jk
j=0, F

k
j = F (xkj ). If Ik−1(x, F k−1) is an interpolatory recon-

struction of {F k−1
j } we can obtain a reconstruction operator in the cell-average

setting by defining (Rk−1f
k−1)(x) = d

dxIk−1(x, F k−1). The resulting predic-
tion formulas [2] are:

(P kk−1f̄
k−1)2j−1 =

1
hk

(
Ik−1(xk2j−1, F

k−1)− F k−1
j−1

)
,

(P kk−1f̄
k−1)2j = 2f̄kj − (P kk−1f̄

k−1)2j−1.

(5)

When Ik−1(x, F k−1) is a piecewise polynomial interpolatory function, with
polynomial pieces constructed by Lagrange interpolation, the prediction for-
mulas (5) can be written without explicitly computing the values of F on
Xk−1. See [2] for a more detailed description.

3 Vector multiresolution analysis for cell-averaged data

We extend here the ideas of [4] to the cell-average multiresolution framework.
Recalling ideas from Sect. 2 A way to make such an extension is to apply
the Hermite interpolatory technique to the primitive function F . To carry out
our construction, let us start by considering a function f ∈ C([0, 1]). Then its
primitive function, F (x) =

∫ x

0
f(y)dy, belongs to C1([0, 1]).

The Hermite piecewise polynomial interpolatory reconstruction for F on
the grid Xk, is computed as follows: A polynomial Qkj is computed in each
cell ckj = [xkj−1, x

k
j ] by imposing the conditions:
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Qkj (x
k
j−1) = F (xkj−1), Qk−1

j (xkj ) = F (xkj ),
d

dx
Qkj (x

k
j−1) = F ′(xkj−1),

d

dx
Qkj (x

k
j ) = F ′(xkj ),

(6)

and we define Qk(x) := Qkj (x), ∀x ∈ ckj .
In what follows we describe the multiresolution algorithms that result from

using this piecewise polynomial function in the reconstruction process. The
input data for our vector multiresolution analysis are the cell-averages and
the point values of a function f on a given (fine) mesh. We then consider the
vector discretization operator:

f k := Dkf =
[

{f̄kj }Jk
j=1, {fkj }

Jk
j=0

]

. (7)

where f̄kj = 1
hk

∫ xk
j

xk
j−1

f(x)dx and fkj = f(xkj ).

A compatible, in the sense of (3), reconstruction operator for the discretiza-
tion operator defined in (7) is given in terms of the piecewise polynomial
function Qk defined above, as follows

(Rkf k)(x) =
d

dx
Qk(x). (8)

Notice that the function Qk(x) is constructed using the point-values of the
primitive function (obtained from the cell-average data) and the point-values
of the function itself. We recall that the values F (xkj ) and F ′(xkj ) are related
to the cell-averages and the point-values of the function f(x), respectively,
by F (xkj ) = hk

∑j
l=0 f̄

k
l and F ′(xkj ) = f(xkj ), j = 0, . . . , Jk. Thus, the

polynomial pieces Qk can be constructed from the knowledge of both the
cell-averages and the point-values of f on a given grid.

The compatibility condition DkRk = IV k is a consequence of the following
relations, whose proof is straightforward,

f̄kj =
1
hk

∫ xk
j

xk
j−1

(Rkf k)(x)dx,

(Rkf k)(xkj−1) = f(xkj ), (Rkf k)(xkj ) = f(xkj ).

(9)

In fact the piecewise polynomial reconstruction obtained by imposing the
conditions (9) on the cell-averages and the point-values of f at each sub-
interval is the same reconstruction obtained by imposing the Hermite-type
conditions (6) on the primitive function F at each subinterval and computing
the reconstruction via (8), i.e., conditions (6) and (9) are equivalent.

In Harten’s framework, the multiresolution transformations are perfectly
defined once the discretization and prediction operators have been specified.
The decimation operator corresponding to the discretization in (7) acts on
sequences f k as follows:
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f k−1 = (Dk−1
k f k) =





{

f̄k2j−1 + f̄k2j
2

}Jk−1

j=1

, {fk2j}
Jk−1
j=0



 ,

The corresponding (compatible) prediction operator is built, accordingly,
as P kk−1 = DkRk−1. The prediction operator has two components that we
denote by (P kk−1f

k)1 and (P kk−1f
k)2. A simple calculation leads to:

(P kk−1f
k−1)12j = 2f̄k−1

j − (P kk−1f
k−1)12j−1,

(P kk−1f
k−1)22j = fk−1

j .

Hence, to completely define the multiscale transformations, we only need to
obtain an explicit formula for (P kk−1f

k−1)12j−1 and (P kk−1f
k−1)22j−1, where

(P kk−1f
k−1)12j−1 =

1
hk

∫ xk
2j−1

xk
2j−2

(Rk−1f k−1)(x)dx,

(P kk−1f
k−1)22j−1 = (Rk−1f k−1)(xk2j−1).

In practice one does not need to compute the reconstruction Rk−1f k−1(x)
explicitly and, as in the scalar case, all computations can be carried out with-
out computing the values of the primitive function. In fact, a straightforward
calculation leads to

(P kk−1f
k−1)12j−1 = f̄k−1

j − 1
4
(fk−1
j − fk−1

j−1 ).

(P kk−1f
k)22j−1 =

3
2
f̄k−1
j − 1

4
(fk−1
j + fk−1

j−1 ).
(10)

The direct and inverse multiresolution algorithms are finally as follows:

Direct 




for k = m, . . . , n + 1

f̄k−1
j = f̄k

2j+f̄
k
2j−1

2

fk−1
j = fk2j

(dk
f̄
)j = f̄k2j−1 − f̄k−1

j + 1
4

(
fk2j − fk2j−2

)

(dkf )j = fk2j−1 − 3
2 f̄
k−1
j + 1

4

(
fk2j + fk2j−2

)

end

If f(x) is at least three times differentiable, the reconstruction is third
order accurate. Hence, good compression properties are expected for smooth
functions. In the presence of a singularity, the fact that the reconstruction
technique is compact, implies that the area in which the accuracy of the
reconstruction is lost is reduced to the interval in which the singularity is
located.
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Inverse 




for k = n + 1, . . . ,m
f̄k2j−1 = (dk

f̄
)j + f̄k−1

j − 1
4

(
fk−1
j − fk−1

j−1

)

f̄k2j = 2f̄k−1
j − f̄k2j−1

fk2j−1 = (dkf )j + 3
2 f̄
k−1
j − 1

4

(
fk−1
j + fk−1

j−1

)

fk2j = fk−1
j

end

4 Numerical experiments

Data compression is an important application of multiresolution transforma-
tions. Many scale coefficients are often very small. Setting these to zero leads
to a compressed version of the signal that, after reconstruction, is expected
to provide an accurate approximation to the original data. We will compare
the vector multiresolution algorithm described in Sect. 3 with the same-order,
linear, scalar algorithm based on centered Lagrange interpolation, and a non-
linear scalar algorithm of the same order based on essentially non-oscillatory
(ENO henceforth) interpolation (see [2] for details on these multiscale trans-
formations). The compression procedure used here for the scalar algorithms
is truncation or hard-thresholding. It consists of setting to zero those scale
coefficients whose module is smaller than a prescribed tolerance [3]. In the
vector case we have two sets of scale coefficients. The approach used here to
compress a multiscaled signal consists of setting to zero a pair of scale coeffi-
cients (corresponding to the same spatial location) if their modules are both
below the given tolerance.

Let Tm be the number of nonzero elements of the compressed data. The
compression ratio is defined by:

Cr =
Jm
Tm
≥ 1. (11)

In order to compare the performance of the vector algorithm versus the
scalar algorithms, we start with a sequence of (cell-averaged) data and im-
plement the vector algorithm computing approximations to the point-values
using a nonlinear, ENO-based algorithm applied on the finest grid. The algo-
rithm is developed in [1] for point-value discretized data, and is applied here
to the primitive function. See [1] for further details. This ensures that the
stored, compressed, data will have the same size in all cases.

Our first test function is Harten’s function:

f(x) =






1
2 sin(3πx) if x ≤ 1

3 ,
| sin(4πx)| if 1

3 < x ≤ 2
3 ,

− 1
2 sin(3πx) if x > 2

3 .
(12)
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This function presents two different types of singularities (jump disconti-
nuities and a corner), and is often used as test function for multiresolution
algorithms.

The second test function is the chirp function:

f(x) = sin(απ(x− 0.5)3) (13)

It is a smooth function with high variations at some regions, with which
linear methods often perform very well and nonlinear methods typically ex-
hibit a quite unstable behavior. In our tests we have used α = 64. In Figs. 1
and 2 the dots represent the computed approximation and the solid line rep-
resents the original function.
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Fig. 1. Vector algorithm (left) linear scalar algorithm (center) and ENO scalar
algorithm(right). m = 10, n = 3, Cr = 32 (Jm = 1024, Tm = 32) in all cases. Test
function (12)
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Fig. 2. Vector algorithm (left) linear scalar algorithm (center) and ENO scalar
algorithm(right). m = 10, n = 3, Cr = 32 (Jm = 1024, Tm = 32) in all cases. Test
function (13)

In Fig. 1 we examine the advantages of using the compact reconstruc-
tion of the vector algorithm versus the centered Lagrange interpolation of
the linear algorithm and the ENO algorithm for non-smooth functions such
as (12). Notice that the performance of the vector algorithm is clearly supe-
rior respect to the linear algorithm for high compression ratios: The blurry,
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Gibbs-like effects observed in the signal reconstructed with the linear algo-
rithm are absent in the reconstruction obtained with the vector algorithm.

The vector algorithm also outperforms the scalar ENO algorithm for large
compression ratios. It can be observed that the smooth areas in the signal are
better reconstructed when the vector algorithm is used.

In Fig. 2 we observe that the vector algorithm produces results similar to
the linear method and does not present artifacts as the ENO method does.

Finally, we present in Fig. 3 a plot that display the 2-norm of the difference
between the original signal and the reconstruction from its compressed repre-
sentation against the compression ratio, for each one of the test functions and
algorithms under consideration. We see that the evaluation of performance is
similar for the vector and ENO methods with the first test function, and bet-
ter than the linear method, except for small compression ratios, in which the
three methods have similar behavior. With the second test function the vector
algorithm is competitive against the linear algorithm and clearly outperforms
the ENO method, which has stability problems for high compression ratios.
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Fig. 3. 2-Norm of the error for a given compression ratio. Test functions (12) (left)
and (13) (right). m = 10, n = 3.
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Summary. This work is concerned with the numerical approximation of Cauchy
problems for one-dimensional nonconservative hyperbolic systems, for which it is
assumed that each characteristic field is either genuinely nonlinear or linearly de-
generate. The theory developed by Dal Maso, LeFloch and Murat [1] is used to
define the concept of weak solutions of these systems, giving a sense to nonconser-
vative products as Borel measures, based on the choice of a family of paths in the
phases space. We establish some basic hypotheses concerning this family of paths
which ensure the fulfilling of some good properties for weak solutions. A family of
paths satisfying these hypotheses can be constructed at least for states that are close
enough. In particular, we prove that the choice of such a family allows to write the
Godunov method for a nonconservative system in a simple and general manner. The
previous results are applied to a linear balance law, for which the Godunov method
can be explicitly written and easily implemented.

1 Introduction

This work is concerned with the numerical approximation of Cauchy problems
for one-dimensional nonconservative hyperbolic systems:

Wt +A(W )Wx = 0, x ∈ R, t > 0, (1)

where W (x, t) belongs to Ω, an open convex subset of R
N , and W ∈ Ω 
→

A(W ) ∈ MN (R) is a smooth locally bounded map. We suppose that system
(1) is strictly hyperbolic, that is, for each W ∈ Ω the matrix A(W ) has N
real distinct eigenvalues λ1(W ) < · · · < λN (W ), with associated eigenvec-
tors R1(W ), . . . , RN (W ). We also suppose that for each i = 1, . . . , N , the
characteristic field Ri(W ) is either genuinely nonlinear or linearly degenerate.
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In general, the nonconservative product A(W )Wx does not make sense as
a distribution. After the theory developed by Dal Maso, LeFloch and Murat
([2]) it is possible to give a definition of weak solutions associated to the choice
of a family of paths in Ω. A family of paths in Ω is a locally Lipschitz map
Φ : [0, 1]×Ω ×Ω → Ω which satisfies

Φ(0;WL,WR) = WL and Φ(1;WL,WR) = WR, for any WL,WR ∈ Ω,

together with certain smoothness hypotheses. Once a family of paths Φ has
been chosen, the nonconservative product A(W )Wx can be interpreted as
a Borel measure for W ∈ (L∞(R × R

+) ∩ BV (R × R
+))N , denoted by

[A(W )Wx]Φ. A function W ∈ (L∞(R×R
+)∩BV (R×R

+))N which is piecewise
C1 is said to be a weak solution of (1) if it satisfies the equality

Wt + [A(W )Wx]Φ = 0.

When no confusion arises, the dependency on Φ will be dropped.
Across a discontinuity, a weak solution must satisfy the generalized Rankine-

Hugoniot condition:
∫ 1

0

(
σI − A(Φ(s;W−,W+))

)∂Φ

∂s
(s;W−,W+) ds = 0, (2)

where σ is the speed of propagation of the discontinuity, I is the identity
matrix, and W− and W+ are the left and right limits of the solution at the
discontinuity.

In the particular case of a system of conservation laws, that is, when A(W )
is the Jacobian matrix of some flux function F (W ), the definition of the
nonconservative product as a Borel measure does not depend on the choice of
paths, and the generalized Rankine-Hugoniot condition reduces to the usual
one.

As it occurs in the conservative case, not any discontinuity is admissible.
Therefore, we must also assume a concept of entropic solution, as the one due
to Lax or one related to an entropy pair.

Once a notion of entropy is chosen the theory of simple waves of hyper-
bolic systems of conservation laws and the results concerning the solutions of
Riemann problems can be extended to systems of the form (1).

The choice of the family of paths is important because it determines the
speed of propagation of shocks. The simplest choice is given by the family
of segments, that corresponds to the definition of nonconservative products
proposed by Volpert ([7]). In practical applications, it has to be based on
the physical background of the problem. Even if the family of paths can be
chosen arbitrarily, it is natural from the mathematical point of view to re-
quire this family to satisfy some hypotheses concerning the relation of the
paths with the integral curves of the characteristic fields. The first goal of
this paper is to establish three basic hypotheses of this nature. This is done
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in Section 2 where we show that, when these hypotheses are satisfied, there
is a strong relation between the path linking two close states and the total
Borel measure associated to the solution of the Riemann problem having these
states as initial condition. A family of paths satisfying these hypotheses can
always be constructed at least for states that are near enough in a sense to
be determined.

In this work we are concerned with Godunov’s methods for systems of the
form (1). In Section 3 we show that, when the family of paths satisfies the
above mentioned hypotheses, these methods can be written under a natural
form that generalizes the classical expression of the Godunov method for
systems of conservation laws.

In order to verify in practice the properties of Godunov’s methods, in
Section 5 a linear balance law is considered, i.e. a system

Wt + AWx = CW
dσ

dx
, (3)

where A is a diagonalizable and regular matrix. For this particular case, a
Godunov method based on a family of paths satisfing the basic hypotheses
(at least for close states) can be explicitly written and easily implemented.

The complete proofs of the results presented here and more details can be
found in [6].

2 Choice of paths

The choice of the family of paths Φ is important in the definition of weak solu-
tions of system (1) because it determines the speed of propagation of shocks.
We will suppose that the family of paths satisfies the following hypotheses:

(H1)Given two states WL and WR belonging to the same integral curve γ of
a linearly degenerate field, the path Φ(·;WL,WR) is a parametrization of
the arc of γ linking WL and WR.

(H2)Given two states WL and WR belonging to the same integral curve γ of
a genuinely nonlinear field, Ri, and such that λi(WL) < λi(WR), the path
Φ(·;WL,WR) is a parametrization of the arc of γ linking WL and WR.

(H3)Let us denote by RP ⊂ Ω ×Ω the set of pairs (WL,WR) such that the
Riemann problem






Wt +A(W )Wx = 0,

W (x, 0) =

{

WL if x < 0,
WR if x > 0,

(4)

has a unique self-similar weak solution composed by at most N simple
waves (i.e. entropic shocks, contact discontinuities or rarefaction waves)
connecting J + 1 intermediate constant states
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W0 = WL, W1, . . . ,WJ−1, WJ = WR,

with J ≤ N . Then, given (WL,WR) ∈ RP, the curve described by the
path Φ(·;WL,WR) in Ω is equal to the union of those corresponding to
the paths Φ(·;Wj−1,Wj), j = 1, . . . , J .

These hypotheses allow to prove the three following properties:

Proposition 1. Let us assume that the concept of weak solutions of (1) is
defined on the basis of a family of paths satisfying hypotheses (H1)-(H3). Then:

(i) Given two states WL and WR belonging to the same integral curve of a
linearly degenerate field, the contact discontinuity given by

W (x, t) =

{

WL if x < σt,

WR if x > σt,

where σ is the (constant) value of the corresponding eigenvalue through the
integral curve, is an entropic weak solution of (1).

(ii)Let (WL,WR) be a pair belonging to RP and let W be the solution of the
Riemann problem (4). The following equality holds for every t > 0:

〈A(W (·, t))Wx(·, t), 1〉 =
∫ 1

0

A(Φ(s;WL,WR))
∂Φ

∂s
(s;WL,WR) ds.

Consequently, the total mass of the Borel measure A(W (·, t))Wx(·, t) does
not depend on t.

(iii)Let (WL,WR) be a pair belonging to RP and Wj any of the intermediate
states involved by the solution of the Riemann problem (4). Then:

∫ 1

0

A(Φ(s;WL,WR))
∂Φ

∂s
(s;WL,WR) ds

=
∫ 1

0

A(Φ(s;WL,Wj))
∂Φ

∂s
(s;WL,Wj) ds

+
∫ 1

0

A(Φ(s;Wj ,WR))
∂Φ

∂s
(s;Wj ,WR) ds.

Notice that the mass associated to a stationary shock wave or contact
discontinuity (that is, σ = 0) is equal to zero (see (2)).

A general procedure to construct a family of paths satisfying hypothe-
ses (H1)-(H3), at least for the class RP, can be given, extending the theory
of simples waves of hyperbolic systems of conservation laws and the results
concerning the solutions of Riemann problems to hyperbolic nonconservative
systems.
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3 Godunov’s method

We consider system (1) under the conditions stated in Section 1, with initial
condition W (x, 0) = W0(x), x ∈ R. We assume that the family of paths Φ
used in the definition of the nonconservative product A(W )Wx satisfies the
hypotheses (H1)-(H3).

For the discretization of the system, computing cells Ii = [xi−1/2, xi+1/2]
are considered. For simplicity, we suppose that these cells have constant size
∆x and that xi+ 1

2
= i∆x. Define xi = (i − 1/2)∆x, the center of the cell Ii.

Let ∆t be the constant time step and define tn = n∆t.
We denote by Wn

i the approximation of the cell averages of the exact
solution provided by the numerical scheme:

Wn
i
∼= 1

∆x

∫ xi+1/2

xi−1/2

W (x, tn) dx.

Suppose that the averages Wn
i at time t = tn are known. As it is usual in

Godunov-type methods, we approximate the solution at time tn+1 by

Wn+1
i =

1
∆x

(∫ xi

xi−1/2

W i−1/2(x, tn+1) dx +
∫ xi+1/2

xi

W i+1/2(x, tn+1) dx
)

,

where W i+1/2 is the solution of the Riemann problem linking the states Wn
i

and Wn
i+1 at the intercell x = xi+1/2.

If a CFL-1/2 condition is assumed we obtain the following expression for
the Godunov method:

Wn+1
i = Wn

i −
∆t

∆x

(∫ 1

0

A(Φ(s,Wn
i−1/2,W

n
i ))

∂Φ

∂s
(s;Wn

i−1/2,W
n
i ) ds

+
∫ 1

0

A(Φ(s;Wn
i ,W

n
i+1/2))

∂Φ

∂s
(s;Wn

i ,W
n
i+1/2) ds

)

, (5)

where Wn
i+1/2 is the constant value of W i+1/2 at the intercell x = xi+1/2.

Notice that W i+1/2 could be discontinuous at x = xi+1/2. In that case, the
discontinuity at x = xi+1/2 has to be stationary and therefore the mass asso-
ciated to the corresponding jump is zero. Thus, in the scheme we can replace
Wn
i+1/2 either by the limit of W i+1/2 to the left, Wn,−

i+1/2, or to the right of

xi+1/2, W
n,+
i+1/2. As in the case of system of conservation laws, a CFL-1 con-

dition is used in practice, as this condition ensures the linear stability of the
method.

This method is well-balanced, i.e., it solves correctly steady state solutions
(see [5] for more details).
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4 Application to linear balance laws

We consider now system (3), where W ∈ Ω ⊂ R
N , A,C ∈ MN (R) and σ(x)

is a known function. This system can be interpreted as a linear system of
conservation laws with source term.

Assume that the system is strictly hyperbolic, that is, the matrix A has N
real distinct eigenvalues λ1 < · · · < λN , and let R1, . . . , RN be the associate
eigenvectors.

If we add to the system (3) the trivial equation

∂σ

∂t
= 0

we obtain the following system in nonconservative form:

W̃t + Ã(W̃ )W̃x = 0, (6)

where W̃ is the augmented vector

W̃ =
[
W
σ

]

and the block structure of Ã(W̃ ) is given by

Ã(W̃ ) =
[
A −CW
0 0

]

.

Assume that the eigenvalues λi of the matrix A satisfy λi 	= 0, i =
1, . . . , N . Then, for every W̃ , Ã(W̃ ) has N + 1 real distinct eigenvalues
λ1, . . . , λN , λ∗ = 0, with associated eigenvectors R̃1(W̃ ), . . . , R̃N (W̃ ), R̃∗(W̃ )
given by

R̃i(W̃ ) =
[
Ri
0

]

, i = 1, . . . , N ; R̃∗(W̃ ) =
[
A−1CW

1

]

.

All the fields are linearly degenerate and their integral curves can be easily
obtained.

In order to make a choice of paths, first, hypothesis (H1) is used in order
to define the path linking two states belonging to the same integral curve of
the characteristic fields. Next, given two arbitrary states W̃L and W̃R, where

W̃L =
[
WL

σL

]

, W̃R =
[
WR

σR

]

,

we consider the Riemann problem
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




W̃t + Ã(W̃ )W̃x = 0,

W̃ (x, 0) =

{

W̃L if x < 0,
W̃R if x > 0.

(7)

When this problem has a unique solution consisting of at most N +2 interme-
diate states linked by contact discontinuities, hypothesis (H3) is used in order
to define the path linking the states W̃L and W̃R. Concerning the existence
and uniqueness of problem (7), we can prove that, for [σ] = σR − σL small
enough, the Riemann problem (7) has a unique solution consisting of at most
N + 2 intermediate states linked by contact discontinuities.

If we consider system (3) with initial condition W (x, 0) = W0(x), or equiv-
alenty, system (6) with initial condition W̃ (x, 0) = W̃0(x), x ∈ R, where

W̃0 =
[
W0

σ

]

,

it can be proved that the Godunov method can be written under the form

W̃n+1
i = W̃n

i −
∆t

∆x

(
F̃−
i+1/2 − F̃+

i−1/2

)
, (8)

where

F̃±
i+1/2 =

[
F±
i+1/2

0

]

,

with

F−
i+1/2 = A

I∑

j=1

s
i+1/2
j Rj , F+

i+1/2 = −A
N∑

j=I+1

s
i+1/2
j Rj ,

being I the maximum value of i for which λi < 0, and s
i+1/2
j , j = 1, . . . , N ,

the solutions of

Wn
i+1 − eA

−1C(σi+1−σi)Wn
i = eA

−1C(σi+1−σi)
I∑

j=1

s
i+1/2
j Rj +

N∑

j=I+1

s
i+1/2
j Rj ,

(9)
provided that there exists a unique solution of this linear system.

Some numerical experiments have been designed to compare Godunov’s
method with the Q-scheme of Roe upwinding the source term introduced
in [1] for general systems of balance laws. In particular, we have considered
the scalar equation

ut + aux = cσ′(x)u (10)

with discontinuous data
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σ(x) =

{

−1 if x < 0,
1 if x > 0,

(11)

and initial condition

u(x, 0) =

{

0.5 if x < 0,
−0.5 if x > 0,

(12)

in the interval −1 < x < 1 with ∆x = 0.02, CFL=1, a = 2 and c = 1.
As it can be observed in Figure 1, the Godunov scheme captures the solution
exactly, while the Q-scheme of Roe produces an incorrect jump. If we consider
regular data σ, both methods approximate correctly the solution, although the
Godunov scheme produces more precise results.

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6
Godunov
Roe
exact

Fig. 1. Solution of problem (10) with initial condition (12) at time t = 0.4. Com-
parison between Godunov’s method, Roe’s method and the exact solution.
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Sequential Flux-Corrected Remapping for ALE
Methods
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Summary. A new FCT-based algorithm is presented for conservative, local bounds
preserving interpolations, necessary in the remapping step of Arbitrary Lagrangian-
Eulerian (ALE) simulations. To avoid overrestriction of high-order fluxes, caused by
separate processing of variables, the method incorporates particular conservation
laws incrementally. Contrary to popular a posteriori correction methods, it utilizes
physical information about the modeled process already during the remapping step.
Moreover, extension to multiple dimensions is trivial.

1 Introduction

Many numerical methods for fluid dynamics are based on a combination of
high-order schemes in smooth regions of the solution with low-order schemes
near discontinuities. One of the simplest is the Flux-Corrected Transport
(FCT), proposed by Boris and Book [1], as a way to combine the high-order
and low-order fluxes for each cell interface separately, without creating new
local extrema or amplifying the existing ones. Later, Zalesak [2] suggested a
modification which improves the resolution of peaks and proposed a formal-
ism for simple and straightforward extension to multiple dimensions. Recently,
Schär and Smolarkiewicz [3] introduced an iterative version improving espe-
cially extrema in smooth solutions. A good review of evolution and state of the
art of the FCT-based methods can be found in [4], together with references to
several implementations for systems of conservation laws. Most of the current
approaches either treat each state variable separately and adjust the limiters
a posteriori, or do not consider all conservation laws.

Our motivation was to develop a FCT-based algorithm for conservative, lo-
cal bounds preserving interpolations, necessary in the remapping step of ALE
methods [5]. Because of our application, we prefer to call the family of methods
Flux-Corrected Remapping (FCR). To avoid unnecessary restriction of high-
order fluxes, our method processes the conservation laws incrementally (first
mass, then momentum and finally total energy), always using results from the
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(a)

w

x x

q

(b)

Fig. 1. (a): Discretization of initial condition (curve). Cell-centered values on the old
mesh (dashed line, circles) and the new mesh (solid line, cross markers). (b): Local
bounds for new values given by range of old values in the immediate neighborhood

previous step. Instead of a posteriori correction, we impose the constraints to
keep certain variables in local bounds already during the remapping phase.
For simplicity, the method will be presented in 1D, but it will be shown, that
it is very easily extensible to multiple dimensions, since many of the FCR
formulas are independent on dimension and mesh structure.

Let us denote the conservative variables, that is mass, momentum and total
energy as W = {m,µ,E} and their distributions w =

{
ρ, ρu, ρε + ρu2/2

}

where ε is the specific internal energy. On the old mesh, the cell-related values
are given either by discretization of the initial condition, or from the previous
time step (see Fig. 1(a)). Then the mesh changes and our aim is to remap
the values onto the new mesh so, that the accuracy is as high as possible, the
variables W stay conservative, and selected variables stay in local bounds. To
make the method conservative by default, we use the update step which can
be written in the flux form

W new
i+ 1

2
= W old

i+ 1
2

+ FWi+1 − FWi . (1)

As usual, the numerical intercell fluxes will be approximated by reconstruction
of the discrete values by some piecewise polynomial function which is then
integrated over the swept regions given by difference of the old and new mesh.
Using polynomials of first or higher order without further correction may lead
to violation of local bounds. As for the last requirement, we want to constrain
density, velocity and specific internal energy q = {ρ, u, ε}, so that their cell-
based values stay inside local bounds

[
qmin, qmax

]
defined by minimal resp.

maximal old value in the immediate neigborhood, that is in 1D

min
k∈{i− 1

2 ,i+
1
2 ,i+

3
2}

qold
k

def.
= qmin

i+ 1
2
≤ qnew

i+ 1
2
≤ qmax

i+ 1
2

def.
= max

k∈{i− 1
2 ,i+

1
2 ,i+

3
2}

qold
k . (2)

The range of possible new values given by this definition is shown in Fig. 1(b).
One of the possibilities to treat overshoots and undershoots caused by high-

order fluxes is the a posteriori Repair technique [6], which redistributes them
to the immediately neighboring cells. If there is not enough space available, the
stencil is increased and checked again, etc. For scalar quantities, this method
is guaranteed to work and practical implementation has been presented for
general unstructured meshes in 2D and 3D [7]. The repair techniques have
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been improved in [8, 9]. However, all versions of the repair method correct the
results a posteriori, simply redistributing the quantities to nearest available
cells. Our intention is to utilize data about physical behavior of the system.

2 Sequential FCR method

2.1 FCT-based approach for density

Like many methods, FCR combines the low-order and high-order schemes
WL
i+1/2 = W old

i+1/2 +FW,Li+1 −FW,Li , WH
i+1/2 = W old

i+1/2 +FW,Hi+1 −FW,Hi according
to local smoothness. Suppose we have a low-order flux FW,L which preserves
local bounds by default (for example the donor defined by piecewise constant
reconstruction). We start with this flux and then try to approach to the higher-
order flux FW,H as close as possible without violating the local bounds. This
is done by adding to each intercell flux some portion of the difference of high-
order and low-order fluxes dFWi , referred to as antidiffusive flux. The amount
of used antidiffusive flux is triggered by limiter 0 ≤ CWi ≤ 1. To summarize,
the FCR flux has the form

FW,FCR
i = FL

i + CWi

(

FW,Hi − FW,Li

)

= FL
i + CWi dFWi (3)

Clearly, the updated value is always in bounds for C = 0, which corresponds
to the low-order flux. But to achieve higher accuracy, one wants to move C as
close to 1 as possible. Since the algorithm proceeds interface by interface, the
method is local and very simple. Due to its construction, the FCR method
follows the high-order result on smooth regions of the solution, but approaches
to the (diffusive) low-order result near singularities to avoid violation of local
bounds.

Let us first describe the method for density, which exactly follows the
original FCT approach [1] as it was modified by Zalesak [2]. Multiplying the
constraints (2) for density ρ by cell volumes, we have an equivalent require-
ment for mass, which can be expressed in the the flux form (1) as

mmin
i+ 1

2
≤ mL

i+ 1
2

+
(
Cmi+1dF

m
i+1 − Cmi dFmi

)
≤ mmax

i+ 1
2
. (4)

Defining the maximum available space for mass change Qm,+i+1/2 = mmax
i+1/2 −

mL
i+1/2, Q

m,−
i+1/2 = mL

i+1/2 −mmin
i+1/2 (note that both parameters are nonneg-

ative), we can formulate the task in the following way: Find such limited
antidiffusive fluxes dF , that

−Qm,−
i+ 1

2
≤ Cmi+1dF

m
i+1 − Cmi+1dF

m
i ≤ Qm,+

i+ 1
2

(5)

Now we define signed fluxes, where positive sign means mass incoming to cell
i + 1/2 and negative sign means outgoing mass: Φmi,i−1/2 = dFmi , Φmi,i+1/2 =
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−dFmi+1 If we suppose that Cmi = 1 for all i, then the constraint (5) can be
written as

−Qm,−
i+ 1

2
≤
∑

k
Φmk,i+ 1

2
≤ Qm,+

i+ 1
2

(6)

where k goes over all faces of cell i+1/2, in our 1D case k ∈ {i, i+1/2}. Note,
that this formula is the same in any dimension and with any mesh topology.
With this trick, a substantial part of the following computation becomes inde-
pendent on mesh geometry details. This is one of the best properties of FCR.
In the next step, we collect all incoming and all outgoing fluxes for cell i+1/2:

Pm,+
i+ 1

2
=
∑

k
max

(

Φmk,i+ 1
2
, 0
)

, Pm,−
i+ 1

2
= −

∑

k
min

(

Φmk,i+ 1
2
, 0
)

(7)

where the sum goes over all faces of the cell, that is in our 1D case k ∈ {i, i+1}.
Now the constraint (6) becomes

−Qm,−
i+ 1

2
≤ Pm,+

i+ 1
2
− Pm,−

i+ 1
2
≤ Qm,+

i+ 1
2

(8)

Note that (8) is equivalent to (5) only if Cmi = 1 for all i, that is if the pure
high-order fluxes do not violate any bounds. If it is not the case, we have to
restrict the flux totals in (8) by additional parameters 0 ≤ Rm,±i+1/2 ≤ 1 to keep
the values inside:

−Qm,−
i+ 1

2
≤ Rm,+

i+ 1
2
Pm,+
i+ 1

2
−Rm,−

i+ 1
2

Pm,−
i+ 1

2
≤ Qm,+

i+ 1
2

(9)

We suppose the worst case scenario and thus require that two inequalities

Qm,−
i+ 1

2
≥ Rm,−

i+ 1
2
Pm,−
i+ 1

2
, Qm,+

i+ 1
2
≥ Rm,+

i+ 1
2
Pm,+
i+ 1

2
(10)

hold, which imply satisfaction of (9). These inequalities (with equality for
nonzero P ’s) hold if we define Rm,−i+1/2 and Rm,+i+1/2 by

Rm,±
i+ 1

2
= Qm,±

i+ 1
2
/Pm,±
i+ 1

2
if Pm,±

i+ 1
2

> 0, Rm,±
i+ 1

2
= 1 if Pm,±

i+ 1
2

= 0 (11)

For a given interface i, we have four constraints, two from each connected cell:
One to avoid overshoot in density (Rm,+) and another to avoid undershoot
(Rm,−). However, since it does not make sense to use all of them, the defi-
nition of limiter uses only the two active ones, according to direction of the
antidiffusive flux:

Cmi = min
(

Rm,−
i− 1

2
, Rm,+
i+ 1

2
, 1
)

if dFmi ≤ 0, min
(

Rm,+
i− 1

2
, Rm,−
i+ 1

2
, 1
)

else (12)
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2.2 Extension to systems of conservation laws

Now we want to constrain also velocity and internal energy by restricting
intercell fluxes of momentum and total energy. From Sect. 2.1 we know, that
density stays in bounds, if the mass flux limiters Cmi satisfy 0 ≤ Cmi ≤
Cmi with Cmi given by (12). One of the simplest ways to keep density in
bounds is to continue with restricted antidiffusive fluxes Cmi dFmi instead of the
unrestricted dFmi and compute factors 0 ≤ Cµi ≤ 1, that velocity is in bounds
for Fm,Li + Cµi C

m
i dFmi and Fµ,Li + Cµi dF

µ
i . Note, that since Cµi C

m
i ≤ Cmi ,

density constraints are satisfied automatically and we do not need to care
about them anymore. Similarly, we find such factors 0 ≤ CEi ≤ 1, that internal
energy is in bounds for

Fm,FCR
i = Fm,Li + CEi Cµi Cmi dFmi , Fµ,FCR

i = Fµ,Li + CEi Cµi dF
µ
i ,

FE,FCR
i = FE,Li + CEi dF

E
i . (13)

This corresponds to the FCR notation (3) with limiters CEi = CEi , Cµi =
CEi Cµi and Cmi = CEi Cµi Cmi .

2.3 Sequential FCR: velocity constraints

Let us now require preservation of local bounds for velocity. The constraints
given by (2) and expressed in terms of conservative FCR values are umin

i+1/2 ≤
µFCR
i+1/2/m

FCR
i+1/2 ≤ umax

i+1/2 and, using the fluxes (13), we have

umin
i+ 1

2
≤

µL
i+ 1

2
+
(

Cµi+1dF
µ
i+1 − Cµi dF

µ
i

)

mL
i+ 1

2
+
(

Cµi+1 Cmi+1 dFmi+1 − Cµi Cmi dFmi

) ≤ umax
i+ 1

2
(14)

Let us recall that local bounds for density (4) are preserved automatically due
to multiplication of Cµi by Cmi computed in (12), which i.a. implies positive
denominator in (14). In this section, we are looking for Cµi . Using the same
logic as in the density case above and using definitions

Qµ,−
i+ 1

2
= µL

i+ 1
2
− umin

i+ 1
2
mL
i+ 1

2
, Qµ,+

i+ 1
2

= umax
i+ 1

2
mL
i+ 1

2
− µL

i+ 1
2
, (15)

Φ̃u
min

i,i± 1
2

= ∓
(

dFµi − umin
i+ 1

2
dFmi

)

, Φ̃u
max

i,i± 1
2

= ∓
(

dFµi − umax
i+ 1

2
dFmi

)

, (16)

Pµ,−
i+ 1

2
= −

∑

k
min

(

Φ̃u
min

k,i+ 1
2
, 0
)

, Pµ,+
i+ 1

2
=
∑

k
max

(

Φ̃u
max

k,i+ 1
2
, 0
)

, (17)

with k going over all faces of the cell (k ∈ {i, i + 1} in 1D), then in the
worst case scenario the sufficient condition for constraints (14) has the form
(10) with all m in superscript replaced by µ and can be fulfilled by definition



676 Pavel Váchal and Richard Liska

of Rµ,± analogous to (11). For each interface, this defines four velocity con-
straints, two for each connected cell. Out of these, we need to select the active
ones, since we do not want to impose the constraints which cannot technically
be violated. Unlike the simple density case, where only zero or two of the
constraints were necessary (according to sign of dFmi , see (12)), now up to
all four constraints can be needed and thus the following algorithm is to be
carried out:

1. Start with Cµi = 1.
2. For the first connected cell (k = i− 1/2 in 1D)

• If Φ̃u
min

i,k < 0, activate undershoot constr.: set Cµi = min
(

Cµi , R
µ,−
k

)

• If Φ̃u
max

i,k > 0, activate overshoot constr.: set Cµi = min
(

Cµi , R
µ,+
k

)

3. Repeat Step 2 for the other connected cell (k = i + 1/2 in 1D)

2.4 Constraining internal energy in sequential FCR

Finally, let us treat local bounds for internal energy. The constraints given by
(2) in cell i + 1/2 are

εmin
i+ 1

2
≤

EFCR

i+ 1
2
− 1

2
(
µFCR
i+ 1

2

)2
/mFCR

i+ 1
2


 / mFCR

i+ 1
2
≤ εmax

i+ 1
2

(18)

We now use the antidiffusive mass and momentum fluxes, which have been
already restricted in Sects. 2.1 and 2.3. Thus we are looking for limiters CEi to
get restricted fluxes in the form (13). Let us again define signed antidiffusive
fluxes and their totals

Φ̃mi,i± 1
2

= ∓Cµi Cmi dFmi , Φ̃µi,± 1
2

= ∓Cµi dFµi , Φ̃Ei,± 1
2

= ∓dFEi , (19)

PW,+
i+ 1

2
=
∑

k
max

(

Φ̃Wk,i+ 1
2
, 0
)

, PW,−
i+ 1

2
= −

∑

k
min

(

Φ̃Wk,i+ 1
2
, 0
)

(20)

where W = (m,µ,E) and in 1D case k ∈ {i, i + 1}. Considering for example
the left inequality of (18), we are looking for such 0 ≤ REi+1/2 ≤ 1, that
satisfies even the worst scenario given by

[

EL
i+ 1

2
−REi+ 1

2
PE,−
i+ 1

2

]

≥
[

mL
i+ 1

2
+ REi+ 1

2
Pm,+
i+ 1

2

]

εmin
i+ 1

2
+

1
2

[

µL
i+ 1

2
+ RE

i+ 1
2
Pµ
i+ 1

2

]2

[

mL
i+ 1

2
−RE

i+ 1
2
Pm,−
i+ 1

2

]

(21)
where

Pµ
i+ 1

2
=






Pµ,+
i+ 1

2
if
(

µL
i+ 1

2
+ RE

i+ 1
2
Pµ,+
i+ 1

2

)2

≥
(

µL
i+ 1

2
−RE

i+ 1
2
Pµ,−
i+ 1

2

)2

−Pµ,−
i+ 1

2
if
(

µL
i+ 1

2
+ RE

i+ 1
2
Pµ,+
i+ 1

2

)2

<
(

µL
i+ 1

2
−RE

i+ 1
2
Pµ,−
i+ 1

2

)2 (22)
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In the last term, we need to distinguish two cases, since momentum value
in numerator can be positive as well as negative and thus its squared value
can be maximized in two ways. Since all low-order values {m,µ,E}L, all flux
totals P {m,µ,E},± and internal energy bound εmin are known, relation (21) is a
pair of quadratic inequalities with fixed coefficient w.r.t. REi+1/2, each of them
corresponding to one line of (22). In practice, the only difference caused by
this nonlinearity is, that in the space of CEi , we deal with a union of intervals
rather than with a single interval to satisfy each of the (up to four) active
constraints.

3 Numerical examples

To show properties of the FCR method, let us now present results of three
cyclic remapping tests from [10]. In each test, we start on an equidistant grid
(k = 0) of n nodes with cell-centered values of the state variables. Then we
generate a new mesh (k = 1) with node positions slightly changed according
to certain periodic function of k and remap the state variables onto this new
mesh. After kmax such remaps, the nodes return to the original locations and
we evaluate the error of the result w.r.t. the original profile. Convergence
properties have been tested using various resolutions given by n and kmax. In
all tests, FL was computed from piecewise constant reconstruction and FH

from piecewise linear extrapolation of the cell centered finite differences.
In Test 1, (ρ, u, ε) are given by (8, 1, 0.1) for 0 ≤ x ≤ 0.5 and (1, 0, 1.5)

for 0.5 ≤ x ≤ 1. Test 2 is the popular exponential shock. Results after 1280
remaps on 257 grid nodes are shown in Fig. 2(a) for Test 1 and (b) for Test
2. Obviously, the high-order scheme resolves the discontinuities much better
than the low-order one, but produces overshoots and undershoots in variables
q. The FCR results closely follow the high-order solution, but avoid the un-
wanted oscillations. The accuracy of repaired high-order scheme and FCR is
approximately the same and about twice the precision of repaired MinMod.
Finally, an additional check on the smooth region in the left part of Test 2
confirmed, that if the high-order flux produces no overshoots or undershoots,
then the limiters CWi = 1 for all variables W and all interfaces i, and therefore
the FCR results are identical to the high-order results.

Generally, we found that in such simple tests the accuracy of FCR and
repaired high-order scheme does not differ substantially. However there are
cases where repair can fail for internal energy, while FCR is guaranteed to
work always (giving low-order scheme in worst case). Also, differences should
appear for more physical problems, where repair distributes the overshoots or
undershoots “blindly” to all directions.
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Fig. 2. Results for (a) Test 1 and (a) Test 2. n = 257, kmax = 1280
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Summary. In this paper we propose and test a new non-affine concept of hier-
archic higher-order finite elements (hp-FEM) suitable for symmetric linear elliptic
problems. The energetic inner product induced by the elliptic operator is used to
construct partially orthonormal shape functions which automatically eliminate all
internal degrees of freedom from the stiffness matrix. The stiffness matrix becomes
smaller and better-conditioned compared to standard types of higher-order shape
functions. The orthonormalization algorithm is elementwise local and therefore eas-
ily parallelizable. The procedure is extendable to nonsymmetric elliptic problems.
Numerical examples including performance comparisons to other popular sets of
higher-order shape functions are presented.

1 Introduction and historical remarks

Hierarchic higher-order finite element methods (hp-FEM) are increasingly
popular in computational engineering and science for their excellent approx-
imation properties and the potential of reducing the size of finite element
models significantly. The resulting discrete problems usually are much smaller
compared to standard lowest-order FEM, but they may exhibit rather high
condition numbers unless quality higher-order shape functions are used.

The concept of the p-FEM as well as the historically first hierarchic higher-
order shape functions were introduced by A.G. Peano in the group of B. Szabó
[3] in the mid-1970s. The strong dependence of the condition number of the
stiffness and mass matrices on the choice of higher-order shape functions was
discovered later, after more advanced p-FEM and hp-FEM computations were
performed [2]. In 2001, an affine-equivalent family of well-conditioned hierar-
chic finite elements based on integrated Legendre polynomials was proposed
by M. Ainsworth and J. Coyle [1].
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In this paper we show that the affine concept of finite elements is an ob-
stacle on the way to optimal higher-order shape functions. To obtain optimal
shape functions, finite elements have to be constructed in the physical mesh.

2 Preliminaries

Let Ω ⊂ R
2 be an open bounded connected set with a piecewise-linear bound-

ary. The weak formulation of a general symmetric linear elliptic problem in
Ω reads: Find u ∈ V such that

a(u, v) = l(v) for all v ∈ V, (1)

where V is a suitable Sobolev space and l ∈ V ′. The symmetric V -elliptic
bilinear form a : V × V → R defines an energetic inner product on V × V ,

(u, v)e = a(u, v) for all u, v ∈ V. (2)

Let the domain Ω be covered with a triangular finite element mesh Th,p =
{K1,K2, . . . ,KM}, where every element Ki is equipped with a polynomial de-
gree pi = p(Ki) ≥ 1. Let Vh,p ⊂ V be the corresponding piecewise-polynomial
finite element space with a basis B = {v1, v2, . . . , vN}.

The discrete counterpart of (1) reads: Find uh,p ∈ Vh,p such that

a(uh,p, vh,p) = l(vh,p) for all vh,p ∈ Vh,p. (3)

Using the basis B, (3) translates into a system of N linear algebraic equations
of the form SY = F where S is the stiffness matrix, F is the load vector and
Y is the vector of unknown expansion coefficients of the approximate solution
uh,p to the basis B. The stiffness matrix S has the form S = {sij}Ni,j=1,
sij = a(vj , vi). If the basis B was orthonormal under the energetic inner
product (2), then S would be the identity matrix. However, it is not possible
to construct an orthonormal basis in the space Vh,p that at the same time
would have local and hierarchic structure required by the hp-FEM [4].

The hierarchic basis of the space Vh,p consists of vertex, edge and bub-
ble functions. Typically, these basis functions are constructed by means of
hierarchic shape functions defined on a suitable triangular reference domain
and suitable affine reference maps (an affine concept). There are three types
of hierarchic shape functions for triangular elements, which are depicted in
Fig. 1.

The corresponding hierarchic structure of the basis functions splits the
finite element space Vh,p into a direct sum Vh,p = VV ⊕VE ⊕VB . At the same
time, it induces a block structure of the stiffness matrix S shown in Fig. 2.

In Fig. 2, the VV-block contains the products of vertex basis functions
with vertex test functions, the VE-block contains vertex-edge products, etc.
For symmetric problems the VV-, EE-, and BB-blocks are symmetric, and it
holds VE = EVT , VB = BVT , and EB = BET .
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Fig. 1. Hierarchic structure of higher-order shape functions: Vertex, Edge and Bub-
ble functions.

EV

VV VB

EE EB

BBBEBV

VE

Fig. 2. Typical block structure of the stiffness matrices in the hp-FEM.

3 Numerical example

For illustration, let us consider an electrostatics problem defined in [5] (Para-
graph B.2.6, Example 3). The problem is discretized via the hp-FEM. Fig. 3
shows the sparsity structure of the corresponding stiffness matrix with nz=
1010464 nonzero entries.

The left part of Fig. 3 makes a false impression that the BB-block is
diagonal. In reality this block only is block-diagonal, as shown in the right part.
The kth block on the diagonal of the BB-block has the size (pk− 1)(pk− 2)/2
and it contains all bubble-bubble products on the element Kk. In general,
these blocks are dense for linear elliptic operators discretized via standard
choices of bubble functions [1, 2, 3, 4]. It is worth mentioning that (in the

Fig. 3. Sparsity structure of the stiffness matrix. Global view and detail of the
lower-right corner of the EE-block/upper-left corner of the BB-block.
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case of uniform polynomial degree p in elements) when the polynomial degree
p is increased, the size of the BB-block grows as O(p2), while the size of the
EE-block only grows as O(p).

4 Construction of basis functions

On a mesh element Kk we have (pk−1)(pk−2)/2 bubble functions which span
the polynomial space P pk

0 (Kk) ⊂ H1
0 (Kk). In Paragraph 4.2 we construct a

basis of this space which is orthonormal under the energetic inner product
(2). With such basis on every Kk, the BB-block becomes the identity matrix.
In Paragraph 4.3 we further construct vertex and edge functions which are
normal to all bubble functions under the energetic inner product. With these
vertex and edge functions, the VB- and EB-blocks become zero.

4.1 Limitations of the affine concept

Let us recall that within the affine concept of the FEM, every triangular
mesh element Kk is mapped onto a suitable reference triangle K̂ via an affine
reference map xKk

: K̂ → Kk. The reference domain K̂ is equipped with a set
of hierarchic shape functions. Basis functions on the element Kk are defined
to be the images of these shape functions through the reference map xKk

.
The affine concept facilitates the computer implementation, but at the same
time it hinders the construction of optimal basis functions for the hp-FEM:

Let Ω ⊂ R
2 be a bounded domain. Consider a function c ∈ L∞(Ω) which

is greater than some positive constant c0 in Ω. The elliptic equation

−∆u + cu = f, (4)

equipped with homogeneous Dirichlet boundary conditions, yields the ener-
getic inner product

(u, v)e =
∫

Ω

∇u · ∇v dx +
∫

Ω

cuv dx, u, v ∈ H1
0 (Ω). (5)

On every mesh element Kk, the inner product (5) can be restricted to the
polynomial space P pk

0 (Kk) and transformed to the reference element K̂, where
it becomes an inner product in the space P pk

0 (K̂),

(ũ, ṽ)e,Kk
=
∫

K̂

∇ũ ·
(
DxKk

Dξ

)−1(
DxKk

Dξ

)−T
∇ṽ dξ +

∫

Kk

cũṽ dξ (6)

(here ũ = u ◦ xK,k and ṽ = v ◦ xKk
). For every element Kk ∈ Th,p, any

basis of P pk

0 (K̂) which is orthonormal under the inner product (6) yields
through the affine map xKk

a basis in the space P pk

0 (K) which is orthonormal
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under the inner product (5). Such basis eliminates all off-diagonal entries
corresponding to internal degrees of freedom on the element Kk from the BB-
block of the stiffness matrix S. Unfortunately, the inner product (6) differs
from element to element, and thus it is not possible to define a single reference
basis in the space P pmax

0 (K̂) that would yield through the reference maps xKk

orthonormal bases in all spaces P pk

0 (Kk), k = 1, 2, . . . ,M . To overcome this
problem and make the BB-block an identity matrix, we have to construct an
orthonormal basis in each polynomial space P pk

0 (Kk) separately.

4.2 Elimination of the BB-block

There are various ways to construct an orthonormal basis in the space
P pk

0 (Kk), Kk ∈ Th,p, among which we prefer the modified Gram-Schmidt
procedure [6]. We use the original Peano bubble functions [3] λi1λ2λ

j
3, 1 ≤ i, j,

i+ j ≤ pk − 1, as the underlying basis for the orthonormalization. By ϕb1, ϕ
b
2,

. . ., ϕbmk
, where mk = (pk − 1)(pk − 2)/2, we denote these functions in the

lexicographic order. The functions ϕvi = λi are the barycentric coordinates
corresponding to the triangle Kk (affine vertex functions on Kk).

In what follows, by (u, v)e,Kk
we denote the restriction of the bilinear form

a(u, v) to the element Kk. The standard Gram-Schmidt procedure reads

ψbr =
ϕbr −

∑r−1
s=1(ϕ

b
r, ψ

b
s)e,Kk

ψbs

‖ϕbr −
∑r−1
s=1(ϕbr, ψbs)e,Kk

ψbs‖e,Kk

, r = 1, 2, . . . ,mk, (7)

where ‖v‖2e,Kk
= (v, v)e,Kk

. This algorithm is known to be unstable for large
mk. Although we have not encountered any problems with the original pro-
cedure (7), to be on the safe side we use its more stable modification,

ψbr =
ϕbr −

∑r−1
s=1(ϕ

b
r,s, ψ

b
s)e,Kk

ψbs

‖ϕbr −
∑r−1
s=1(ϕbr,s, ψbs)e,Kk

ψbs‖e,Kk

, r = 1, 2, . . . ,mk. (8)

Here,

ϕbr,s = ϕbr −
s−1∑

l=1

(ϕbr,l, ψ
b
l )e,Kk

ψl.

The new bubble functions satisfy

(ψbi , ψ
b
j)e,Kk

= δij 1 ≤ i, j ≤ mk, (9)

where δij is the Kronecker delta. The new block structure of the stiffness
matrix is depicted in Fig. 4 (left).

4.3 Elimination of VB- and EB-blocks

Let the space P pk

0 (Kk) on each element Kk be equipped with the orthonormal
basis ψb1, ψ

b
2, . . . , ψ

b
mk

from the previous paragraph. By ϕvi , i = 1, 2, 3, we
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denote the affine vertex functions on Kk. Let us define a new set of vertex
functions,

ψvi = ϕvi −
mk∑

j=1

cijψ
b
j , 1 ≤ i ≤ 3. (10)

The coefficients cij are defined by

cij = (ϕvi , ψ
b
j)e,Kk

, 1 ≤ i ≤ 3, 1 ≤ j ≤ mk. (11)

Using (10), (11), and (9), it is easy to verify that (ψvi , ψ
b
j)e,Kk

= 0 for all
1 ≤ i ≤ 3, 1 ≤ j ≤ mk. Since the linear combination of the bubble functions
ψbj in (10) has zero trace on the boundary ∂Kk, the traces of the original
and new vertex functions on ∂Kk are identical. Therefore the replacement
of the standard affine vertex functions with the new ones does not affect
the global continuity of the approximation. The new block structure of the
stiffness matrix is depicted in Fig. 4 (middle).

An analogous procedure is used to modify the standard edge functions to
be normal to the new bubble functions (8): By ϕei , i = 1, 2, . . . , nk, denote the
standard edge functions [4] on Kk. We define a new set of edge functions

ψei = ϕei −
mk∑

j=1

dijψ
b
j , 1 ≤ i ≤ nk, (12)

where the constants dij are given by

dij = (ϕei , ψ
b
j)e,Kk

for all 1 ≤ i ≤ nk, 1 ≤ j ≤ mk. (13)

Using (12), (13), and (9), we obtain (ψei , ψ
b
j)e,Kk

= 0 for all 1 ≤ i ≤ nk, 1 ≤
j ≤ mk. The new structure of the stiffness matrix is depicted in Fig. 4 (right).

The new edge functions (13) have values identical to the standard edge
functions on element interfaces, and thus the global continuity of the approx-
imation is not affected. The replacement of the standard basis functions with
the new basis functions (10), (12), (9) only represents a change of basis in the

EV

VV VB

EE EB

BEBV

VE

I

EV

VV

EE EB

BE

VE 0

0 I

EV

VV

EE

VE

0 0

0

0

I

Fig. 4. The bubble functions (8) make the BB-block an identity matrix (left).
The vertex functions (10) eliminate the VB-block (middle). The edge functions (12)
eliminate the EB-block (right).
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finite element space Vh,p, and thus the solution uh,p of problem (3) remains
unchanged.

The modified Gram–Schmidt procedure (8) as well as the adjustment of
the vertex and edge functions (10) and (12) can be performed for every mesh
element Kk ∈ Th,p separately, in parallel.

Notice that to construct the new shape functions, it is not necessary to
evaluate more energetic inner products of the underlying shape functions than
it is needed for assembling of the standard stiffness matrix. Hence, the speed
and memory requirements of the construction of the new shape functions
are comparable to the standard approach (which yields larger matrices with
higher condition numbers).

5 Numerical example continued

Let us return to the numerical example from Section 3, and discretize the prob-
lem on the same hp-mesh using the new partially orthonormal basis functions.
The sparsity structure of the new stiffness matrix is shown in Fig. 5 (compare
to Fig. 3). The original as well as the new system of linear algebraic equa-
tions are solved using a Conjugate Gradient solver. Fig. 6 shows the residuum
in each case as the function of the number of iterations. We can see that
the performance of the CG solver improves dramatically when the new set
of partially orthonormal basis functions is used. Moreover, each step of the
CG method is faster with the new shape functions, since the reduced stiffness
matrix contains fewer nonzero entries (the reduced stiffness matrix contains
196452 nonzero entries while the original one had 1010464).

Let us remark that the procedure presented here also works for nonsym-
metric linear elliptic problems where an energetic product is not available.

Fig. 5. Sparsity structure of the stiffness matrix. Global view and detail of the
lower-right corner of the EE-block/upper-left corner of the BB-block.
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Fig. 6. Convergence history of a CG solver for the stiffness matrix from Fig. 3
(based on the Ainsworth–Coyle shape functions [1]) and for the reduced stiffness
matrix from Fig. 5 (obtained with the new partially-orthonormal basis functions).
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Summary. It is well known that the design of suitable higher-order shape functions
is essential for the performance of the hp-FEM. In this paper we propose a new family
of hierarchic higher-order edge elements for the time-harmonic Maxwell’s equations
which are capable of reducing the condition number of the stiffness matrices dramat-
ically compared to the currently best known hierarchic edge elements. The excellent
conditioning properties of the new elements are illustrated by numerical examples.

1 Introduction

Early applications of the finite element method (FEM) to the Maxwell’s equa-
tions were based on continuous vector-valued approximations of the electric
field in the space [H1(Ω)]d. This approach, however, led to spurious oscilla-
tions and other unwanted phenomena (see e.g. [8, 10] or [16]). Later it was
found that the electric field can exhibit stronger singularities than the space
[H1(Ω)]d admits, and the space H(curl, Ω) came into the play. Finite element
approximations conforming to H(curl, Ω) are discontinuous in general, but
their tangential components are required to be continuous across element in-
terfaces. Finite elements conforming to the space H(curl, Ω) are called edge
elements.

The lowest order edge elements (with constant tangential components on
element interfaces) were originally introduced in the late 1950s by Whitney
[17] in the context of geometrical integration theory. The Whitney elements
were later independently rediscovered and applied to the Maxwell’s equations
by numerous authors (see e.g. [1, 4] or [5]).

The Whitney elements can be extended to higher-order edge elements in
both the nodal and hierarchic fashions [14]. Nowadays the most popular nodal
edge elements are the Nédélec elements [11, 12]. Among the best known hi-
erarchic edge elements are those proposed by Ainsworth and Coyle [2, 3].
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The hierarchic shape functions on these elements were designed in a sophis-
ticated way, exploiting the integrated Legendre polynomials (Lobatto shape
functions). This technique can be viewed as a heuristic attempt to make the
shape functions orthogonal in the curl-curl product. In the present paper we
build on this approach by applying a systematic orthonormalization to the
higher-order shape functions. This approach yields a new class of edge ele-
ments with significantly better conditioning properties.

The organization of the paper is as follows: Section 2 introduces the nota-
tion, formulates the time-harmonic Maxwell’s equations, and mentions their
hp-FEM discretization. In Section 3 we apply an orthonormalization process
to construct a new set of hierarchic shape functions. Section 4 presents the
results of numerical experiments which compare the conditioning properties
of the new partially-orthonormal shape functions with the shape functions [2].
Finally, Section 5 contains a conclusion and mentions some additional exciting
problems that remain to be addressed.

2 Formulation of the problem

Consider a bounded polygonal domain Ω ⊂ R
2. The time-harmonic Maxwell’s

equations usually are equipped with perfect conducting boundary conditions
on a part ΓP of the boundary ∂Ω and/or with impedance boundary conditions
on a boundary part ΓI ⊂ ∂Ω. The system is written as follows:

curl
(
µ−1

r curlE
)
− κ2εrE = F in Ω,

E · τ = 0 on ΓP,

µ−1
r curlE− iκλE · τ = g · τ on ΓI.

Here, curl a = (∂a/∂x2,−∂a/∂x1)
 and curlE = ∂E2/∂x1 − ∂E1/∂x2 are
the standard vector and scalar curl operators, τ = (−ν2, ν1)
 is the positively
oriented unit tangent vector to ∂Ω. The notation is summarized in Table 1:

Table 1. Quantities used in the time-harmonic Maxwell’s equations

E= E(x) ∈ C
2 phasor of the electric field strength (unknown )

µr = µr(x) ∈ R relative permeability
εr = εr(x) ∈ C

2×2 relative permittivity
κ= const. ∈ R wave number
λ= λ(x) > 0 impedance
F= F(x) ∈ C

2 right-hand side of the equation
g = g(x) ∈ C

2 right-hand side of the impedance boundary condition

The weak formulation of the problem is stated as follows: Find E ∈ V =
{E ∈ H(curl, Ω) : E · τ = 0 on ΓP} such that
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a(E,Φ) = F(Φ) ∀Φ ∈ V,

where the sesquilinear form a(·, ·) and the antilinear functional F are given
by

a(E,Φ) =
∫

Ω

µ−1
r curlE curlΦdx− κ2

∫

Ω

(εrE) ·Φdx

− iκ
∫

ΓI

λ(E · τ)(Φ · τ) ds,

F(Φ) =
∫

Ω

F ·Φdx +
∫

ΓI

(g · τ)(Φ · τ) ds.

The problem is discretized by the hp-FEM as follows: Define a triangula-
tion Thp of the domain Ω. Assign a polynomial degree pj ≥ 0 to every mesh
element Kj ∈ Thp. Consider the piecewise polynomial space

Vhp =
{
Ehp ∈ V : Ehp|Kj

∈
[
P pj (Kj)

]2} ⊂ V,

where P pj (Kj) stands for the space of polynomials of degree less than or equal
to pj on the triangle Kj . The finite element space Vhp is used to define the
hp-FEM problem: Find Ehp ∈ Vhp such that

a(Ehp,Φhp) = F(Φhp)

holds for all Φhp ∈ Vhp.

3 Shape functions

The basis of the space Vh,p is constructed in a standard way [14], by means
of suitable shape functions defined on a reference element and affine reference
maps. The reference domain we use is depicted in Fig. 1.

On this triangle we define the lowest-order shape functions known as Whit-
ney functions [17] and the first-order functions:

ψ̂e10 =
1
‖e1‖

(
λ3n2

n2 · t1
+

λ2n3

n3 · t1

)

, ψ̂e11 =
1
‖e1‖

(
λ3n2

n2 · t1
− λ2n3

n3 · t1

)

,

ψ̂e20 =
1
‖e2‖

(
λ1n3

n3 · t2
+

λ3n1

n1 · t2

)

, ψ̂e21 =
1
‖e2‖

(
λ1n3

n3 · t2
− λ3n1

n1 · t2

)

,

ψ̂e30 =
1
‖e3‖

(
λ2n1

n1 · t3
+

λ1n2

n2 · t3

)

, ψ̂e31 =
1
‖e3‖

(
λ2n1

n1 · t3
− λ1n2

n2 · t3

)

.

Here the symbols λi, ni, ti, where i = 1, 2, 3, denote the barycentric coordi-
nates and unit outer normal and tangent vectors to the corresponding edges
of the reference triangle. The symbol ‖ei‖ stands for the length of the edge.
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Fig. 1. The reference element K̂ and the corresponding notation

Similarly, the higher-order edge functions are defined by

ψ̂e1k =
2k − 1

k
Lk−1(λ3 − λ2)ψ̂e11 −

k − 1
k

Lk−2(λ3 − λ2)ψ̂e10 ,

ψ̂e2k =
2k − 1

k
Lk−1(λ1 − λ3)ψ̂e21 −

k − 1
k

Lk−2(λ1 − λ3)ψ̂e20 ,

ψ̂e3k =
2k − 1

k
Lk−1(λ2 − λ1)ψ̂e31 −

k − 1
k

Lk−2(λ2 − λ1)ψ̂e30 ,

k ≥ 2, where Lk denotes the Legendre polynomial of degree k. These shape
functions are called edge functions since their tangent components are nonzero
on one edge only. This construction is done in such a way that the tangent
component of ψ̂ei

k is equal to the transformed and scaled Legendre polynomial
of degree k on the edge ei and it vanishes on the remaining edges.

To complete the basis for higher-order elements (p ≥ 2), we also have
to define the bubble functions (interior modes) whose tangent component
vanishes on the whole boundary of the reference triangle. There are two groups
of bubble functions which we call edge-based,

ψ̂b,e1k = λ3λ2Lk−2(λ3 − λ2)n1,

ψ̂b,e2k = λ1λ3Lk−2(λ1 − λ3)n2, (1)

ψ̂b,e3k = λ2λ1Lk−2(λ2 − λ1)n3, k = 2, 3, . . . ,

and genuine,
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ψ̂b,1n1,n2
= λ1λ2λ3Ln1−1(λ3 − λ2)Ln2−1(λ2 − λ1)e1, (2)

ψ̂b,2n1,n2
= λ1λ2λ3Ln1−1(λ3 − λ2)Ln2−1(λ2 − λ1)e2, 1 ≤ n1, n2.

Here, the symbols e1 and e2 stand for the canonical vectors in R
2.

It is easily seen that the degree of the shape functions ψ̂ei

k and ψ̂b,ei

k is
equal to k. The degree of the genuine bubbles ψ̂b,1n1,n2

and ψ̂b,2n1,n2
is n1 +n2 +1.

The basis formed by the above-mentioned shape functions is hierarchic in the
sense that it is enough to add shape functions of degree p to the basis of the
space

[
P p−1(K̂)

]2 in order to get a basis of
[
P p(K̂)

]2. Even though these
shape functions contain the Legendre polynomials in their formulae, their
conditioning properties for the time-harmonic Maxwell’s equations are rather
poor, cf. Section 4. A new set of shape functions with better conditioning
properties is constructed in the following:

Construction of orthonormal bubble functions

The number of bubble functions, p2−1, grows quadratically with the polyno-
mial degree p, while the number of edge functions, 3(p+1), only grows linearly.
It follows from here that when finite elements of high polynomial degrees are
used, the condition number of the stiffness matrix is mainly influenced by the
bubble functions.

In order to obtain well-conditioned bubble functions, we propose to make
them orthonormal under the inner product

(Φ, Ψ) =
∫

K̂

curlΦ curlΨ dξ +
∫

K̂

Φ · Ψ dξ

on the reference domain K̂. There are various ways to construct orthonormal
basis in an inner product space, among which we prefer the modified Gram–
Schmidt algorithm [6, 15].

Note that the shape functions resulting from the Gram–Schmidt algorithm
depend on the underlying basis used for the orthonormalization as well as on
the ordering of the basis functions. We have chosen bubble functions (1) and
(2) in the natural ordering,

p = 2 : ψ̂b,e12 , ψ̂b,e22 , ψ̂b,e32 ,

p = 3 : ψ̂b,e13 , ψ̂b,e23 , ψ̂b,e33 , ψ̂b,11,1, ψ̂
b,2
1,1,

p = 4 : ψ̂b,e14 , ψ̂b,e24 , ψ̂b,e34 , ψ̂b,11,2, ψ̂
b,1
2,1, ψ̂

b,2
1,2, ψ̂

b,2
2,1,

p = 5 : ψ̂b,e15 , ψ̂b,e25 , ψ̂b,e35 , ψ̂b,11,3, ψ̂
b,1
2,2, ψ̂

b,1
3,1, ψ̂

b,2
1,3, ψ̂

b,2
2,2, ψ̂

b,2
3,1, . . . .

The actual orthonormalization procedure was implemented in Maple for poly-
nomial degrees p = 1, 2, . . . , 10. The complete list of the 99 resulting hierarchic
shape functions can be download from the web page http://servac.math.
utep.edu/fem group/publications.
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4 Numerical experiments

Let us solve the time-harmonic Maxwell’s equations in the L-shape domain
Ω = (−1, 1)2 \ (−1, 0)2, shown in Fig. 2.

Fig. 2. The L-shape domain and its triangulation

For simplicity, the material parameters µr = 1, εr = I (2 × 2 identity
matrix), κ = 1, λ = 1 are used. Perfect conducting boundary conditions are
considered on edges meeting at the reentrant corner and impedance boundary
conditions are prescribed on the rest of the boundary in agreement with the
exact solution, which is defined as E = ∇u,

u = r
2
3 sin ((2θ + π)/3) .

Here, r and θ stand for the standard polar coordinates. The right-hand side
F is chosen to agree with the exact solution, i.e., F = −E.

The problem was solved several times by our modular finite element system
HERMES [14] on the mesh shown in Figure 2. First we ran the computation
with lowest-order elements (p = 0 everywhere). Then we gradually increased
the polynomial degree of all elements up to p = 10. In all cases we computed
the condition number of the stiffness matrix using the Matlab function cond.
The results are summarized in Table 2 and plotted in Fig. 3.

Table 2 shows that the rate of growth of the condition number of the
stiffness matrix as a function of the polynomial degree p is dramatically slower
for the new orthonormal bubble functions than for the bubble functions [2].
In the case p = 10, the condition numbers differ by eight-orders of magnitude.

5 Conclusion and outlook

We have presented a new set of higher-order shape functions for hierarchic
edge elements for the time-harmonic Maxwell’s equations. We used a numer-
ical experiment to confirm that the new shape functions yield much better
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Table 2. The condition number of the stiffness matrix for uniformly increasing
elements’ orders

Condition number
p # DOF old bubbles new bubbles improvement
0 80 3.9 · 102 3.9 · 102 1.0 · 100

1 160 1.0 · 103 1.0 · 103 1.0 · 100

2 384 7.8 · 103 3.3 · 103 2.3 · 100

3 704 3.3 · 105 7.5 · 103 4.4 · 101

4 1120 4.9 · 106 1.9 · 104 2.6 · 102

5 1632 9.1 · 107 4.7 · 104 1.9 · 103

6 2240 1.3 · 109 9.8 · 104 1.3 · 104

7 2944 3.2 · 1010 1.8 · 105 1.8 · 105

8 3744 7.0 · 1011 3.6 · 105 1.9 · 106

9 4640 1.4 · 1013 5.9 · 105 2.4 · 107

10 5632 3.3 · 1014 9.3 · 105 3.5 · 108
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new bubbles

Fig. 3. The log-log plot of the condition number against the number of degrees of
freedom (cf. Table 2)

conditioned stiffness matrices than other commonly used higher-order shape
functions for hierarchic edge elements.

It should be noted that the result of the Gram–Schmidt algorithm de-
pends both on the underlying basis used for the orthonormalization, as well
as on the ordering of the basis functions. Thus there still remains freedom
for further optimization of these shape functions. The choice of suitable opti-
mization criteria is an exciting open question. Among other points that have
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not been fully resolved yet are the choice of an optimal inner product for the
orthonormalization, and further possible adjustments of the edge functions.
These topics are now in the middle of our research, and we hope to report
new results soon.
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place Jussieu, case 162, 75252, Paris Cedex 05, France
gam@ccr.jussieu.fr

Summary. A thermodynamically consistent finite-volume numerical algorithm for
martensitic phase-transition front propagation is described in the paper. The pro-
posed numerical method generalizes the wave-propagation algorithm to the case of
moving discontinuities in thermoelastic solids.

1 Introduction

It is well-known that initial-boundary-value problems, formulated according
to the usual principles of continuum mechanics, can suffer from a lack of
uniqueness of the solution when the body is composed of a multiphase material
(e.g. [1]). The solution in this case involves a propagating phase boundary
which separates the austenite from the martensite; the speed of this interface
remains undetermined by the usual continuum theory. A nucleation criterion
and a kinetic relation for the velocity of the phase boundary are needed as
well as the construction of a proper numerical algorithm.

From a thermodynamic point of view, a phase transition is a non-equilib-
rium process; entropy is produced at the moving phase boundary. To perform
simulations of practical examples, we need to move to a numerical approxi-
mation. In this case, we face a non-equilibrium behavior of finite-size discrete
elements or computational cells. It is clear that the local equilibrium approx-
imation is not sufficient to describe such a behavior. We have proposed to
determine all the needed fluxes by means of non-equilibrium jump relations
at the phase boundary [2]. These jump relations are connected with the con-
tact quantities following from the thermodynamics of discrete systems [3].

In what follows we consider the simplest possible one-dimensional setting
of the problem of impact-induced phase transformation front propagation in
a shape-memory alloy (SMA) bar. Both martensitic and austenitic phases
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are considered as isotropic materials. The change in cross-sectional area of
the bar is neglected. Since thermal expansion coefficient of SMA’s is around
10−5 K−1, the thermal strain in the material is negligible under the variation
up to 100K. Therefore, the isothermal case is considered. The phase-transition
front is viewed as an ideal mathematical discontinuity surface. However, the
problem remains nonlinear even in this simplified description that requires a
numerical solution.

Extensive study of 1-D dynamic phase-transition front propagation in ma-
terials with transformation softening behavior has been conducted [4] -[9]. In
spite of using different constitutive models, all of them have demonstrated the
ability to reproduce the observed behavior of shape memory alloys. However,
the used constitutive models are not sufficient to describe the phase-transition
front propagation. Therefore, we need to turn to the non-equilibrium descrip-
tion of the phase-transition front propagation [10].

The main focus of the paper is the construction of a numerical scheme for
the propagation of phase-transition fronts.

2 Formulation of the problem

We consider the boundary value problem of the tensile impact loading of a
1-D, SMA bar that is initially in an austenitic phase and that has uniform
cross-sectional area A0 and temperature θ0. The bar occupies the interval
0 < x < L in a reference configuration and the boundary x = 0 is subjected
to the tensile shock loading

σ(0, t) = σ̂(t) for t > 0. (1)

The bar is assumed to be long compared to its diameter so it is under uniaxial
stress state and the stress σ(x, t) depends only on the axial position and time.
Supposing the temperature is constant during the process, it is characterized
by the displacement field u(x, t), where x denotes the location of a particle in
the reference configuration and t is time. Linearized strain is further assumed
so the axial component of the strain ε(x, t) and the particle velocity v(x, t)
are related to the displacement by

ε =
∂u

∂x
, v =

∂u

∂t
. (2)

The density of the material ρ is assumed constant. All field variables are
averaged over the cross-section of the bar.

At each instant t during a process, the strain ε(x, t) varies smoothly
within the bar except at phase boundaries; across a phase boundary, it suffers
jump discontinuity. The displacement field is assumed to remain continuous
throughout the bar. Away from a phase boundary, balance of linear momen-
tum and kinematic compatibility require that
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ρ
∂v

∂t
=

∂σ

∂x
,

∂ε

∂t
=

∂v

∂x
. (3)

Suppose that at time t there is a moving discontinuity in strain or particle
velocity at x = S(t). Then one also has the corresponding jump relations (cf.
[10])

ρVS[v] + [σ] = 0, VS[ε] + [v] = 0, VSθ[S] = fSVS, (4)

where VS is the material velocity of the discontinuity, square brackets denote
jumps, S is the entropy per unit volume, and the driving traction fS(t) at the
discontinuity is defined by (cf. [10])

fS = −[W ]+ < σ > [ε], (5)

where W is the free energy per unit volume. The second law of thermody-
namics requires that

fSVS ≥ 0 (6)

at strain discontinuities. If fS is not zero, the sign of VS, and hence the direc-
tion of motion of discontinuity, is determined by the sign of fS.

Assuming that Hooke’s law holds for each phase

σ = (λa + 2µa)ε, σ = (λm + 2µm)(ε− εtr), (7)

where subscripts ”a” and ”m” denote austenite and martensite, respectively,
and εtr is the transformation stress, we can then rewrite the relevant bulk
equations of inhomogeneous linear isotropic elasticity as follows:

∂ε

∂t
=

∂v

∂x
, ρ

∂v

∂t
= (λ(x) + 2µ(x))

∂ε

∂x
. (8)

Here λ and µ are the Lame coefficients, values of which are constant but
different depending on the martensitic or austenitic state.

It is easy to see that the cross-differentiation of equations (8) leads to the
conventional wave equation, solution of which is well-known if corresponding
fields are smooth. The difficulties relate to an unknown motion of the phase
boundary and to the jump relations across it. That is why we need to develop a
numerical scheme which is compatible with the non-equilibrium jump relations
at the moving phase boundary.

3 Conservative wave propagation algorithm

The system of equations (8) can be expressed in the form of conservation law

∂

∂t
q(x, t) +

∂

∂x
f(q(x, t)) = 0, (9)

where
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q(x, t) =
(

ε
ρv

)

, and f(x, t) =
(
−v
−ρc2ε

)

, (10)

and c =
√

(λ + 2µ)/ρ is the sound velocity. In the linear homogeneous case,
equation (9) can be rewritten in the form

∂

∂t
q(x, t) + A

∂

∂x
q(x, t) = 0, A =

(
0 −1/ρ
−ρc2 0

)

. (11)

In finite volume numerical methods [11], the solution of the conservation law
(9) is obtained in terms of averaged quantities at each time step

Q =
1
∆x

∫

∆x

q(x, t)d x, (12)

and numerical fluxes at the boundaries of each element

F± ≈ 1
∆t

∫ tk+1

tk

f±(q(x, t)) dt. (13)

The corresponding finite-volume numerical scheme for a uniform grid (n) can
be presented as follows (k denotes time steps)

Qk+1
n −Qkn = −∆t

∆x

(
(F+)kn + (F−)kn

)
, (14)

where superscripts ”+” and ”-” denote inflow and outflow parts in the flux
decomposition. Numerical fluxes are determined by means of the solution of
the Riemann problem at interfaces between cells [11]. In the considered case,
the solution of the Riemann problem at the interface between cells n− 1 and
n consists of two waves, which we denote LIn and LIIn . The left-going wave LIn
moves into cell n−1, the right-going wave LIIn moves into cell n. In the linear
case, these waves are proportional to eigenvectors rI and rII of the matrix A:

LIn = βInr
I
n−1, LIIn = βIIn rIIn . (15)

In the conservative wave-propagation algorithm [12], the solution of the gen-
eralized Riemann problem is obtained by using the decomposition of flux
difference fn(Qn)− fn−1(Qn−1)

LIn + LIIn = fn(Qn)− fn−1(Qn−1), (16)

and the corresponding numerical scheme has the form

Qk+1
n −Qkn = −∆t

∆x

(
LIIn + LIn+1

)
. (17)
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Coefficients βI and βII are determined from the solution of the system of
linear equations

(
1 1

ρn−1cn−1 −ρncn

)(
βIn
βIIn

)

=
(

−(vn − vn−1)
−(ρc2εn − ρc2εn−1)

)

. (18)

However, our main goal is the phase-transition front propagation, where it is
difficult even to formulate a Riemann problem at the moving phase boundary.
Fortunately, we have a tool for the determination of numerical fluxes at the
phase boundary. This is nothing else but the non-equilibrium jump relations
[2], which should be fulfilled for each pair of adjacent discrete elements.

4 Contact quantities and numerical fluxes

In the non-equilibrium case, we decompose the free energy density into two
terms [13]

W = W̄ + Wex. (19)

Then contact stress Σ and an excess entropy Sex can be introduced [10]

Σ =
∂Wex

∂ε
, Sex = −∂Wex

∂θ
, (20)

similarly to conventional definition of averaged (local equilibrium) stress and
entropy

σ̄ =
∂W̄

∂ε
, S̄ = −∂W̄

∂θ
. (21)

Here overbars denote averaged quantities. In considered one-dimensional case,
the non-equilibrium jump relations [2] take on the following form

[σ̄ + Σ] = 0, in the bulk (22)
[

θ̄

(
∂S

∂ε

)

σ

+ σ̄ + Σ

]

= 0, at the phase boundary. (23)

What we need now is to determine the values of contact quantities.

4.1 Contact quantities in the bulk

In the bulk we apply the non-equilibrium jump relation (22), which can be
rewritten at the interface between elements (n) and (n− 1) as

(Σ+)n−1 − (Σ−)n = (σ̄)n − (σ̄)n−1, (24)

This jump relation should be complemented by the kinematic condition be-
tween material and physical velocity [14] which can be rewritten in the one-
dimensional case as follows
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[v̄ + V ] = 0. (25)

Assuming that the jump of contact velocity is determined by the second term
of the last relation

[V] = [V ], (26)

we obtain in the one-dimensional case

(V+)n−1 − (V−)n = (v̄)n − (v̄)n−1. (27)

Using relations between contact stresses and contact velocities

Σ+
n = ρncnV+

n , Σ−
n = −ρncnV−

n , (28)

we obtain then a system of linear equations for contact velocities
(

1 1
ρn−1cn−1 −ρncn

)(
−V+

n−1

V−
n

)

=
(

−(v̄n − v̄n−1)
−(ρc2ε̄n − ρc2ε̄n−1)

)

. (29)

Comparing the obtained equation with (18), we conclude that

βIn = −V+
n−1, βIIn = V−

n . (30)

This means that the contact quantities correspond to numerical fluxes. There-
fore, the conservative wave propagation numerical scheme (17) can be rewrit-
ten in terms of contact quantities

ε̄k+1
n − ε̄kn =

∆t

∆x

(
V+
n − V−

n

)
, (ρv̄)k+1

n − (ρv̄)kn =
∆t

∆x

(
Σ+
n −Σ−

n

)
. (31)

This means that the introduced non-equilibrium jump relations are consistent
with conservation laws. From another point of view, this means that the wave-
propagation algorithm is thermodynamically consistent.

4.2 Contact quantities at the phase boundary

At the phase boundary we keep the continuity of contact stresses at the phase
boundary [10]

[Σ] = 0, (32)

which yields
Σ+
p−1 −Σ−

p = 0. (33)

To determine the contact stresses at the phase boundary completely, the rela-
tion (33) should be complemented by the coherency condition [15] which can
be expressed in the small-strain approximation as follows

[V] = 0. (34)
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We still keep the relations between contact stresses and contact velocities (28).
This means that in terms of contact stresses equation (34) yields

(Σ+)p−1

ρp−1cp−1
+

(Σ−)p
ρpcp

= 0. (35)

It follows from the conditions (33) and (35) that the values of contact stresses
and velocities vanish at the phase boundary

(Σ+)p−1 = (Σ−)p = 0, (V+)p−1 = (V−)p = 0. (36)

Now all the contact quantities at the phase boundary are determined, and
we can update the state of the elements adjacent to the phase boundary by
means of the numerical scheme (31).

4.3 Velocity of the phase boundary

After having the solution of a particular initial-boundary value problem, the
material velocity at a moving discontinuity can be determined by means of
the jump relation for linear momentum (4)

VS[ρv̄] + [σ̄] = 0, (37)

where v̄ is the averaged velocity, ρ is the density. The application of the
Maxwell-Hadamard lemma gives [16]

[v̄] = −[ε̄]VS, (38)

and the jump relation for linear momentum (37) can be rewritten in the form
that is more convenient for the calculation of the velocity at singularity

ρV 2
S [ε̄] = [σ̄]. (39)

The direction of the front propagation is determined by the positivity of the
entropy production (6). We also apply the initiation criterion for the stress-
induced martensitic phase transformation established in [10].

5 Conclusions

Success in numerical simulations of moving discontinuities in solids depends
crucially on the jump relations at the discontinuities. These jump relations
should be specified before the construction of a numerical scheme. Since con-
ventional continuum theory does not provide the corresponding jump rela-
tions, a non-equilibrium description of the phase-transition front propagation
is adopted in the paper. It appears that the non-equilibrium description can
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serve as a basis in the construction of a numerical scheme [17, 18], which is very
close to the conservative wave-propagation algorithm [12] based on the solu-
tion of a generalized Riemann problem at interfaces between computational
cells. Moreover, the non-equilibrium jump relations at the phase boundary can
be successfully implemented in the developed numerical scheme. Examples of
the phase-transition front propagation simulations in thermoelastic media by
means of the formulated algorithm can be found in [10, 19].
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Heikkola, E., Joly, P., Neittaanmäki, P. (eds.) Mathematical and Numerical
Aspects of Wave Propagation. Springer, Berlin 759–764 (2003)



The Level Set Method for Solid-Solid Phase
Transformations

E. Javierre1, C. Vuik1, F. Vermolen1, A. Segal1 and S. van der Zwaag2,3

1 Delft Institute of Applied Mathematics, Delft University of Technology, The
Netherlands
e.javierre,c.vuik,f.j.vermolen,a.segal@ewi.tudelft.nl

2 Laboratory of Materials Science, Delft University of Technology, The
Netherlands
s.vanderzwaag@tnw.tudelft.nl

3 Netherlands Institute for Metals Research (N.I.M.R.), Delft, The Netherlands

Summary. In this work we consider the homogenization process in Aluminum al-
loys, in which inhomogeneities dissolve. This process is governed by diffusion, and
mass conservation leads to the Stefan condition on the moving interface. The Level
Set Method is used to model this problem, due to its convenience to handle merg-
ing/breaking interfaces, compared with other available methods. In binary alloys,
the interface concentration is the solid solubility predicted from thermodynamics.
However, in multicomponent alloys, the interface concentrations must satisfy a hy-
perbolic coupling, and therefore, have to be found as part of the solution. In this
work we present a computational method to solve three-dimensional dissolution of
binary alloys, and we study its extension to multicomponent alloys. In this respect,
we restrict ourselves to one-dimensional problems and we focus our attention in the
solution of the nonlinear coupled system of diffusion equations.

1 Introduction

Heat treatment of metals is often used to optimize mechanical properties. Dur-
ing heat treatment, the metallurgical state of the alloy changes. This change
can involve the phase present at a given location or the morphology of the
various phases. Whereas equilibrium phases can be predicted quite accurately
from thermodynamic models, there are no general models for microstructural
changes nor for the kinetics of these changes. In the latter cases, both the
initial morphology and the transformation mechanisms have to be prescribed
explicitly. One of these processes, which is both of large industrial and sci-
entific interest and amenable to modeling, is precipitate dissolution. Several
physical models have been developed to describe the dissolution of precipi-
tates, incorporating the effects of long-distance diffusion [1] and nonequilib-
rium conditions at the interface [2].
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In binary alloys, the dissolution of second-phase particles is governed by
Fickian diffusion in the diffusive phase

∂c

∂t
(x, t) = D∆c(x, t), x ∈ Ωdp(t), t > 0, (1)

The concentration in the particle Ωpart(t) equals a given constant cpart. The
concentration at the interface Γ , separating Ωpart and Ωdp, is the solid solu-
bility csol predicted from thermodynamics. In order to preserve mass, no flux
of concentration is allowed through the boundary not being Γ , and the normal
component vn of the interface velocity is given by

(
cpart − csol

)
vn(x, t) = D

∂c

∂n
(x, t), x ∈ Γ (t), t > 0, (2)

where n denotes the unit normal vector on the interface pointing outward
with respect to Ωpart. Further, the initial position of the interface Γ (0) and
initial concentration profile are given. The above problem constitutes a so-
called (scalar) Stefan problem. Stefan problems also arise in applications like
dendritic solidification [3] and grain growth [4].

The two mainstreams concerning numerical solution methods for moving
boundary problems are front-tracking and front-capturing methods. In the
first case, the interface is identified with a set of points that should be updated
each time step to define the new interface position. In the second case, the
interface is identified by means of a mark function. A comparison of these
methods is presented in [5].

Front capturing methods have shown to be the most adequate for moving
boundary problems, especially when topological changes occur. The Level Set
method [6, 7] captures the interface as the zero level set of a continuous
function, the so-called level set function. This method has been used in our
research to simulate the dissolution of a particle in a binary alloy in two-
and three-space dimensions. The motion of the interface follows then from an
advection equation for the level set function. The velocity field used for this
advection should be a continuous extension of the front velocity [15]. Finite
difference and finite element methods are used in the numerical solution. Both
background meshes share the same mesh points. Finite difference schemes
are used in the solution of hyperbolic equations arising from the level set
formulation. Finite elements are used to solve the diffusion problem. The cut-
cell method is used to adapt the triangulation to the interface location. See [8]
for further details. A similar method [9] has recently been applied to dendritic
growth. Figure 1 presents the dissolution of a plate-shaped particle. A number
of cracks have been prescribed in the surface of the particle, which yields the
breaking of the particle in successive subparticles.

Addition of secondary alloying elements can influence the dissolution ki-
netics strongly [10]. The addition of chemical species to the primary phase has
been considered in [11] (for ternary alloys) and in [12] (for multi-component
alloys). Geometrical assumptions are normally taken, reducing the problem
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Fig. 1. Dissolution of a plate-shaped particle with cracks on the surface. Time
evolution follows from left to right and up to down.

to a one-space dimension. Numerical methods for higher dimensions are still
lacking. Our aim is to generalize the results obtained for dissolution of precip-
itates in binary alloys to multi-component alloys. This generalization of the
problem requires the solution of a nonlinear coupling of the concentrations
on the moving interface. In this work we consider the dissolution of stoichio-
metric multi-component particles in multicomponent alloys. In this study we
limit ourselves to one spatial co-ordinate only. Several procedures to solve the
nonlinear problem are compared. Our aim is to find an efficient and robust nu-
merical method, able to handle the nonlinearity of the problem, and of which
the extension to higher dimensional problems is computationally tractable.

2 The physical problem

The as-cast microstructure is simplified to a representative cell Ω containing
a diffusive phase Ωdp and a particle Ωpart. Let p be the number of chemical
species in the alloy. The particle dissolves due to Fickian diffusion of the
chemical species in the diffusive phase

∂ci
∂t

(x, t) = Di∆ci(x, t), x ∈ Ωdp(t), t > 0, i = 1, . . . , p, (3)

where Di denotes the diffusivity constant of the ith specie. Cross-diffusion ef-
fects [13] have not been considered in the present work. Furthermore, the par-
ticle remains stoichiometric during the dissolution process. Hence, the particle
concentration of the ith alloying element equals cparti , and the concentrations
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on the moving interface Γ satisfy the hyperbolic relation

p∏

i=1

(

csoli (x, t)
)ñi

= K, x ∈ Γ (t), t > 0, (4)

where ñi denotes the stoichiometric number of the ith alloying element and
K is a given constant. Note that in this case the interface concentratios may
depend on time and/or space. Mass conservation for all the chemical species
implies that the velocity of Γ is given by

(
cparti − csoli (x, t)

)
vn(x, t) = Di

∂ci
∂n

(x, t), x ∈ Γ (t), t > 0, i = 1, . . . , p. (5)

The above equations constitute a so-called vector Stefan problem. Note that
Eqs. (5) implicitly impose that

Di

cparti − csoli (x, t)
∂ci
∂n

(x, t) =
Di−1

cparti−1 − csoli−1(x, t)
∂ci−1

∂n
(x, t), x ∈ Γ (t), t > 0,

(6)
for i = 2, . . . , p.

3 The computational method

The level set method is used to follow the moving interface Γ . The inter-
face velocity Eq. (5) is continuously extended, i.e. advected, into the whole
computational domain Ω. An iterative method is used to solve the nonlinear
coupling Eqs. (4) and (6) of the interface concentrations.

3.1 Level set method

The level set function φ is used to capture the moving interface: φ(x, t) =
0 ⇐⇒ x ∈ Γ (t). This function is initialized as the signed distance function
to the interface, being positive in Ωdp(t). The advection of the interface is
carried out by

∂φ

∂t
(x, t) + v(x, t) · ∇φ(x, t) = 0, x ∈ Ω, t > 0, (7)

where v denotes a continuous extension [8] of the front velocity vn onto Ω.
After solving Eq. (7), if necessary, the level set function is reinitialized to a
signed distance function [14].

3.2 The nonlinear coupling of the interface concentrations

The nonlinear coupling in the boundary conditions Eqs. (4) and (6) is refor-
mulated as the zero of a function f : IRp+ → IRp given by
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




f1(csol) =
p∏

i=1

(
csoli

)ñi −K

fi(csol) =
Di

cparti − csoli

∂ci
∂n
− Di−1

cparti−1 − csoli−1

∂ci−1

∂n
, i = 2, . . . , p

(8)

where the vectorial notation has been embraced for csol. A numerical method
is used to find the zero of the function f . We compare the solution by us-
ing Newton’s method, with central differences to approximate the Jacobian,
Broyden’s method and a fixed-point iteration. For the last case we define
csol(·, q + 1) = g(csol(·, q)) where g is given by






g1(csol) =
K

(
csol1

)ñ1−1∏p
i=2

(
csoli

)ñi

gi(csol) = csoli + δ
(

Di
(
cparti−1 − csoli−1

)∂ci
∂n
−Di−1

(
cparti − csoli

)∂ci−1

∂n

)

,

for i = 2, . . . , p, where a relaxation parameter δ is used.

4 Numerical results

In this section we compare the performance of the Picard, Broyden and New-
ton iterations proposed to solve the nonlinear coupling in the diffusion problem
during the first time-step. We will investigate the influence of moderate and
large ratios between the diffusivity constants. As a test-problem we take p = 2,
cpart = (5, 5)t, c0 = (0, 0)t, ñ = (1, 1)t, K = 2, Γ (0) = 0.75, Ω = [0, 2] and
Ωdp(t) = (Γ (t), 2]. The mesh width is ∆x = 0.02. For this test-problem we
consider the initial discontinuous concentration and we solve the (nonlinear)
diffusion problem once, without moving the interface, with initial time step
∆t0 = 0.7∆x2. The numerical iteration is stopped when ||f(csol)||1 < 10−6.
The paremeter δ in the Picard iteration is necessary to make g a contraction.
It has been chosen linearly dependent of ∆x, but also depends, at least, on
the diffusivity constants.

Table 1 shows the results for various ratios D1/D2, where D2 = 1 is
fixed. The initial guess to csol2 , denoted by csol2,0, is chosen

√
2 by default.

Therefore, csol1,0 = K/csol2,0. However, when D1 is large, neither Broyden nor
Newton converged, and the initial guess had to be adapted accordingly. For
the Picard iteration we use δ = 5 × 10−2∆x as a default value. Hence, the
region where g is a contraction is reduced as D1 increases. To compensate
this, reducing δ seems a good strategy. The number of iterations for D1 = 108

is dropped to 26 if δ = 10−2∆x is used. The Picard method requires more
iterations to converge, followed by Broyden and Newton methods respectively,
independently of D1. However it is the fastest, in terms of CPU-time, since
each of its iterations requires only one function evaluation, in place of the
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Table 1. Interface concentrations and number of iterations for various ratios of the
diffusivity constants.

D1 csol2,0 csol2 Picard Broyden Newton

2
√

2 1.641680 21 5 3
4

√
2 1.886870 23 6 4

8
√

2 2.149723 25 7 4
16

√
2 2.428018 26 7 5

102 4 3.200103 25 8 5
104 4 4.443626 27 8 8
108 4 4.513020 320 11 7

solution of a system of equations and/or computing an approximation to the
Jacobian.

As a second test-problem we take five species, i.e., p = 5, cpart =
(5, 5, 5, 5, 5)t, c0 = (0, 0, 1, 2, 1.5)t, ñ = (1, 1, 1, 1, 1)t, D = (10, 5, 1, 0.5, 0.25)t,
K = 2, Γ (0) = 0.75, Ω = [0, 2] and Ωdp(t) = (Γ (t), 2]. The mesh width is
∆x = 0.02 and the time step is given by ∆t = min(0.5∆x2,∆tCFL), where
∆CFL = 0.5 ∆x

max |v| denotes the stability condition. Figure 2 shows the inter-
face position and interface concentrations as a function of time. Agreement
between the similarity solution (see [12]) and the numerical solution is ob-
served at the early stages of the dissolution. When the time evolves, the nu-
merical solution diverges from the similarity solution due to the boundedness
of the computational domain. Furthermore, convergence to the equilibrium
interface position Γeq = 0.592574 is obtained. The interface concentrations
also converge to the equilibrium values

csoleq =









0.559269
0.559269
1.447415
2.335562
1.891488









as time evolves. The equilibrium values of the interface position and interface
concentrations, determined from a balance of mass argument, are the solution
of the system






(
cparti − csoli,eq

)
Γeq + Lcsoli,eq =

(
cparti − c0i

)
Γ0 + Lc0i ,

p∏

i=1

(

csoli,eq

)ñi

= K,

where L = 2 denotes the length of the domain and Γ0 the initial position of
the interface.
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Fig. 2. Left: interface position vs time. Right: interface concentrations vs time.

5 Conclusions

In a previous study [8] a model, based on a Stefan problem, has been presented
to predict dissolution kinetics in binary alloys. This model has been shown to
be able to deal with general particle shapes and topological changes during the
dissolution. The extension of this model to precipitate dissolution in multi-
component alloys is aimed. This extension adds extra difficulties: the interface
concentrations, which should be found as a part of the solution, should satisfy
a nonlinear coupling. This nonlinearity is handled with an iterative method.
Hence, an efficient, robust and of which extension to higher dimensional prob-
lems is affordable iterative method is sought here. We have considered here
Newton, Broyden and Picard methods for a one-dimensional vector Stefan
problem. This method will, then, be implemented into our three-dimensional
model.

Newton provides fast convergence, but requires the numerical computation
of the Jacobian, which is done here with central differences. This requires in
total the solution of 2p2 diffusion problems for one evaluation of the Jacobian
in one interface point, and the solution of a p× p system of equations per in-
terface point and per iteration. Broyden method requires lower computational
cost per iteration than Newton, since the approximation of the Jacobian by
central differences is eliminated. The CPU-time per iteration though is of
importance, since it has to solve a p × p system of equations per interface
point and per iteration. Finally, Picard method is the cheapest per iteration,
since it only requires one function evaluation per interface point and per it-
eration. This obviously pays the slow convergence back, especially for higher
dimensional problems. The relaxation parameter δ dependents on the physical
problem, and an arbitrary choice might delay the convergence. Furthermore,
Picard’s method seems to be the most robust with respect to the starting
value of the interface concentrations.
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Summary. In this paper we introduce an extension of the Fast Marching Method
introduced by Sethian [6] for the eikonal equation modelling front evolutions in
normal direction. The new scheme can deal with a time-dependent velocity without
any restriction on its sign. This scheme is then used for solving dislocation dynamics
problems in which the velocity of the front depends on the position of the front itself
and its sign is not restricted to be positive or negative.

1 Introduction

In this paper, we propose a new Fast Marching Method for the following
eikonal equation

{

ut(x, y, t) = c(x, y, t)|∇u(x, y, t)| Q ⊂ R
2 × (0, T )

u(x, y, 0) = u0(x, y) Q ⊂ R
2.

(1)

This equation describes the propagation of a front Γt = ∂Ωt, where Ωt =
{(x, y) ∈ Qs.t. u(x, y, t) ≥ 0}, with a normal speed c = c(x, y, t)n.

We consider here the case where the velocity c(x, y, t) depends on time
without any restrictions on its sign.
∗ The first two authors have been partially supported by the MIUR Project 2003

“Modellistica Numerica per il Calcolo Scientifico ed Applicazioni Avanzate”. The
last author was supported by the contract JC 1025 called “ACI jeunes chercheuses
et jeunes chercheurs” of the French Ministry of Research (2003-2005).
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The main objective is to extend the Fast Marching Method to the following
non-local Hamilton-Jacobi equation

{

ut(x, y, t) = c0(x, y) � [u](x, y, t)|∇u(x, y, t)| Q ⊂ R
2 × (0, T )

u(x, y, 0) = u0(x, y) Q ⊂ R
2.

(2)

The 0-level set of the solution of (2) represents a dislocation line in a 2D
plane, here the kernel c0 depends only on the space and � denotes the convo-
lution in space (see [4] for a physical presentation of the model for dislocation
dynamics).

To approach this problem, we first attack equation (1) generalizing the Fast
Marching Method (FMM), introduced by Sethian [6], to fronts propagating
with local speed c(x, y, t) without any restriction on its sign . We will come
back to equation (2) in the numerical section and in a future work.

It is well known that FMM is based on the following equation

c(x, y)|∇T (x, y)| = 1 (3)

which is the stationary version of the equation (1) when c = c(x, y) > 0 or
c = c(x, y) < 0 (see [6]). The front can be recovered as the level sets of the
function T (x, y).

In classical FMM the computation of the solution proceeds in an increasing
order accepting at each iteration the smallest value of the nodes in the current
narrow band (see [6] and [5]). The minimal value of the narrow band can be
considered exact (within the discretization error) in the sense that it can not
be improved in the following iterations. This result allows us to deal easily with
a time-dependent speed function using the current minimal value of the narrow
band as time t and then to evaluate the speed function c(x, y, t) during the
computation. Using this basic idea, Vladimirsky [8] extended FMM to a signed
explicit time-depending function c = c(x, y, t) and proved that in this case the
evolution of front can be recovered as the level set of the time-independent
function T (x, y) which is the unique viscosity solution of the equation

c(x, y, T (x, y))|∇T (x, y)| = 1. (4)

In order to treat the non-monotone case in which speed is allowed to have
different signs in different regions and/or to change sign in time, we introduce
some important modifications to the classical scheme.

1) We perform a slight modification of the function c. If there are two or
more regions with different sign for c at the same time, we force the speed
to be exactly zero on the boundaries of these regions so that the evolution of
the front in each region can be considered completely separate. The modified
function will refer to as numerical speed and it will be indicated with ĉ.
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2) Our new narrow band is the set of nodes which are going to be reached by
the front and the nodes just reached by the front. This allows to deal with
changes of sign of the velocity in time.

2 The FMM algorithm for unsigned velocity

In this section we give details for our FMM algorithm for unsigned velocity.
We describe the evolution of the front Γt using an auxiliary function:

θ(x, y, t) =
{

1 if u(x, y, t) ≥ 0
−1 otherwise.

Notations and preliminary definitions

We consider a grid Q∆ = {(i, j) ∈ Z
2 : (xi, yj) = (i∆, j∆) ∈ Q} with space

step ∆, we indicate with 0 < t1 < ... < tn < ... < tN ≤ T a non uniform grid
on [0, T ], where tn is the physical evolution time computed in each iteration
of the FMM. We note that the partition of the time interval is not known a
priori.
We introduce some definitions which will be useful in the sequel.

Definition 1. We define neighborhood of the node (i, j) the set
V (i, j) ≡ {(l,m) ∈ Q∆ such that |(l,m)− (i, j)| = 1}.

Definition 2. Given the speed cni,j ≡ c(xi, yj , tn) we define the numerical
speed

ĉni,j ≡






0 if there exists (l,m) ∈ V (i, j) such that
(cni,jc

n
l,m < 0 and |cni,j | ≤ |cnl,m|),

cni,j otherwise.

Definition 3. Given θnij = θ(xi, yj , tn) we define the fronts Fn+ and Fn− by

Fn± ≡ V (E)\E, where E = {(i, j) ∈ Q∆ : θni,j = ∓1} and Fn = Fn+∪Fn−.

F+

Ω+

Ω
−

F
−

Fig. 1. The two Fronts
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Remark 1. We should point out that the main difference with respect to the
classical FMM algorithm is the presence of two fronts: F+ and F− (see Fig. 1).

If the speed is positive (negative) the front propagates using only the
information coming from F+ (F−).

Description of the FMM algorithm for unsigned velocity

We need a discrete function TI to indicate the approximate physical time for
the front propagation on the nodes I = (i, j) of the fronts.

Initialization

Step 1. n = 1
Step 2. Initialization of the matrix θ0

θ0
I =

{
1 if (xi, yj) ∈ Ω0

−1 if (xi, yj) ∈ Q \Ω0

Step 3. Initialization of the time on the fronts
T 0
I = 0 for all I ∈ F 0

Main cycle

Step 4. Computation of T̃n−1
I .

We define T̂n−1
±,J =

{
Tn−1
J if J ∈ Fn−1

±
∞ else

Let I ∈ Fn−1
∓ , then

a) if ±ĉn−1
I ≤ 0, T̃n−1

I =∞,
b) if ±ĉn−1

I > 0, then we compute T̃n−1
I as the greater solution of the

following second order equation:

2∑

k=1

(

max
±

(

0, T̃n−1
I − T̂n−1

+,Ik,±

))2

=
(∆x)2

|ĉn−1
I |2

if I ∈ Fn−1
−

2∑

k=1

(

max
±

(

0, T̃n−1
I − T̂n−1

−,Ik,±

))2

=
(∆x)2

|ĉn−1
I |2

if I ∈ Fn−1
+

where

Ik,± =
{

(i± 1, j) if k = 1
(i, j ± 1) if k = 2

Step 5. t̂n = min
{

T̃n−1
I , I ∈ Fn−1

}

Step 6. t̃n =
{
t̂n if t̂n <∞
tn−1 + δ if t̂n =∞

where δ is a small constant, see following Remark 1
Step 7. tn = max(tn−1, t̃n)
Step 8. if tn = tn−1 + δ go to 4 with n := n + 1
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Step 9. Initialization of new accepted points
NAn± = {I ∈ Fn−1

± , T̃n−1
I = t̃n}, NAn = NAn+ ∪NAn−

Step 10. Reinitialization of θn

θnI =






−1 if I ∈ NAn+
1 if I ∈ NAn−
θn−1
I else

Step 11. Reinitialization of Tn

a) If I ∈ Fn\V (NAn) then TnI = Tn−1
I

b) If I ∈ NAn then TnI = tn
c) If I ∈ (Fn−1 ∩ V (NAn))\(NAn), then TnI = Tn−1

I

d) If I ∈ V (NAn)\Fn−1 then TnI = tn
Step 12. Go to 4 with n := n + 1

Remark 1. The time computed in step 5 is the physical time, instead t̃ in step
6 is an artificial time that allows to advance in time in any case. For example,
if at the iteration n we have ĉn−1

I = 0 ∀I ∈ Fn−1
± , then there will not be new

accepted point. As consequence the algorithm will be blocked. The term δ
have to be small enough (like ∆

|ĉn−1| ). More details will be given in a paper in
preparation focused on the convergence of the scheme.

Possible large time step could be computed when the speed is close to zero
so that t̃n could be very large. For this reason in step 8 we bound the size of
the time step by δ.

Remark 2. In step 11 we change TnI only if a point of the neighborhood of I
has been accepted.

Boundary conditions on ∂Q∆

The management of the boundary conditions is quite simple. As in the classical
FMM (see for example [5]), we can assign to the nodes of the boundary a value,
like +∞, such that these nodes will not contribute at the computations. Then,
at the end of the algorithm, these nodes will be cut off.

3 Numerical tests

3.1 Given velocity

We present some simulations which show the good behaviour of this new
scheme. We propose a first test regarding the rotation of a line. We consider
the square [−1, 1]2 and we approximate the evolution of a line crossing the
{x = 0} axis with the velocity c(x, y, t) = −x. We set θ0 = −1 above the line
and θ0 = 1 below. Formally, one expects that a straight line remains a straight
line for all t > 0 and that it rotates around the axis {x = 0} (where the velocity
is zero). Indeed, let us consider a generic straight line r = {(x, y) : y = ax+b}
and a point (x0, y0) ∈ r. We denote by (x1, y1) the image of (x0, y0) after the
time ∆t. A first order expansion gives
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Fig. 2. Rotation of a line

(x1, y1) = (x0, y0)−
∆tx0√
1 + a2

(−a, 1)

Then

y1 =
(

a−∆t

1 + a∆t

)

x1 + b,

since (x1, y1) satisfies the equation of a line we deduce that a straight line
always remains a straight line. Fig. 2 shows that our algorithm computes
what one expects.

Moreover, one can observe that the velocity of rotation of the line decreases
when it approaches the axis {x = 0}. This is due to the fact that the velocity
decreases near this axis.

We propose a second test regarding the evolution of a circle centered in
the origin, with a speed c(x, y, t) = 0.1t − x. As shown in Fig. 1, the circle
translates on the left and propagates in a self similar way. This test is run
with ∆x = 2π/300. The front is plotted every 0.5 physical time iterations
with final time T = 5 and the solution is compared with that approximated
by the classical finite difference scheme for equation (1).

Fig. 3. Evolution of a circle with FD
Fig. 4. Evolution of a circle with the
FMM
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Finally we propose a third test regarding the evolution of two circles. We
set θ0 = 1 inside the circles and θ0 = −1 outside. We choose a velocity which
changes sign in time, c(x, y, t) = 1 − t. This test is run with ∆x = 2π/300.
The front is plotted every 0.2 physical time with final time T = 2.6.

In Fig. 5 and 6 we show the result and we compare it with the approxi-
mation computed by the classical finite difference scheme for (1).

Fig. 5. Increasing (left) and decreasing (right) evolution of two circles with FMM

Fig. 6. Increasing (left) and decreasing (right) evolution of two circles by classical
FD scheme

3.2 Dislocation dynamics

As we said in the introduction, our method can be extended to dislocations
dynamic problems. In this case, we introduce a time step ∆t and we consider
a uniform grid over the time interval [0, T ], ∆t = T

N with tm = m∆t,m =
0, ..., N .

We consider the function c as time-independent in each interval ∆tm =
[m∆t, (m + 1)∆t]. Once the algorithm completed the computation for the
front’s evolution in every interval ∆tm, it updates the speed function. We
need to fix the velocity on each time interval ∆tm, since it depends on the
front itself. This avoid spurious oscillations which arise when the velocity is
updated before all the nodes of the front are evolved for a physical time ∆t.
We propose one test regarding the relaxation of a dislocation line with sinu-
soidal shape. The Problem (2) is approximated in [−1, 1]2 with
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u(x, y, 0) =

{

−1 if y + 0.3 sin(xπ) ≤ 0
1 otherwise.

We refer to [3] for the computation of the discrete convolution and for the
description of the physical kernel. We remark that in this case the front has
speed with different sign. In fact the upper part of the sinusoidal line moves
to the left and the other part moves to the right. The three points where the
line changes convexity do not move since they have speed equal to 0.

This test has been run with ∆x = 0.01, ∆t = 0.1 for a final time T=4.
Fig. 7 represents the 0-level set of the discrete function θ plotted every 10
time iterations.

Fig. 7. Relaxation of a sinusoidal dislocation line
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Summary. We study the problem of time–step adaptation in semi–Lagrangian
schemes for the approximation of the level–set equation of Mean Curvature Mo-
tion. We try to present general principles for time adaptivity strategies applied to
geometric equations and to make a first attempt based on local truncation error.
The efficiency of the proposed technique on classical benchmarks is discussed in the
last section.

1 Introduction

Semi–Lagrangian (SL) schemes, whose use has been restricted for a long time
to the Numerical Weather Prediction community (see the review paper [10]),
have recently gained a certain popularity also in the field of first and second
order Hamilton–Jacobi equations. This is due to the fact that they allow
for larger time steps with respect to finite differences schemes. This feature
is particularly interesting in geometric equations related to the “level set”
formulation of moving interfaces (see e.g. [9] for a recent review of “level set”
models, and [11, 4, 5] , [1] for the application of SL techniques). One of the
most classical problems in this framework is the equation of Mean Curvature
Motion (MCM), which reads

{

vt(x, t) = div
(
Dv(x,t)
|Dv(x,t)|

)

|Dv(x, t)| in R
N × (0, T )

v(x, 0) = v0(x).
(1)

In (1), v0(x) can be any uniformly continuous function having the initial
interface Γ0 as its zero level set (or a prescribed level set) with nonzero gradient
on the curve. The evolution Γt of the interface is then tracked by taking the
same level set of the solution v(x, t) of (1). In the sequel, we will only consider
for simplicity the case N = 2.
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A large time–step scheme for (1) has been proposed in [5] and extensively
studied in [1]. In R

2, it takes the form

vn+1
j =

1
2

(

I[V n](xj + σnj
√
∆t) + I[V n](xj − σnj

√
∆t)

)

(2)

where I[V ](x) is a numerical reconstruction performed at the point x using
the vector V of node values, and σnj is defined by

σnj =
√

2
|Dnj |

(
Dn2,j
−Dn1,j

)

(3)

with Dn1,j , Dn2,j and Dnj suitable numerical approximations of respectively
vx1(xj , tn), vx2(xj , tn) and Dv(xj , tn). Note that the numerical domain of
dependence of vn+1

j is given by the two regions around the points xj±σnj
√
∆t

which are about 2
√

2∆t apart.
The cost–effective use of large time–step schemes in PDEs typically results

in a low resolution of smaller scales. In “level set” methods, this roughly means
that it is difficult to track small structures of the interfaces, e.g. corners and
cusps. Resolving such structures would require smaller time steps, as shown
in Figure 1 where the evolution of a square is tracked up to t = 0.1 with
respectively 10 time steps (left) and a single time step (right). On the other
hand, once the solution is smoothed out (which usually happens with MCM
equation (1)), efficiency would be increased by larger steps and this strongly
motivates the introduction of an adaptive time–stepping strategy.

-3

-2

-1

0

1

2

3
-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3
-3 -2 -1 0 1 2 3

Fig. 1. Evolution of a square at t = 0.1, ∆t = 0.01 and ∆t = 0.1

It should be mentioned that space/time adaptive strategies have been
extensively studied for linear PDEs mainly in the finite element community
(see e.g. the survey paper [3] and the references therein). A lesser amount of
literature exists for adaptive methods in nonlinear PDEs, and mainly for first
order equations as in [2, 6] and [7]. Using (1) as a model problem, we will
focus in this paper on evolutive nonlinear equation of geometric type, that
is, of the form ut + H(x, u,Du,D2u) = 0 with H satisfying in particular the
condition
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H(x, u, λp, λX) = λH(x, u, p,X), for λ > 0. (4)

where p ∈ R
N and X ∈ SN , the space of symmetric N×N matrices. We recall

that in a geometric equation the evolution of the interface Γt corresponding to
a prescribed level set of the solution is independent of the choice of the initial
condition v0. Here, we will assume the space discretization to be fine enough
for our needs, although our final goal is of course to study adaptivity in both
time and space, as well as the application to more general situations. We will
first try in Section 2 to single out a set of reasonable general axioms on the
adaptation algorithm. In Section 3 we propose an adaptive strategy for the
scheme proposed in [5], obtained by a suitable reworking of a classical tech-
nique for ODE schemes. Finally, in section 4 we will present some numerical
tests.

2 General requirements on the adaptation strategy
for geometric equations

We expect that some common requirements should be satisfied by any good
adaptation strategy for the problem into consideration. Our plan is to define
an adaptive time–stepping strategy which could correctly track the evolution
of Γt. Let us then sketch some general assumptions for such a strategy.

Geometric behaviour: the time–step adaptation should depend on the behav-
iour of the interface, but not on how the interface is represented, i.e. not on
the function v0.

Global error control: the adaptation should take into account the error in-
troduced both at the current and at future time steps. In other terms, a
derefinement should not introduce at future time steps an error larger then
the one introduced at the time step at which it is performed.

Range control: adaptation of the time–step should be bounded above and
below by suitable relationships between ∆t and ∆x. In particular, for the
problem at hand, a refinement of ∆t should not go below the parabolic CFL
condition ∆t = O(∆x2) and a derefinement should in principle lead to the
relationship maximizing the consistency rate.

Moreover, in order to increase efficiency and avoid a huge storage of data
(the number of grid nodes can be quite large to get an accurate resolution
of smaller scales), the indicator used to decide on the increase or decrease
of the time step should be reasonably fast to compute and should only take
into account informations from the last iteration. In the next section we will
describe an adaptation strategy based on the local truncation error control as
it is usually done for ODEs. We will show how such a technique can fit our
requirements and give accurate results.
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3 A strategy based on local truncation error

Following [5], and restricting to the non-degenerate case (Dv 	= 0), we write
the local truncation error of the scheme (2), (3) as

L∆x,∆t(xj , tn) = O

(

∆t1/2 +
∆xr

∆t
+

∆xq

∆t1/2

)

. (5)

In (5), the first term is related to time discretization, the second term to
space discretization (with r denoting the rate of convergence of the space
interpolation) and the third term to the approximation of the gradient (q
being the rate of convergence of the finite-difference approximation of Dv).
On a single time step, the perturbation introduced by the scheme on a smooth
solution is therefore asymptotically given by

ε∆x,∆t(xj , tn) = ∆tL∆x,∆t(xj , tn) ∼ C1∆t3/2 + C2∆xr + C3∆t1/2∆xq. (6)

On the other hand, following the same arguments used in [5], we can show that
the same perturbation, when computed on a Lipschitz continuous solution, is
in fact

ε∆x,∆t(xj , tn) ∼ C4∆t1/2 + C5∆x. (7)

Note that, in deriving (7), we have taken into account that the discrete gra-
dient is simply bounded (so that, formally, q = 0) and that any polynomial
reconstruction converges with order r = 1 on Lipschitz continuous functions.

In both (6) and (7), the symbols Ck should be intended as Ck(xj , tn) (the
dependence on the solution has been dropped for simplicity). In particular,
by a careful examination of the consistency analysis in [5], it is possible to
check that

C1(xj , tn) ∼ Dv(xj , tn) ·
∂

∂t
σ(xj , tn) = Dv · ∂

∂t

[ √
2

|Dv|

(
−vx2
vx1

)]

(8)

and at last, after some basic calculus,

C1(xj , tn) ∼
√

2
|Dv|η ·








vx1η ·
∂

∂t
(vx2 , vx1)

vx2η ·
∂

∂t
(−vx2 , vx1)








(9)

where η = Dv/|Dv| and all the functions have been computed at (xj , tn).
On the other hand, one can also show that C4 behaves like const · |Dv|, and
therefore both C1 and C4 are homogeneous of degree 1 in Dv.

According to the general framework outlined in the introduction, we will
assume that the error term related to space and gradient discretization is
negligible with respect to the term related to time discretization. As we said,
the coupling of time and space adaptivity will be the object of a forthcoming
study.
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Following a classical technique for ODEs (see e.g. [5]), we compare nu-
merical solutions obtained starting from v(tn) (in practice, from V n) and
using respectively two steps ∆t/2 and a single step ∆t, namely v∆t/2 ≈
v(tn+1) + 2ε∆t/2, and v∆t = v(tn+1) + ε∆t. Neglecting the space and gra-
dient discretization terms and using (6) we get for the smooth case:

v∆t − v∆t/2 ∼ ε∆t − 2ε∆t/2 ∼
(

1− 1√
2

)

ε∆t (10)

and hence
ε∆t ∼

ε∆t − 2ε∆t/2
1− 1√

2

∼
v∆t − v∆t/2

1− 1√
2

, (11)

where the local errors ε are associated to the numerical solutions v∆t and
v∆t/2, and all the quantities refer to (xj , tn). In the Lipschitz case, following
the same arguments and notations, and using (7) instead of (6), we obtain

ε∆t ∼
v∆t/2 − v∆t√

2− 1
. (12)

For the problem under consideration, it is reasonable to assume that a time–
step refinement should necessarily be performed in a nonsmooth situation
(and therefore using (12) as a local truncation error estimate), and vice versa
a derefinement would require a smooth solution (estimating in turn the local
error by (11)).

There are still two questions to be addressed. First, in order to have a geo-
metric behaviour of the algorithm, we should take into account that ε∆t(xj , tn)
is homogeneous of degree 1 in |Dv|, so that it should be divided by |Dv(xj , tn)|
itself (in practice, by the approximation |Dnj |) to make it independent of the
gradient of the solution (we recall that we assumed Dv 	= 0). Second, the
refinement threshold should properly depend on ∆x. The more natural choice
is to set this threshold proportional to ∆x so that, in the nonsmooth case, a
local truncation error of order O(∆t1/2) would be compared with a threshold
O(∆x) (this leads to the parabolic CFL condition ∆t = O(∆x2)). In order
to preserve the relative scaling, the derefinement threshold will also be set
proportional to ∆x.

Summing up, the algorithm estimates (for every node in a suitable set S)
ε∆t via (11) or (12)). If

∥
∥
∥
∥

v∆t − v∆t/2

|Dv|

∥
∥
∥
∥
L∞(S)

> (
√

2− 1)τU∆x (13)

the time step is halved and a better approximation is computed. If in turn
∥
∥
∥
∥

v∆t − v∆t/2

|Dv|

∥
∥
∥
∥
L∞(S)

<

(

1− 1√
2

)

τL∆x, (14)

then the scheme advances to v∆t/2 and the time step is doubled for the fol-
lowing iteration. Else, the scheme advances to v∆t/2 and the time step is kept.
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4 Numerical tests

We test our adaptive strategy on two standard problems for the MC flow
in R

2. Throughout this section, we will use a P1 (piecewise linear) space
reconstruction and a centered–difference estimation of the gradient, so that
in the smooth case we obtain r = q = 2. We will also use τL = τU = 1.

Our goal is to approximate only one level curve of interest, representing the
front. When choosing to track the level curve ΓCt ≡ {(x, y) : u(x, y, t) = C},
the adaptation strategy will only consider the errors for nodes belonging to a
band around such a level curve, given by

NBδ(ΓCt ) ≡ {(x, y) : C − δ ≤ u(x, y, t) ≤ C + δ}.

(and the algorithm will use (13), (14) with S = NBδ(ΓCt )). This allows to re-
duce the computational complexity by collecting only the information around
the level set of interest, although it is not clear whether a degradation of the
solution might be caused at future times (see the requirements in Section 2).

Evolution of a circle. The first numerical test shows the shrinking of a circle.
In this case the solution is smooth and we expect that the fixed time step
scheme could also work efficiently. Moreover, it is easy to compute the exact
solution so that we can compare both schemes in terms of the L∞ error on the
solution v. The following simulations has been run in Ω = [−4, 4]2 choosing

u(x, y, 0) = max((42 − x2 − y2)4/48, 0).

We approximate the front Γ 0.2
t and choose a band around the front with

δ = 0.1. The initial choice of the time step is ∆t = 0.1.
Table 1 compares errors obtained at T = 3.1 in the band NB0.1(Γ 0.2

T ) for
differents choices of the space step. The comparison has been performed by
making the fixed step scheme run with the same overall number of steps as the
adaptive scheme. Although in this test the fixed step scheme has remarkably
good performances, we can see that the adaptive schemes has a comparable
accuracy.

Different choices for the tolerance have been compared, yet obtaining sim-
ilar behaviours, since in this case the local error is always under the more
restrictive threshold. For any choice of the tolerance, the sequence of time
steps is given in Table 2.

Table 1. Errors of the adaptive vs. fixed step scheme for the collapse of a circle

∆x Adaptive ∆t Fixed ∆t

1.428 · 10−1 1.581 · 10−3 1.066 · 10−3

7.070 · 10−2 3.872 · 10−4 2.587 · 10−4

3.517 · 10−2 1.039 · 10−4 6.725 · 10−5
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Table 2. Sequence of time steps for the collapse of a circle

Iteration Adaptive ∆t

1 0.1
2 0.2
3 0.4
4 0.8
5 1.6

Evolution of a square. The second test shows the shrinking of a square, follow-
ing the same test case in [5]. This is a situation in which a nonsmooth initial
solution is smoothed out by the MC flow. Here, we really expect the adaptive
scheme to be useful, although we cannot any longer compare the two schemes
in terms of L∞ errors. The simulations have been run in Ω = [−1.5, 1.5]2

choosing

u(x, y, 0) = 1.5− |ξ(x, y)− η(x, y)| − |ξ(x, y) + η(x, y)|,

where ξ(x, y) = 1/2(
√

3 x + y) and η(x, y) = 1/2(
√

3 y − x) (this rotation
avoids an alignment between the square and the grid). We approximate the
front Γ 0

t with ∆x = 0.03, δ = 0.2. Figure 2 shows 11 iterations of the numerical
solutions obtained by the two methods up to time T = 0.3 (the corresponding
fixed step is ∆t = 0.027), with an apparent advantage of the adaptive scheme.
Figure 3 shows, as functions of the iteration number, the values of the left–
hand side of (13) and (14) (plotted by +) compared with upper and lower
thresholds given by the respective right–hand sides (dotted lines), along with
the resulting adapted time step (solid line).
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Fig. 2. Collapse of a square, adaptive vs. fixed time step
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Fig. 3. Local error estimate and adaptive time step vs. iteration number
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University of Basel, Department of Mathematics, Rheinsprung 21, CH-4051 Basel,
Switzerland
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Summary. The Heterogeneous Multiscale Method (HMM) applied to elliptic ho-
mogenization problems has been analyzed for simplicial elements in [E, Ming, Zhang,
J. Amer. Math. Soc. 18, pp. 121-156, 2005] and [Abdulle, SIAM, Multiscale Model.
Simul., Vol. 4, No 2, pp.195–220, 2005.]. In this paper we discuss and analyze the
use of quadrilateral (hexahedral) finite elements for the HMM applied to elliptic
homogenization problem. We give H1 and L2 a priori estimates and discuss a strat-
egy to recover the microscopic information. Numerical examples confirm our error
estimates.

1 Introduction

The numerical solution of multiscale elliptic problems is a basic problem for
many applications. Solving these problems with a standard finite element
method (FEM) is often difficult or even impossible, due to the computational
work and the amount of memory needed to solve the small scale.

The heterogeneous multiscale method (HMM) introduced in [9] is a gen-
eral framework for designing numerical methods for problems with multiple
scales. For elliptic homogenization problems, this method couples a macro and
a micro FEM in the following way: the macroscopic problem with unknown in-
put data is computed by performing micro calculations on small sub-domains
of a macroscopic mesh. This allows to assemble the macroscopic stiffness
matrix without knowing or deriving beforehand the macroscopic equation
[1, 2, 3, 5, 8, 9]. Several other approaches have been proposed for elliptic mul-
tiscale problems, as for example in [11] and [12]. We refer also to [9] for further
references.

The finite element heterogeneous multiscale method (FE-HMM) for elliptic
problems has been analyzed in [8, 3] for simplicial finite elements. In [3],
the first fully discrete analysis of the method has been given, taking into
account the error in the micro FE solver. For flexibility in applications, it
is important to be able to use other elements, besides simplicial ones, as
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quadrilateral or hexahedral elements. In this paper we analyze the method
for quadrilateral (hexahedral) finite elements. For simplicity, we present the
method for piecewise bilinear polynomials in two dimensions. These results
can be extended to higher dimensions with similar ideas. They can also be
extended to higher orders FEM and convergence rates, provided higher order
regularity of the true solutions is present.

The outline of the paper is as follows. In section 2 we recall the HMM
for elliptic multiscale problems and extend the formulation for quadrilateral
elements. In section 3 we derive the convergence results for the FE-HMM
and give in section 4 numerical examples illustrating the sharpness of our
estimates.

2 HMM with quadrilaterals finite elements

In a bounded domain Ω ⊂ R
d, for f ∈ L2(Ω), we consider the elliptic problem

−∇ · (aε∇uε) = f in Ω, uε = 0 on ∂Ω, (1)

where we assume that the tensor aε(x) = a(x, xε ) = a(x, y) is symmetric,
coercive and periodic with respect to each component of y = x/ε in the unit
cube Y = (0, 1)d (the superscript on the solution u emphasizes its dependence
on ε). We further assume that aij(x, ·) ∈ L∞(Rd) and that x → aij(x, ·) is
smooth from Ω̄ → L∞(Rd). It is known that uε converges (usually in a weak
sense) to a “homogenized” function u0, solution of the homogenized problem

−∇ ·
(
a0(x)∇u0

)
= f(x) ∈ Ω, u0 = 0 on ∂Ω, (2)

where the homogenized diffusion tensor a0 is a smooth matrix with coefficients
given by a0

ij(x) =
∫

Y

(

aij(x, y) +
∑n
k=1 aik(x, y)

∂χj

∂yk
(x, y)

)

dy [6, 10]. Here,

χj(x, ·) denote the solutions of the cell problems given in (15) below, but for
the space

W 1
per(Y ) = {v ∈ H1

per(Y );
∫

Y

vdx = 0}, (3)

where H1
per(Y ) is defined as the closure of C∞per(Y ) (the subset of C∞(Rd) of

periodic functions in the unit cube Y = (0, 1)d) for the H1 norm. In the sequel,
we assume that the solutions χj of the cell problems (15) satisfy χj(xk, ·) ∈
W 2,∞(Y ), for a fixed first variable x = xk ∈ Ω, and

‖Dαx
(
χj(xk, x/ε)

)
‖L∞(Kε) ≤ C ε−|α|, |α| ≤ 2, α ∈ N

d. (4)

As discussed earlier, we concentrate here for simplicity on piecewise bi-
linear continuous FEM in the micro and in the macro spaces. We therefore
consider a macro finite element space defined by
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SH(Ω) := S(Ω, TH) := {uH ∈ H1
0 (Ω); uH |K ∈ Q1(K), ∀K ∈ TH}, (5)

where Q1(K) is the space of bilinear polynomials on the quadrilateral K, and
TH is a quasi-uniform partition of Ω ⊂ R

d of shape regular quadrilaterals K.
By “macro finite elements” we mean that H, the size of the macro elements
K, can be much larger than the length scale ε. For a function vH ∈ SH , we
will consider its linearization around a point xli ∈ Ki ∈ TH

vHli (x)|Ki
= vH(xli) + (x− xli)∇vH(xli). (6)

We also consider a micro finite element space Sh,per ⊂W 1
per(Kε) defined by

Sh,per(Kε) := S1
per(Kε, Th) := {zh ∈W 1

per(Kε); zh|T ∈ P1(T ), T ∈ Th}, (7)

where P1(T ) is the space of linear polynomials on the triangle T .

Remark 1. We could have used also the space of bilinear polynomials Q1(T )
on quadrilaterals in (7). We consider here linear polynomials for the micro FE
so that we can use the results derived in [3] for the micro FEM.

The FE-HMM for the elliptic homogenization problem, based on the macro
space SH(Ω) is defined by a modified macro bilinear form [9, 2],

B(uH , vH) =
∑

Ki∈TH

n∑

li=1

ωi
|Kε,li |

∫

Kε,li

∇uhli a(xli , x/ε)(∇vhli)
T dx, (8)

where Kε,li = xli + ε[−1/2, 1/2]d is a sampling sub-domain centered at the
point xli ∈ Ki, |Ki|, |Kε,li | denote the measure of Ki and Kε,li , respectively,
and where uhli (resp. vhli) is the solution of the following micro problem: find
uhli such that (uhli − uHli ) ∈ Sh,per(Kε,li) and

∫

Kε,li

∇uhli a(xli , x/ε)(∇zh)T dx = 0 ∀zh ∈ Sh,per(Kε,li). (9)

The macro FE-HMM solution is then defined by the following variational
problem: find uH ∈ SH(Ω) such that

B(uH , vH) = 〈f, vH〉, ∀vH ∈ SH(Ω). (10)

Remark 2. The set {ωli , xli}nli=1 is a quadrature formula on the element Ki.
We will discuss in the Section 3 how to chose it.

Remark 3. We will see in the sequel that it is crucial to define the micro solu-
tion uhli constrained (through periodic boundary conditions) by the linearized
part of the corresponding macro solution uH . Such an idea has been proposed
in [8] to extend the HMM for higher order macroscopic solver on triangles
using numerical quadrature schemes.
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3 Error analysis

We first discuss the choice of the quadrature formula {ωli , xli}nli=1. It is tempt-
ing to chose ωli = Ki, xli = xk, n = 1, where xk is located at the barycenter of
the element Ki (one point Gauss rule), since this formula is exact for bilinear
polynomials. But with such a quadrature formula, the bilinear form (8) can-
not be coercive (see Remark 5 below). Therefore, we chose n = 4 and the two
points Gauss quadrature rule ωli = |Ki|/4, xli = Fi(1/2±

√
3/6, 1/2±

√
3/6),

where x = Fi(ξ) the affine mapping, which maps [0, 1]2 onto Ki ∈ TH . We
next show that with this quadrature formula the problem (10) is well posed.

Proposition 1. With the above quadrature formula, the problem (10) has a
unique solution which satisfies

‖uH‖H1(Ω) ≤ C‖f‖L2(Ω). (11)

Proof. We note that for vH ∈ SH(Ω), the gradient of the linearized part ∇vHli
is constant over a macro element Ki. Hence, the following two relations be-
tween the micro solution of (9) and its corresponding linearized macro function
vHli hold.

∫

Kε,li

|∇vhli |
2dx =

∫

Kε,l

|∇vhli −∇vHli |
2dx +

∫

Kε,li

|∇vHli |
2dx, (12)

∫

Kε,li

∇vhli a(xk, x/ε)(∇vhli −∇vHli )T dx = 0. (13)

Observe that equality (12) yields ‖∇vhli‖L2(Kε,li
) ≥ ‖∇vHli ‖L2(Kε,li

). Next,
since∇vHli is constant, we have

∫

Kε,li
‖∇vHli ‖

2
L2(Kε,li

)dx = ∇vHli (xli)·∇vHli (xli).
Using these observations and the coercivity of aε we find

B(vH , vH) ≥ C
∑

Ki∈TH

4∑

li=1

|Ki|
4

(
∇vHli (xli) · ∇vHli (xli)

)
= C

∑

Ki∈TH

‖∇vH‖2L2(Ki)
,

where we used that the quadrature formula is exact for quadratic polynomi-
als. Thus, the bilinear form B is coercive. Using (13) we see that the bilinear
form B is bounded. Finally, the existence and uniqueness of a solution uH of
problem (10) as well as (11) follow from the Lax-Milgram theorem.

Remark 4. It can be seen in (12) why we introduced the linearization vHli of a
function vH ∈ SH(Ω). For functions vH ∈ SH(Ω), (12) does not hold.

The following lemma can be shown similarly as in [3].

Lemma 1. The function uhli ∈ Sh,per(Kε,l), solution of problem (9), can be
represented as
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uhli = uHli + ε

d∑

j=1

χj,h(xli , x/ε)
∂uHli (xli)

∂xj
, (14)

where χj,h(xli , y) are the (unique) solutions of the cell problems
∫

Y

∇χj,ha(xli , y)(∇zh)T dy = −
∫

Y

eTj a(xli , y)(∇zh)T dy ,∀zh ∈ Sh,per(Y ),

(15)
where Y = (0, 1)2 and {ej}2j=1 is the standard basis of R

2.

Remark 5. It can be shown similarly as in [1, 2, 3, 4], that

1
|Kε,li |

∫

Kε,li

∇uhli a(xli , x/ε)(∇vhli)
T dx =

1
|Ki|

∫

Ki

∇uHli a(xli , x/ε)(∇vHli )T dx.

(16)
Using the above formula, it can be seen that the bilinear form (10) defined
upon the one point quadrature formula, located at the barycenter of each
quadrilateral, would be indefinite (consider for example for uH(x) = (x1 −
1/2) · (x2 − 1/2) ).

Following the lines of Lemma 3.3 and Proposition 3.5 of [3], we find

Theorem 1. Let u0 be the solution of the homogenized problem (2) and as-
sume that u0 is H2-regular. Let uH be the solution of problem (10) and suppose
that (4) holds. Then

‖u0 − uH‖L2(Ω) ≤ C(H2 + (h/ε)2)‖f‖L2(Ω), (17)

‖u0 − uH‖H1(Ω) ≤ C(H + (h/ε)2)‖f‖L2(Ω), (18)

where H is the size of the mesh of the macro FE space SH(Ω) and h is the
size of the mesh of the micro FE space Sh,per(Kε).

Remark 6. If we denote by M = dim Sh,per(Kε) and N = dim SH(Ω) the
degrees of freedom of the micro and the macro FE spaces, respectively, the
estimates (17) and (18) can be rewritten as ‖u0−uH‖L2(Ω) ≤ (N− 2

d +M− 2
d )

and ‖u0 − uH‖H1(Ω) ≤ (N− 1
d + M− 2

d ), respectively, emphasizing that the
quantity h/ε is independent of ε. The above estimates show that both, micro
and macro meshes, have to be refined simultaneously.

Using Theorem 1 it can be shown that

‖uε − uH‖L2(Ω) ≤ C(H2 + (h/ε)2 + ε)‖f‖L2(Ω) (19)

(see [3] and also [8]). Convergence in the H1 norm is however not possible in
general (see [11, 4.4]). In [1, 3, 9], a procedure was given allowing to recover
the small scale information of uε and H1 estimates between the reconstructed
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solution and uε were obtained. Some care is required to extend this procedure
for quadrilateral elements. In the sequel we explain how this can be done.

Let K̂ = [0, 1]2 be the reference quadrilateral and x̂l = (1/2±
√

3/6, 1/2±√
3/6), l = 1, . . . , 4 the two points Gauss quadrature formula. We divide

K̂ in four quadrilaterals joining the barycenter of K̂ with the midpoint of
each edges. We denote K̂l the sub-quadrilateral with xl ∈ K̂l. For each macro
quadrilateral Ki ∈ TH consider the quadrilateral Kli defined by Kli = Fi(K̂l),
where Fi is the affine mapping which maps K̂ onto Ki. We define by ΓH =
{Kli , i = 1, . . . , 4; K ∈ TH} the new partition obtained by the subdivision
of the partition TH in sub-quadrilaterals as explained above. For each Kli we
define

uεp(x)|Kli
= uHli (x) +

(
uhli(x)− uHli (x)

)
|PKli

for x ∈ Kli ∈ ΓH , (20)

where |PKli
denotes the periodic extension of the fine scale solution (uhli −uHli ),

available in Kε,li on each element Kli . Since uεp can be discontinuous across
the macro elements Kli , we define a broken H1 norm by

‖u‖H̄1(Ω) := (
∑

Kli
∈ΓH

‖∇u‖2L2(Kli
))

1/2. (21)

The techniques used in [3, Thm. 3.11] can now be adapted to the above
situation and we obtain

Theorem 2. Let uεp be defined by (20) and uε be the solution of (1). Suppose
that (4) holds. Then

‖uε − uεp‖H̄1(Ω) ≤ C(
√
ε + H + h/ε)‖f‖L2(Ω), (22)

where H is the size of the mesh of the macro FE space SH(Ω) and h is the
size of the mesh of the micro FE space Sh,per(Kε).

Note again (see Remark 6) that h/ε is independent of ε.

4 Numerical experiments

In this last section, we present numerical experiments to illustrate the sharp-
ness of our error estimates. We consider the following model problem

−∇ ·
(

a(
x

ε
)∇uε

)

= f(x) in Ω = (0, 1)2 (23)

uε|ΓD
= 0 on ΓD := {x1 = 0} ∪ {x1 = 1} (24)

n ·
(

a(
x

ε
)∇uε

)

|ΓN
= 0 on ΓN := ∂Ω\ΓN , (25)

where a(xε ) = (cos 2πx1
ε + 2)I, I is the identity matrix and f(x) ≡ 1. The

exact solution as well as the homogenized tensor can be derived analytically
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(see [3]). In the following, we compute the solution of the problem (23–25)
with the FE-HMM for several macromeshes H = (1/2)d, d = 1, . . . , 6 and
micro meshes hM = 1/5, 1/10, 1/20, 1/40, where hM + M− 1

2 and M is the
number of degrees of freedom of the micro FE space. The comparison of these
numerical solutions with the homogenized solution in the L2 and H1 norm is
given in Fig. 1 (left picture) and Fig. 1 (right picture), respectively. We give the
result for ε = 10−5. Note that the convergence rates are independent of ε (see
Theorem 1). It can be seen, as predicted by Theorem 1, that the convergence
rates are quadratic and linear for the L2 and H1 norm, respectively, provided
that the micro mesh is also refined. The influences of the micro problems are
in accordance with our fully discrete analysis. Micro and macro meshes have
to be refined at the same speed for the L2 norm while for the H1 norm the
micro mesh can be refined at a slower rate.
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Fig. 1. Convergence rates of the error between the macro solution of the FE-HMM
for the problem (23–25), with ε = 10−5 and decreasing macro and micro meshes,
and the homogenized solution of the problem (23–25).

Finally, in Fig. 2 (left picture) we compare, in the L2 norm, the fine scale
solution uε with the macro FE-HMM solution. We see that we have now a
dependency towards ε as predicted by (19). To improve the results one has to
decrease ε as shown in Fig. 2 (right picture), where ε = 10−3.
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2 Laboratório Nacional de Computação Cient́ıfica, Av. Getúlio Vargas, 333,
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Summary. This work concerns the derivation of new stabilized finite element meth-
ods for the Stokes problem. Starting from pairs of spaces which are not stable, they
are made stable by enriching them with multiscale functions, i.e., functions which
are local, but not bubble-like, arising from the solution of local problems at the
element level. This general methodology is applied to stabilize the non-stable P

1/P
0

pair.

1 Introduction

In the mid nineties there was a growing interest in giving theoretical justifica-
tions for the different stabilized finite element methods for the Stokes problem.
One answer came from the fact that the usual Galerkin method enriched with
bubble functions led to the GLS method (see [2]). Also, this methodology of
enriching the standard polynomial space with bubble functions led to a new
class of methods, namely the Residual-Free Bubble method (cf. [3, 8]).

The imposition of a zero boundary condition on the element boundary
for RFB presented some numerical problems. One possible solution for some
of these problems is the multiscale finite element method (see [7, 6]). A par-
ticularity of such methods is that a Petrov-Galerkin strategy is proposed, in
which the test function space is enriched with bubble functions in order to
have a local problem containing the residual of the momentum equation on
the right hand side. A special boundary condition (related to the one used in
[9]) is imposed in order to solve these local problems analytically. The pur-
pose of this work is to use the multiscale approach from [7, 6], combined with

∗ This author is partially supported by FONDECYT Project No. 1040595.
† This author is partially supported by CONICYT-Chile through FONDECYT

Project No. 1030674 and FONDAP Program on Applied Mathematics.
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the static condensation procedure, in order to propose new stabilized finite
element methods for the Stokes problem. We proceed as in [7], defining an en-
richment function for the trial space for the velocity that no longer vanishes
on the element boundary (and hence it is not a bubble function). This enrich-
ment function is statically condensed, and hence, in the particular case of the
P

1/P
0 element, this procedure leads to an edge-based stabilized finite element

method, containing non-standard jump terms on the interelement boundaries.
Moreover, since we know exactly the trace of the enrichment function on the
element boundary, the stabilization parameter associated with the jump terms
is known exactly. Up to the authors’ knowledge, this is the first time that the
exact stabilization parameter for an edge-based stabilized method is known.

The plan of the paper is as follows: in Section 2 we present the general
framework and derive a general form of the method. Afterward, in Section
3 this framework is applied to derive a stabilized finite element method for
P

1/P
0 elements, where optimal order a-priori error estimates are derived for

the natural norms of the unknowns, plus some extra control on the norm
of the jumps presented in the formulation. Finally, numerical experiments
confirming the theoretical results are presented in Section 4.

2 The model problem and the general framework

Let Ω be an open bounded domain in R
2 with polygonal boundary, f ∈

L2(Ω)2 and let us consider the following Stokes problem:

−ν ∆u + ∇p = f , ∇·u = 0 in Ω , (1)
u = 0 on ∂Ω ,

where ν ∈ R
+ is the fluid viscosity.

Let now {Th}h>0 be a family of regular triangulations of Ω, build up
using triangles K with boundary ∂K. Let also Eh be the set of internal edges
of the triangulation, hK := diam(K) and h := max{hK : K ∈ Th}. Let
Vh be the usual finite element space of continuous piecewise polynomials of
degree k, 1 ≤ k ≤ 2, with zero trace on ∂Ω. Let also Qh be a space of
piecewise polynomials of degree l, 0 ≤ l ≤ 1, which may be continuous or
discontinuous in Ω and who belong to L2

0(Ω). Let Hm(Th) and Hm0 (Th) (m ≥
1) be the spaces of functions whose restriction to K ∈ Th belongs to Hm(K)
and Hm0 (K), respectively. Furthermore, (· , · )D stands for the inner product in
L2(D) (or in L2(D)2 or L2(D)2×2, when necessary), and we denote by ‖· ‖s,D
(|· |s,D) the norm (seminorm) in Hs(D) (or Hs(D)2, if necessary). As usual,
H0(D) = L2(D), and |· |0,D = ‖· ‖0,D.

In order to propose a Petrov-Galerkin method for Stokes problem (1), let
Eh ⊂ H1

0 (Ω) be a finite dimensional space, called multiscale space, such that
Vh ∩ Eh = {0}. Then, we propose the following Petrov-Galerkin scheme for
(1): Find u1 + ue ∈ [Vh ⊕ Eh]2 and p ∈ Qh such that
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ν(∇(u1 + ue),∇vh)Ω − (p,∇·vh)Ω + (q,∇· (u1 + ue))Ω = (f ,vh)Ω ,

for all vh ∈ [Vh⊕H1
0 (Th)]2 and all q ∈ Qh. Now, this Petrov-Galerkin scheme

is equivalent to the following system:

ν(∇(u1 + ue),∇v1)Ω − (p,∇·v1)Ω + (q,∇· (u1 + ue))Ω = (f ,v1)Ω , (2)

for all (v1, q) ∈ V 2
h ×Qh, and

ν(∇(u1 + ue),∇vb)K − (p,∇·vb)K = (f ,vb)K , (3)

for all vb ∈ H1
0 (K)2 and all K ∈ Th. Equation (3) above is equivalent to the

following strong problem

−ν∆ue = f + ν∆u1 −∇p in K. (4)

Now, this differential problem above must be completed with boundary
conditions. For reasons that will become clear in the sequel, we will impose
the following boundary condition on ue:

ue = ge on each Z ⊂ ∂K , (5)

where ge = 0 if Z ⊂ ∂Ω, and ge is the solution of

−ν ∂ssge =
1
hZ

�ν∂nu1 + pI·n� in Z , (6)

ge = 0 at the nodes ,

on the internal edges, where hZ = |Z|, n is the normal outward vector on ∂K,
∂s and ∂n are the tangential and normal derivative operators, respectively,
�v� stands for the jump of v across Z, and I is the R

2×2 identity matrix.
Next, since the enriched part ue is fully identified we can perform statical

condensation to derive a stabilized finite element method for our problem (1).
First, integrating by parts, we have, on each K ∈ Th,

ν(∇ue,∇v1)K = −ν(ue,∆v1)K + (ue, ν∂nv1)∂K ,

(q,∇·ue)K = −(ue,∇q)K + (ue, qI·n)∂K .

Using these identities we can rewrite (2) in the following way

ν(∇u1,∇v1)Ω +
∑

K∈Th

[

− (ue, ν∆v1)K + (ue, ν∂nv1)∂K
]

− (p,∇·v1)Ω

+(q,∇·u1)Ω +
∑

K∈Th

[

− (ue,∇q)K + (ue, qI·n)∂K
]

= (f ,v1)Ω , (7)

which implies
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ν(∇u1,∇v1)Ω − (p,∇·v1)Ω + (q,∇·u1)Ω

+
∑

K∈Th

[

− (ue, ν∆v1 +∇q)K + (ue, ν∂nv1 + qI·n)∂K
]

= (f ,v1)Ω . (8)

Finally, defining the linear bounded operator BK : L2(∂K) → L2(∂K) such
that ue

∣
∣
∣
∂K

= 1
νBK (�ν ∂nu1 + pI·n�), then (8) becomes

ν(∇u1,∇v1)Ω − (p,∇·v1)Ω + (q,∇·u1)Ω +
∑

K∈Th

[

(ue, ν∆v1 +∇q)K

+
1
ν

(BK (�ν ∂nu1 + pI·n�) , ν∂nv1 + qI·n)∂K
]

= (f ,v1)Ω . (9)

Using this form, in the next section we will present a stabilized finite
element method for the simplest possible pair, i.e., P

1/P
0 elements.

3 Application to the P
1/P

0 pair

For this case, the finite element spaces are given by

V h := {v ∈ C0(Ω)2 : v|K ∈ P
1(K)2 ,∀K ∈ Th } ∩ H1

0 (Ω)2 ,

Q0
h := {q ∈ L2

0(Ω) : q|K ∈ P
0(K) ,∀K ∈ Th } ,

for the velocity and pressure, respectively. Using these spaces, we propose the
following stabilized method: Find (u1, p0) ∈ V h ×Q0

h such that

B0

(
(u1, p0), (v1, q0)

)
= F0

(
v1, q0

)
∀ (v1, q0) ∈ V h ×Q0

h, (10)

where

B0

(
(u1, p0), (v1, q0)

)
:= ν(∇u1,∇v1)Ω − (p0,∇·v1)Ω + (q0,∇·u1)Ω

+
∑

Z∈Eh

τZ (�ν∂nu1 + p0I·n�, �ν∂nv1 + q0I·n�)Z , (11)

F0

(
v1, q0

)
:= (f ,v1)Ω , (12)

and τZ is given by

τZ :=
hZ
12ν

. (13)

3.1 Derivation of the method

First we note that using spaces V h and Q0
h, equation (9) reduces to: Find

(u1, p0) ∈ V h ×Q0
h such that
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ν(∇u1,∇v1)Ω − (p0,∇·v1)Ω + (q0,∇·u1)Ω

+
∑

Z∈Eh

1
ν

(BK (�ν∂nu1 + p0I·n�) , �ν∂nv1 + q0I·n�)Z = (f ,v1)Ω , (14)

for all (v1, q0) ∈ V h ×Q0
h.

We exploit next the fact that �ν∂nu1 + p0I·n�
∣
∣
∣
Z

is a constant function.

To this end, we define the (matrix) function buK := (BK(e1)|BK(e2)), where
e1,e2 are the canonical vectors in R

2, and we remark that, from its definition,
buK = buKI, where buK is the solution of

− ∂ssb
u
K(s) =

1
hZ

inZ , buK = 0 at the nodes , (15)

in each Z ⊆ ∂K ∩ Ω. We further remark that the solution of (15) may be
calculated explicitly and it is not difficult to realize that

(buK , 1)Z
|Z| =

hZ
12

. (16)

Finally, since �ν∂nu1 + p0I·n�
∣
∣
∣
Z

is a constant function we obtain

(BK(�ν∂nu1 + p0I·n�), �ν∂nv1 + q0I·n�)Z

=
(buK , 1)Z
|Z| (�ν∂nu1 + p0I·n�, �ν∂nv1 + q0I·n�)Z ,

and hence replacing this into (14) and using (16) we obtain the method (10).

Remark 1. One of the drawbacks of RFB method for the Stokes problem is
that, due to the zero boundary condition on the element boundary, there is
not a bubble-based enrichment that makes stable the P

1/P
0 element (see [4]

for a discussion), and hence, the use of a different boundary condition makes
possible to stabilize the P

1/P
0 element.

3.2 Error analysis

From now on, C will denote a positive constant independent of h and ν,
and that may change its value whenever it is written in two different places.
Moreover, defining the mesh-dependent norm

‖(v, q)‖h :=

[

ν |v|21,Ω +
∑

Z∈Eh

τZ‖�ν∂nv + qI·n�‖20,Z

] 1
2

, (17)

we have the following continuity, well posedeness and consistency result.
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Lemma 1. Let be (v, q), (w, r) ∈ [H2(Th)∩H1
0 (Ω)]2×[H1(Th)∩L2

0(Ω)]. Then,
the bilinear form B0 satisfies

B0

(
(v, q), (w, r)

)
≤ ‖(v, q)‖h‖(w, r)‖h + (∇·v, r)Ω − (q,∇·w)Ω , (18)

B0

(
(v, q), (v, q)

)
= ‖(v, q)‖2h , (19)

and hence the problem (10) is well posed. Also, if (u, p) ∈ [H2(Ω)∩H1
0 (Ω)]2×

[H1(Ω) ∩ L2
0(Ω)] is the weak solution of (1) then

B0

(
(u− u1, p− p0), (v1, q0)

)
= 0 for all (v1, q0) ∈ V h ×Q0

h. (20)

Proof. The result follows immediately from the definition of B0. The consis-
tency of (10) follows by noting that �ν∂nu + pI·n� = 0 a.e. across all the
internal edges.

In order to perform the numerical analysis of this method, we will consider the
Lagrange interpolation operator Ih : C0(Ω)→ Vh (with the obvious extension
to vector-valued functions) to approximate the velocity, and we approximate
the pressure considering Πh : L2(Ω)→ Q0

h, the L2(Ω)-projection onto Q0
h.

Theorem 1. Let (u, p) ∈ [H2(Ω)∩H1
0 (Ω)]2×[H1(Ω)∩L2

0(Ω)] be the solution
of (1) and (u1, p0) the solution of (10). Then, the following error estimates
hold

‖(u− u1, p− p0)‖h ≤ Ch
(√

ν |u|2,Ω +
1√
ν
|p|1,Ω

)

, (21)

‖p− p0‖0,Ω ≤ C h
[

ν |u|2,Ω + |p|1,Ω
]

. (22)

Moreover, if Ω is a convex polygon, the following error estimate holds:

‖u− u1‖0,Ω ≤ C h2 ( |u|2,Ω +
1
ν
|p|1,Ω) .

Proof. Let (ũh, p̃h) := (Ih(u),Πh(p)) ∈ V h × Q0
h. From Lemma 1 we know

that

‖(u− u1, p− p0)‖2h = B0

(
(u− u1, p− p0), (u− u1, p− p0)

)

= B0

(
(u− u1, p− p0), (u− ũh, p− p̃h)

)

≤ C ‖(u− u1, p− p0)‖h ‖(u− ũh, p− p̃h)‖h
+ (∇· (u− u1), p− p̃h)Ω − (∇· (u− ũh), p− p0)Ω .

Now, since u is a solenoidal field and ∇·u1 ∈ Q0
h we obtain

(∇· (u− u1), p− p̃h)Ω = − (∇·u1, p− p̃h)Ω = 0 . (23)

On the other hand, integrating by parts element-wise and applying standard
interpolation inequalities (cf. [5]) it is not difficult to realize that
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(∇· (u− ũh), p− p0)Ω ≤ Ch2((1 + γ) ν |u|22,Ω +
1
ν
|p|21,Ω)

+
1
γ

∑

Z∈Eh

hZ
ν
‖�(p− p0)I·n�‖20,Z ,

where γ > 0. Now, using a local trace theorem and the fact that V h is
constituted by linear polynomials we arrive at

∑

Z∈Eh

hZ
ν
‖�(p− p0)I·n�‖20,Z ≤ C̃ ‖(u− u1, p− p0)‖2h + C ν h2 |u|22,Ω .

Hence, choosing γ = 2C̃ and applying standard interpolation inequalities we
obtain

1
2
‖(u− u1, p− p0)‖2h ≤ Ch2(ν |u|22,Ω +

1
ν
|p|21,Ω) , (24)

and the result follows by extracting square root. The error estimate for the
pressure follows by using the continuous inf-sup condition and the consistency
of the method. The ‖· ‖0,Ω error estimate for the velocity follows by a duality
argument (for details, see [1]).

4 Numerical validations

In this section we perform a convergence analysis for method (10) using P
1/P

0

elements. We consider as domain the square Ω = (0, 1)× (0, 1), ν = 1, and f
is set such as the exact solution of our Stokes problem is given by

u1(x, y) = −256x2(x− 1)2y(y − 1)(2y − 1) , u2(x, y) = −u1(y, x) ,
p(x, y) = 150(x− 0.5)(y − 0.5) .

We depict in Figures 1-2 the convergence history for method (10). The results
reproduce our theoretical results showing an O(h) order of convergence for
|u− u1|1,Ω , the jump terms, and ‖p− p0‖0,Ω , and an O(h2) convergence for
‖u− u1‖0,Ω .
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Fig. 1. Convergence history for ‖p − p0‖0,Ω and |u − u1|1,Ω .
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.
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Summary. The main objective of this work is to study the ability of a multiresolu-
tion method based on wavelet approximation to predict unsteady shocked flows. A
correct prediction of shock wave phenomena is often crucial in flow simulations for
many industrial configurations such as in air intakes of supersonic vehicles or shock
tube facilities where moving shock waves interact with shear layers. To capture
these very fine and localized structures, many shock capturing schemes have been
developed in the last decades that work with adequat robustness. However, shock
wave/shear layer interactions generate unsteady vortical flows with separation that
need adaptive multiresolution technics to achieve correct predictions.

1 Introduction

The unsteady vortical regime in the shock wave/shear layer interaction needs
adaptive mesh refinement to correctly capture the smallest scales produced
and consequently save as much as possible grid points in the other regions. To
achieve this objective, we use Harten’s multiscale decomposition [1]. Unlike
Harten’s strategy for which the solution is calculated at each time step on the
finest grid, the solution is here predicted on a dynamic tree structure which
evolves in time.

In this study, the multiscale analysis is performed on both compressible
Euler and Navier-Stokes equations in conservative formulation. These equa-
tions are solved by means of finite volume discretization technics. We present
two adaptions : a grid adaption and a scheme adaption. The main objective
of this paper is to assess the ability of the biorthogonal wavelet analysis to
the prediction of shocked flows.

The adaptive refinement technics consist in generating a hierarchy of
nested grids. The solution is known from the coarsest to the finest grid. The
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use of biorthogonal wavelet basis [2] allows the mesh to be locally refined near
discontinuities. The solution is decomposed into a sum of approximations on
a coarse grid (j ) and a fluctuation calculated on a finer one (j+1 ). This fluc-
tuation stands for the difference between two successive levels of resolution
[3, 1]. This value is called a detail, and is compared to a threshold value ε.
All the details dj at a level j smaller than a prescribed tolerance εj are re-
moved from the memory. Hence, this refinement is linked to an a-priori error
estimation. The threshold procedure allows us to reduce both CPU time and
memory requirements [4]. In the next section, some numerical results for 1D
inviscid and 2D viscous test cases are presented.

2 Numerical results

To validate this approach, a code named CARMEN was used [5, 6]. Several
classical 1D inviscid and 2D viscous test cases have been checked such as 1D
Lax shock tube problem or the viscous interaction between a vortex and a
shock wave. The numerical fluxes are evaluated in both multiresolution and
fine grid approach with several schemes such as ENO [8], MacCormack [9] and
OS (One Step) schemes [7]. The last one was developped jointly at SINUMEF
and LIMSI-CNRS. When we perform the calculation at level (or scale) j,
the number of points is 2j in each space direction. These results obtained by
using these schemes were compared with those obtained by means of reference
methods.

2.1 A 1D inviscid test case: The Lax shock tube

We consider a 1D tube equipped with a diaphragm at its center which sepa-
rates two regions at different pressures. The diaphragm is initially broken and
the propagation of a rarefaction wave on the left, a contact discontinuity and
a shock wave on the right occur [10]. The 1D Euler equations are solved on
the spatial domain x ∈ [0, 2]. The density distribution is studied at a dimen-
sionless time t = 0.32 with 1024 grid points (scale j = 10). The CFL number
is equal to 0.5. The solution is initially prescribed as:

{
ρ = 0.445, u = 0.698, p = 3.528 if x < 1,
ρ = 0.5, u = 0, p = 0.571 if x ≥ 1.

The performances of the multiscale approach (MR) with OSMP3 scheme
and different threshold values ε are summarized in Table 1. The fine grid (FG)
approach is taken as the reference in term of performance. The compression
rate of both CPU time and memory usages are compared with the FG com-
putation. These performances decrease when ε increases. Note that the value
of ε = 0 corresponds to the complete tree structure without suppression of
cells, i. e., the finest grid is recovered. Nevertheless, when choosing ε = 0, the
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Table 1. Level 10, 1321 Iterations, ∆t = 2.42 · 10−4, OSMP3 scheme, FG=Fine
Grid. MR=Multiresolution

ε CPU Time CPU cost Memory used

FG 180.53 s 100% 100%

MR 0 256.22 s 137.75% 200%

MR 10−5 123.23 s 68.75% 99.45%

MR 10−4 79.14 s 43.33% 66.74%

MR 10−3 57.48 s 31.47% 49.86%

MR 10−2 49.94 s 27.34% 44.08%

MR 10−1 40.65 s 22.25% 36.04%
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Fig. 1. Lax shock tube problem : density distribution, scale=10, t=0.32, CFL=0.5,
scheme: OSMP3

multiresolution is more expensive than the FG approach. To illustrate these
results, the solution using ε = 10−2 and scale j = 10 is plotted and compared
to the exact solution (Fig. 1). A very good agreement is recovered between the
two approaches (Fig. 1). While the solution obtained with the MR method
seems to fit well with the exact solution, an error analysis is nevertheless
needed to study the robustness of the multiresolution analysis.

Several numerical schemes were used to perform the error analysis. The
first one is a separated time and space integration which involves a 3rd order
ENO scheme and a 3rd order TVD Runge-Kutta time integration. The second
one is a coupled time and space integration based on a 3rd order Lax-Wendroff
approach (OSMP3). Finally a combination between the OSMP3 scheme and
a cheap MacCormack 2-4 scheme (2nd order in time and 4th order in space)
is applied. The first one is applied on the finest scale, while the second one
is applied on the coarsest scales, i. e., only on the smoothest regions of the
solution. This combination represents a scheme adaptive procedure and is
performed in order to gain in computational performance. We can see the
evolution of the approximation error calculated in L1- norm versus ε on the
Fig. 2. Following the analysis conducted in [11], the error is decomposed into
the discretization error τ jn and the perturbation error πjn estimated at level
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j and at a prescribed integration time n. The former exhibits the difference
between the solution given by the reference scheme and the exact solution.
The latter is the difference between MR and FG approaches. We note that
ENO3 scheme is less accurate than the OSMP3 scheme (see Fig. 2). The
approximation error increases with ε. As expected, the combination of schemes
(MacCormack 2-4 and OSMP3) is less accurate than the OSMP3 scheme.
Therefore, a compromise must be reached to balance the loose of accuracy by
a gain of performance which is done successfully here.
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Fig. 2. Evolution of approximation error τ10 + π10 on density distribution at scale
10, Lax’s test case

2.2 A 2D viscous test case: shock-vortex interaction

Among the 2D cases already studied, we present here the results of a viscous
shock-vortex weak interaction (Re = 2000 and Ma = 1.1588) [7]. The spatial
domain is [0, 2] × [0, 2]. Initially, the vortex is centred at x0 = 0.5, y0 = 0.5
and a stationary plane weak shock wave is initiated at x = 1. The vortex is
convected to interact with the stationary shock. Periodic boundary conditions
are applied in y direction. We investigate the ability of numerical schemes to
predict the transport of acoustic waves produced by this interaction.

The performances of the multiscale approach is summarized in Table 2.
We remark that the MR algorithm is very efficient in this test case. A very
good agreement between the two solutions is obtained (see Fig. 3 and Fig. 4).
In Fig. 3, we can see the vortex/shock interaction at a dimensionless time
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Table 2. Level 8, 378 Iterations, ∆t = 1.85 · 10−3, OSMP3 scheme, FG=Fine Grid.
MR=Multiresolution

ε CPU Time CPU cost Memory used

FG 2 h 10 min 26 s 100% 100%

MR 0 2 h 38 min 51 s 127.38% 133.33%

MR 10−5 1 h 31 min 12 s 73.13% 79.52%

MR 10−4 1 h 20 min 50 s 64.82% 71.14%

MR 10−3 53 min 55 s 43.15% 49.35%

MR 10−2 25 min 46 s 20.25% 25.41%

MR 10−1 10 min 34 s 8.53% 10.96%

t = 0.7 and at scale j = 8. The reference is calculated with an OSMP7
scheme on level j = 9 (512 × 512 gris points). The solution is shown for
ε = 10−3. The performance of the grid adaption procedure can be seen in
Fig. 3 (bottom-right side). The grid points are concentrated around the shock
and the vortex. We have extracted a slice of pressure along the line y =
1. The pressure distribution is compared with the one obtained by the FG
computation, both with OSMP3 and MacCormack4+OSMP3 schemes. The
OSMP3 scheme predicts with a great accuracy the transport of the acoustic
wave (see Fig. 4), whereas the MacCormack4+OSMP3 scheme combination
is slightly less accurate. The error analysis confirms the difference of accuracy
between these schemes.

The error analysis is performed on the pressure distribution along the
line y = 1. Fig. 5 presents the evolution of the approximation error in L1-
norm versus the rate of CPU compression. We study the advantage of the
multiresolution approach. The black dots show the CPU cost of the fine grid
at different scales (6, 7 and 8) versus the L1-error. We have presented the
discretization error τ j for these three levels to measure the error obtained on
the fine grid. For a finer grid, the error is lower, but the computational cost is
higher. For the multiresolution approach, we have performed the calculation
only on the level 8. In this figure, we remark that the error increases with
ε. The combination of the schemes is not here as efficient as in the first test
case. The error is slightly larger than the one of the OSMP3 scheme. If we
consider the solution at ε = 10−3, scale j = 8 (see Fig. 5), the CPU time is
two times larger than the FG computation at scale j = 7 with a much lower
error. Besides, this rate of CPU compression still profitable (CPU compression
< 50%) with an equivalent order of accuracy in comparison with the FG
computation at scale j = 8. We therefore consider that the multiresolution
approach is a very powerful technique.
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Fig. 3. Shock-vortex interaction, pressure contours at t=0.7 : (49 contours from
0.527 to 0.845), OSMP3 scheme. (Top left) Fine grid : 256 x 256 points. (Top right)
Reference solution : 512 x 512 grid points, OSMP7 scheme. (Bottom left) Multires-
olution at scale 8 and ε = 10−3. (Bottom right) Adapted mesh.

3 Conclusion and perspectives

In the present paper, we have presented an adaptive technique based on
Harten’s multiresolution to simulate shock/shear layer interaction in confined
flows. In the method presented here, we used a combination of a cheap scheme
in the smooth regions (coarse levels) with an expensive, but efficient shock-
capturing scheme near steep gradients (finest level). This strategy was chosen
to obtain gains in CPU time. It turns out that it works very well in 1D con-
figurations but the performance on 2D cases is more questionable depending
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on the test case considered. Nevertheless, an acceptable compromise between
efficiency and accuracy can be reached using such kinds of methods.

As perspectives, we plan to extend this method to 3D configurations to-
gether with more physical boundary conditions, in order to simulate com-
pressible flows in real-world configurations.
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Summary. The local projection stabilization for the Stokes system is formulated
for anisotropic quadrilateral meshes. Stability is proven and an error analysis is
given.

1 Introduction

The local projection stabilization (LPS) is suitable to stabilize the saddle
point structure of the Stokes system when equal-order finite elements are
used, as well as convective terms for Navier-Stokes. Hence, it has already been
applied with large success to different fields of computational fluid dynamics,
e.g., in 3D incompressible flows [7], compressible flows [12], reactive flows [8],
parameter estimation [4, 5] and optimal control problems [11].

Although locally refined meshes have been used for this stabilization tech-
nique in all of these applications, the meshes have been isotropic so far. The
solution of partial differential equations on anisotropic meshes are of sub-
stantial importance for efficient solutions of problems with interior layers or
boundary layers, as for instance in fluid dynamics at higher Reynolds num-
ber. It is well known that stabilized finite element schemes, e.g. streamline up-
wind Petrov-Galerkin (SUPG), see [10], or pressure stabilized Petrov-Galerkin
(PSPG), see [9], must be modified in the case of anisotropy. Becker has shown
in [2] how the PSPG stabilization should be modified on anisotropic Cartesian
grids.

In this work, we make the first step of formulating LPS on anisotropic
quadrilateral meshes by considering the Stokes system in the domain Ω ⊂ R

2

for velocity v and pressure p:

−∆v +∇p = f , div v = 0 ,

together with appropriate boundary conditions for v on ∂Ω. The right hand
side f is supposed to be in the Hilbert space L2(Ω). The corresponding
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Galerkin formulation is known to be unstable for equal-order interpolation
due to the violation of the discrete inf-sup condition [9]. By Vh and Qh we
denote the discrete test spaces for v and p, respectively, consisting of piecewise
polynomials of degree r = 1 on quadrilaterals, (Q1 elements).

After a short presentation of LPS on isotropic meshes, we will generalize
this technique to the case of anisotropic meshes obtained by bilinear transfor-
mations from a reference quadrilateral. A stability proof an a priori estimate
will be given.

2 Local projection stabilization on isotropic meshes

The mesh Th is supposed to be constructed by patches of quadrilaterals. The
coarser mesh T2h is obtained by one global coarsening of Th. The correspon-
dence between these two meshes is as follows: Each quadrilateral P ∈ T2h is
cut into four new quadrilaterals (dividing all lengths of edges of P by 2) in
order to obtain the fine partition Th. The space Qdisc2h consists of patch-wise
polynomials of degree r − 1, but discontinuous across patches P ∈ T2h. The
projection

πh : L2(Ω)→ Qdisc2h

is defined as the L2-orthogonal projection:

(πhq, ξ) = (q, ξ) ∀ξ ∈ Qdisc2h .

The idea of LPS, see [3], consists of adding the stabilization term involving
the difference between the identity I and πh to the Galerkin form:

sh(ph, ξ) := ((I − πh)∇ph, α∇ξ) .

The stabilization parameter is chosen as α ∼ h2 on isotropic meshes. Hence,
the discrete system becomes: Find {vh, ph} ∈ Vh ×Qh so that

a(vh, ph;φ, ξ) + sh(ph, ξ) = (f, φ) ∀{φ, ξ} ∈ Vh ×Qh ,

with the linear form:

a(v, p;φ, ξ) = (∇v,∇φ)− (p,divφ) + (div v, ξ) .

In [3] the following a priori estimate was shown for piecewise bilinear elements
on quasi-uniform meshes:

||∇(v − vh)||+ ||p− ph|| ≤ Ch(||∇p||+ ||∇2v||) , (1)

with a constant C ≥ 0 and the maximal mesh size h. The norms above
denote the L2−norms over Ω. This estimate is optimal on isotropic meshes. On
anisotropic meshes, it is suboptimal: if the solution has much larger gradients
in, e.g., y−direction the mesh size should be chosen as hy << hx. In (1),
h = hx, while the derivatives of p and v would be large in y direction. Much
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more suitable would be an estimate where the partial mesh sizes hx and hy
are multiplied by the corresponding spatial derivatives.

3 Anisotropic affine linear meshes

3.1 Notations and assumptions

We consider anisotropic meshes without the restriction of grid alignment with
the coordinate axis. The transformation TK from the reference cells K̂ to
the physical cell K is allowed to be affine linear so that Th consists of paral-
lelograms K. Such a transformation can be expressed as a composition of
translation, rotation, shearing and stretching augmented with the pure bilin-
ear term,

TK

(
x̂
ŷ

)

=
(
x0

y0

)

+
(

cos θ − sin θ
sin θ cos θ

)[(
1 σ
0 1

)(
hx 0
0 hy

)(
x̂
ŷ

)

+
(
αx̂ŷ
βx̂ŷ

)]

.

The parameters usually depend on the specific cell, i.e., σ = σK , hx = hK,x,
hy = hK,y, α = αK and β = βK but the subscript K will be suppressed in
order to simplify notations. In [6] it was shown that the determinant of this
transformation can be estimated by

detTK ∼ hxhy .

Throughout this work we use the notation a � b for a ≤ Cb with a constant
C independent of hx, hy and σ and (for local estimates) independent of the
specific cell K. The expression a ∼ b is used if there holds a � b, and b � a as
well. For ease of presentation, we just write hx and hy in local estimates on a
cell K. Without loss of generality we may assume hy ≤ hx.

We formulate the two assumptions with are supposed to be fulfilled
throughout the entire work:

(A1) There is a σ0 ≥ 0 (independent of K) so that the shearing parameter σ
is bounded by

|σ| ≤ σ0 .

(A2) Interior angle conditions for neighbour cells K,L ∈ Th:

hK,x ∼ hL,x and hK,y ∼ hL,y .

(A3) A restriction to the parameters α, β:

|α| ≤ hx
4

and |β| ≤ 1
4

min
{

hy,
hx
σ0

}

.
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K

P(K)

Fig. 1. Patch P (K) of elements surrounding cell K

Note that assumption (A1) allows for moderate stretching, because the
stretching s is coupled to the extend of anisotropy. As a consequence of (A2)
it holds for neighbour cells K and L:

detTK ∼ detTL . (2)

3.2 Anisotropic H1-stable projection

For an overview of anisotropic interpolation operators we refer to the book [1]
where triangular as well as quadrilateral meshes aligned with the coordinate
axis are considered. In particular, H1-stable projections for tensor grids are
addressed. In this work we use an “anisotropic H1-stable” projection operator
Bh : H1(Ω) → Qh developed in [2] which is suitable for anisotropic meshes.
Originally it was also designed for meshes aligned with the coordinate axes.
In [6], this interpolation operator is analyzed also on meshes fulfilling assump-
tions (A1)-(A3), where further couplings between the partial derivatives have
to be taken into account due to shearing.

For ease of presentation, we may neglect rotation in the transformation
TK , i.e. θ = 0.

Proposition 1. There is a linear operator Bh : H1(Ω)→ Vh with the follow-
ing features for all K ∈ Th:
(i) Stability:

||∂xBhu||K � (1 + σ0)||∂xu||P (K) + h−1
x hy||∂yu||P (K) , (3)

||∂yBhu||K � (1 + σ0)
(
σ0||∂xu||P (K) + ||∂yu||P (K)

)
. (4)

(ii) Approximation:

||u−Bhu||K � (1 + σ0)hx||∂xu||P (K) + hy||∂yu||P (K) . (5)

(iii) Approximation for u ∈ H2(P (K)):

||∇(u−Bhu)||K � (1 + σ0)2hx||∂2
xu||P (K) + (1 + σ0)2hx||∂xyu||P (K)

+(1 + σ0)hy||∂2
yu||P (K) .
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Here, P (K) denotes the patch of cells having one node in common with K,
see Figure 1.

Proof. The construction of Bh is introduced in [2]. The estimates above are
given in [6].

4 Local projection stabilization on anisotropic meshes

4.1 Definition of the local projection

By η1 = Tei ∈ R
2 we denote the unit vector aligned with the longest side

of K, and η2 ∈ R
2 is orthogonal to it. Furthermore, hi is the length of K in

direction of ηi, i = 1, 2.
The natural extension of LPS to anisotropic meshes is the use of a modified

stabilization term proposed in [13]:

sh(ph)(ξ) :=
2∑

i=1

((I − πh)(∂ηi
ph, h

2
i ∂ηi

ξ) . (6)

This formulation recovers obviously the original formulation in the case of
isotropic meshes, h1 ∼ h2. For making implementation easier it is useful to
express (6) in Cartesian coordinates:

sh(ph)(ξ) = (M(I − πh)∇ph,M∇ξ) ,

with the matrix M given by

M =
(

hx cos θ hx sin θ
−hy sin θ hy cos θ

)

.

4.2 Stability

In some parts of the following analysis we will neglect rotation and translation
as long as this is justified. Furthermore, it is justified to consider the Jacobian
of TK at the point η = (1, 1)T where the effect of the nonlinerity becomes
maximal:

T ηK =
(
hx + α σhy + α

β hy + β

)

. (7)

Although this is no restriction it simplifies the presentation substantially, be-
cause we can replace h1 and h2 by hx and hy, respectively, and the derivatives
∂η1 and ∂η2 by ∂x and ∂y, respectively. Hence, the stabilizing term (6) can be
written as:

sh(p, ξ) := ((I − πh)(∂xp), h2
x∂xξ) + ((I − πh)(∂yp), h2

y∂yξ) . (8)



Local Projection Stabilization on Anisotropic Meshes 775

The following Proposition states the stability in the norm

|||{v, p}||| :=
(
||∇v||2 + ||p||2 + sh(p, p)

)1/2
.

Proposition 2. There is a h−independent constant γ > 0 so that for every
vh ∈ Vh and ph ∈ Qh there holds

sup
{φ,ξ}∈Xh

a(vh, ph;φ, ξ) + sh(ph, ξ)
|||{φ, ξ}||| ≥ γ|||{vh, ph}||| .

Proof. Taking into account that Vh − Q2h is a stable pair for the Stokes
system and following the results in [3] it is sufficient that the existence of an
interpolation operator ih : Qh → Q2h is ensured, so that

||ihp|| � ||p|| ∀p ∈ Qh ,

||p− ihp||2 � sh(p, p) ∀p ∈ Qh .

This conditions are fulfilled for the nodal interpolation onto Q2h, due to the
scaling argument on a patch P ∈ T2h. This can be verified easily for the case
θ = 0:

||p− ihp||2P = hxhy||p̂− îhp||2K̂
≤ hxhy||(I − πh)∇̂p̂||2

K̂

= hxhy(||(I − πh)∂x̂p̂||2K̂ + ||(I − πh)∂ŷ p̂||2K̂)

� (hx + σhy)2||(I − πh)∂xp||2K + h2
y||(I − πh)∂yp||2K .

Due to Assumption (A1), hx + σhy ≤ (1 + σ0)hx, it follows

||p− ihp||2 ≤ (1 + σ0)2 sh(p, p) .

For θ 	= 0, the arguments are the same.

4.3 A priori estimate

In the remainder of this work, expressions as for instance hx||∂xu||, can always
be replaced by

∑

K∈T2h
hK,x||∂xu||K . At first we need to bound the stabiliza-

tion term applied to the anisotropic H1-stable projection Bh:

Lemma 1. The stabilization term has the following interpolation property:

sh(Bhp,Bhp)1/2 � (1 + σ0)2hx||∂xp||+ (1 + σ0)hy||∂yp|| .
Proof.

sh(Bhp,Bhp) = (M(I − πh)∇Bhp,M∇Bhp)
= (M(I − πh)∇Bhp,M(I − πh)∇Bhp)
= ||M(I − πh)∇Bhp||2
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≤ h2
x(||∂xBhp||2 + ||πh∂xBhp||2) + h2

y(||∂yBhp||2 + ||πh∂yBhp||2) .

Due to the L2−stability of πh and Proposition 1:

sh(Bhp,Bhp)1/2 � hx||∂xBhp||+ hy||∂yBhp||
� hx(1 + σ0)||∂xp||+ h2

yh
−1
x ||∂yp||+ (1 + σ0)hxσ0||∂xp||

+hy(1 + σ0)||∂yp||)
≤ hx(1 + σ0)2||∂xp||+ hy(hyh−1

x + 1 + σ0)||∂yp|| .

The assertion follows due to hyh
−1
x ≤ 1.

Proposition 3. Under the conditions (A1), (A2) and transformations of
type (7) the following estimate holds for v ∈ H2(Ω) and p ∈ H1(Ω):

||∇(v − vh)||+ ||p− ph|| � σ2
1hx

{
||∂xp||+ ||∂2

xv||+ ||∂xyv||
}

+

σ1hy
{
||∂yp||+ ||∂2

yv||
}
,

with σ1 := 1 + σ0.

Proof. As usual we split the error ||∇(v − vh)||+ ||p− ph|| in the interpolation
part ||∇(v−Bhv)||+ ||p−Bhp|| and projection part ||∇(vh−Bhv)||+ ||ph−Bhp||.
Due to Proposition 1 the interpolation part can be bounded by the right hand
side of the estimate in Proposition 3. What remains is to bound the projection
error. Due to the stability of the bilinear form it holds:

||∇(vh −Bhv)||+ ||ph −Bhp||

� sup
{φ,ξ}∈Vh×Qh

|a(vh −Bhv, ph −Bhph;φ, ξ) + sh(ph −Bhp, ξ)|
|||{φ, ξ}||| .

Using the perturbed Galerkin orthogonality for discrete φ, ξ,

a(vh − v, ph − p;φ, ξ) = −sh(ph, ξ) ,

we obtain

a(vh −Bhv, ph −Bhp;φ, ξ) + sh(ph −Bhp, ξ)
= a(v −Bhv, p−Bhp;φ, ξ)− sh(Bhp, ξ) .

The last term is bounded by

|sh(Bhp, ξ)| ≤ sh(Bhp,Bhp)1/2|||{0, ξ}||| ≤ sh(Bhp,Bhp)1/2 .

Hence, Lemma 1 gives the desired bound for the stabilization part. Finally,
the Galerkin part can be bounded as:

|a(v −Bhv, p−Bhp;φ, ξ)| � (||∇(v −Bhv)||+ ||p−Bhp||) |||{φ, ξ}||| ,

consisting once more of the previously addressed interpolation part.
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This result separates the partial derivatives and partial mesh sizes much more
properly than the isotropic version in the estimate (1). Let us shortly discuss
this result in the situation of a boundary layer with the usual local property
|∂2
yv| >> |∂2

xv|+ |∂xyv| and hx >> hy. Due to the multiplication of |∂2
yv| with

the smaller mesh size hy the estimate in Proposition 3 is properly tuned. The
shearing parameter σ1 enters moderately.

4.4 Summary and outlook

We extended the local projection stabilization (LPS) of the Stokes system to
anisotropic quadrilateral meshes. In particular, we allow for high aspect ratios,
shearing and bilinear effects. Stability and an a priori estimate is given. The
result of this paper is still limitated to the Stokes system. For the application
to Navier-Stokes, also the convective term has to be stabilized. Although LPS
is designed for doing so, the additional terms have to be estimated for the
anisotropic version. This will be subject of forthcoming work.
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Summary. In this paper we present a framework using C0 interior penalty methods
for computations of the Navier-Stokes equations at high Reynolds number. The
method is motivated by a formal scale separation argument and then justified by
a priori error estimates. As a possible measure of solution quality we propose to
monitor the ratio between the artificial dissipation induced by the numerical method
and the computed physical dissipation. We prove that for our method the artificial
dissipation serves as an a posteriori error estimator.

1 Introduction

The interior penalty method for continuous finite element spaces was origi-
nally introduced by Douglas and Dupont [9] for elliptic and parabolic prob-
lems. Recently the method, a.k.a. face (or edge in 2D) oriented stabilization
has been extended first to advection dominated elliptic problems [7, 3] and
then to the Navier-Stokes equations of incompressible flow [6, 5]. Here we will
show how scale separation on the continuous level leads to a class of stabi-
lized finite element methods using a least squares perturbation based on the
projected residual. This class includes the type of stabilization advocated by
Codina [8], Braack, Becker and Burman, [1] and Burman et al. [6] and is also
related to the concept of minimal stabilisation procedures discussed in [2].
The variational multiscale method as a general methodology for multiscale
problems was introduced in [6]. The basic idea is to perform scale separation
in a variational framework and use some model to include the effect of the
fine scales on the coarse scales.

It was then proposed for the computation of turbulent flow in [7]. The
idea here was to let the turbulence model, act only on the fine scales of the
solution so as to avoid the unphysical damping of large scales.

At high Reynolds number, to assure stability, some artificial dissipation
must be introduced. Either in the form of stabilizing terms or in the form
of a dissipative turbulence model. This is a consequence of the conservation
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properties of the Galerkin scheme and the fact that the nonlinear coupling
pushes energy (enstrophy in 2D) to higher and higher frequencies. Here we
will focus on the stabilization using the jump of the gradient of velocities and
pressures over element edges. We show that this stabilization operator may be
derived by a formal scale separation argument combined with an interpolation
result between discrete spaces and that it is the dominating residual in the a
posteriori error estimate for the flow equations at high Reynolds number.

2 The equations of incompressible flow

In this paper we will mainly be concerned with the time-dependent incom-
pressible Navier-Stokes with homogeneous boundary conditions






∂tu + u · ∇u− ν∆u +∇p = f in Ω × (0, T ),
∇ · u = 0 in Ω × (0, T ),

u = 0 on ∂Ω × (0, T ),
u(·, 0) = u0 in Ω.

(1)

These equations describe the motion of a viscous incompressible fluid confined
in Ω. In (1), ν > 0 corresponds to the kinematic fluid viscosity coefficient,
f : Ω× (0, T ) −→ R

d represents a given source term and u0 : Ω −→ R
d stands

for the initial velocity.
The scalar product in L2(Ω) is denoted by (·, ·) and its norm by ‖ · ‖0,Ω .

The scalar product on the boundary of Ω is denoted by 〈·, ·〉 with associated
norm ‖ · ‖0,∂Ω . The closed subspaces H1

0 (Ω), consisting of functions in H1(Ω)
with zero trace on ∂Ω, and L2

0(Ω), consisting of function in L2(Ω) with zero
mean in Ω, will also be used.

Let the given functions f and u0 have the following regularity properties
f ∈ L∞(0, T ; [L2(Ω)]d),u0 ∈ [L2(Ω)]d. For sufficiently regular functions u and
p, the equality (1) holds if






(∂tu,v) + c(u;u,v) + a(u,v) + b(p,v) = (f,v), a.e. in (0, T )
b(q,u) = 0, a.e. in (0, T ),
u(0) = u0, a.e. in Ω,

(2)

for all (v, q) ∈ [H1
0 (Ω)]d × L2

0(Ω), where

c(w;u,v)def=(w · ∇u,v), a(u,v)def=(ν∇u,∇v), b(p,v)def= − (p,∇ · v).

3 Separation of scales and stabilized finite element
methods

We let XDh be the space of elementwise affine, discontinuous functions, on
a locally quasi uniform, shape regular mesh and Xh = XDh ∩ C0(Ω̄) be its
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continuous subspace. We then introduce the orthogonal decomposition

L2(Ω) ≡ Xh ⊕ X̃.

For the scale separation argument we consider the incompressible Euler
equations in Ω = (0, 1) × (0, 1) with periodic boundary conditions. Find
U = (u, p) ∈W

def= [L2(Ω)]3 ∩Hdiv(Ω)× L2
0(Ω) that satisfies

∂tu + L(u)U = 0

∇ · u = 0
u(x, 0) = u0,

(3)

where L(w)U = (w · ∇)u + ∇p. If u0 ∈ [L2(Ω)]2 with ∇ · u0 = 0 and
∇ × u0 ∈ L∞(Ω) then the problem (3) admits a unique weak solution u ∈
[C([0,∞],W 1,∞(Ω))]2 and p ∈ C([0,∞],W 1,∞(Ω)) (see [13, Theorem 4.1,
page 126]). For the solution U there holds

(∂tu + (u · ∇)u,v)− (p,∇ · v) + (∇ · u, q) = 0, for all (v, q) ∈W. (4)

We now separate the scales of the solution U into the L2-projection onto
Wh

def= [Xh]2 × Xh and the L2-orthogonal complement W̃ , U = πhU + (I −
πh)U = Uh + Ũ . The idea is to derive an effective equation for Uh=(uh, ph)
which represents the scales that can be resolved on the scales represented
by the computational mesh and to specify the contributions from the fine
scales Ũ = (ũ, p̃) that have to be modelled. Rewriting the equation (4) as an
equation for the coarse scales and an equation for the fine scales by separating
the test function V =(v, q) into the L2-projection onto the finite element space
V h=(vh, qh) and the orthogonal complement Ṽ =(ṽ, q̃) we have

(∂tuh,vh)− (uh, (uh · ∇)vh)− (ph,∇ · vh) + (∇ · uh, qh) = (p̃,∇ · vh)
+(ũ, (uh · ∇)vh +∇qh) + (u, (ũ · ∇)vh),

(∂tũ + (u · ∇)ũ + (ũ · ∇)uh, ṽ)− (p̃,∇ · ṽ) + (∇ · ũ, q̃) = −(∇ · uh, q̃)
− ((uh · ∇)uh +∇ph, ṽ),

uh(0) = πhu(0), ũ(0) = (I − πh)u(0).

In the following we will assume that the mesh is sufficiently fine so that (I −
πh)u(0) may be neglected. Note that the fine scales are convected with the
exact solution with an additional reaction term depending on the gradient
of the discrete solution. This equation is the forward perturbation equation.
The adjoint equation of this problem will later be used for duality based a
posteriori error estimation. Using now the orthogonality property of W̃ we
have the following equations
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(∂tuh,vh)− (uh, (uh · ∇)vh)− (ph,∇ · vh) + (∇ · uh, qh)
= (p̃, (I − π∗

h)∇ · vh) + (ũ, (I − π∗
h)L(uh)V h) + (u,(ũ · ∇)vh),

(∂tũ + (u · ∇)ũ + (ũ · ∇)uh, ṽ)− (p̃,∇ · ṽ) + (∇ · ũ, q̃)
= −((I − π∗

h)(L(uh)Uh), ṽ)− ((I − π∗
h)∇ · uh, q̃).

Where π∗
h denotes a mapping from XDh to Xh to be defined later. It follows

that the fine scales are driven by the projected residual of the coarse scales. We
now “solve” for the fine scale solution Ũ = T−1{−(I − π∗

h)(L(uh)Uh),−(I −
π∗
h)∇ · uh}. This results in an effective equation for Uh. Here we choose the

crudest possible approximation of T−1: a scaled, constant, diagonal matrix.
The justification of this is (somewhat ad hoc) that we want the terms mod-
elling the fine scales to lead to a scheme for the coarse scales for which a linear
problem gives a linear numerical method and that is

• dissipative (the Bernoulli hypothesis),
• consistent (Galerkin orthogonality).

Hence we have, with π⊥def=(I−π∗
h), ũ = −δuπ⊥(L(uh)Uh) and p̃ = −δpπ⊥∇·

uh. Inserting these expressions in the equation for the coarse scales gives the
following equation

(∂tuh,vh)− (uh, (uh · ∇)vh)− (ph,∇ · vh) + (∇ · uh, qh)
= −(δpπ⊥∇ · uh, π⊥∇ · vh)− (δuπ⊥L(uh)Uh, π

⊥L(uh)V h) + (u, (ũ · ∇)vh).

The first two fine to coarse scale interaction terms now take the form of a
least squares type stabilized method based on the projected residual. The
above system is not closed. The last term still contains fine to coarse scale
interaction. Instead of using the approximation ũ = −δuπ⊥(L(uh)Uh) in this
expression as well, here we will simply neglect it.

If this simplification is granted we arrive at the following stabilized finite
element method: Find Uh ∈Wh such that
(∂tuh,vh)− (uh, (uh · ∇)vh)− (ph,∇ · vh) + (∇ · uh, qh)

+ (δpπ⊥∇ · uh, π⊥∇ · vh) + (δu(π⊥(L(uh)Uh)), π⊥L(uh)V h) = 0,

for all V h ∈ Wh This method is strongly consistent since π⊥(∂tuh) = 0. We
have arrived at a class of stabilized methods that are based on the projected
residual.

3.1 Face oriented stabilization

We now let π∗ be the following interpolation operator

Definition 1. For each node xi, let ni be the number of elements containing
xi as a node. We define a quasi-interpolant π∗

h : XDh → Xh by
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π∗
hv(xi)

def=
1
ni

∑

{K :xi∈K}
v|K(xi), with v ∈ XDh .

Recall the following discrete interpolation lemma of [6] in a form suitable for
our needs.

Lemma 1. Let E denote the set of all faces f sharing at least one vertex with
K. For the interpolation operator π∗

h : XDh → Xh there exist a constant c > 0,
depending only on the local mesh geometry, such that

‖(I − π∗
h)L(uh)Uh‖2K ≤ c

∑

f∈E

∫

f

hf |�L(uh)Uh�f |2ds (5)

where �x�f denotes the jump of quantity x over the interior face f . �x�f = 0
on boundary faces.

We conclude that the element stabilization of the projected residual may be
replaced by a term stabilizing the jumps of the residual over element faces.
Using finally the triangle inequality in (5) and denoting by n a unit normal
vector of face f with arbitrary but fixed orientation

∑

f∈E

∫

f

hf �L(uh)Uh�
2ds ≤ 2

∑

f∈E

∫

f

hf (|uh · n|2|�∇uh�|2 + |�∇ph�|2)ds

we arrive at the face oriented stabilization formulation. For the Navier-Stokes
equations the space semi-discretized scheme we propose reads: For all t ∈
(0, T ), find (uh(t), ph(t)) ∈Wh such that

(∂tuh,vh) + A
[
uh; (uh, ph), (vh, qh)

]
+ J

[
uh; (uh, ph), (vh, qh)

]
= (f(t),vh),

(6)
for all (vh, qh) ∈Wh, equipped with the following initial condition

(uh(0),vh) = (u0,vh), ∀vh ∈ [Xh]d. (7)

In (6) we used the following notations

A
[
wh; (uh, ph), (vh, qh)

]def= ch(wh;uh,vh) + ah(uh,vh)
+ bh(ph,vh)− bh(qh,uh),

(8)

ch(wh;uh,vh)
def= c(wh;uh,vh) +

1
2
(∇ ·whuh,vh)

− 1
2
〈wh · nuh,vh〉 ,

(9)

ah(uh,vh)
def= a(uh,vh)− 〈2ν∇uhn,vh〉 − 〈uh, 2ν∇vhn〉

+
〈

γ
ν

h
uh,vh

〉

+ 〈uh · n,vh · n〉 ,
(10)

bh(ph,vh)
def= b(ph,vh) + 〈ph,vh · n〉 , (11)
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J
[
wh; (uh, ph), (vh, qh)

]def= γjwh
(uh,vh) + γujn(uh,vh) + γpj(ph, qh),

with jx(uh,vh)
def=
∑

K∈Th

∫

∂K
h2
K |x · n|2�∇uh� : �∇vh� ds, and

j(ph, qh)
def=
∑

K∈Th

∫

∂K
h2
K�∇ph� · �∇qh� ds. Here γ, γu, γp are positive con-

stants independent of h, but not of the problem data. An a priori error esti-
mate for this formulation was proved in [5].

4 A posteriori error estimation

In this section we will propose an a posteriori error estimate for the case
of piecewise affine approximation. First we introduce the dual problem. Let
Ψ ∈ [L2(Q)]d, ‖Ψ‖20,Q = 1, where Q = Ω × (0, T ). The dual problem is then
given by

−∂tϕ− (u · ∇)ϕ +
1
2
(∇uh)Tϕ− 1

2
(∇ϕ)Tuh −∇r − ν∆ϕ = Ψ in Q,

∇ ·ϕ = 0 in Q, ϕ(·, T ) = 0 in Ω, ϕ = 0 on ∂Ω.
(12)

Where u is solution of (1) and uh ∈ [Xh]d is the solution of (6). For each
fixed h this problem admits a unique solution. We will also assume that the
following regularity estimate holds

∫ T

0

(‖∇r‖20,Ω + ‖νD2ϕ‖20,Ω) dt ≤ C(u,uh)
∫ T

0

‖Ψ‖20 dt, (13)

for some constant C(u,uh) independent of h. We may then prove the following
a posteriori error estimate (see [4]).

Theorem 1. Let (uh, ph) ∈Wh be a piecewise affine finite element solution to
the formulation (6) with data f,u0 ∈ [Xh]d and assume that the dual solution
satisfies (13), then the following holds:

∫ T

0

(u− uh, Ψ) dt ≤ C

(∫ T

0

∑

K

3∑

i=1

αi,Kη2
i,K dt

) 1
2

,

where α1,K = max(h
3
K

ν2 , hK), α2,K = α3,K = h3
K

ν2 and the error indicators are
given by

η1,K =
(
‖hKξK�∇uh�‖∂K\∂Ω + ‖hK�∇ph�‖∂K\∂Ω

)
,

η2,K = ‖ξKuh · n‖∂K∩∂Ω and η3,K = ‖ νhK
uh‖∂K∩∂Ω ,

with ξK = max(|uh · n|, 1). The constant C depends on the constant in the
stability estimate (13) and interpolation constants.
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5 A numerical result

We consider a Kelvin-Helmholz instability at Reynolds number 10000 in the
unit square on a sequence of structured finite element meshes using BDF2
timestepping and a very small timestep, for details on the problem data see
[4, 10]. This problem is often considered as a model problem for 2D turbulence.
Four vortices form in the mixing layer and then merge in a two step transition
process to one large vortex. We define the dissipation ratio as the relation
between the artificial dissipation and the physical dissipation, corresponding
to

D =

∫ T

0
J
[
uh; (uh, ph), (vh, qh)

]
dt

∫ T

0
‖ν

1
2∇uh‖2dt

.

Note the close relation between D and the error estimator η2
1 . In Table 1 we

give the size of D and the average number of GMRES iterations per timestep
for the various computations. In Figure 1 we compare vorticity plots for three
different discretizations. Note that the transition times seem to start to be
accurately captured when D ≈ 1.

Table 1. Convergence of the dissipation ratio D for computations of the mixing
layer using the P1/P1 interior penalty method and the P2/P2 interior penalty
method. The average number of GMRES iterations per timestep is also presented

P1 el.
per side D O(hα) GMRES

P2 el.
per side D O(hα) GMRES

80 5.6 - 38 40 0.38 - 93
160 1.4 2 66 80 0.11 1.79 148
320 0.3 2.22 123 160 0.025 2.0 251
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Summary. In this article, variational multiscale large eddy simulation based on
multigrid scale-separating operators is presented. Two different scale-separating op-
erators, which are basically applicable within both a finite element and a finite
volume method, are proposed for separating large resolved scales and small resolved
scales. One of these operators is a projector. Using the multigrid operators for scale
separation, dynamic and non-dynamic subgrid-scale modeling approaches are ap-
plied to the challenging test case of turbulent flow in a diffuser. Variational multiscale
large eddy simulation using a projective multigrid scale-separating operator provides
remarkable results already in combination with a simple non-dynamic subgrid-scale
modeling approach. Furthermore, this methodical combination turns out to be very
efficient with regard to the important aspect of computational cost.

1 Introduction

The variational multiscale method represents a general approach for problems
in computational mechanics which give rise to broad ranges of scales, see [6].
The basic concept differentiates a predefined number of scale groups. This
theoretical framework was also applied to the problem of the incompressible
Navier-Stokes equations in [7], in order to facilitate large eddy simulation
(LES) of turbulent flows. Apart from the initial separation and potentially
different treatment of the respective scale ranges, two important aspects char-
acterize the variational multiscale large eddy simulation (VMLES). Firstly, a
variational projection separates scale ranges within the VMLES rather than
a spatial filter in the traditional LES. Secondly, the (direct) influence of the
subgrid-scale model, which is introduced to represent the effect of the unre-
solved scales on the resolved scales, is confined to the small resolved scales.
Thus, the larger scales are solved as a direct numerical simulation (DNS) (i.e.,
without any (direct) influence of the modeling term). Of course, the large re-
solved scales are still indirectly influenced by the subgrid-scale model due to
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the inherent coupling of all scales. The interested reader may consult, e.g., [7]
or a recent review article [3] for a detailed description of the VMLES.

The particular implementation within the variational multiscale frame-
work to be presented in this article is based on the scale-separating approach
developed in [2]. A general class of scale-separating operators based on com-
bined multigrid operators in a two-grid procedure was proposed in that study,
in order to replace spatial filters, which are widely used in the traditional LES.
One particular representative of this class is a projector. A projector of this
type was also used in [8]. The scale-separating operators were implemented
into the CDP-α code, the flagship LES code of the Center for Turbulence Re-
search. Underlying this code is a second-order accurate energy-conserving fi-
nite volume method particularly suited for applications on unstructured grids,
see, e.g., [5] for some basic features of CDP-α. This new multigrid-based ap-
proach for VMLES was initially tested for turbulent flow in a channel, a flow
example exhibiting one direction of inhomogeneity, see [2] for results. After-
wards, it was applied to turbulent flow in a planar asymmetric diffuser in
[4]. Turbulent flow in such a diffuser is a representative of the group of flow
problems exhibiting more than one direction of inhomogeneity. Not only for
this reason, it is a more challenging flow problem. Several features of this flow
indicate its higher complexity (i.e., a large unsteady separation bubble due to
an adverse pressure gradient, a sudden change of the streamwise pressure gra-
dient from slightly favorable to strongly adverse at the diffuser throat, and a
slowly growing internal layer emerging at the upper flat wall in the relaxation
zone downstream of the sharp variation in the streamwise pressure gradient).

The remainder of the present article is organized as follows. In Sect. 2,
the multiscale formulation using multigrid-based scale-separating operators is
presented. Some numerical results from the application of this approach to
turbulent flow in a diffuser are then provided in Sect. 3. Finally, conclusions
are drawn in Sect. 4.

2 Multiscale formulation

A weighted residual formulation of the Navier-Stokes equations is given as
follows: find {u, p} ∈ Sup, such that

BNS (v, q;u, p) = (v, f)Ω ∀{v, q} ∈ Vup, (1)

where v and q denote the weighting functions. Sup and Vup represent the com-
bined formulation of the solution and weighting function spaces for velocity
and pressure: Sup := Su × Sp and Vup := Vu × Vp. The form BNS (v, q;u, p)
on the left hand side of (1) is defined as

BNS (v, q;u, p) =
(

v,
∂u
∂t

)

Ω

+ (v,∇ · (u⊗ u))Ω + (v,∇p)Ω

− (v, 2ν∇ · ε (u))Ω + (q,∇ · u)Ω . (2)
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The characteristic length scale h of the discretization chosen in large eddy
simulations is usually considerably larger than the smallest length scale of the
problem under investigation (i.e., by far not all scales of the problem can be
resolved). Therefore, the subgrid viscosity approach, a usual way of taking into
account the (dissipative) effect of unresolved scales in the traditional LES, is
applied. According to this, a subgrid viscosity term is added to (1). In general
form, this results in

BNS

(
vh, qh;uh, ph

)
−
(
vh,∇ ·

(
2νTε

(
uh
)))

Ω
=
(
vh, f

)

Ω
, (3)

where νT denotes the subgrid viscosity. Note that the subgrid viscosity term
is added to all resolved scales of the problem in (3). For the actual variational
FE or FV formulation, the appropriate integration-by-parts procedures have
to be applied to both the weighted residual form (2) and the subgrid viscosity
term, see [3].

The resolved velocity vector uh is separated into a large-scale part and a
small-scale part subject to

uh = (u + u′)h . (4)

With respect to this complete resolution level, a large-scale resolution level is
identified a priori. This level is characterized by the characteristic discretiza-
tion length h, where h > h, and, accordingly, yields a large-scale velocity
uh. The small-scale velocity is consistently defined on the complete resolution
level, characterized by the length h, as

u′h = uh − uh, (5)

where uh denotes the large-scale value transfered to this level. The scale sep-
aration used in the present study relies on multigrid operators. At the outset
of the numerical simulation, two grids are created: a coarser grid, which is
called the “parent” grid, and a finer grid, which is called the “child” grid. The
child grid is obtained by an isotropic hierarchical subdivision of the parent
grid. In the simulations of the present study, a subdivision by a factor of two
in each spatial direction is exclusively applied. For more details concerning
the implementation, it is refered to [2].

The general class of scale-separating operators based on multigrid opera-
tors is formulated as

uh = Sm
[
uh
]

= P ◦R
[
uh
]

= P
[

uh
]

, (6)

where the multigrid scale-separating operator Sm consists of the sequential
application of a restriction operator R and a prolongation operator P . Ap-
plying the restriction operator on uh yields a large-scale velocity uh defined
at the degrees of freedom of the parent grid, which is then prolongated, in
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order to obtain a large-scale velocity uh defined at the degrees of freedom of
the child grid. Various restriction as well as prolongation operators may be
used in (6). Two special combinations of restriction and prolongation oper-
ators in the context of a colocated finite volume method were analyzed and
compared to discrete smooth filters, which are widely used in traditional LES,
in [2]. It was shown that these two multigrid scale-separating operators rep-
resent computationally efficient operators for separating the resolved scales of
the problem in comparison to discrete smooth filters. Both multigrid scale-
separating operators rely on the same restriction operator, but apply different
prolongation operators afterwards. Corresponding operators may be defined
for a finite element method in a straightforward manner, see [3].

The restriction operator is defined to be a volume-weighted average over
all child control volumes within one parent control volume subject to

uhj =

ncop∑

i=1

|Ωi|uhi
ncop∑

i=1

|Ωi|
, (7)

where uhj denotes the large-scale velocity at the center of the parent control
volume Ωj and ncop the number of child control volumes in Ωj . The first
prolongation operator P p yields a constant prolongation, which is given as

uhi = P p
[

uhj
]

i
= uhj ∀ Ωi ⊂ Ωj (8)

and zero elsewhere. It was shown in [2] that the scale-separating operator
defined as Spm := P p ◦ R has the property of a projector, which is indicated
by the additional superscript “p”. This projector is exactly the operator also
used in [8], although it was not derived from the general formulation (6) and,
thus, not split up into a restriction and prolongation operator in that study.

The second prolongation operator considered here yields a linear prolon-
gation subject to

uhi = P s
[

uhj
]

i
= uhj +

(

∇huhj
)

· (ri − rj) ∀ Ωi ⊂ Ωj (9)

and zero elsewhere. The vectors ri and rj denote geometrical vectors pointing
to the centers of the child control volume Ωi and the parent control volume Ωj ,
respectively. The operator ∇h describes the discrete gradient operator on the
parent grid. Due to this, values from neighbouring parent control volumes and,
consequently, child control volumes contained in these neighbouring parent
control volumes influence the final large-scale value in the child control volume
Ωi. The prolongation P s does not provide us with a projective scale-separating
operation. It rather produces a smoothing prolongation, which is, at least,
smoother than the prolongation produced by P p. Thus, it is indicated by
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the additional superscript “s”, and the complete scale-separating operator is
defined as Ssm := P s ◦R.

A separation of the velocity weighting function analogous to the separation
of the velocity solution function enables a decomposition of the variational
FE or FV equation, respectively, into a large- and a small-scale equation. The
coupled system of large- and small-scale equation, resulting from an initial
three-scale separation, may be found, e.g., in [3]. These two equations may
eventually be reunified to one final equation. In this final equation, the scale
separation based on Sm remains perceptible only with respect to the subgrid
viscosity term. Thus, the multiscale weighted residual formulation is given as

BNS

(
vh, qh;uh, ph

)
−
(
v′h,∇ ·

(
2ν′

Tε
(
u′h)))

Ω
=
(
vh, f

)

Ω
, (10)

respectively, where v′h denotes the small-scale part of the velocity weighting
function and ν′

T the subgrid viscosity depending on the small resolved scales.
As in (3), the appropriate integration-by-parts procedures have to be applied
to both the weighted residual form (2) and the subgrid viscosity term for the
actual variational FE or FV formulation, see [3].

3 Numerical results for turbulent flow in a diffuser

The diffuser geometry, which basically matches the experimental configura-
tion in [1] (“Buice-experiment”) and [9] (“Obi-experiment”) as well as the
numerical setup in [10] (“Wu-LES”), is shown in Fig. 1. In the inflow channel,
the inflow velocity uin (t) for the actual diffuser is generated. No-slip bound-
ary conditions are assumed at the upper and lower walls Γw, a convective
boundary condition is prescribed at the outflow boundary Γout, and periodic
boundary conditions are assumed on the boundaries Γper in x3-direction. The
diffuser, including inlet and outlet channel, is discretized using 290, 64, and
80 control volumes in x1-, x2-, and x3-direction, respectively. The control vol-
umes are uniformly distributed in the spanwise direction. In the wall-normal
direction, a cosine function for refinement towards the walls for the parent grid
is used, with the isotropic hierarchical subdivision procedure subsequently ap-
plied. In the streamwise direction, the following control volume distribution
is employed: in the inlet channel, h1 decreases linearly from 0.15 to 0.05, in
the asymmetric diffuser section, h1 increases linearly from 0.05 to 0.475, in
the first section of the outlet channel (up to x1 = 74.5), h1 increases linearly
from 0.475 to 0.825, and in the remaining section of the outlet channel, the
control volumes are uniformly distributed with h1 = 0.825. Comparing the
discretization of the diffuser to the finer discretization in the Wu-LES, which
employed 590, 100, and 110 control volumes in x1-, x2-, and x3-direction, it
is stated that less than 23% the number of control volumes are used in the
present case. More details concerning the numerical setup can be found in [4].
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Fig. 1. Diffuser geometry in x1-x2-plane

All numerical simulations are conducted using the CDP-α code, see, e.g., [5]
for details of the code.

Three different methods are investigated: the dynamic Smagorinsky (DS)
model in a non-multiscale application, the constant-coefficient-based Smagorin-
sky model within the multiscale environment (CMS), and the dynamic
Smagorinsky model within the multiscale environment (DMS). All of these
methods are analyzed for the scale-separating operator Spm. The abbrevia-
tion “DMS-PM”, for instance, indicates the variational multiscale LES incor-
porating a dynamic Smagorinsky model, with the scale-separating operator
Spm applied. The scale-separating operator Ssm is only investigated for CMS,
since this method revealed the most notable differences between the scale-
separating operators for the test case in [2]. Results are also reported for
simulations using no model at all (NM), which represents a coarse (i.e., not
sufficiently resolved) DNS. The Wu-LES, which the results are compared to,
applied the same dynamic Smagorinsky model in a traditional non-multiscale
LES (i.e., DS using smooth filters for scale separation). Evaluating the neces-
sary computational effort provides the following numbers. Setting the compu-
tational effort for NM to 1.0, the relative measures for CMS-PM, CMS-SM,
DS-PM and DMS-PM are approximately 1.08, 1.34, 1.27, and 1.32, respec-
tively. These numbers are even more impressively in favor of CMS-PM than
the ones for the channel in [2]. Thus, it is confirmed that CMS in combina-
tion with PM is a very efficient method computationally, in the present case
substantially more efficient than, for instance, DS. Using the scale-separating
operator SM, the numbers increase drastically for CMS. Less effort is required
for PM compared to SM for reasons explained in [2] and [4].

As one sample of the flow parameters investigated, Fig. 2 depicts the results
for the skin friction coefficient along the upper wall of the diffuser. Results for
further flow parameters can be found in [4]. It is stated that all methods tend
to underpredict Cf compared to the results from the Wu-LES and the Buice-
experiment. The worst results are produced by CMS-SM. The profile for NM
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Fig. 2. Skin friction coefficient (factor 1000) along the upper wall of the diffuser

is closest to the ones from the Wu-LES and the Buice-experiment immediately
behind the diffuser throat, but gets worse in its prediction further downstream.
DS-PM yields a fairly good prediction throughout the diffuser, and DMS-
PM produces worse results than DS-PM. Although the results for CMS-PM
are worse than the ones for NM immediately behind the diffuser throat, the
predicition is the best overall. It is the only method yielding results which
almost match the experimental results in the section of the diffuser between
x1 ≈ 18 and x1 ≈ 46. In this part of the diffuser, which is approximately
the region where the flow is separated, CMS-PM appears to produce even
better results than the substantially finer discretized Wu-LES. Furthermore,
it seems to be the only one of the present methods which would have been
able to predict the first point from the Buice-experiment at x1 ≈ −10, if the
inlet channel had been elongated.

4 Conclusions

Variational multiscale large eddy simulation based on multigrid scale-separating
operators has been investigated. Two different scale-separating operators,
which are basically applicable within both a finite element and a finite vol-
ume method, have been used for separating large resolved scales and small
resolved scales. One of these scale-separating operators is a projector. The
scale-separating operators have been implemented in a second-order accurate
energy-conserving finite volume method. Dynamic and non-dynamic subgrid-
scale modeling approaches have been tested in combination with the multigrid
scale-separating operators for the case of turbulent flow in a diffuser. Turbu-
lent flow in a diffuser represents a challenging test case, in particular due to
the appearance of flow separation, which is caused by an adverse pressure
gradient, and subsequent reattachment. The results obtained by the various
approaches have been compared to results from a recent non-multiscale LES
with dynamic subgrid-scale modeling, performed on an approximately 5 times
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finer grid, and experimental results. In particular, the method using the simple
constant-coefficient-based Smagorinsky model in combination with the projec-
tive operator has shown remarkable results. Furthermore, it turns out to be a
very efficient methodical combination with regard to the important aspect of
computational cost.
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Summary. The mathematical foundations of Large Eddy Simulation (LES) for
three-dimensional turbulent incompressible viscous flows are discussed and the no-
tion of suitable approximations is introduced.

1 Introduction

1.1 What is LES?

Since the early work of [7], Large Eddy Simulation (LES) has become over
the years an increasingly popular method, as evidenced by the vast amount of
publications on the subject in the literature, and is now considered a tool of
choice for simulating three-dimensional incompressible viscous flows at large
Reynolds numbers. Heuristically speaking, Large Eddy models are obtained
by applying a low-pass filter to the Navier–Stokes equations. The filtered
equations are then similar to the original equations but for the presence of
the so-called subgrid scale stresses accounting for the influence of the small
scales onto the large ones. Assuming that the behavior of the small scales is
almost universal, the objective of LES is to model the subgrid scale stresses
(the so-called closure problem) and to compute the dynamics of the large
scales by using the filtered equations. Although this description of LES is
widely accepted, it nevertheless falls short of an unambiguous mathematical
theory. Our impression is that LES is at the present time a fuzzy concept.
Some authors think of LES as the solution to the filtered equations whereas
others think of it as finite-dimensional approximations thereof. Others expect
LES to reproduce the statistics of the large scales instead of approximating
individual solutions. It is also common practice to invoke the filtering of length
scales without defining the filter being used or to outright ignore the concept
of filter when modeling the subgrid scale tensor. Another common unjustified
practice consists of assuming that the filtering length scale is equal to the mesh
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size of the approximation method that is used, regardless on the method in
question.

In an attempt to address some of the above issues, we are currently de-
veloping a research program aiming at constructing a framework for a math-
ematical theory of LES. The present paper makes a first step is this direc-
tion by introducing the concept of suitable approximation (see mS 2.1). We
show that the construction of suitable approximations shares many heuristic
features with what is often referred to in the engineering literature as LES
modeling. The proposal made in this paper is that the notion of suitable ap-
proximations be a concept that, together with other mathematical criteria yet
to be clearly identified, should be seriously considered as part of any future
mathematical definition of LES.
1.2 Suitable weak solutions

Let Ω ⊂ R
3 be an open smooth, bounded, connected domain occupied by a

viscous fluid. Let (0, T ) be a time interval. It is generally accepted that the
Navier–Stokes equations accurately model the behavior of turbulent incom-
pressible flows of the fluid in Ω:

{

∂tu + u·∇u +∇p− ν∇2u = f in QT ,

∇·u = 0 in QT , u|Γ = 0 or u is periodic, u|t=0 = u0,
(1)

where u and p are the velocity and the pressure respectively, QT = Ω×(0, T ),
Γ is the boundary of Ω, u0 the solenoidal initial data, f a source term, ν the
viscosity, and the density is chosen equal to unity. The problem is nondimen-
sionalized, i.e., ν is the inverse of the Reynolds number.

To implicitly account for boundary conditions, we introduce

X =

{

H1
0(Ω) If Dirichlet conditions,

H1
#(Ω) = {v ∈ H1(Ω), v periodic} If periodic conditions.

(2)

V = {v ∈ X, ∇·v = 0}, H = V
L2

(3)

Henceforth we focus our interest on suitable weak solutions to (1), [10].

Definition 1. A weak solution to the Navier–Stokes equation (u, p) is suitable
if u ∈ L2(0, T ;X)∩L∞(0, T ;L2(Ω)), p ∈ L

5
4 (QT ) and the local energy balance

∂t( 1
2u

2) +∇·((1
2u

2 + p)u)− ν∇2( 1
2u

2) + ν(∇u)2 − f · u ≤ 0 (4)

is satisfied in the distributional sense in QT .

To the present time, the best partial regularity result available for (1) is
the so-called Caffarelli-Kohn-Nirenberg Theorem [1] proving that the one-
dimensional Hausdorff measure of the set of singularities of a suitable weak so-
lution is zero. By analogy with nonlinear conservative laws, (4) can be viewed
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as an entropy-like condition which may (hopefully?) selects the physical solu-
tions of (1). Whether suitable weak solutions are indeed classical is not known.
Moreover, despite the fact that the result of the CKN Theorem also holds for
weak solutions[6], it is not known whether weak solutions are in fact suitable.

2 Suitable approximations

2.1 Suitable approximations

A general definition for LES is out of the scope of the present paper, but we
believe that a reasonable definition should at least be founded on the following
criteria: (1) A LES approximation should be finite-dimensional, i.e., it should
be computable; (2) A LES approximation should solve a problem which is
consistent with the Navier–Stokes equations; (3) A sequence of LES approxi-
mations should select a physical solution of the Navier–Stokes equations under
the appropriate limiting process, i.e., one which is suitable.

We collect the above three criteria by defining the notion of suitable ap-
proximation as follows:

Definition 2. A sequence (uγ , pγ)γ>0 with uγ ∈ L∞(0, T ;L2(Ω))∩L2(0, T ;X)
and pγ ∈ D′((0, T ), L2(Ω)) is said to be a suitable approximation to (1) if

i. There are two finite-dimensional vectors spaces Xγ ⊂ X and Mγ ⊂ L2(Ω)
such that uγ ∈ C0([0, T ];Xγ) and pγ ∈ L2((0, T );Mγ) for all T > 0.

ii. The sequence converges (up to subsequences) to a weak solution of (1),
say uγ ⇀ u weakly in L2(0, T ;X) and pγ → p in D′((0, T ), L2(Ω)).

iii. The weak solution (u, p) is suitable.

2.2 Practical construction of suitable approximations

In practice, the construction of a suitable approximations can be decomposed
into the following three steps:

(1) Construction of what we hereafter call the pre–LES–model. This step
consists of regularizing the Navier–Stokes equations by introducing a regu-
larization parameter ε associated with some filtering of the Navier–Stokes
equations. This parameter is a user-defined length scale of the smallest ed-
dies that are allowed to be nonlinearly active in the flow. The purpose of the
regularization technique is to yield a well-posed problem for all times. More-
over, the limit solution of the pre–LES–model must be a weak solution to the
Navier–Stokes equations as ε→ 0 and should be suitable. The pre–LES–model
can be thought of as a filtered version of the Navier–Stokes equations where
the subgrid scale stresses have been modeled in such a way that the resulting
PDE is well-posed and yields a unique weak solution that converges (up to
subsequences) to a suitable weak solution to the Navier–Stokes equations.
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(2) Discretization of the pre–LES–model. This step introduces the mesh-
size parameter h associated with the size of the smallest scale that can be
represented in the finite-dimensional spaces Xγ , Mγ ; roughly dim(Xγ) =
O((L/h)3) where L = diam(Ω).

(3) Determination of a (possibly maximal) relationship between ε and h.
The large eddy scale ε and the mesh size h must be selected in such a way that
the sequence of discrete solutions is ensured to converge to a suitable solution
of the Navier–Stokes equations when ε→ 0 and h→ 0. In the above definition
the parameter γ is a yet to be specified combination of the two parameters h
and ε that reminds us that the process limε→0,h→0 is a distinguished limit.

3 Review of existing pre–LES–models

We show in this section that some of the regularization techniques recognized
in the literature as LES models are indeed pre–LES–models in the sense of
our definition, i.e., they all select suitable solutions as ε→ 0.

3.1 Hyperviscosity

Lions [9] proposed the following hyperviscosity model:





∂tuε + uε·∇uε +∇pε − ν∇2uε + ε2α(−∇2)αuε = f in QT ,

∇·uε = 0 in QT ,

uε|Γ , . . . , ∂α−1
n uε|Γ = 0, or uε is periodic u|t=0 = u0,

(5)

where ε > 0 and α is an integer. Hyperviscosity models are frequently used
in so-called LES simulations of oceanic and atmospheric flows or to control
the Navier–Stokes equations. The appealing aspects of this regularization are
that it yields a well-posed problem in the classical sense when α ≥ 5

4 in three
space dimensions and that limit solutions as ε→ 0 are suitable.

3.2 Leray mollification

A simple construction yielding suitable solutions has indeed been proposed
by Leray [8] before this very notion was introduced in the literature.

Assume that Ω is the three-dimensional torus (0, 2π)3 and let (φε)ε>0 be
a sequence of non-negative mollifying functions. Leray suggested to regularize
the Navier–Stokes equations as follows:

{

∂tuε + (φε∗uε)·∇uε +∇pε − ν∇2uε = φε∗f ,
∇·uε = 0, uε is periodic, uε|t=0 = φε∗u0.

(6)

The mollification device has been introduced by Leray to prove the existence
of weak solutions to (1). Quite amazingly not only the pair (uε, pε) converges
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to a weak solution to (1), but the weak solution in question is also suitable.
Roughly speaking, the convolution process removes scales that are smaller
than ε. Hence, by using φε∗uε as the advection velocity, scales smaller than
ε are not allowed to be nonlinearly active. This is a feature shared by most
LES models.

3.3 Leray-α model

A variant of the Leray mollification consists of the so-called Leray–α model





∂tuε + uε·∇uε − ν∇2uε +∇πε = f , uε|Γ = 0 or uε is periodic,
(I − ε2∇2)uε = uε, uε|Γ = 0 or uε is periodic,
∇·uε = 0, uε|t=0 = u0,

(7)

as introduced in [2]. Once again, regularization yields existence and uniqueness
in the large. Moreover, when periodic boundary conditions are enforced the
pair (uε, pε) converges, up to subsequences, to a suitable solution.

3.4 Nonlinear Galerkin method (NLGM)

We focus in this section on the Nonlinear Galerkin Method as introduced in
[3]. Let Ω be the torus (0, 2π)3. Let PN be the set of trigonometric polynomials
of partial degree at most N : PN =

{

p(x) =
∑

|k|∞≤N cke
ik·x, ck = c−k

}

, and

denote by ṖN the subspace of PN composed of the trigonometric polynomials
of zero mean value. For any k ∈ ZZZ, we denote by |k| the Euclidean norm of
k and by |k|∞ the maximum norm. We denote by z the conjugate of z. Let
ε > 0 be a large eddy scale. Let us set N = 1

ε (or the integer the closest to
1
ε ). We now introduce the following finite-dimensional vector spaces:

Xε = ṖPPN , and Mε = ṖN , (8)

Let Pε : H1
#(Ω) �

∑

k∈ZZZ
vke

ik·x 
−→
∑

|k|∞≤N vke
ik·x ∈ PPPN be the usual

truncation operator. All fields v can be decomposed as follows: v = Pεv +
(1− Pε)v. The component Pεv in Xε is called the large scale component of v
and the remainder (1− Pε)v is called the small scale component.

The nonlinear Galerkin method can be recast into the following form: Seek
uε and pε in the Leray class such that

{

∂tPεuε − ν∇2uε + Pεuε·∇uε +∇pε,= f ,

∇·uε = 0, Pεuε|t=0 = Pεu0.
(9)

It is then possible to prove that (9) has a unique solution and that this solution
converges, up to subsequences, to a suitable weak solution of (1).
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4 Discretization

The purpose of this section is to introduce discrete versions of some of the
pre–LES–models described above. In each case, we show that the requirement
for the approximate solutions to be suitable approximations determines the
relationship between the mesh size h and the large eddy scale ε, thus solving
a question very often left open or simply heuristically answered in the LES
literature.

4.1 The discrete hyperviscosity model

We turn our attention to the hyperviscosity model introduced in mS3.1 and
we construct a Galerkin-Fourier approximation assuming that Ω is the torus
(0, 2π)3. Let N ∈ N\{0} and introduce the meshsize and large eddy scale

h = N−1, ε = hθ, (10)

where 0 < θ < 1. We set Ni = 1
ε = Nθ. To approximate the velocity and the

pressure fields we introduce the following finite-dimensional vector spaces:

Xh = ṖPPN , and Mh = ṖN . (11)

We introduce Q(x) = (2π)−3
∑

Ni≤|k|∞≤N |k|2αeik·x where α > 5
4 . The spec-

tral hyperviscosity model consists of the following: Seek uh ∈ C0([0, T ];Xh)
and ph ∈ L2([0, T ];Mh) such that ∀v ∈ Xh, ∀q ∈Mh, and a.e. t in (0, T ),
{

(∂tuh, v) + (uh·∇uh, v)− (ph,∇·v) + ν(∇uh,∇v) + ε2α
N (Q∗uh,v) = (f ,v),

(∇·uN , q) = 0,∀t ∈ (0, T ], (uN ,v)|t=0 = (u0,v).
(12)

The following result is proved in [5]:

Theorem 1. Let f ∈ L2(0, T ;L2(Ω)) and u0 ∈ Hα(Ω) ∩ V. Assume that
0 < θ < 4α−5

4α if α ≤ 3
2 , or 0 < θ < 2(α−1)

2α+3 otherwise, then the pair (uh, ph) is
a suitable approximation to (1).

4.2 The discrete Leray, Leray-α, and NLGM models

Let us keep the same notation as above; in particular, h = N−1 and ε = hθ.
Let us approximate φε∗uε in (6) by the truncated Fourier series of uε. Then,
the discrete Leray model takes the following form: Seek uh ∈ C0([0, T ];Xh)
and ph ∈ L2([0, T ];Mh) such that ∀v ∈ Xh, ∀q ∈Mh, and a.e. t in (0, T ),

{

(∂tuh,v) + (PεN
uh·∇uh,v)− (ph,∇·v) + ν(∇uh,∇v) = (f ,v),

(∇·uh, q) = 0, (u,v)|t=0 = (u0,v).
(13)
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Using again the Fourier setting, the discrete version of the Leray-α model (7)
takes the following form: Seek uh ∈ C0([0, T ];Xh) and ph ∈ L2([0, T ];Mh)
such that for all v ∈ Xh, for all q ∈Mh, and a.e. t in (0, T ),






(∂tuN ,v) + (ūh·∇uh,v)− (ph,∇·v) + ν(∇uh,∇v) = (f ,v),

(ūh,v) + ε2(∇ūh,∇v) = (uh,v),
(∇·uh, q) = 0, (uh,v)|t=0 = (u0,v),

(14)

Still retaining the Fourier setting, the discrete version of NLGM (9) is as
follows: Seek uh ∈ C0([0, T ];Xh), and ph ∈ L2(0, T ;Mh) such that ∀t ∈ (0, T ],
∀v ∈ Xh, ∀q ∈Mh, and a.e. t in (0, T ),

{

(∂tPεuh,v) + ν(∇uh,∇v) + (Pεuh·∇uh,v)− (ph,∇·v) = (f ,v),
(∇·uh, q) = 0, uh|t=0 = Pεu0.

(15)

The following result holds for the three above approximation techniques:

Theorem 2. Let f ∈ L2(0, T ;L2(Ω)) and u0 ∈ H. If 0 < θ < 2
3 , the pair

(uh, ph) is a suitable approximation to (1).

4.3 The case of DNS

A natural question that comes to mind is whether a sequence of Direct Nu-
merical Solutions (DNS) is a suitable approximation. To clarify this issue,
let Xh ⊂ X and Mh ⊂ L2(Ω) be two finite-dimensional vector spaces and
consider the following Galerkin approximation: Seek uh ∈ C0([0, T ];Xh) and
ph ∈ L2([0, T ];Mh) such that for all vh ∈ Xh, all qh ∈Mh, and a.e. t ∈ (0, T )

{

(∂tuh,v) + bh(uh,uh,v)− (ph,∇·v) + ν(∇uh,∇v) = (f ,v),
(q,∇·uh) = 0, and (uh|t=0,v) = (u0,v),

(16)

where bh accounts for the nonlinear term and can be written as follows:

bh(u,v,w) =

{

(u·∇v + 1
2v∇·u,w), or

((∇×u)×v + 1
2∇(Kh(u·v)),w),

(17)

where Kh : L2(Ω) −→Mh is a linear L2-stable interpolation operator.
Owing to standard a priori estimates uniform in h, it is clear that the pair

(uh, ph) complies with items (i) and (ii) of Definition 2. Although it is not
known in general whether such a construction yields a suitable solution at
the limit, it has been proved in [4] that it is indeed the case when low-order
finite elements are used and periodic boundary conditions are enforced. More
specifically, let πh : L2(Ω) −→ Xh be the L2-projection onto Xh. We assume
that there exists c > 0 independent of h such that
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∀qh ∈Mh, ‖∇qh‖L2 ≤ c ‖πh∇qh‖L2 . (18)

This hypothesis is shown to hold in, at least, the following two situations
(1) Xh is composed of P1–Bubble H1-conforming finite elements and Mh is
composed of P1 H1-conforming finite elements; (2) Xh is composed of P2

H1-conforming finite elements, Mh is composed of P1 H1-conforming finite
elements, and no tetrahedron has more than 3 edges on ∂Ω.

Definition 3. We say that Xh (resp. Mh) has the discrete commutator prop-
erty if there exists Ih ∈ L(H1

#(Ω);Xh) (resp. Jh ∈ L(L2(Ω);Mh)) such that
∀φ in W 2,∞

# (Ω) (resp. ∀φ in W 1,∞
# (Ω)) and ∀vh ∈ Xh (resp. ∀qh ∈Mh)

‖φvh − Ih(φvh)‖Hl ≤ c h1+m−l‖vh‖Hm‖φ‖Wm+1,∞ , 0 ≤ l ≤ m ≤ 1
‖φqh − Jh(φqh)‖L2 ≤ c h‖qh‖L2‖φ‖W 1,∞ .

Standard H1-conforming finite element spaces actually possess the discrete
commutator property. This is not the case of Fourier-based approximation
spaces since Fourier series do not have local interpolation properties.

The main result is the following (see [4] for details)

Theorem 3. Under the above hypotheses, if Xh and Mh have the discrete
commutator property, the pair (uh, ph) is a suitable approximation to (1).

This result underlines that the nature of the approximation technique
that is used plays a key role in the construction of suitable approximations.
Low-order approximations seem to do the trick without requiring extra re-
gularization provided the nonlinear term is written in skew-symmetric form,
whereas spectral methods need smoothing or extra viscosities. This is related
to the fact that spectral methods suffer from the Gibbs phenomenon. This re-
sult tends to confirm statements sometimes made in the literature that, when
using low-order methods, it is preferable to let the “numerical diffusion do
the job” than to perform any LES modeling. This result is also a cautionary
notice to LES practitioners that heuristic arguments in the Fourier space may
not be equivalent to arguments in the physical space. This point is important
since a lot of heuristic LES argumentation is done in the Fourier space.
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Summary. Nonstationary incompressible flow problems can be split into auxiliary
problems of Oseen type. We present the analysis of conforming stabilized Galerkin
methods of SUPG/PSPG-type with equal-order interpolation of velocity/pressure
and with emphasis on anisotropic mesh refinement in boundary layers. We prove
a modified inf-sup condition with a constant independent of the viscosity and of
critical parameters of the mesh. Numerical tests confirm the results.

1 Introduction

We consider the nonstationary, incompressible Navier-Stokes problem

∂tu− ν∆u + (u · ∇)u +∇p = f (1)
∇ · u = 0 (2)

for velocity u and pressure p in a domain Ω ⊂ Rd, d ≤ 3. In an outer loop,
an A-stable low-order method (possibly with time step control) is applied. In
an inner loop, we decouple and linearize the resulting system using a Newton-
type iteration per time step. This leads to problems of Oseen type:

−ν∆u + (b · ∇)u + cu +∇p = f in Ω (3)
∇ · u = 0 in Ω. (4)

We consider stabilized conforming finite element (FE) schemes with equal-
order interpolation of velocity/pressure for problem (3)–(5) with emphasis on
anisotropic mesh refinement in boundary layers. The classical streamline up-
wind and pressure stabilization (SUPG/PSPG) techniques for the incompress-
ible Navier-Stokes problem for equal-order interpolation [4], together with ad-
ditional stabilization of the divergence constraint (5), are well-understood on
isotropic meshes [12].
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Much less is known about the analysis in case of equal-order interpolation
schemes with anisotropic mesh refinement for incompressible flow problems.
The Stokes problem has been considered in [3] for the Q1/Q1-case and in [11]
for the P1/P1-case. The extension to the Oseen problem seems to be new.
Numerical experiments for the full Navier-Stokes problem, e.g. in [8, 6], show
the applicability of anisotropic mesh refinement for low-order schemes.

The stabilized FEM for problem (3)–(5) is given in Sect. 2. In Sect. 3 we
focus on hybrid meshes with anisotropic layer refinement of tensor product
type and smooth transition to (unstructured) isotropic meshes away from the
layer. Section 4 is devoted to error estimates and to the design of stabilization
parameters. Numerical results are shown in Sect. 5. Full proofs are given in
[2].

2 Stabilized FEM for linearized Navier-Stokes problem

We consider the Oseen model, for brevity with homogeneous Dirichlet data:

Los(b;u, p) := −ν∆u + (b · ∇)u + cu +∇p = f in Ω, (5)
∇ · u = 0 in Ω, (6)

u = 0 on ∂Ω (7)

with b ∈ [H1(Ω)]d, (∇ · b)(x) = 0, f ∈ [L2(Ω)]d and constants ν > 0, c ≥ 0.
The variational formulation reads: find U := {u, p} ∈ W := V × Q :=
[H1

0 (Ω)]d × L2
0(Ω) with L2

0(Ω) := {q ∈ L2(Ω) |
∫

Ω
q dx = 0}, s.t.

A(b;U, V ) = L(V ) ∀ V = {v, q} ∈ V ×Q, (8)
A(b;U, V ) := (ν∇u,∇v)Ω + ((b · ∇)u + cu, v)Ω

−(p, ∇ · v)Ω + (q, ∇ · u)Ω , (9)
L(V ) := (f , v)Ω . (10)

Let Th be an admissible triangulation of the polyhedron Ω where each T ∈
Th is a smooth bijective image T = FT (T̂ ) of a unit element T̂ (unit simplex
or hypercube in Rd or, for d = 3, the unit triangular prism). A mixture (with
appropiate reference elements for each type) is admitted. Consider Lagrangian
FE of order r ∈ N, i. e., Pr(T̂ ) on T̂ contains the polynomial set Pr. We set

Xrh = {v ∈ C(Ω̄) | v|T ◦ FT ∈ Pr(T̂ ) ∀T ∈ Th} (11)

and introduce conforming equal-order FE spaces for velocity and pressure

Vrh :=
[
H1

0 (Ω) ∩Xrh
]d

, Qrh := L2
0(Ω) ∩Xrh, r ∈ N. (12)

The Galerkin method reads: find U = {u, p} ∈Wr,r
h := Vrh ×Qrh, s. t.

A(b;U, V ) = L(V ) ∀V = {v, q} ∈Wr,r
h . (13)
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Well-known sources of instabilities of the Galerkin FEM (13) stem from
dominating advection and from the violation of the discrete inf-sup or LBB-
condition for Vrh×Qrh. Note that, in case of anisotropic elements, the discrete
inf-sup constant is often not robust w.r.t. the maximal aspect ratio.

A standard approach to stabilize the Galerkin scheme is a combination of
pressure stabilization (PSPG) with streamline-upwind stabilization (SUPG)
together with a stabilization of the divergence constraint, the so-called grad-
div stabilization. The method reads: find U = {u, p} ∈Wr,r

h , s.t.

As(b;U, V ) = Ls(V ) ∀V = {v, q} ∈Wr,r
h , (14)

As(b;U, V ) := A(b;U, V ) +
∑

T∈Th

γT (∇ · u,∇ · v)T

+
∑

T∈Th

(Los(b;u, p), δT ((b · ∇)v +∇q))T (15)

Ls(V ) := L(V ) +
∑

T∈Th

(f , δT ((b · ∇)v +∇q))T . (16)

Remark 1. The stabilizing effect stems from control of the SUPG/ PSPG-term
∑

T δT ‖(b · ∇)u + ∇p‖2[L2(T )]d and of the term
∑

T γT ‖∇ · u|2L2(T ). Related
variants are the GLS method [7] and the algebraic subgrid-scale method [5].

Consider a (possibly anisotropic) element T ⊂ Rd, d = 2, 3, with sizes
h1,T ≥ . . . ≥ hd,T . A key point in the analysis is the local inverse inequality

‖∆w‖[L2(T )]d ≤ µinvh
−1
d,T ‖∇w‖[L2(T )]d×d ∀w ∈ Vrh. (17)

Set

‖|V ‖| :=
(

|[V ]|2 + σ‖q‖2L2(Ω)

)1/2

, (18)

|[V ]|2 := ‖
√
ν∇v‖2[L2(Ω)]d×d + ‖

√
cv‖2[L2(Ω)]d

+
∑

T∈Th

(

γT ‖∇ · v‖2L2(T ) + δT ‖(b · ∇)v +∇q‖2L2(T )

)

(19)

where δT , γT , σ > 0 are determined later on. For δT > 0, |[ · ]| is a mesh-
dependent norm on Wr,r

h . The following result yields existence and uniqueness
of the discrete solution without geometrical conditions on Th.

Lemma 1. Assume the following conditions on the stabilization parameters

0 < δT ≤
1
2

min
( h2

d,T

µ2
invν

;
1
c

)

, 0 ≤ γT . (20)

Then the bilinear form As(b; ·, ·) defined in (15) satisfies

As(b;Wh,Wh) ≥
1
2
|[Wh]|2, ∀Wh ∈Wr,r

h . (21)
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3 Stability and convergence on hybrid meshes

We present a discrete inf-sup condition and a quasi-optimal error estimate
w.r.t. ‖| · ‖|. For the sake of clarity, we focus on hybrid meshes with anisotropic
layer refinement of tensor product type (in the sense of [1, Chap. 3]) and
smooth transition to a (unstructured) isotropic mesh away from layers. For
simplicity, assume that the boundary layer is located at the hyperplane xd = 0.

The advantage of such meshes is not only that the coordinate transforma-
tion is simplified in regions with anisotropic elements but also that certain
edges/faces of the elements are orthogonal/parallel to coordinate axes.

Meshes of tensor product type in the boundary layer region consist of
affine elements of tensor product type. That means the transformation of a
reference element T̂ to the element T shall have (block) diagonal form,

x = diag(AT ,±hd,T ) x̂ + aT for d = 2, 3,

where aT ∈ Rd, AT = ±hT for d = 2 and AT ∈ R2×2 with |detAT | ∼
h2

1,T , ‖AT ‖ ∼ h1,T , ‖A−1
T ‖ ∼ h−1

1,T for d = 3. In this way, the element sizes
h1,T , . . . , hd,T are implicitly defined; in particular h1,T ∼ h2,T for d = 3. Note
further that under these assumptions the triangles/tetrahedra can be grouped
into pairs/triples which form a rectangle/triangular prism of tensor product
type.

Moreover, suppose that hi,T ∼ hi,T ′ for all T ′ with T ∩ T ′ 	= ∅, i =
1, . . . , d. This implies that the transision region between the structured and
the unstructured mesh zones consists of isotropic elements only.

A critical point in the stability analysis is the following interpolation result
for a modified Scott-Zhang quasi-interpolation operator Iqih,r : H1(Ω)→ Xrh:

‖∇m(v − Iqih,rv)‖L2(T ) ≤ Cqi,mh1−m
1,T ‖v‖H1(ωT ), m = 0, 1 (22)

where ωT :=
⋃

T ′∩T �=∅ T
′. (22) can be derived using ideas of [1, Chap. 3.4].

The error analysis requires a modified inf-sup condition w.r.t. ‖| · ‖|, in-
cluding control of the L2-norm of the pressure. Note that, in contrast to the
Galerkin method, the stability constant β below is independent of ν and of
critical parameters of Th.

Lemma 2. Assume the following conditions on the stabilization parameters

0 < µ0h
2
1,T ≤ δT ≤

1
2

min
( h2

d,T

µ2
invν

;
1
c

)

, 0 ≤ δT ‖b‖2[L∞(T )]d ≤ γT . (23)

Then there exists a constant β > 0, independent of all relevant parameters s.t.

inf
Wh∈Wr,r

h

sup
Vh∈Wr,r

h

As(b;Wh, Vh)
‖|Wh‖| ‖|Vh‖|

≥ β (24)

with constant σ in (1) according to
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1√
σ
∼
√
ν+
√
cCF +

CF ‖b‖[L∞(Ω)]d
√

ν + cC2
F

+max
T

h1,T ‖b‖[L∞(T )]d√
ν

+
√
γ+

1
µ0

. (25)

Moreover, it denotes γ = maxT γT and CF the Friedrichs constant.

Remark 2. The lower bound of δT in assumption (6) implicitly implies

√
µ0 max
T∈Th

h1,T

hd,T
≤ 1

µinv
√

2ν
. (26)

i.e., a restriction on the aspect ratio of T . A reasonable choice in boundary
layers at a wall is hd,T ≥

√
νh1,T ; thus leading to µ0 = O(1), see also Sect. 4.

We use from now on the notation a - b, i.e., there exists a constant C, in-
dependent of all relevant parameters (ν, c, hT , aspect ratio, δT , γT ), satisfying
a ≤ C b. The following continuity result shows the effect of stabilization:

Lemma 3. Let the assumptions (6) be valid. Then, for each U = {u, p} ∈W
with ∆u|T ∈ [L2(T )]d ∀T ∈ Th and Vh = {vh, qh} ∈Wr,r

h there holds

As(b;U, Vh) - Qs(U) ‖|Vh‖| (27)

Qs(U) := |[U ]|+
( ∑

T∈Th

1
δT
‖u‖2[L2(T )]d

) 1
2

+
( ∑

T∈Th

2
ν + γT

‖p‖2L2(T )

) 1
2

+
( ∑

T∈Th

δT ‖ − ν∆u + cu‖2[L2(T )]d

) 1
2
. (28)

Using Lemmata 2 and 3, we obtain the following quasi-optimal error estimate.

Theorem 1. Let U = {u, p} ∈ W and Uh = {uh, ph} ∈ Wr,r
h be the solu-

tions of (5)–(7) and of (14)–(16). Let Ih,rU := {Iuh,ru, I
p
h,rp} ∈ Wr,r

h be an
appropriate interpolant for {u, p}. Under assumption (6), we obtain

‖|U − Uh‖| - Qs(U − Ih,rU). (29)

4 Error estimates and design of stabilization parameters

Based on the quasi-optimal estimate in Theorem 1, we derive error estimates
and design the parameters δT , γT with emphasis on the anisotropy of an ele-
ment. Here, we assume that the solution of problem (5)–(7) is smooth enough
such that the global Lagrangian interpolant can be used in Theorem 1.

Appropriate anisotropic interpolation estimates of the FE spaces Xrh are
required in order to compensate large derivatives in some direction xd by the
small element diameter hd,T . We refer to [1] for a basic interpolation theory
which relies on some geometrical conditions (maximal angle condition and the
coordinate system condition) which are valid for the hybrid meshes introduced
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in Sec. 3. The anisotropic interpolation result for the Lagrangian interpolation
operator Ih,r : C(T )→ Pr(T ) reads as follows, see [1, Chap. 3].

Lemma 4. Let Th be a hybrid mesh as introduced in Section 3, and T ∈ Th.
Assume that v ∈ W �,p(T ), with � ∈ {1, . . . , r + 1}, p ∈ [1,∞], such that
p > 2/�. Fix m ∈ {0, . . . , �− 1}. Then the following estimate holds

||v − Ih,rv‖Wm,p(T ) ≤ C
∑

|α|=�−m
hαT ‖Dαv‖Wm,p(T ) hαT := hα1

1 . . . hαd

d . (30)

Corollary 1. Let the assumptions of Theorem 1 be valid. Moreover, assume
that the solution U = {u, p} ∈W is continuous and satisfies u|T ∈ [Hk(T )]d,
p|T ∈ Hk(T ) with k > 1 for all T ∈ Th. Then, using the notation l :=
min(r, k − 1) for the convergence order, we obtain

‖|U − Uh‖|2 -
∑

T

∑

|α|=l,|β|=1

h2α
T

(

EpT,β‖Dα+βp‖2L2(T ) + EuT,β‖Dα+βu‖2L2(T )

)

,

(31)

EpT,β := δT + γ−1
T h2β

T (32)

EuT,β := ν + ch2
1,T + γT + δT ‖b‖2[L∞(T )]d + δ−1

T h2β
T . (33)

The mixed character of the problem requires a careful approach to fix the
parameters δT , γT . . Using h̃T ∈ [hd,T , h1,T ] and based on assumption (6), we
propose to define the parameters according to

δT ∼ min
( h2

d,T

µ2
invν

;
1
c
;

h̃T
‖b‖(L∞(T ))d

)

, γT ∼
h̃2
T

δT
. (34)

In the isotropic region Ωiso away from the boundary layer, we propose to
set h1,T ∼ h̃T which leads to the standard design and to the standard error
contributions (see [7, 5]).

The parameter design in the boundary layer region Ωaniso at xd = 0 is
more involved. From Prandtl’s boundary layer theory for laminar flows, we
know that p varies at most slowly with xd, whereas u can have large gradients
in xd-direction. This motivates a mesh refinement in xd-direction towards the
wall by setting hd,T ∼ g(xd)h1,T with a strongly increasing monitor function
g(·) s.t. g(xd) ∼

√
ν in the mesh layer nearest to the wall and g(xd) ∼ 1 in

the transition region to the isotropic part of the hybrid mesh.
The velocity error part in the error contribution in Corollary 1 contains the

critical term δ−1
T h2β

T which is at most of order O(1) in the mesh layer nearest
to the wall at xd = 0 since hd,T ∼

√
νh1,T . On the other hand, we observe that

the stabilization parameters do not deteriorate there since ν−1h2
d,T ∼ h2

1,T .
It remains to discuss the choice of h̃T . We obtain from (34) that an in-

creasing h̃T implies an increasing γT , thus giving improved control of ∇ · u.
On the other hand, the control parameter

√
σ of ‖p − ph‖L2(Ω) behaves like

1/
√
σ ≤ maxT

√
γT , i.e. the control of this norm gets worse with increasing
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γT . Our favoured choice is h̃T = (meas(T ))
1
d , as a reasonable compromise to

balance control of pressure and of divergence.

5 Application to channel flow

We present some numerical results for the Navier-Stokes problem using the
research code Parallel NS with P1-approximations for velocity/pressure.

Consider the laminar stationary flow in the channel Ω = (0, 1)2 with
the data ν = 10−6, b = u, c = 0, f = 0 and solution p =

√
ν(1 − x),

u = (1 − (e−y/
√
ν + e(y−1)/

√
ν), 0)T . The layer-adapted hybrid mesh is

equidistant in x-direction and has a mesh grading in y-direction with yi =
1
2 + 1

2 tanh( 2iγ
Ny−1 )/ tanh(γ), i = −1

2 (Ny − 1), . . . , 1
2 (Ny − 1). The parameter γ

can be chosen such that condition (10) holds with µ0 = O(1).
In Fig. 1 (left), we show the pointwise error (u1−u1,h)(1

2 , y), 0 ≤ y ≤ 1 for
increasing values of Ny. In Fig. 1 (right), we present a zoom in a semilogarith-
mic scale for fixed Ny = 129 together with different values of γ (leading to dif-
ferent percentage of mesh points in the boundary layer regions (0, 1)× (0, δ99)
and (0, 1) × (1 − δ99, 1) where δ99 is given by u1(x, δ99) = (0.99, 0)). On the
grid with Ny = 129, the L∞-error is reduced to ≤ 0.2% if 37.5 or 50 % of the
grid points are located in the layer regions for resolving the gradient, whereas
the solution on the corresponding uniform mesh has a L∞-error of 10 %.

Fig. 1. Error (u1 − u1,h)( 1
2
, y) (left) and zoom for Ny = 129 (right)

Finally, we consider the turbulent 3d-channel flow in Ω = (0,H)2 × (0, L)
with H = 1 [m] and L = 5 [m]. We apply the k− ε− v2 − f -model of Durbin
in the ”user-friendly” ϕ−f -version [10] for the RANS version of problem (1)–
(2) where the viscosity ν is replaced with νe = ν + νt based on the turbulent
viscosity νt = cµ kϕmax

(
k
ε , 6

√
ν
ε

)

. The turbulent quantities k, ε, ϕ, f are
determined by a coupled nonlinear advection-diffusion-reaction system.

We compare the solution to DNS data of [9] for Reτ = Huτ

ν = 395 based on

the friction velocity uτ =
√
τw ≡

√

ν ∂u2
∂y |Γw

= 1.2087 ·10−2. This corresponds
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Fig. 2. Plot of u+, k+ vs. y+ := yuτ
ν

at x ∈ {3, 4.5} [m]

to ReC = UCH/2
ν ≈ 14.000. Moreover, we have f = τW

H ex. Our calculations are
performed on a FE-mesh with 33× 49× 65 nodes. In y-direction, we use the
above tanh-distribution with γ s.t. the first off-wall node is at yuτ/ν = 1. The
sets δT , γT are based on h̃T = |meas(T )| 13 . In Fig. 2, we present the relevant
quantities u+ = u1

uτ
and k+ = k

u2
τ

in wall units at x = 3[m] and x = 4.5[m] in
wall units. The results are in reasonable agreement with the DNS data and
comparable to results in [10].
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Summary. In the context of multiphase flows we are faced with vector PDE solu-
tions combining waves whose speeds are several orders of magnitude apart. The wave
of interest is the transport one, and is relatively slow. The other fast acoustic waves
are not interesting but impose a very restrictive CFL condition if a fully explicit
in time scheme is considered. We therefore use a time semi-implicit conservative
scheme where the fast waves are handled with a linearized implicit formulation and
the slow wave remains explicitly solved. The CFL condition, governed by the explicit
wave speed is then optimal. We combine this method with a multiscale analysis of
the vector solution which enables to use a time varying adaptive grid based on the
relevant smoothness properties of the discrete solution. In this short paper we com-
pare different strategies to evaluate the fluxes at cells interfaces on a non uniform
grid.

1 Introduction

In this paper we address the numerical approximation of systems of conser-
vation laws in 1D, modeling physical problems where different waves arise
with speeds separated by several orders of magnitude. Typically, a mixture of
gas and oil moving along in a pipeline with a speed generated by a pumping
system will generate two types of waves: very fast acoustic waves and slower
transport waves. These slower waves are the only interesting ones from the
oil production point of view since they model the front displacement of the
gas mass fraction in the mixture. On the other hand the fast waves, of less
practical interest, impose a severe stability restriction on the time step used
in the numerical simulation, specially in the case of time explicit schemes.

The first answer to this numerical difficulty consists in using a conservative
time semi-implicit scheme. Without going into details (see [4]), this amounts
to writing the unknowns of the system in a basis where slow and fast waves
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action can be easily decoupled. The fast waves component of the solution will
be evolved in time with an implicit scheme, therefore eliminating the most
severe part of the CFL condition. The explicit scheme will treat only the
slow waves component, therefore ensuring a much better resolution of contact
discontinuities. Let us stress that these distinct time integration procedures
are suitably combined so as to preserve the required conservation property in
the method.

Next the discrete solution to be dealt with exhibits all the properties of a
good candidate for an adaptive mesh refinement strategy. A realistic compu-
tation in a pipeline will consist in modeling the transport of a discontinuity in
the gas mass fraction over ten kilometers, with an average speed of a few me-
ters per second. Engineers will consider that a discretization made of several
thousands grid points and a time simulation lasting over several thousands
time steps are needed to compute accurately enough the transport of the mass
fraction discontinuity to the other end of the pipeline. On the other hand, this
very small cell size of a few meters is really necessary only in the vicinity of
the discontinuity. Everywhere else the fluctuations in the solutions are due
to acoustic waves which are not physically interesting. Hence a much coarser
space grid suffices in the treatment of these waves. Note in addition that these
acoustic waves, if sharp in the initial data, are smoothed out from the first
time steps by the numerical dissipation due to the implicit time integration.

In answer to this observation, we have adapted the multiresolution tech-
niques established for explicit schemes in [2] and based on ideas introduced
in the context of systems of conservation laws by Harten [5] at the begin-
ning of the nineties. The multiscale analysis of the solution is used to design
an adaptive grid by selecting the correct level out of a hierarchy of nested
grids according to the local smoothness of the solution. This non-uniform grid
evolves with time, with a strategy based on the prediction of the displacement
and formation of the singularities in the solution. The wavelet basis used to
perform the multiscale analysis enables to reconstruct the solution at any time
back to the finest level of discretization, within an error tolerance controlled
by a threshold parameter.

The coupling of multiresolution with the semi-implicit scheme is detailed
in [3]. In particular, to avoid excessive damping in the fast waves an additional
CFL condition controlling the artificial dissipation is taken into account in the
definition of the time step along with the CFL stability restriction in the slow
waves. The robustness of the prediction of the adaptive grid from one time to
the next has been studied in the above reference.

In this shorter paper we briefly recall the PDE model and the principles
of the semi-implicit scheme in paragraph 2, then the multiresolution enhance-
ment of the method in paragraph 3. We devote special attention to the com-
parison of available methods to compute the numerical fluxes on the adaptive
grid.
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2 Semi implicit scheme on uniform grid

The oil and gas mixture is supposed to move with the same velocity for both
phases. The evolution in time of the density of the mixture ρ, velocity v and
the gas mass fraction Y are related through the PDE system






∂t(ρ) + ∂x(ρv) = 0,
∂t(ρY ) + ∂x(ρY v) = 0,
∂t(ρv) + ∂x(ρv2 + P ) = 0.

The pressure law P (ρ, ρY ) can be in practice very costly to evaluate, which
is one of the motivations to use an adaptive method. In the scope of this
paper however, we will use for the numerical simulations the following ther-
modynamical closure law P (ρ, ρY ) = a2

gρlρY/(ρl − ρ(1− Y )), corresponding
to a isothermal gas and incompressible liquid. The system is hyperbolic over
a suitable phase space Ω with three distinct eigenvalues. The intermediate
eigenvalue corresponds to the slow transport wave and is linearly degenerate,
the two extreme ones are much larger and correspond to genuinely non linear
waves of acoustic type.

We rewrite the PDE system under the generic form

∂U(x, t)
∂t

+
∂F(U(x, t))

∂x
= 0,

where U(x, t) denotes the conservative variables as a vector function from
R×R+ in Ω and the flux F(U) is a vector function from Ω in R

3. We seek a
finite volume discretization of this system on a grid xj = j∆x with j ∈ Z. We
denote by Uj the vector of the conservative unknowns on the cell [xj , xj+1].
The implicit scheme is defined by

U
n+1
j = U

n
j −

∆t

∆x

(
F
n+1
j+1 − F

n+1
j

)
, with F

n
j = F(Unj−1,U

n
j ).

The approximation of the flux F
n
j going through the interface at xj between

two cells is the standard Roe linearization. To bypass intractable nonlinearities
the numerical flux at time n + 1 is commonly approximated from the values
at time n using a Taylor expansion in time to give birth to a linear problem in
the unknown U

n+1
j −U

n
j . If the entering matrix is kept unchanged the method

is implicit in time with respect to the three waves. We briefly report how to
derive a mixed implicit explicit in time method. Cell by cell the eigenvalues
of all 3 × 3 block matrices are actually related to the three eigenvalues of
the PDE model. The fastest ones are kept unchanged but the intermediate
eigenvalue is systematically set to zero; hence ensuring an explicit treatment
of the corresponding wave. Since the slow wave is treated explicitly, one needs
to impose a standard stability condition with a CFL number less than one.
Furthermore, the damping undergone by the fast waves has to be somewhat
controlled. To this effect, we impose an additional CFL criterion on the fast
waves, but this time with a CFL number equal to 20.
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3 Multiscale analysis of the explicit-implicit scheme

In [2], a multiresolution analysis was proposed for a system of hyperbolic
conservation laws treated with an explicit scheme. We are now going to extend
it to the case of the explicit-implicit scheme introduced in section 2.

3.1 Basics of multiresolution analysis

We consider a uniform mesh with step size ∆x and starting from this finest
discretization, we define a hierarchy of K nested grids by dyadic coarsening,
with cell interfaces xkj = 2K−kj∆x. Initially, the unknown function U is de-
fined on the finest grid, numbered K, where it is represented by the sequence of
its mean values UK = (uKj )j on the cells [xKj , xKj+1]. The coarsening operator
P k−1
k consists in cell averaging from one grid to the coarser one, i.e.,

Uk−1 = P k−1
k Uk with uj,k−1 =

1
2
(uk2j + uk2j+1).

The inverse operator consists in recovering the mean values on grid level k,
given the mean values on the coarser level k − 1. This involves an approx-
imation — or prediction — operator P kk−1. Among the infinite number of
choices for the definition of P we use here the linear reconstruction based on
a quadratic polynomial which obeys adequate locality and consistency rules
therefore allowing for some analysis

Ûk = P kk−1U
k−1 with

{
û2j,k = uj,k−1 − 1

8 (uj+1,k−1 − uj−1,k−1),
û2j+1,k = uj,k−1 + 1

8 (uj+1,k−1 − uj−1,k−1).
(1)

We define the prediction error Ek at a given level k as the difference between
the solution on level k and its reconstruction Ûk using the solution at level
k − 1. Thanks to the consistency property ek2j = −ek2j+1, we define the detail
vector Dk−1 with dk−1

j = uk2j − ûk2j and use it along with Uk−1 to entirely
recover Uk.

The two vectors Uk and (Uk−1,Dk−1) are of same length. Iterating this
encoding operation from the finest level down to the coarsest provides the mul-
tiscale representation MK = (U0,D0, . . . , DK−1). Using the local structure of
the operators P k−1

k and P kk−1, the multiscale transformation M : UK 
→MK

and its inverseM−1 can be implemented with an optimal O(NK) complexity,
where NK represents the dimension of the finest grid ∇K . The interest of
the multiscale representation lies in the fact that thanks to the consistency
of the prediction operator, the local regularity of the function is reflected by
the size of its details. We can use this property to compress the function in
the multiscale domain by dropping all details below a given level-dependent
threshold. To clarify this idea, we first define a threshold operator TΛ act-
ing on the multiscale representation MK , depending on a subset Λ ⊂ ∇K of
indices λ = (j, k), by



818 N. Andrianov, F. Coquel, M. Postel and Q. H. Tran

TΛ(dλ) =
{

0 if λ ∈ Λ,
dλ otherwise.

Given level-dependent threshold values ε = (εk)k, we introduce the subset
Λε = Λ(ε0, ε1, · · · , εK) := {λ s.t. |dλ| ≥ ε|λ|}. This completes the definition of
the threshold operator Tε := TΛε

and gives rise to an approximating operator
Aε :=M−1TεM acting on the physical domain representation. In practice, we
take advantage of the fact that the remaining fine-scale details will be concen-
trated near singularities. This is not such a trivial result because the operator
Aε is nonlinear since Λε depends on UK through the threshold scheme. We
refer to [1] for a thorough investigation of nonlinear approximation and the
proof of the main result

||UK −AεUK ||L1 < CεK

valid when εk = 2k−KεK . This allows us to define an adaptive grid where
the local size of the cell will be the grid step corresponding to the finest non
negligible detail. The representation of Uε = AεUK on this adaptive grid
is intermediate between the physical representation UKε on the finest grid
and the encoded multiscale representation MK

ε . Note, in particular, that the
representation by its mean value ukj on an intermediate level k does not mean
that the function is locally constant on this cell of width 2kh, but simply
that its mean values on the finest grid in this area can be recovered —within
the ε accuracy— using the mean values on this intermediate level and the
reconstruction operators P ll−1 for l = k + 1, . . . ,K. In the sequel, we will call
partial decoding the algorithm that computes Uε on this adaptive grid from
MK , and partial encoding the reverse transformation.

3.2 Prediction strategy for the tree

In the context of the semi implicit scheme presented in paragraph 2, the mul-
tiresolution representation of the solution must evolve with time. Its singular-
ities will move with time. They can actually appear or disappear completely,
which means that the tree Λε depends on time and that its computation must
be performed at each time step. Of course, we wish to compute this time-
dependent tree without having to decode the solution back to the finest grid
at each time step, since this would destroy all the benefits of the adaptive
computation. This is possible thanks to the hyperbolic nature of the PDE’s
system, which ensures that the singularities of the solution move at finite
speed. More specifically, if we denote by Λnε the graded tree obtained by ap-
plying Aε to UnK , then Λnε can be inflated into Λ̃nε containing Λn+1

ε as well as
Λnε , ensuring that both estimations

‖UnK −AΛ̃n+1
ε

UnK‖ ≤ CεK and ‖Un+1
K −AΛ̃n+1

ε
Un+1
K ‖ ≤ CεK
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are satisfied. Setting Λ̃n+1 to SK does the trick but it is not very interesting in
practice. The inflated tree Λ̃n+1 should be as small as possible. The inflation
strategy proposed by Harten [5] consists in adding immediate neighbors of
cells where the detail is above the level-dependent threshold and the two
subdivisions of cells where the detail is more than twice this threshold. This
relies strongly on the CFL condition which is less than one in the case of an
explicit scheme. In [3], we have extended this strategy to the time explicit-
implicit scheme. This relies on an heuristic argument which can be justified
in the case of linear systems of PDE’s using Fourier analysis of the numerical
solution.

Below is the actual adaptive algorithm we implemented.

1. Initialization: encoding of the initial solution and definition of Λ0

2. Loop over time steps n = 0, . . . , N − 1:
• Prediction of Λ̃n+1 and partial decoding of U

n

• Evolution of U
n to U

n+1 on the adaptive grid Λ̃n+1

• Encoding of U
n+1 and definition of Λn+1.

3. Decoding of U
N on the finest grid

Flux evaluation in the evolution step

An important point in this algorithm is the evaluation of the numerical fluxes
between adjacent cells of the adaptive grid, which must be performed in order
to update the solution U

n into U
n+1. We compare here two methods in terms

of complexity and accuracy.
Local reconstruction on the finest level. In the case where the underlying
uniform scheme is of first order, the numerical flux is a function of the mean
values on each side of the interface. If the adaptive grid data is used directly,
the scheme is of first order with respect to the local grid size which can be
quite large. Numerical experiments have shown that it is necessary to locally
reconstruct the mean values on the finest grid on each side of the interface.
As it is explained in [2], this can be done in O(NΛ) operations, with NΛ the
number of cells in the adaptive grid, thanks to the linearity and uniformity of
the reconstruction (1).
Direct evaluation of the flux on the adaptive grid. When the underlying
uniform scheme is of higher order, the local reconstruction of the solution on
the finest grid near the interfaces is less crucial since in the smooth regions the
high order of numerical scheme will be able to compensate for the coarseness
of the grid. The alternative consisting in applying the underlying high order
scheme directly on the adaptive grid solution can be used. This can require
some modification of the high order nonlinear reconstruction scheme, to take
into account situations where interfaces can separate two cells of length in
a ratio of two (see [6] for details). In our simulations the reference scheme
on the uniform grid is of order two in space, achieved by a minmod limited
linear reconstruction of the solutions on each side of the interface where the
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fluxes are computed. Note that this reconstruction is applied on the solution
in primitive variable (ρ, Y and u) instead of the conservative form on which
the multiresolution is performed.

This strategy has been implemented and tested on the cases already
treated with the local reconstruction technique in [3]. We focus here on the
most realistic case mimicking operating conditions at both ends of the pipeline.
We prescribe gas and total mass flow rates at the inlet and monitor the pres-
sure at the outlet as shown in figure 1. Besides the multiscale analysis of the
solution at each time step which rules the local size of the space grid step, the
variation of the time dependent boundary condition are also tested to decide
whether fine cells should be added to the grid on the edges. The speed-up
ratio between the uniform grid simulation and the fully adaptive simulation
for a threshold ε = 0.005 is about 3.4.
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Fig. 1. Experimental gas fraction (left) and total flow (middle) at the inlet of
pipeline and pressure at the outlet of pipeline (right).

We show in figure 2 the density at the final time t = 3000s of the simulation
along with the adaptive grid where active cells are indicated by +. The left
hand side graph corresponds to the case when the solution is first locally
reconstructed on the fine level. The right hand side graph corresponds to the
case when the limited reconstruction is applied directly on the adaptive grid.
It seems that the latter method produces a slightly more refined tree but the
singularities of the solution are well localized in both cases. In figure 3 we see a
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Fig. 2. Density and adaptive grid at final time.
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Fig. 3. Zoom on gas mass fraction at final time.

zoom of the gas mass fraction in a region of high variations. In these last graphs
the differences are clearer: applying the scheme directly on the adaptive grid
somewhat smoothes the solution around slope changes. On the other hand the
alternative technique, involving several linear and non convex reconstructions
before applying the limited second order reconstruction introduces a small
overshoot which could be very damaging if the solution were bordering the
physical constraints (0 ≤ Y ≤ 1, ρ > 0).

References

1. Cohen, A.: Numerical analysis of wavelet methods, volume 32 of Studies in Math-
ematics and its Applications. North-Holland Publishing Co., Amsterdam (2003)

2. Cohen, A., Kaber, S. M., Müller, S., Postel, M.: Fully adaptive multiresolution
finite volume schemes for conservation laws. Math. Comp., 72(241), 183–225
(2003)

3. Coquel, F., Postel, M., Poussineau, N., Tran, Q. H.: Multiresolution technique
and explicit-implicit scheme for multicomponent flows. Publications du labora-
toire Jacques-Louis Lions, R05026. Paris (2005)
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Summary. We present an adaptive wavelet method for solving the incompressible
Navier–Stokes equations in two space dimensions using the vorticity-stream function
formulation. For time discretization a semi–implicit scheme of second order is used.
The space discretization is based on a Petrov–Galerkin method, where orthogonal
spline wavelets of 4th order are employed as trial functions and operator adapted
wavelets as test functions. The no–slip boundary conditions are imposed using a
volume penalisation method. As example we present adaptive simulations of vortex-
dipole wall interactions.

1 Introduction

The mathematical properties of wavelets (see, e.g.,Daub92) motivate their
use for the numerical solution of partial differential equations (PDEs). The
localization of wavelets, both in scale and space, leads to effective sparse rep-
resentations of functions and pseudo–differential operators (and their inverse)
by performing nonlinear thresholding of the wavelet coefficients of the function
and of the matrices representing the operators. Estimating the local regularity
of the solution of the PDE auto–adaptive discretizations with local mesh re-
finements can be defined. The characterization of function spaces in terms of
wavelet coefficients and the corresponding norm equivalences allow diagonal
preconditioning of operators in wavelet space. Finally, the existence of the fast
wavelet transform yields algorithms with optimal linear complexity.

The currently existing algorithms can be classified in different ways. We
can distinguish between Galerkin, collocation schemes and algebraic wavelet
methods. By the latter we mean algorithms which start from a classical dis-
cretization, e.g. by finite differences or finite volumes. Wavelets are then used
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to speed up the linear algebra and to define adaptive grids. On the other hand
the former two schemes employ wavelets directly for the discretization of the
solution and the operators. For an overview on wavelet methods we refer the
reader to [5, 4].

Wavelet methods have been developed to solve Burger’s equation, Stokes’
equation, Kuramoto–Sivashinsky equation, the nonlinear Schrödinger equa-
tion, the Euler and Navier–Stokes equations.

In the follwing we present an adaptive wavelet algorithm of Galerkin type
[10] to solve the two–dimensional Navier–Stokes equation in vorticity–stream
function formulation. The boundary conditions are imposed using a volume
penalisation technique. As application we present computations of a vortex
dipole impinging on a no-slip wall in a square container at Reynolds number
1000, which is a challenging test case for numerical methods [12, 3]. Finally,
we present some conclusions and perspectives for future work.

2 Adaptive wavelet discretization with volume
penalisation

2.1 An adaptive wavelet scheme

The volume penalisation method has been proposed by Arquis and Calta-
girone [1]. Its is based on the physical idea which consists in modelling solid
walls or obstacles as porous media whose porosity η tends to zero. The geom-
etry of the flow is described by a mask function χ. The incompressible Navier-
Stokes equations are modified by adding a forcing term containing the mask
function. Using vorticity ω and the stream function Ψ , which are both scalars
in 2d, the equations are:

∂tω + v · ∇ω − ν∇2 ω = ∇× F (1)
∇2Ψ = ω and v = ∇⊥Ψ (2)

for x ∈ Ω , t > 0. The velocity is denoted by v, ν > 0 is the constant kinematic
viscosity and∇⊥ = (−∂y, ∂x). The fluid region Ωf is embedded in the enlarged
domain Ω containing in addition a solid region Ωs which is surrounding the
fluid region. The penalisation term F = − 1

η χΩs
v imposes no–slip boundary

conditions on the walls, corresponding to the interface between the fluid and
solid region, i.e. Ωf and Ωs, respectively. The mask function χ is defined as

χΩs
(x) =

{
1 for x ∈ Ω̄s,
0 elsewhere (3)

where Ωs denotes the ensemble of solid obstacles. The above equations are
completed with a suitable initial condition.
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In [2] it has been shown rigorously that the penalised equations written
in primitive variables converge towards the Navier–Stokes equations with no-
slip boundary conditions, with order η3/4 inside the obstacle and with order
η1/4 elsewhere, in the limit when η tends to zero. In numerical simulations an
improved convergence of order η has been reported [2, 11].

Time discretization

Introducing a classical semi–implicit time discretization with a time step δt
and setting ωn(x) ≈ ω(x, nδt) we obtain

(1− νδt∇2)ωn+1 = ωn + δt(∇× Fn − vn · ∇ωn) (4)
∇2Ψn+1 = ωn+1 and vn+1 = ∇⊥Ψn+1 (5)

Hence in each time step two elliptic problems have to be solved and a dif-
ferential operator has to be applied. Formally the above equations can be
written in the abstract from Lu = f , where L is an elliptic operator with
constant coefficients, corresponding to a Helmholtz type equation for ω with
L = (1− νδt∇2) and a Poisson equation for Ψ with L = ∇2.

In practice we use a time scheme composed of an Euler–Backwards scheme
and an Adams–Bashforth scheme, both of second order [10].

Spatial discretization

For the spatial discretization we use the method of weighted residuals, i.e., a
Petrov–Galerkin scheme. The trial functions are orthogonal wavelets and the
test functions are operator adapted wavelets. To solve the elliptic equations
Lu = f at time step tn+1 we develop un+1 into an orthogonal wavelet series,
i.e., un+1 =

∑

λ ũ
n+1
λ ψλ, where λ = (j, ix, iy, d) denotes the multi–index

containing scale, space and direction information. Requiring that the residuum
vanishes with respect to all test functions θλ′ , we obtain a linear system for
the unknown wavelet coefficients ũn+1

λ of the solution u:
∑

λ

ũn+1
λ 〈Lψλ , θλ′〉 = 〈f , θλ′〉. (6)

The test functions θ are defined such that the stiffness matrix turns out to
be the identity. Therefore the solution of Lu = f reduces to a change of the
basis, i.e., un+1 =

∑

λ〈f , θλ〉ψλ.
The right-hand side f can then be developed into a biorthogonal operator

adapted wavelet basis f =
∑

λ 〈f , θλ〉µλ, with θλ = L�−1ψλ and µλ = Lψλ
(� denotes the adjoint operator). By construction θ and µ are biorthogonal,
〈θλ , µλ′〉 = δλ,λ′ . It can be shown that both have similar localization proper-
ties in physical and Fourier space as has ψ and that they form a Riesz basis
[10].
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Adaptive discretization

To get an adaptive space discretization for the problem Lu = f we consider
only the significant wavelet coefficients of the solution. Hence we only retain
coefficients ũnλ which have an absolute value larger than a given threshold ε,
i.e., |ũnλ| > ε. The corresponding coefficients are shown in Fig.1 (white area
under the solid line curve).

Fig. 1. Illustration of the dynamic adaption strategy in wavelet coefficient space.

Adaption strategy

To be able to integrate the equation in time we have to account for the evo-
lution of the solution in wavelet coefficient space (indicated by the arrow in
Fig. 1). Therefore we add at time step tn the local neighbors to the retained
coefficients, which constitute a security zone (grey domain in Fig.1). The equa-
tion is then solved in this enlarged coefficient set (white and grey region in
Fig.1) to obtain ũn+1

λ . Subsequently we threshold the coefficients and retain
only those with |ũn+1

λ | > ε (coefficients under the dashed curve in Fig.1 ). This
strategy is applied in each time step and allows hence to track automatically
the evolution of the solution in scale and space.

Evaluation of the nonlinear term

For the evaluation of the nonlinear term f(un), where the wavelet coefficients
of un are given, there are two possibilities:

• evaluation in wavelet coefficient space.
As illustration we consider a quadratic nonlinear term, i.e., f(u) = u2. The
wavelet coefficients of f can be calculated using the connection coefficients,
i.e., one has to calculate the bilinear expression,

∑

λ

∑

λ′ ũλ Tλλ′λ′′ ũλ′
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with the interaction tensor Tλλ′λ′′ = 〈ψλ ψλ′ , θλ′′〉. Although many coef-
ficients of T are zero or very small, the size of T leads to a computation
which is quite untractable in practice.

• evaluation in physical space.
This approach is similar to the pseudo-spectral evaluation of nonlin-
ear terms used in spectral methods, and therefore this method is called
pseudo–wavelet technique. The advantage of this scheme is that more gen-
eral nonlinear terms, e.g., f(u) = (1−u) e−C/u, can be treated more easily.
The method can be summarized as follows: starting from the significant
wavelet coefficients of u, i.e., |ũλ| > ε, one reconstructs u on a locally
refined grid, u(xλ). Then one can evaluate f(u(xλ)) pointwise and the
wavelet coefficients of f can be calculated using the adaptive decomposi-
tion to get f̃λ.

Finally, we have to calculate those scalar products of the r.h.s f with the
test functions θ, to advance the solution in time. We compute ũλ = 〈f, θλ〉
belonging to the enlarged coefficient set (white and grey region in Fig. 1).

In summary the above algorithm is of O(N) complexity, where N denotes
the number of wavelet coefficients used in the computation.

3 Vortex-dipole wall interactions

To illustrate the above algorithm we present an adaptive wavelet computation
of a vortex–dipole impinging on a no-slip wall at Reynolds number Re = 1000
in a square container with Re = uL

ν and where u denotes the rms velocity
of the flow, L the half-width of the container and ν the kinematic viscosity.
The Navier-Stokes equations are solved in a periodic square domain of size
2.2 in which the square container [−1, 1]2 is imbedded. The no slip boundary
conditions are imposed using a volume penalisation method. The porosity η
is 10−3 and the maximal numerical resolution is 10242. The initial vorticity
distribution of the two isolated monopoles is given by

ω(r, t = 0) = ω0

(

1−
(

r

r0

)2
)

exp

(

−
(

r

r0

)2
)

(7)

where r is the distance from the center of the monopole. Following [3] we chose
r0 = 0.1 and ω0 = ±320. The initial position of the two isolated monopoles is
{(x1, y1), (x2, y2)} = {(0, 0.1), (0,−0.1)}.

Figure 2 (left) shows snapshots of the vorticity field at times t = 0.2, 0.4, 0.6
and 0.8. We observe that the dipole is moving towards the wall and that strong
vorticity gradients are created when it hits the wall. The computational grid
is dynamically adapted during the flow evolution, since the nonlinear wavelet
filter automatically refines the grid in regions where strong gradients develop.
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Fig. 2. Dipole–wall interaction at Re = 1000. Vorticity fields (left), corresponding
centers of active wavelets (right), at t = 0.2, 0.4, 0.6 and 0.8 (from top to bottom).

Figure 2 (right) shows the centers of the retained wavelet coefficients at cor-
responding times. Note that during the computation only 5% out of 10242

wavelet coefficients are thus used. The time evolutions of total kinetic energy
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E(t) = 1
2

∫ 1

−1

∫ 1

−1
v2dxdy and total enstrophy Z(t) = 1

2

∫ 1

−1

∫ 1

−1
ω2dxdy are

plotted in Fig. 3 to illustrate the production of enstrophy and the dissipation
of energy when the dipole is hitting the wall.
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Fig. 3. Time evolution of energy (solid line) and enstrophy (dotted line).

4 Conclusions

In conclusion, we have checked the ability of the adaptive wavelet solver to
track the evolution of the dipole and its nonlinear interaction with the no-slip
wall. The utilisation of a volume penalisation method enables us to take into
account complex geometries using a mask function, without modifying the
numerical scheme and the underlying grid. The precision of the method is
determined by the penalisation parameter η which can be chosen a priori. An
explicit time discretization of the penalisation term implies, however, a time
step smaller than η to guarantee stability of the numerical scheme. We have
shown that this approach is suitable to model walls even in the case of strong
interaction with vortices.

The adaptive wavelet method presented in this paper allows automatic
grid generation and refinement near the wall and also in shear layers which de-
velop during the flow evolution. Therewith, the number of required grid–points
in the simulations is significantly reduced. We conjecture that the compres-
sion rate thus obtained increases with the Reynolds number. Current work is
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dealing with the development of adaptive local time stepping using a Runge–
Kutta–Fehlberg method in order to control the error of the scheme in time
[7].

In future work we will extend the penalisation scheme to compute three–
dimensional flows and perform computations at high Reynolds numbers using
the Coherent Vortex Simulation approach (CVS), proposed in [8, 9]. Applica-
tions to 3d turbulent mixing layers have been presented in [14].
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Summary. A fully adaptive multiscale finite volume scheme for solving the 2D
compressible Euler equations on moving grids is presented. The scheme uses a mul-
tiscale analysis based on biorthogonal wavelets to adapt the grid in space. Refine-
ment in time is performed using a locally varying time stepping strategy that has
been recently developed. The CFL condition is satisfied locally and the number of
grid adaptations is reduced. The performance of the scheme using global and local
multilevel time stepping, respectively, is investigated by a flow past an oscillating
boundary.

1 Introduction

The solutions of hyperbolic conservation laws typically exhibit locally steep
gradients and large regions where they are smooth. To account for the highly
nonuniform spatial behavior, we need numerical schemes that adequately re-
solve the different scales, i.e., use a high resolution only near sharp transition
regions and singularities but a moderate resolution in regions with smooth,
slowly varying behavior of the solution.

In [2, 7] multiresolution techniques have been used to construct locally
refined meshes on which the discretization is performed. The basic idea is to
represent the cell averages on a given highest level of resolution as cell averages

This work has been performed with funding by the Deutsche Forschungsgemein-
schaft in the Collaborative Research Center SFB 401 ”Flow Modulation and
Fluid-Structure Interaction at Airplane Wings” of the RWTH Aachen, Germany
and the “Ramón y Cajal” program of the Ministerio de Educacion y Ciencia,
Spain.
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on some coarse level where the fine scale information is encoded in arrays of
detail coefficients of ascending resolution. If the detail information of a cell is
small, the grid is locally coarsened. By now the fully adaptive multiresolution
concept has been applied by several groups with great success to different real
world applications, cf. [1] and references cited there.

So far a short-coming of this approach has been the lack of temporal adap-
tivity, i.e., all cell averages are evolved in time by the same time step size
∆t satisfying the CFL condition for the cells on the finest mesh. Recently,
a local time stepping strategy has been incorporated to the concept of fully
adaptive multiresolution schemes, cf. [8, 5]. This has to be adjusted to the re-
quirement that the resulting scheme provides an accuracy that is comparable
to the accuracy of the reference mesh.

In the present work we apply this concept to 2D inviscid compressible
fluid flows taking into account moving boundaries. This flow is governed by
the arbitrary Lagrangian Eulerian (ALE) formulation of the Euler equations,
cf. Sect. 2, that are discretized by a finite volume scheme, cf. Sect. 3. The
efficiency of the reference scheme is improved by employing multiscale-based
grid adaptation and local multilevel time stepping strategies, cf. Sect. 4. The
adaptive scheme is applied to an oscillating boundary problem. Here we focus
on the gain by the multilevel time stepping in comparison to the global time
stepping, cf. Sect. 4.

2 The ALE formulation of the Euler equations

In the present study, inviscid fluid flow is described by the Euler equations
for a compressible gas. In order to solve problems in time dependent domains,
including moving boundaries, we consider the governing equations in its ar-
bitrary Lagrangian Eulerian (ALE) formulation. Neglecting body forces and
volume supply of energy, the conservation laws for any moving control vol-
ume V ⊂ Ω of the d-dimensional domain Ω ⊂ Rd with boundary ∂V and
outward unit normal vector n on the surface element dS ⊂ ∂V can be written
in integral form as:

∂

∂t

∫

V (t)

u dV +
∮

∂V (t)

f(u, ẋ) · n dS = 0 . (1)

This system of conservation laws has to be supplemented by initial values and
boundary conditions, respectively. Here u = (ρ, ρv, ρE)T denotes the vector
of the unknown conserved quantities and f represents the convective flux:

f(u, ẋ) =





ρ(v − ẋ)
ρ(v − ẋ) ◦ v + p I
ρE(v − ẋ) + pv



 = f(u,0)− u ◦ ẋ, (2)
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where ρ denotes the density, p the static pressure, v the velocity vector of the
fluid and E the total energy. Here ◦ is the dyadic product. The motion of the
grid is considered by the convective fluxes, where ẋ expresses the grid velocity.
The static pressure is related to the specific internal energy according to the
equation of state for a perfect gas p = ρ (γ − 1)

(
E − 1/2v2

)
, where γ is the

ratio of specific heats, which is taken as 1.4 for air.

3 Finite volume discretization

The balance equations (1) are solved approximately by a finite volume
method. For this purpose the finite fluid domain Ω(t) is split into a finite
set of moving subdomains, the cells Vi(t), such that all Vi(t) are disjoint at
each instant of time and that their union gives Ω(t). Furthermore let N (i) be
the set of cells that have a common edge with the cell i, and for j ∈ N (i) let
eij(t) := ∂Vi(t) ∩ ∂Vj(t) be the interface between the cells i and j. The time
interval is discretized by tn+1 = tn + ∆t assuming a constant time step size.
On this particular discretization the finite volume scheme can be written as

|V n+1
i |vn+1

i = |V ni |vni −∆t
∑

j∈N (i)

|eij |F (vni ,v
n
j , ẋij ,nij) (3)

using an explicit time discretization to compute the approximated cell aver-
ages vn+1

i on the new time level. Here the numerical flux function F (u,v, ẋ,n)
is an approximation for the flux f(u, ẋ,n) in normal direction on the edge
eij . It is assume to be consistent, i.e.,

F (u,u, ẋ,n) = f(u, ẋ,n) := f(u, ẋ) · n. (4)

For simplicity of presentation we neglect that due to higher order reconstruc-
tion the numerical flux usually depends on an enlarged stencil of cell averages.

3.1 Grid generation and grid movement

For the simulation of moving boundaries the grid generator has to cope with
time dependent domain boundaries. To accomplish this task efficiently we em-
ploy for each time level tn a parametric mapping x : [0, 1]2 → Ω from a logical
space to the physical domain Ω(tn). In this setting grid cells are the images of
the corresponding cells in logical space, i.e., Vi = x(Ri) corresponding to the
interval Ri ⊂ [0, 1]2. Then the discrete grid is determined simply by function
evaluation.

For the representation of such a parameter mapping we use tensor product
B-splines, i.e., x(u, v) =

∑N
i=0

∑M
j=0 pi,j Ni,pu,U (u)Nj,pv,V (v). Here Ni,p,T de-

notes the i-th normalized B-spline of order p with respect to the knot vector
T . In our applications we usually choose cubic splines (p = 4), cf. [1].
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The pij are the control points that are not to be confused with grid points.
Typically, the number of control is much smaller than the number of grid
points in the discrete grid. This makes grid deformation by parametric B-
spline mappings highly efficient; only few control points have to be moved
instead of all the grid points in the discrete grid. More elaborate details on
grid generation via B-Splines can be found in [4].

From the grid functions we compute a space-time grid function that is
realized by a two-level time discretization: before the timestep tn → tn+1

is performed the grid generation module provides two grid representations
x(ξ, tn) and x(ξ, tn+1) at time levels tn and tn+1, respectively. Then for t ∈
(tn, tn+1) the grid function is determined by linear interpolation.

3.2 The geometric conservation law

The “geometric conservation laws” are discrete consistency conditions for the
finite volume scheme. They stem from the requirement, that a reasonable
numerical method should at least be able to maintain a constant flow field: if
u(x, t) = u∞ for all (x, t), then we require that the numerical solution fulfills
uni = u∞ for all index pairs (i, n), too. In the special case of a stationary grid
we then get for each cell Vi the consistency condition for discretizations of the
form (3)

0 =
∑

j∈N(i)

|eij |nij . (5)

What people usually understand to be ”the” geometric conservation law stems
from the requirement that the constant homogeneous flow should also be
reproduced if the mesh is moving. If we assume equation (5) to be satisfied,
we end up for each cell Vi with the condition

|V n+1
i | − |V ni | = ∆t

∑

j∈N(i)

|eij |κij . (6)

Here κij = nij · ẋij denotes the normal grid velocity on the face eij . The
grid generator has to provide the quantities |eij |, nij , κij and |Vi| for the flow
solver such that the consistency conditions (5) and (6) hold. On a curvilinear
grid where these quantities are not uniquely defined this can be achieved by
evaluating the integrals

N ij :=
∫

eij(t)

n(s, t)ds, Sij :=
∫ tn+1

tn

∫

eij(t)

ẋ(s, t) · nij(s, t) dsdt.

exactly and then setting

|eij | := ||N ij ||2, nij := N ij/|eij |, κij := Sij/(∆t |eij |). (7)
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3.3 The numerical flux

The fluxes in normal direction are approximated by an approximate Riemann
solver. Since the cell edges are time-dependent we have to take into account the
grid movement when solving the Riemann problem at the interfaces. For this
purpose, we exploit the rotational and Galilean invariance of the underlying
balance equations (1). Then we can rewrite the fluxes in normal direction as

f(u, ẋ,n) = S f(S−1 u,0,n) with S =





1 0T 0
ẋ I 0

1
2 ẋ2 ẋT 1



 ,

cf. [6]. Carrying this identity over to the numerical flux we obtain

F (ul,ur, ẋ,n) = S F (S−1 ul,S
−1 ur,0,n). (8)

Hence, we may derive a numerical flux over moving edges from standard nu-
merical fluxes on stationary grids. Note that in the computations only the
normal grid velocity κ is essentially needed. To perform the transformation
(8) step by step it is sufficient to use κn instead of ẋ. This is admissible
provided that the numerical flux is rotational invariant.

In the present work we use Roe’s approximate Riemann solver. In order to
avoid non-physical expansion shocks we use Harten’s entropy fix. The spatial
and temporal accuracy are improved by using a quasi one-dimensional second-
order ENO reconstruction and Taylor expansion according to [3]. Here the
reconstruction is applied to the characteristic variables.

4 Adaptive multiscale method

The efficiency of the reference finite volume scheme presented in Section 3
is significantly improved by employing recent multiscale-based grid adapta-
tion techniques. Here we briefly summarize the basic conceptual ideas. For
technical details we refer the reader to the book [7] and [1], respectively.

4.1 Multiscale-based spatial grid adaptation

Step 1: Multiscale analysis. The fundamental idea is to present the cell aver-
ages ûL representing the discretized flow field at fixed time level tn on a given
uniform highest level of resolution l = L (reference mesh) associated with a
given finite volume discretization (reference scheme) as cell averages on some
coarsest level l = 0 where the fine scale information is encoded in arrays of
detail coefficients dl, l = 0, . . . , L− 1 of ascending resolution, see Figure 2.

The multiscale decomposition is performed on a hierarchy of nested grids Gl
with increasing resolution l = 0, . . . , L determined by dyadic grid refinement of
the logical space, see Figure 1. Note that this grid hierarchy can be efficiently
realized by the parametric B-spline mappings in Section 3.1.
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Fig. 1. Sequence of nested grids Fig. 2. Multiscale transformation

Step 2: Thresholding. It can be shown that the detail coefficients become small
with increasing refinement level when the underlying function is smooth. In
order to compress the original data this motivates us to discard all detail
coefficients dl,k whose absolute values fall below a level-dependent threshold
value εl = 2l−Lε. Let DL,ε be the set of significant details. The ideal strategy
would be to determine the threshold value ε such that the discretization error
of the reference scheme, i.e., difference between exact solution and reference
scheme, and the perturbation error, i.e., the difference between the reference
scheme and the adaptive scheme, are balanced, see [2].

Step 3: Prediction and grading. Since the flow field evolves in time, grid adap-
tation is performed after each evolution step to provide the adaptive grid at
the new time level. In order to guarantee the adaptive scheme to be reliable in
the sense that no significant future feature of the solution is missed, we have
to predict all significant details at the new time level n + 1 by means of the
details at the old time level n. Let D̃n+1

L,ε ⊃ DnL,ε ∪Dn+1
L,ε be the prediction set.

The prediction strategy is detailed in [2]. In view of the grid adaptation step
this set is additionally inflated such that it corresponds to a graded tree, i.e.,
the number of levels between two neighboring cells differs at most by 1.

Step 4: Grid adaptation. By means of the set D̃n+1
L,ε a locally refined grid is

determined. For this purpose, we recursively check proceeding levelwise from
coarse to fine whether there exists a significant detail to a cell. If there is one,
then we refine the respective cell. We finally obtain the locally refined grid
with hanging nodes represented by the index set GL,ε.

4.2 Multilevel time stepping

Since the reference scheme (3) is assumed to use an explicit time discretiza-
tion, the time step size is bounded due to the CFL condition by the smallest
cell in the grid. Hence ∆t is determined by the highest refinement level L,
i.e., ∆t = τL. However, for cells on the coarser scales l = 0, . . . , L− 1 we may
use ∆t = τl = 2L−l τL to satisfy locally the CFL condition. In [8] a multi-
level time stepping strategy has been incorporated recently to the adaptive
multiscale finite volume scheme as proposed in [7]. The basic idea is to save
flux evaluations where the local CFL condition allows a large time step. The
precise time evolution algorithm is schematically described by Fig. 3: In a
global time stepping, i.e., using ∆t = τL for all cells, each vertical line sec-
tion appearing in Fig. 3 (left) represents a flux evaluation and each horizontal
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tn
tn + τl

tn + τl−1

tn + 3 τl

tn + τl−2

Fig. 3. Synchronized time evolution on space-time grid

line (dashed or drawn) represents a cell update of u due to the fluxes. In the
multilevel time stepping a flux evaluation is only performed at vertical line
sections that emanate from a point where at least one drawn horizontal line
section emanates from. If a vertical line section emanates from a point, where
two dashed horizontal sections emanate from, then we do not recompute the
flux, but keep the flux value from the preceeding vertical line section. Hence
fluxes are only computed for the vertical edges in Fig. 3 (right).

Note that on each intermediate time level (horizontal lines) u is updated
for all cells and that grid adaptation is performed at each even intermediate
time level, i.e., at tn+k τL for k even. Hence it is possible to track, for instance,
a shock movement on the intermediate time levels instead of a–priori refining
the whole range of influence, see Fig. 3 (right).

Note further that τ0 is the time scale at which the grid movement takes
place. The grid boundary is only computed at the time levels tn, tn+1, ... and
on the intermediate time levels the grid movement is a linear interpolation
between the grid positions at tn and tn+1. This means that the time step
size tn+1−tn is dictated either by the time step of the boundary movement or
the time step size τ0 according to the CFL condition on the coarsest spacial
scale.

5 Numerical results

This example shows the inviscid flow over an oscillating plate with prescribed
deformation in time. The flow domain extends from -5 to 5 in x-direction and
from 0 to 5 in y-direction. At time t = 0 the lower boundary starts a peri-
odic oscillation in the interval [0,1] prescribed by a B-Spline representation
x(ξ, t) =

∑12
i=0 pi(t)Ni,4,T (ξ). Here T = (0, 0, 0, 0, 1

10 ,
2
10 , . . . ,

9
10 , 1, 1, 1, 1) and

the movement of the control points is given by p0 = (0, 0)T , p12 = (1, 0), p1 =
( 1
30 , 0)T , p11 = (29

30 , 0)T , and pi(t) = (− 1
10 + i

10 ,
1
5 sin(t/tref ) sin(π8 (i−2))) for

i = 2, . . . , 10. Due to the simplicity of the geometry the grid deformation
is performed using transfinite interpolation techniques. The flow enters the
domain from the left hand side with free-stream conditions ρ∞ = 1.2929
[kg/m3], p∞ = 101325 [Pa], v∞ = (165.619, 0) [m/s]. The reference time
is determined by tref = 1./

√
p∞/ρ∞ = 279.947 [m/s]. At the bound-

aries we impose slip conditions, i.e., ẋ · n = v · n, at the lower boundary
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Fig. 5. Mach number at bump midpoint

and characteristic boundary conditions elsewhere because of the subsonic
free-stream conditions (M∞ = 0.5). The grid is adapted after every timestep.
The maximum refinement level is Lmax = 5, the threshold ε = 0.002, the
coarsest grid consist of 1375 cells. After two cycles of the boundary oscillation
the number of grid cells varies around 40.000 grid points depending on the
phase of the boundary movement.

The bump is moving periodically up and down which is reflected in Figure
4 where the deflection in the midpoint of the bump is shown. When the
bump is moving upwards then a shock occurs at the leeward side because
of the acceleration of the flow. The shock weakens and moves in upstream
direction when the bump moves downward. This can be deduced from Figure
5 where the Mach number in the midpoint of the bump is plotted versus the
dimensionless time t/tref . When the shock is passing a steep gradient can be
seen.

The computation has been performed using the global and the multilevel
time stepping strategy, respectively. Although we perform no grid deformation
step for the intermediate time levels in the latter case the accuracy of the
solution is not affected as can be concluded from Figure 5. On the other hand
we gain a factor of 3.7 in comparison to a global time stepping strategy.
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Summary. The present work is devoted to the numerical approximation of a com-
pressible two-phase flow. The phases are non-miscible and separated by an interface
where capillary effects are considered. We use diffuse interface models having a single
velocity and pressure. The surface tension forces are added with the CSF method
[1]. We propose a Godunov type method based on a pressure relaxation procedure
for the system including surface tension terms. Two numerical illustrations are per-
formed showing the parasitic currents reduction and a liquid break-up.

1 Introduction

We are concerned with the numerical approximation of a two phase compress-
ible flow. We assume the phases non-miscible and submitted to surface tension
forces. For the sake of simplicity, the viscosity effects are neglected.

We consider an Eulerian formulation based on diffuse interface models. In
this context, the interfaces are artificially smeared. The mathematical models
[4, 6] consider the asymptotic when phases velocities and pressures are at
equilibrium. Theses models write in the form:

∂tW +∇ · (FFF ) +BBB∇W = Q (1)

where:

W =









α1

α1ρ1

α2ρ2

ρuuu
E









, FFF =









0
α1ρ1uuu
α2ρ2uuu

ρuuu⊗ uuu + p
(E + p)uuu









, BBB =










uuu −βuuu

ρ
−βuuu

ρ

β

ρ
0

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0










(2)



844 C. Berthon, B. Braconnier, J. Claudel and B. Nkonga

and: Q = (0, 0, 0, qqq, qqq · uuu)T . The variable α1 ∈ (0, 1) denotes the volume frac-
tion for the first phase and α2 = 1 − α1 is recovered from the saturation
constraint. For each phase k, we note ρk > 0 the partial density and εk > 0
the internal energy. Then, we define the mixture density, internal energy and
total energy as follow:

ρ =
2∑

k=1

αkρk, ε =
2∑

k=1

αkρk
ρ

εk, E = ρ

(

ε +
1
2
|uuu|2

)

(3)

where uuu is the fluid velocity and p is the pressure.
The parameter β is related to the compaction of the volume fraction. For

the Kapila model [4], it is set to β = α1α2
ρ1c

2
1 − ρ2c

2
2

α1ρ2c22 + α2ρ1c21
. It governs the

variation of the volume fraction across shock or rarefaction waves. There also
exists a simplified model [6] obtained with β = 0. In this case, the volume
fraction is constant except in the phases interface zone but the model does
not respect exactly the physic of the fluid.

The source term QQQ is composed of two forces. We make the decomposi-
tion: qqq = fffG + fffSv. fffG = ρggg stands for the gravitational force where ggg is
the gravity. fffSv is the surface tension force contribution. We focus on the
method of Brackbill [1]. It requires a smooth color function noted Φ1 to locate
the interface. This function must be constant in the entire domain except in
the neighborhood of the interface. In our case, the interfaces are artificially
diffused and the variables α1, α1ρ1 and α2ρ2 are smooth. Consequently, we
propose the color function type: Φ1 = Φ1(α1, α1ρ1, α2ρ2). Then the surface
tension forces are recovered with the formulation:

fffSv = −σκnnnSv with nnnSv =
∇(φ1)
[∇(φ1)]

and κ = ∇ ·
(
∇(φ1)
|∇(φ1)|

)

(4)

where σ is the surface tension coefficient, nnnSv the normal at the interface and
κ the curvature. [∇(φ1)] is the jump of the color function across the interface.

For the closure of the system, we use a Stiffened gas equation of state:

p + γP∞ = (γ − 1)ρε (5)

where the parameters γ and P∞ are defined as follow:

1
γ − 1

=
∑

k

αk
γk − 1

and
γP∞

γ − 1
=
∑

k

αkγkP
∞
k

γk − 1
(6)

with γk and P∞
k are constant data of the phase k.

In order to perform the mathematical analysis of the non-conservative
system (15), we use the projection of the system along the normal ηηη and set
qqq = 0. It rewrites:
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∂tW +AAA∂ηηηW = 0 where AAA =
(

∂FFF

∂W
+BBB

)

· ηηη (7)

The system is unconditionally hyperbolic with eigenvalues: uuu · ηηη − c, uuu · ηηη,
uuu · ηηη + c where the sound speed is given by the relation:






1
ρc2

=
α1

ρ1c21
+

α2

ρ2c22
for the Kapila model

ρc2 =
α1ρ

2
1c

2
1/(γ1 − 1) + α2ρ

2
2c

2
2/(γ2 − 1)

α1ρ1/(γ1 − 1) + α2ρ2/(γ2 − 1)
for the simplified model

(8)

2 Numerical approximation

2.1 Geometrical parameters

We consider a spatial domain Ω ∈ Rd and a mesh of elements (τ) (d-simplexes)
defining the discrete space domain. Let us consider a decomposition Ci (i =
1, .., Ns) of the domain Ω into non-intersecting cells such that:

Ns⋃

i=1

Ci = Ω and Ċi
⋂

Ċj = ∅ if i 	= j (9)

We denote ν(i) the set of the neighboring vertices of the node i. Each cell Ci
is decomposed in elementary area Cij and its frontier ∂Ci is also decomposed
in elementary frontiers ∂Cij such that:

Ci =
⋃

j∈ν(i)
Cij ∂Ci =

⋃

j∈ν(i)
∂C+
ij (10)

We note ai =
∫

Ci

dx the area of the domain Ci and aij =
∫

Cij

dx the area of

the domain Cij . Then, we define:

ηηηij =
∫

∂Cij

nnndx (11)

where nnn is the unit normal of ∂Cij directed from Ci to Cj . We have the
relation: ai =

∑

j∈ν(i)
aij and we use the convention ηηηij = −ηηηji.

2.2 Relaxation based Godunov type method

Godunov type schemes are based on 1D Riemann problems in the direction
of cells interfaces normals ηηηij :
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∂tV +AAA∂ηηηV = 0 with V(tn, ηηη) =
{

Vni if ηηη < 0
Vnj if ηηη > 0 (12)

where ηηη is a coordinate associated to ηηηij . Then, the update state Vn+1
i defined

on the cells Ci is determined as follow:

aiV
n+1
i =

∑

j∈ν(i)
aijV

n+1
ij where Vn+1

ij =
1
aij

∫

Cij

Vij(ηηη)dηηη (13)

where Vij is the exact or approximate solutions of (12). The later relation
is not usual for computation and we propose another relation closed to the
usual fluxes balance formulation. In fact, we rewrite the updated solution with
fluctuations over each cell interfaces:

Vn+1
i = Vni −

∆t

ai

∑

j∈ν(i)
φφφij where φφφij =

1
∆t

∫

Cij

(Vni − Vij(ηηη)) dηηη (14)

In the general case of a non-conservative system, we have to determine two
fluctuations at each cell interface as φφφij 	= φφφji. In the case of a conservative
system, the fluctuations equal and the scheme becomes conservative.

3 Relaxation method for the simplified model with
surface tension forces

After the works of Jin and Xin [3], Liu [5] and Suliciu [8], the relaxation
method can be viewed as a well-established tool to approximate the solution
of the compressible Euler equations of gas dynamics.

We propose a relaxation method for the simplified reduced system (15)
with surface tension terms. In our physical context, we suppose the Mach
number low such that ∇ · (uuu) ≈ 0 and we focus on the simplified model (15)
obtained with the approximation β∇ · (uuu) = 0. Then, the volume fraction
α1 remains constant in the entire domain except at the interface so that we
set Φ1 = α1 for the surface tension formulation ( others choices are possible,
Perigaud and Saurel use Φ1 = α1ρ1/ρ in [7]). The curvature is locally frozen
yielding a first order derivative formulation of the force.

Relaxation system

The major difficulty for the resolution of the Riemann problem associated to
the system previously described, is related to the non-linearity of the con-
servative flux FFF in particular due to the pressure fields. In the context of
relaxation methods, we introduce a new variable π supposed to tend toward
the pressure p. We suppose this parameter free of thermodynamical property
and governed by an equation closed to the pressure equation. Moreover, we
want this equation to lead to a straightforward Riemann problem. We use:
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∂tπ + uuu · ∇π +
a2

ρ
∇ · (uuu) =

1
λ

(p− π) (15)

where the parameter a, governed by a transport equation, is detailed later on.
Let note, on the second hand of the equation, the presence of a relaxation
procedure making π tend toward p. The relaxation system writes:

∂tWR +∇ · (FFFR) +BBBR∇WR =
1
λ
R (16)

where:

WR =













α1

α1ρ1

α2ρ2

ρuuu
E
a
ρπ













,FFFR =













0
α1ρ1uuu
α2ρ2uuu

ρuuu⊗ uuu + π
(E + π)uuu

0
(ρπ + a2)uuu













,BBBR =













uuu 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
σκ̃ 0 0 0 0 0 0
σκ̃uuu 0 0 0 0 0 0
0 0 0 0 0 uuu 0
0 0 0 0 0 0 0













(17)

and R = (0, 0, 0, 0, 0, 0, ρ(p− π))T . κ̃ is a constant approximation of the cur-
vature. Then we project the system (16) along the normal ηηη and write it in
the non-conservative form:

∂tWR +AAAR∇WR =
1
λ
R with AAAR =

(
∂FFFR
∂WR

+BBBR

)

· ηηη (18)

With λ set to infinity, the system is unconditionally hyperbolic and linearly
degenerated. We illustrate the Riemann invariants associated to each wave in
the table (1). Let us point out that all the characteristic fields of the system

Table 1. Riemann invariant for the relaxation system

λ I1
λ I2

λ I3
λ I4

λ I5
λ I6

λ

uuu ·nnn− a
ρ uuu ·nnn− a

ρ π + auuu ·nnn π2 − 2a2ε α1 a uuu ·n⊥n⊥n⊥

uuu ·nnn uuu ·nnn π + σκ̃α1

uuu ·nnn + a
ρ uuu ·nnn + a

ρ π − auuu ·nnn π2 − 2a2ε α1 a uuu ·n⊥n⊥n⊥

(16) are linearly degenerated and the resolution of the associated Riemann
problem is straightforward.

Stability of the relaxation system

According to Liu [5] and Whitam [9] a compatibility condition must be sat-
isfied by the relaxation system (16) to prevent numerical instabilities when λ
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goes to zero. This condition leading to a stability requirement on the parame-
ter a, is based on a first order asymptotic equilibrium system. In that way, we
consider the Chapmann-Enskog expansion of a small departure πλ from the
equilibrium pressure p:

π = p + λπλ. (19)

Substituting (19) into (16) and neglecting higher order terms, we end up with
the following first order asymptotic equilibrium system:

∂tW +∇ · (FFF ) +BBB∇W = λCCC∇ · (DDD∇W) (20)

where the matrices CCC and DDD are not detailed in the present paper. The sta-
bility condition comes from the requirement that the first-order correction
operator in (20) must be dissipative relatively to the zero-order approxima-
tion. After some calculations, we find the stability condition:

a > ρc (21)

Numerical strategy

The numerical strategy is based on a splitting operator technique. Let us
illustrate a time evolution from time tn to tn+1 = tn + ∆t. First, we consider
the system (16) with λ set to infinity. In this way, we use the formulation
exposed in the section (2.2). The initial data of the Riemann problem are
deduced from the equilibrium states: WR = (α1, α1ρ1, α2ρ2, ρuuu,E, a, ρp)T at
time tn. We note W

n+1,∗
R the solution obtained with the formula (14).

Secondly, we perform the relaxation procedure by resolving the ODE sys-
tem:

∂t(WR) =
1
λ
R (22)

with initial data W
n+1,∗
R and λ set to zero. The numerical approximation of

gravity forces is standard and is not exposed in the paper.

3.1 Curvature evaluation

The evaluation of the curvature requires the knowledge of the gradient of the
color function. We reconstruct this piecewise constant function on the entire
domain and evaluate its gradient as follow:

Φ̂1 =
Ns∑

i=1

(Φ1)iφi, ∇Φ̂1 =
Ns∑

i=1

(Φ1)i∇φi (23)

where φi are the basis function of the P 1 finite element formulation defined
by φi(xk) = 1 if i = k and 0 else. For the approximation of the curvature, we
use the divergence formula for the function ŝss = ∇(Φ̂1)/|∇(Φ̂1)|. It comes:
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κi =
1
ai

∫

Ci

∇ · (ŝss)dx =
1
ai

∫

Cij

ŝss · ηηηijdηηη ≈
1
ai

∑

j∈ν(i)
sssij · ηηηij (24)

where sssij = (1−µ)sssi+µsssj (µ ∈ (0, 1]) is an approximate value of the function
ŝss at the frontier ∂Cij . In the present paper, we chose µ = 0.5.

4 Numerical results

Parasitic currents are the major problem in the numerical approximation of
the capillary effects by a volume force [2]. By way of illustration, we consider
a square domain with a discus of light fluid surrounded of heavy fluid. The
gravity effects are set to zero. Due to the surface tension force, the pressure
is discontinuous at the fluid interface and its jump is governed by the Laplace
law. We run this system at equilibrium and observe the parasitic currents
generated. We plot in figure (1) the integral of the velocity L2 norm over
the domain. The curve denoted M1 is obtained when surface tension terms
are resolved by a splitting technique and M2 when our method is used. Let
emphasize that our method generates law parasitic currents.

0 0.2 0.4 0.6 0.8 1
0

5e−07

1e−06

1.5e−06

2e−06

2.5e−06

M1
M2

Fig. 1.
∫

Ω
|uuu|2(x, t)dx function of time t ∈ [0, 1]. M1 splitting based resolution of

surface tension, M2 relaxation method. The domain is 0.1m× 0.1m and discretised
with 40 × 40 points. At t = 0, we set: ρ1 = 100kg.m−3, ρ2 = 1000kg.m−3 and
u = 0m.s−1 in the entire domain. The bubble center is (0.5, 0.5) and radius is
0.03m. Inside we set α1 = 0.99 p = 10300Pa and outside α1 = 0.01 p = 10000Pa.
σ = 0.09uSI, g = 0m.s−2.
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The second illustration is a liquid break-up. We consider a rectangular
domain filled with air and with a liquid layer at its base. At the initial time, a
water bubble is at the top of the domain. The gravity forces are preponderant
compared to the surface tension forces such that the bubble breaks and forms
a liquid jet. Then, this liquid jet merges with the liquid layer. We plot in figure
(2) the color function.

Fig. 2. Color function for a liquid break-up computation at times t = 14, 126,
182, 239, 281 and 478ms. The domain is 0.15m × 0.4m discretised with 45 × 120
points. We set ρ1 = 1kg.m−3, ρ2 = 1000kg.m−3, u = 0m.s−1 and p = 100000Pa.
At t = 0, liquid layer height 0.025m, bubble shape: half discus with center (0.075,4)
and radius 0.034m. In the air zone α1 = 0.999 and α1 = 0.001 in the water zone.
σ = 5.0uSI, g = 20m.s−2, contact angle 110◦.

5 Conclusion

A relaxation system for a two-phase flow with surface tension force has been
devised and its numerical implementation has been performed. Two experi-
ments have been run proving the relevance of the method. The future work is
devoted to the extension of the method for high order MUSCL technique and
viscous fluids.
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Summary. We study the coupling of two gas dynamics systems in Lagrangian
coordinates at the interface x = 0. The coupling condition was formalized in [9, 10]
by requiring that two boundary value problems should be well-posed, and it yields
as far as possible the continuity of the solution at the interface. In this work we prove
that we may choose the variables we transmit and extend the theory to Lagrangian
systems of different sizes. The coupling condition is expressed in terms of Riemann
problems. This is well suited for the numerical methods we are implementing and
adapted to Lagrangian systems since the sign of the wave speeds is known, which
enables us to solve the coupled Riemann problem.

1 Introduction

We are interested in the study of the coupling of two different hyperbolic sys-
tems at a fixed interface. In [9], a new coupling condition (CC in the sequel) is
defined which results by expressing that two boundary value problems should
be well-posed and the approach is justified in the scalar case. This CC resumes
to impose as far as possible the continuity of the solution at the interface. The
case of linear systems and ideas for the Euler system follow in [10]. Here, we
show that we can choose the set of dependent variables which is transmit-
ted and apply the result to systems in Lagrangian coordinates for which the
solution of the coupled Riemann problem is given explicitly and illustrated
numerically. We have expressed the boundary conditions in terms of Riemann
problems. This approach is well suited for the two-flux method we are imple-
menting and linked to the theoretical results concerning the convergence in the
scalar case [9]. We first describe the theoretical settings and precise our nota-
tions. The case of the p−system is then detailed, with numerical illustrations
and Lagrangian systems are considered in the next sections.
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Let Ω ⊂ Rp be the set of states and let fα, α = L,R, be two ‘smooth’
functions from Ω into Rp. Given a function u0 : x ∈ R → u0(x), we want to
find a function u : (x, t) ∈ R× R+ → u(x, t) ∈ Ω solution of

∂tu + ∂xfL(u) = 0, x < 0, t > 0, (1)

∂tu + ∂xfR(u) = 0, x > 0, t > 0, (2)

satisfying the initial condition u(x, 0) = u0(x), x ∈ R, and at the interface
x = 0, a coupling condition CC which we now describe.

1.1 Coupling procedure

We have chosen this CC in order to obtain two well-posed initial boundary-
value problems in x > 0, t ≥ 0 and in x < 0, t ≥ 0. This means that the trace
u(0−, t) (resp. u(0+, t)), t ≥ 0, should be an admissible boundary condition
at x = 0 for the system in x > 0 (resp. x < 0). We will assume that the
systems are hyperbolic, i.e. for α = L,R, the Jacobian matrix f ′α(u) of fα(u)
is diagonizable with real eigenvalues λα,k(u) and corresponding eigenvectors
rα,k(u), 1 ≤ k ≤ p. Then we introduce the solution of the Riemann problem
for the system associated to the flux fα, u(x, t) = Wα(x/t;uL,uR), i.e., the
solution of ∂tu + ∂xfα(u) = 0 with initial condition

u(x, 0) =
{

uL, x < 0,
uR, x > 0. (3)

Following [7], we set for all b ∈ Ω, OL(b) = {WL(0−;u,b);u ∈ Ω}, OR(b) =
{WR(0+;b,u);u ∈ Ω} and we define admissible boundary conditions of the
form u(0−, t) ∈ OL(b(t)), t > 0, for (1) (resp. u(0+, t) ∈ OR(b(t)), t > 0, for
(2)). Hence natural coupling conditions for problem (1)–(2) consist in

u(0−, t) ∈ OL(u(0+, t)), u(0+, t) ∈ OR(u(0−, t)). (4)

The approach is thoroughly justified in the scalar case [9] and for linear sys-
tems [10]. In [9] it is shown that this is indeed a ‘reasonable’ way of coupling
two conservation laws in the sense that, in meaningful situations, the coupled
problem has a unique solution and the ‘natural’ numerical upwind scheme (the
so called two-fluxes scheme) converges to this solution. Condition (4) resumes
in a number of cases to the continuity of the solution at the interface

u(0−, t) = u(0+, t). (5)

Thus we may interpret the coupling condition as a way of ensuring in a weak
sense the continuity, we will say the transmission of the conservative variables.
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1.2 Numerical coupling

We use a finite volume method for each system (1), (2). Let ∆x, ∆t, de-
note the uniform space and time steps, µ = ∆t/∆x, tn = n∆t, n ∈ N,
Cj+1/2 = (xj , xj+1), the cell with center xj+1/2 = (j + 1/2)∆x, j ∈ Z. The
initial condition is discretized by u0

j+1/2 = 1
∆x

∫

Cj+1/2
u0(x)dx, j ∈ Z. For the

numerical coupling, we are given two numerical fluxes gL, gR (gα is consis-
tent with fα) corresponding to 3-point monotone schemes (under some CFL
condition), we set gnα,j = gα(unj−1/2,u

n
j+1/2) and define the scheme by

un+1
j−1/2 = unj−1/2 − µ

(
gnL,j − gnL,j−1

)
, j ≤ 0, n ≥ 0,

un+1
j+1/2 = unj+1/2 − µ

(
gnR,j+1 − gnR,j

)
, j ≥ 0, n ≥ 0,

(see also [1] in another context). So we have one fixed interface at x = 0 and
two fluxes gnα,0. The choice gnα,0 = gα(un−1/2,u

n
1/2), α = L,R, corresponds to

transmit the conservative variables. Namely, if j ≥ 0, the scheme with flux gR
approximates the IBVP (2) with initial condition u(x, 0) = u0(x), x > 0 and
for boundary condition at x = 0, the scheme takes un−1/2. Since gnL,0 	= gnR,0,
it is a nonconservative numerical approach, as for the continuous problem.
For example, Godunov’s scheme uses gnR,0 = fR(WR(0+;un−1/2,u

n
1/2)).

1.3 Choice of transmitted variables

When dealing with physical systems, we may prefer to transmit not the con-
servative variables but the physical variables, or even the flux. Now, assume
that there exists a change of variables v → u = ϕα(v), α = L,R, from some
set Ωv ⊂ Rp onto Ω such that ϕ′

α(v) is an isomorphism of Rp. If c is a given
boundary physical data, we define Oα(ϕα(b)), α = L,R, which are admissible
boundary sets for the systems (1) and (2) respectively. Thus we now require

u(0−, t) ∈ OL(ϕL(v(0+, t))), u(0+, t) ∈ OR(ϕR(v(0−, t))). (6)

Since ϕL(v(0+, t)) 	= ϕR(v(0+, t)) = u(0+, t), the boundary sets in (4) and
(6) are a priori distinct. Conditions (6) will ensure whenever possible the
transmission of physical variables and their continuity instead of (5)

v(0−, t) = v(0+, t). (7)

We are going to illustrate the two choices in the coupling procedure on the p−
system and then for the full Euler system in Lagrangian coordinates. On the
one hand, it is a simplified model of what we get when coupling more com-
plex models associated to distinct systems whose closure laws are not always
compatible, as will happen for instance in the context of thermal-hydraulics.
On the other hand, the analysis will justify the use of Lagrange+projection
schemes when coupling systems in Eulerian coordinates at a fixed interface.
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Note however that for the Euler system in Lagrangian coordinates, the inter-
face is characteristic and corresponds to a contact discontinuity. Hence, the
coupling does not yield the continuity (5) or (7) for all the components. In our
case, physical arguments, such as the continuity of some primitive quantities
(for instance velocity and pressure) help defining the transmission. However,
both theoretical considerations and numerical results obtained on some signif-
icant tests when coupling Euler systems (see [3, 4]) will prove that, if several
CC based on continuity arguments are feasible, one cannot maintain all the
conservation properties and we must choose which we want to be preserved.

2 Coupling two p−systems

We consider two systems (1) and (2) which are p-systems differing by the
pressure law 





u = (τ, v)T , τ > 0
fL(u) = (−v, p)T , p = pL(τ),
fR(u) = (−v, p)T , p = pR(τ).

(8)

We assume that p′α < 0, p′′α > 0. The eigenvalues are ±
√
−p′α.

We first transmit the conservative variables (τ, v). The study of the Rie-
mann problem is needed in order to express the CC. We denote by Ciα(u−) the
i−wave curve, i.e., the set of states that can be connected to a given state u−
by a i− wave (either rarefaction or admissible shock) relative to the p−system
with flux fα. Expressing (4) gives that u(0−) is connected to u(0+) by a 2−L
(positive) wave which means u(0+) ∈ C2

L(u(0−)) and similarly (for the right
condition) by a 1−R (negative) wave. Thus u(0+) ∈ C2

L(u(0−))∩C1
R(u(0−))

and u(0+) = u(0−) because it is well known that the two wave curves inter-
sect at only one point in the plane (τ, v) (see for instance [8]).

Now the IBVP’s in both half planes are also well posed if one ‘imposes’ a
given (v, p) on x = 0. Indeed, by assumption p′α < 0, we can define its inverse
mapping τα(p) for α = L,R. Setting v = (v, p)T , we have an admissible
change of variables: u = ϕα(v) where

(v, p)→ ϕα(v, p) ≡ (τ, v) (9)

is simply defined by τ = τα(p), for instance if pα(τ) = τ−γα , τα(p) = p−1/γα .
We now transmit this set of variables (v, p). Expressing the coupling con-
dition (6) yields that ϕR(v(0−, t)) is connected to u(0+, t) = ϕR(v(0+, t))
by a 1 − R wave. We can parametrize the wave curves by p and project
them onto the (v, p)−plane (see [8], Chapter I, section 7). If the 1 − R wave
curve is C1

R(u(0−)) = {(τ, v); v = Ψ1,R(τ)}, then C̃1
R(v(0−)) = {(v, p); v =

Ψ1,R(τR(p))} = {(v, p);ϕR(v, p) ∈ C1
R(u(0−))}=ϕ−1

R (C1
R(u(0−))) is its rep-

resentation in the (v, p)−coordinates, we then have v(0+) ∈ C̃1
R(v(0−)).

Similarly, u(0−, t) ∈ OL(ϕL(v(0+, t))) yields v(0+) ∈ C̃2
L(v(0−)). We get
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Fig. 1. Transmission of u = (τ, v) left vs v = (v, p) right for the coupled p−system

v(0+) ∈ C̃1
R(v(0−)) ∩ C̃2

L(v(0−)) and it is easily proved that the two curves
intersect at only one point in the plane (v, p) so that v(0+) = v(0−). Hence
we do have continuity of v, p, but not of τ since τ(0+) = p(0+)−1/γR 	=
p(0−)−1/γL = τ(0−). Let us illustrate the results on the solution of a Rie-
mann problem (the exact solution is known).

We take a uniform grid, with 150 meshes and a first-order explicit Roe-type
coupled scheme, the CFL is 0.5. The two pressure laws are pα(τ) = τ−γα with
γL = 1.4, γR = 1.6, and we represent in this order τ , v and p at a given time
t (exact and approximate solution). We note in fig.1, left part, the continuity
of τ, v the discontinuity of p at x = 0 while in the right part we note the
discontinuity of τ and the continuity of v, p.

3 Coupling two Euler systems in Lagrangian coordinates

We consider the system of gas dynamics in Lagrangian coordinates

∂tu + ∂xf(u) = 0,u = (τ, v, e)T , f(u) = (−v, p, pv)T . (10)

In (10), x stands for a mass variable, τ denotes the specific volume, v the
velocity, e = ε + 1

2v
2 the specific total energy, ε the specific internal energy,
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and we assume that the pressure p is a given function p = p(τ, ε). We study
the coupling of two such systems at x = 0 thus at a contact discontinuity
separating two fluids with different equations of state pα(τ, ε), α = L,R. The
corresponding flux functions are denoted by

fα(u) = (−v, p, pv)T , p = pα(τ, ε), α = L,R. (11)

The eigenvalues of the Jacobian matrix of f(u) are λ1(u) = −C < λ2 = 0 <
λ3(u) = C, where C =

√−pτ + ppε denotes the Lagrangian sound speed. In
this case, the interface x = 0 is characteristic (λ = 0 is an eigenvalue) hence,
in general, the coupling does not yield the continuity (5) nor (7). However we
have for each system one strictly positive and one strictly negative eigenvalue
and we will see that it yields the continuity of a subset of two variables. When
coupling the two systems (1) and (2) with fα given by (11), we may want to
transmit also the velocity and the pressure. This corresponds to the CC (6)
expressed in primitive variables

v = (τ, v, p)T . (12)

The change of variables u = (τ, v, e)T = ϕα(v), is defined assuming that the
functions p = pα(τ, ε) may be inverted in ε = εα(τ, p), which is the case for
instance for an ideal polytropric gas satisfying a γ-law

pα(τ, ε) = (γα − 1)ε/τ. (13)

More generally, we assume ∂p∂ε > 0.

3.1 Coupling with transmission of primitive variables

The Riemann problem for (10) is usually solved using primitive variable be-
cause the ‘projection’ of the wave curves on the (v, p)-plane are easily ex-
pressed. Let uL and uR be two given states. We denote by S1

R(uL) the 1−wave
curve consisting of states u which can be connected to uL on the right by ei-
ther a 1−shock or a 1−rarefaction wave corresponding to the equation of
state p = pR(τ, ε). Similarly, given a right state uR, we denote by S3

L(uR), the
(backward) 3-wave curve consisting of left states u which can be connected
to uR by a 3−shock or a 3−rarefaction wave corresponding to the equation
of state p = pL(τ, ε). We denote by S1

R(vL) and S3
L(vR) the ‘projections’ (in

a sense to be precised below) onto the (v, p)-plane of the wave curves S1
R(uL)

and S3
L(uR) respectively. In fact Si(vL) is the projection of the i−wave curve

ϕ−1(Si(uL)) expressed in primitive variables v = (τ, v, p)T on the (v, p)-plane:

ϕ−1(Si(uL)) =
{
v = (τ, v, p)T ;ϕ(v) ∈ Si(uL)

}

and
Si(vL) =

{
(v, p); (τ, v, p)T ∈ ϕ−1(Si(uL))

}
.
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Proposition 1. In the case (12), the coupling conditions (6) are equivalent
to

v(0−, t) = v(0+, t), p(0−, t) = p(0+, t). (14)

The proof consists as for the p−system in expressing the CC (6) in terms of
solutions of Riemann problems and intersection of the projected wave curves.
We assume that the curves S1

R(v�) and S3
L(vr) intersect at one point at most.

3.2 Transmission of conservative variables

In this case, the (v, p)− plane is not well suited, since p is no longer a trans-
mitted variable. For two γ−laws we can think of the plane (v, π = ε/τ), since
π is a variable independent of the pressure law. Indeed, following the above
arguments while projecting on the (v, π)−plane, we can prove

Proposition 2. Assuming (13), the coupling conditions (4) are equivalent to
{

v(0−, t) = v(0+, t),
ε

τ
(0−, t) =

ε

τ
(0+, t). (15)

We can easily extend the result to the case of pressure laws which can be
written as a function of one dependent variable π = π(τ, ε) i.e. such that
pα(τ, ε) = pα(π(τ, ε)). The above argument will show that (v, π) is continuous
at the interface x = 0. For general pressure laws, the velocity need not be
continuous. This is in particular the case for two pressure laws of Grüneisen
type

pα(τ, ε) = (γα − 1)
ε

τ
+ c2α(

1
τ
− 1

τref,α
), α = L,R, (16)

such that c2L
γL−1 	=

c2R
γR−1 (for details, we refer to [5]).

4 Coupling Lagrangian systems of different dimensions

We consider the p−system (8) in the left half-plane and the Euler system
in Lagrangian coordinates (10) in the right half-plane (using in this section
capital letters to distinguish the conservative variables)

∂u
∂t

+
∂

∂x
f(u) = 0, x < 0, u = (τ, v)T , fL(u) = (−v, p)T , p = pL(τ)

∂U
∂t

+
∂

∂x
FR(U) = 0, x > 0,U = (τ, v, e)T ,FR(U) = (−v, p, pv)T , p = pR(τ, ε).

The dimensions of the two systems are now different, but the physical context
helps to give a meaning to the coupling since some state variables such as
the specific volume τ , velocity v or pressure p are defined for each model. We
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write the CC using the variables (v, p) that are common to the two systems
and which we have seen are good candidates for both. We reconstruct the
missing variable for the smaller system in such a way that we may transmit
the velocity and the pressure. Indeed, we can lift v = (v, p)T by reconstructing
τ when we transmit from the left to the right

v = (v, p)T → L(v) = (τ, v, p)T , τ = τL(p), (17)

where p → τL(p) is the inverse of pL(τ). And we easily project V when we
transmit from the right to the left

V = (τ, v, p)T → P(V) = (v, p)T . (18)

Using the previously defined change of variables ϕα, the CC naturally writes

u(0−, t) ∈ OL(ϕL(P(V(0+, t)))), U(0+, t) ∈ OR(ϕR(L(v(0−, t)))). (19)

We obtain the following result.

Proposition 3. Assuming (17) with (18), the coupling conditions (19) are
equivalent to

v(0−, t) = v(0+, t), p(0−, t) = p(0+, t). (20)

5 Conclusion

The extension of the previous approach to general Lagrangian systems requires
some technical developments but is straightforward and presented in [5]. This
work is part of an ingoing joint research program on multiphase flows between
CEA and University Pierre et Marie Curie. Other topics encountered in the
context of the coupling of two-phase flow models are developed in [2] [3] [4].
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Summary. A thermodynamic model for phase transition is introduced. The equa-
tion of state (EOS) is not globally convex hence difficulties exist in solving the Rie-
mann Problem (R.P.). This motivates another method for solving the R.P. where
thermodynamically out-of-equilibrium states are taken into account in the frame-
work of [2, 1, 9]. This method is tested numerically on several examples.

1 Introduction

This paper is a contribution to the modeling and the simulation of phase
transition problems in compressible flows. This is a difficult problem that has
already encountered lots of attention, see [9] and the references therein. We
first describe a simplified thermodynamic model, then we recall the difficulties
and propose a new kinetic closure relation. A numerical scheme is sketched
and then two numerical examples are provided.

2 The thermodynamics of phase transition

Two phases of the same fluid are modelled by the two equations of state,
εl(Pl, Tl) and εg(Pg, Tg), where ε is the internal energy. The subscripts l and
g refer to quantities related with the liquid and gas phases. Assuming that the
two phases are locally non–miscible, the optimization of the mixture entropy
imposes pressure and temperature equilibrium and the equality of the chemical
potential µ = ε + Pτ − Ts between the phases. From the equality µl(P, T ) =
µg(P, T ), P is a function of T in the mixture area: P = Psat(T ). The limits of
stability between the mixture and the gas (resp. the liquid) are τg(Psat(T ), T )
(resp. τl(Psat(T ), T )). The mixture is stable only when {τl ≤ τ ≤ τg}. This is
the saturation area, see Figure 1. Above the saturation area, the fluid is a
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liquid

gas

τ

P P

τ

gasliquid mixture

mixture

Fig. 1. The three areas in the general case (left) and in the case of two perfect gas
EOS (right).

supercritical fluid: there is no more difference between vapor and liquid. In
this paper, we assume that the fluid is never supercritical. Note that even if
the convexity of equations of state is ensured in each area, the loss of derivative
on the saturation boundaries leads to non global convexity.

In this paper, we chose to represent each phase by a perfect gas EOS, as in
[6, 7]. The calculations are easy because the mixture EOS is explicit, contrarily
to general case. The pressure is P (τ, ε) = Γ2

ε

τ
if τ ≤ τ2, P = Γ2

ε

τ2
= Γ1

ε

τ1
if

τ2 ≤ τ ≤ τ1 and P = Γ1
ε

τ
else.

3 The Riemann problem with phase transition at
equilibrium

Our aim is to approximate the hyperbolic part of the Navier–Stokes equations,
i.e. the Euler system






∂tρ + ∂x(ρu) = 0
∂t(ρu) + ∂x(ρu2 + P ) = 0
∂t(ρE) + ∂x((ρE + P )u) = 0.

(1)

It is rewritten as ∂tU+∂xF(U) = 0. In (1), E = ε+
u2

2
is the total energy, The

EOS links P, ρ, ε.The approximation via finite volume solvers necessitates the
evaluation of the Riemann problem solution, i.e. (1) with the initial conditions

U0(x) =
{

UL if x < 0
UR if x ≥ 0 . (2)

A classical way for solving problem (1)–(2) is to intersect the 1–wave and the
3–wave curves, projected in the (u, P ) plane, see [5] for more details. If the
solution of the Riemann problem is well understood for convex equations of
state, several problems exist for non–convex EOS, as the one of section 2 (see
[11]).
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τ

P

A

B

P

τ

C

A

B

Fig. 2. Left: An isentropic curve in the (τ, P ) plane crossing the whole saturation
area. There is a loss of derivative in point A and B. Right: A Hugoniot curve in the
(τ, P ) plane. The shock from A to B can split into two shocks, and the most stable
is the one with decomposition in B.

Regular simple waves are isentropic waves. When isentropes cross the sat-
uration curve, a loss of derivative occur, and [11] shows that on the saturation
curve γ − γm > 0, where γ (resp. γm) is the polytropic coefficient of the pure
phase (resp. of the mixture), see Figure 2 for an illustration. At points A and
B, the characteristic curves intersect when the isentropes enter the saturation
curve, see Figure 3. This contradicts the regularity of the wave, which was as-
sumed: there exist no regular wave connecting a point in the mixture area and
a point in the gas area. Across a shock, the Rankine–Hugoniot relations write

M =
u2 − u1

τ2 − τ1
, M2 = −p2 − p1

τ2 − τ1
(Rayleigh line) ε2−ε1+

1
2
(p2+p1)(τ2−τ1) = 0

(Crussard curve). If the EOS is convex, the shock splitting (i.e. replacing a
shock by two successive shocks) is not stable because the second shock moves
faster than the first one. If the EOS is not convex, a shock can split into two
shocks, and the decomposition is stable and entropic: there may be several
entropic solution for (1)–(2).

To summarize, there is a problem of non existence of regular waves, there
may be non uniqueness of shock waves also. The uniqueness problem was

mixture

B

gas

mixtureliquid A

Fig. 3. Behavior of the characteristics in points A and B for regular waves.
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solved in [10] : the correct solution is the one for which the entropy grows all
along the viscous profile (decomposition in point C in the Figure 2).

In the following, we will consider that there is no more problem for con-
densation and we will focus on the problem of non existence for vaporization.

4 The Riemann problem with out of equilibrium EOS

When a liquid undergoes a strong rarefaction wave, it can be led into the
saturation area without undergoing a phase transition [13]. The liquid is said
to be metastable, or overheated. We suppose that a vaporization wave is a
self–similar wave for which the Rankine–Hugoniot relations hold. The main
difference with section 3 is that the equation of state of the upstream and
downstream states are different. We can use the Chapman–Jouguet theory
[5, 4]. A downstream state is defined as the intersection in the (τ, P ) plane of
the Crussard curve and the Rayleigh line. The main difference with classical
shock relations is that the upstream state does not belong to the set of the
downstream state. Thus, the Crussard curve is separated in three parts as
in Figure 4 (left), depending on the slope of the Rayleigh line. Since a va-
porization is a transformation in which the specific volume τ increases, we
are interested only in its lower part. It is separated into two as on Figure
4(right). We are interested only in weak deflagrations in order to be consis-
tent with the Lax characteristic condition : the wave is subsonic [5, 4]. Thus,
the half–Riemann problem (i.e. all the waves on the same side of the contact
discontinuity) is composed of a precursor sonic wave, shock or rarefaction
wave, followed by a vaporization wave. If, given an initial state and a pressure
P � we want to compute the velocity u�, we see that we have seven unknowns
(the velocity and two thermodynamic parameters for the state after the sonic

P

τ

strong deflagrations

P

τ

P0

τ0

weak deflagrations

τ0

P0

detonations

deflagrations

Fig. 4. The Crussard curve. On the left we can see the full curve, separated between
detonations, deflagrations and a part not matching with the negative slope of the
Rayleigh line. The right part is a zoom on the deflagration branch: it is separated
into two parts (weak and strong deflagrations) by the Chapman Jouguet point
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wave, the velocity and one thermodynamic parameter for the state �, and
the two wave velocities), but we only have six equations (three across each
wave). Thus a kinetic closure is needed. In [9], it was proposed to choose the
Chapman–Jouguet point. With the model of section 2, we find the following
expressions for the CJ–point, depending whether it is in the saturation dome
or not:

τCJ = τ0 +
2τl
Γl

√
(
τ0
τl

)2

− 1

τ0
τl

+ 1−

√
(
τ0
τl

)2

− 1

and τCJ = τ0

γl + 1
γl − 1

P0 + PCJ

γg + 1
γg − 1

PCJ + P0

with

PCJ =
ΓgP0

Γl

(

1−
√
(

1− Γl
Γg

)(

1 +
Γl
Γg

+
2Γl

Γg (γg + 1)

))

The downstream state function is drawn on the left of the Figure 5. We
see that the closure of [9] leads to a solution of the Riemann problem that
is not continuous with respect to the initial state. This is in contradiction
with the very definition of hyperbolicity of the system ! This bad behavior
was proved for the model of section 2, but it can also be proved for more
realistic equation of states, like in [8, 9], provided the fluid is retrograde.
This is not in contradiction with the experiments made in [13], because only
partial evaporations were done. It is likely that the CJ closure is the right
closure for partial evaporation waves, but not for total evaporation waves. In
the following, we chose the closure of the right of Figure 5: the CJ closure
for mixtures is continued by a line such that the set of downstream states is
continuous. We note that this closure ensures that the downstream state is
subsonic.

τl

τg

τl

τ of the dowstream state τ of the dowstream state

τl τ of overheatτ of overheat

Fig. 5. Specific volume of the downstream state, function of the overheat. On the
left figure, the closure is the one of [9], whereas on the right, the closure is the one
chosen in that paper to ensure the continuity of the downstream state.
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5 Numerical scheme

The derivation of the scheme uses the set averaging ideas of Drew and Pass-
man [3] combined with the discretization principle introduced by Godunov.
At each time step, the flow is described in each computational cell by the av-
erage Wj = (α1,j , α1,jρ1,j , α1,jρ1,ju1,j , α1,jρ1,jE1,j , α2,j , α2,jρ2,j , α2,jρ2,ju2,j ,
α2,jρ2,jE2,j). We consider a family of random subdivisions of the cell Cj =
]xj−1/2, xj+1/2[. In each of the subcells of Cj , we randomly set the flow
variables W1,j = (ρ1,j , ρ1,ju1,j , ρ1,jE1,j) or W2,j = (ρ2,j , ρ2,ju2,j , ρ2,jE2,j).
The random process is done so that the average is Wj : the average length
of the phase Σ1 (resp. Σ2) in Cj must be α1,j(xj+1/2 − xj−1/2) (resp.
α2,j(xj+1/2 − xj−1/2)).

The scheme is constructed in two steps. First for any realization, we evolve
the conserved variables W1,j and W2,j following Godunov’ principle. Then
we make an ensemble average of the schemes. The results is precisely our
discretization. The technicality is described in [2] to which we refer.

6 Numerical results

For both tests, the computation was made with γg = 1.9 and γl = 1.2. For
these choice of adiabatic coefficients, the limit of stability of the liquid is
ρ = 2.5441 kg.m−3 and the limit of stability of the gas is ρ = 0.5654 kg.m−3.

6.1 Liquefaction test

Initially, the left state is a gas at rest with a density ρ = 0.5 kg.m−3 and a
pressure P = 104 Pa. the right state is a liquid moving to the left with a ve-
locity of u = −60m.s−1. The liquid pressure is the gas one. The liquid density
is ρ = 3kg.m−3. The computed solution is compared with the analytical one
in Figure 6.

The initial discontinuity induces two shocks, one of which is split into
two parts because of the phase transition. The velocity, pressure and density
computed perfectly agree with the analytical solution.

6.2 Vaporization test

Initially, the right state is a high pressure liquid (P = 109 Pa) at rest, the
density is ρ = 3kg.m−3. The left state is a gas at atmospheric pressure
(P = 105 Pa). The density is ρ = 0.5 kg.m−3. The computed solution with
1000 points is compared with the analytical one in the Figure 7. The ini-
tial discontinuity induces a strong rarefaction wave that leads the liquid in
a metastable state (ρ ≈ 1.156 kg.m−3 < 2.5441 kg.m−3). After the strong
rarefaction wave, a vaporization wave occurs.
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Fig. 6. Liquefaction test.
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7 Conclusions

We have sketched a numerical method able to simulate complex and strong
phase transition phenomena. A second order version of the scheme has also
been developed. We are currently extending this scheme to two dimensional
situation. The kinetic closure is also discussed in length in [12].

Acknowledgments

This work was partially supported by the CEA through the contract number
123-C-BEFI.

References

1. Abgrall, R., Perrier, V.: Asymptotic expansion of a multiscale numerical scheme
for compressible multiphase flow. Multiscale Model. Simul., 5, 84–115 (2006).

2. Abgrall, R., Saurel, R.: Discrete equations for physical and numerical compress-
ible multiphase mixtures. J. Comput. Phys., 186, 361–396 (2003).

3. Drew, D.A., Passman, S.L.: Theory of Multicomponent fluids. Applied Mathe-
matical Sciences (135), Springer-Verlag, New York (1995).

4. Courant, R. and Friedrichs, K. O.: Supersonic Flow and Shock Waves. Inter-
science Publishers, Inc., New York, N. Y. (1948).

5. Godlewski, E., Raviart, P.-A.: Numerical approximation of hyperbolic systems
of conservation laws. Applied Mathematical Sciences (118), Springer-Verlag,
New York (1996).

6. Helluy, P.,Barberon, T.: Finite volume simulation of cavitating flows. Computer
& Fluids, 34 (7), 832–858 (2005).
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Summary. This article presents an operator splitting for solving the time-dependent
incompressible Navier-Stokes equations with Finite Elements. By using a post-
processing step the splitting method shows a reduction factor higher than second
order. In this algorithm a gradient recovery technique is used to compute bound-
ary conditions for the pressure and to achieve a higher convergence order for the
gradient at different points of the algorithm.

1 Introduction

We consider the incompressible time dependent Navier-Stokes equations

∂v

∂t
+ (v · ∇)v − ν∇2v +∇p = f in Ω, t ∈ [0, tend] (1)

∇ · v = 0 in Ω, t ∈ [0, tend] ; v = v0 for t = 0, in Ω , (2)
v = h on ∂Ω, t ∈ [0, tend] . (3)

The solution of these equations on the time interval [0, tend] are the veloc-
ity v of a Newtonian fluid with the kinematic viscosity ν and the pressure
p in a domain Ω. We assume that Ω is a bounded domain in R2 and that
its boundary ∂Ω is polygonal. The boundary conditions are given by a time-
dependent function h on ∂Ω. To solve the Navier-Stokes equations we use a
splitting technique with a postprocessing. The algorithm without postprocess-
ing, called base splitting algorithm, is related to the one published by Haschke
and Heinrichs [2] for spectral methods. For linear Finite Elements in contra-
diction to the solution itself the convergence rate of the gradient is only of
first order. To avoid this and to compute boundary conditions for the pressure
which are always a challenge for splitting techniques a new gradient recovery
technique is developed.
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2 The Taylor based gradient recovery technique

Let Th be a triangulation of Ω and T ∈ Th. Thus the linear Finite Element
space is Vh = {uh ∈ C(Ω̄) ;uh|T ∈ P1 for T ∈ Th}. To motivate this gradient
recovery technique we assume that u ∈ C2(Ω) and Ihu = uh ∈ Vh with Ih as
interpolation operator on Vh. To recover the gradient of u at a node a of Th
we use a second order Taylor approximation with the values of uh at a and
n ≥ 5 nodes (xj , yj) in the neighbourhood of a:
uh(xj , yj) − uh(xa, ya) = ux(xa,ya)(xj − xa) + uy(xa,ya)(yj − ya)

+ 1
2
(uxx(xa,ya)(xj − xa)2 + uxy(xa,ya)(xj − xa)(yj − ya) + uyy(xa,ya)(yj − ya)2)

The bold marked terms are the unknowns that are to be computed by
solving a 5× n-least squares problem. Generally all neighbours of a and also
their neighbours are chosen. Figure 2 shows an example for such a neigh-
bourhood of a. The new Taylor-based recovery technique (TBR) uses the
data from all displayed nodes while a technique like the Z2 recovery [7] uses
only the information from the nodes with filled circles. The greater data-
base together with a proper weighting [1] improves the results, especially on
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adaptive refined meshes and at the edges of Ω. Figure 3 shows the results of
the two techniques recovering the partial derivation uhx on a mesh like the
one in figure 1. The data for the gradient recovery derives from a function
uh ≈ sin(π(x− 1)/2) sin(π(y − 1)/2) which is the solution of a Poisson equa-
tion, −∇2u = f . Figure 3 illustrates the fact that the TBR technique shows
higher reduction rates in the L2 norm. Very important for the computation
of the needed boundary conditions for the pressure is the error in the nodal
maximum norm because the maximum error often occurs at the edges of Ω. If
this technique is used for all nodes of a triangulation we will use this according
to the approximated nabla operator by GTuh.

3 The stabilized base splitting

For the approximation of ∂
∂t we use a BDF scheme of third order. The lead-

ing coefficient of the BDF scheme is denoted with β0 and the time step size
with  t. Similar to the splitting for spectral methods [2] one time step of the
splitting follows the scheme:

Time step in the base splitting

1. Compute a guess (p̄n+1) for the pressure
2. Based on the pressure compute an intermediate velocity ṽn+1

3. Solve the Poisson equation (∗∗) −∇2pupdate = − β0�t∇ · ṽn+1 ; pupdate = 0
on ∂Ω for the pressure and velocity update

4. Apply the update by pn+1 = p̄n+1 + pupdate ; vn+1 = ṽn+1 + �t
β0
∇pupdate

In difference to [2] p̄n+1 is the solution of the following Poisson equation:

−∇2p̄ = −∇ · f +∇ · ((v · ∇)v) (4)
⇔
︸︷︷︸

∇·v=0

−∇2p̄n+1 = −(fn1x + fn2y) + vn1xv
n
1x + 2vn2xv

n
1y + vn2yv

n
2y . (5)

All partial derivations on the right side were built with TBR. The Neumann
boundary conditions are taken directly from the Navier-Stokes equations (1):

∇p = f − (
∂v

∂t
+ (v · ∇)v

︸ ︷︷ ︸

(∗)

−ν∇2v) on ∂Ω (6)

The (∗) is zero for homogeneous zero Dirichlet boundary conditions. In the
case that other boundary conditions are given ∂v

∂t is approximated with a BDF
scheme of third order and the partial derivations are computed using GT . The
Laplace term is approximated by G2

T v1 = v1yy
−v2yx

, G2
T v2 = v2xx

−v1xy
. This

formulation is more accurate than vixx
+ viyy

(i = 1, 2). The reconstruction
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of second order derivations at the edges still causes more problems than the
recovery of the first order derivations. But generally the quite small kinematic
viscosity ν reduces the influence of this term heavily. With this procedure it
is possible to add fitted boundary conditions for the pressure to the splitting
and also to prevent an unstable behaviour of the algorithm for solutions of
the type v(t, x, y, z) = z(t)g(x, y, z). If p̄n+1 is simply set equal to pn as in [2]
the pressure update step would bump the same mesh based errors stepwise
into the approximated pressure function. For small time step sizes the factor
β0
�t on the right side of the Poisson Equation amplifies this effect which is
prevented with the above displayed procedure.

With the coefficients of the BDF scheme βj(j = 1..3) we set f̃ =
f − GT p̄

n+1 − 1
�t
∑3
j=1 βjv

m+1−j and so the intermediate velocity can be
computed explicitly

(

−ν∇2 +
β0

 t
I

)

ṽm+1
i = f̃n+1 − (ve · ∇)ve (7)

or implicitly
(

−ν∇2 +
β0

 t
I

)

ṽm+1
i + (ve · ∇) ṽm+1

i = f̃n+1 (8)

using a kind of Picard iteration (ve = ṽm+1
i ) with the initial value ve = vn and

the stop criterion ‖ṽm+1
i − ṽm+1

i−1 ‖ < εPic = 10−3. The self-evident boundary
conditions are taken from (3). The Finite Element spaces for the velocity and
the pressure are chosen to fulfil the inf − sup−condition, so we used triangle
Taylor-Hood-Elements with linear and in the context of the postprocessing
also with quadratic base functions.

4 The multi-grid postprocessing

The main reason for most splittings not to reach an order higher than two in
time is that it seems not possible to compute a stable pressure approximation
p̄ of second order to compute ṽ. With such an approximation the analysis
done by Heinrichs in [3] would advise at least for the Stokes equations to get
a scheme of third order. With a postprocessing step there is a stable way to
compute an approximation of an order higher than one that can be used to
compute ṽ. To do this we use a set of nested Finite Elements spaces. Let Vh/2
be a Finite Element space that was built by a global regular refinement of the
mesh of Vh. VH is such a Finite Element space that Vh together with VH satisfy
the inf-sup-condition, e.g. quadratic base function of the same mesh or again a
global refinement of Vh. Denote now Xh = Vh×Vh and XH = VH×VH . and set
Vh,0 resp. Vh/2,0 as the subspace with the elements that satisfy

∫

Ω
u dx = 0.

First we compute (vn+1
h/2 , pn+1

h ) in Wh = Xh × Vh,0 and use the results to per-
form a splitting step in WH = XH × Vh/2,0. With this technique the number
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of Picard iterations in WH can generally be reduced and the intermediate
velocity can be computed with a pressure approximation of a higher order
than in the base splitting. The following algorithm is an example for the use
of linear base functions, so set H = h/4 and a full implicit treatment of
the nonlinear term. Other variations based on this idea can be found in [1].

0. Compute an initial pressure p0
h for t = 0 with (5)

Time step with build-in postprocessing

1. Solve the PDE (8) for the intermediate velocity ṽn+1
h/2 using pnh

2. Solve the Poisson equation (∗∗) in Vh for the pressure and velocity update
3. Apply the update to the velocity vn+1

h/2 = ṽn+1
h/2 + �t

β0
∇pupdate

4. Solve the PDE (5) and use v̂n+1
h/2 on the right side to get p̄n+1

h/2

5. Solve the PDE (8) for the intermediate velocity ṽn+1
h/4 with the initial value

ve = P v̂n+1
h/2 and p̄n+1

h/2 from step 4
6. Solve the Poisson equation (∗∗) in Vh/2 for the pressure and velocity up-

date: −∇2ph/2update
= − β0�t∇ · ṽ

n+1
h/4 ; ph/2update

= 0 on ∂Ω

7. Apply the update to the velocity and the pressure
pn+1
h/2 = p̄n+1

h/2 + ph/2update
; vn+1
h/4 = ṽn+1

h/4 + �t
β0
∇ph/2update

8. Compute the restrictions for the next splitting step:
vn+1
h/2 = Ih/2 v

n+1
h/4 , pn+1

h = Ih p
n+1
h/2

The prolongation between the Finite Element spaces is done with the com-
mon prolongation and restriction from Multigridsolvers. Only in step 8 the
interpolation operator is used. Because of the way the Finite Element spaces
Vh,0 ⊂ Vh ⊂ Vh/2 ⊂ Vh/4 are nested in every part of the algorithm the inf-sup-
condition is fulfilled. Another advantage of this procedure is that many tasks
concerning adaptivity, especially adaptivity in time, can be answered in the
coarser Finite Element spaces. This helps economising CPU costs. Adaptivity
in space e. g. has been tested with the well-known Driven Cavity Problem,
see [1] for further details.

5 Numerical results

The splitting with and without postprocessing was tested on various test-
problems. Exemplarily the results of the test-problem IV from [1] are dis-
played. Here Ω = {(x, y) ∈ R2|1 ≤ r ≤ 2}, r =

√
x2 + y2 is a spool. With

a kinematic viscosity ν = 1/5000 which is equivalent to a Reynolds’ num-
ber of Re ≈ 1925 the right side f and the boundary conditions are fitted so
that the solution for the velocity is v1(x, y, t) = −y(0.25− (r− 1.5)2) sin(2πt)
, v2(x, y, t) = x(0.25 − (r − 1.5)2) sin(2πt) and for the pressure p(x, y, t) =
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Table 1. Comparison of the splitting with and without postprocessing

Degrees with Postprocessing without Postprocessing Speed-

∆t of velocity (v1) pressure (p) velocity (v1) pressure (p) up

freedom ‖u − uh‖
L2 Quot. ‖u − uh‖

L2 Quot. ‖u − uh‖
L2 Quot. ‖u − uh‖

L2 Quot.

1/8 29408 1.216e-01 - 1.907e-02 - 1.222e-01 - 5.087e-01 - 1.34

1/16 29408 1.768e-02 6.880 2.827e-03 6.746 4.035e-02 3.029 1.145e-01 4.443 1.12

1/32 116672 2.254e-03 7.843 4.260e-04 6.636 6.779e-03 5.952 2.735e-02 4.187 1.07

1/64 116672 3.026e-04 7.448 3.348e-04 1.273 2.247e-03 3.018 8.960e-03 3.052 1.35

y sin(x) sin(2πt). At first glance the splitting with build-in postprocessing
seems to be more expensive than the one without. But as table 1 shows the
splitting technique with postprocessing is with the same number of unknowns
in all numerical tests faster than the one without. This implicit postprocessing
technique has been tested successfully for problems with a sufficiently smooth
solution up to a Reynolds’ number of 10,000. The unregulized driven cavity
problem was solved with a Reynolds’ number of 5,000. See [1] for further de-
tails.

‘Flow around a cylinder’

A very popular benchmark problem the splitting was tested with is the ‘Flow
around a cylinder’ defined by Schäfer and Turek in [6]. For the outflow Γ3 we
used like [5] the same time-dependent boundary conditions as for the inflow.
To compute the drag (cd) and the lift (cl) coefficient we used an ansatz first
published for the stationary Navier-Stokes equations in [4]. Applying it to the
unstationary Navier-Stokes equations leads to the following equations:

cd = −20
∫

Ω
∂
∂tv · ud + ν∇v : ∇ud + (v · ∇)v · ud − p(∇ · ud) dΩ

cl = −20
∫

Ω
∂
∂tv · ul + ν∇v : ∇ul + (v · ∇)v · ul − p(∇ · ul) dΩ .

Fig. 4. 2D-3 4sec.
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Type 2D-3 (unsteady)

There are different variations of the ’Flow around a cylinder’-Problem defined
in [6]. For the 2D-3 the velocity is simulated over 8 seconds. The figures 5
and 6 show the results with 139344 unknowns for the velocity and 35048 for
the pressure compared to the results computed by John in [5] with quadratic
Taylor-Hood-Elements and 399616 unknowns in v and 50240 in p. John used a
fractional-step-θ-scheme with a step size of 1/800. The intervals for the bench-
mark values defined in [6] are crefd,max = [2.93, 2.97] and crefl,max = [0.47, 0.49].
Table 2 shows the good results which could be computed with a quite low
number of unknowns.

Table 2. ‘Flow around a cylinder’ with postprocessing

 t t(cd,max) cd.max t(cl,max) cl,max pdiff(8s)
1/400 3.93 2.9509076 5.695 0.49461359 -0.11086049
1/1000 3.934 2.9478232 5.688 0.49117886 -0.11053843
1/1200 3.93 2.9465880 5.686667 0.49084030 -0.11048193
John:04 3.93625 2.9509216 5.6925 0.47811979 -0.11158097

3 3,2 3,4 3,6 3,8 4 4,2 4,4 4,6 4,8 5
2,5

2,6

2,7

2,8

2,9

1/1000
John:04

Fig. 5. 2D-3 : cd

5,5 5,6 5,7 5,8 5,9 6 6,1 6,2 6,3 6,4 6,5

-0,4

-0,2

0

0,2

0,4 1/1000
John:04

Fig. 6. 2D-3 : cl

Type 2D-2 (periodic, unsteady)

The variation 2D-2 from [6] usually needs small time step sizes. An error
indicator

et(tm) ≈
4‖v�tm

2
(tm)− v�tm(tm)‖

3‖v�tm
2

(tm)‖  tm+1 =
√

εTtol
et(tm)

 tm
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Table 3. 2D-2: Results for an adaptive chosen time step size

εTtol �̄t cd. max cl,max Strouhal

1.0 · 10−3 0.004246 3.2439 1.0104 0.29811

7.5 · 10−4 0.002479 3.2285 1.0031 0.30022

based on vh/2 computed with  t and  t/2 was used to choose a proper time
step size in consideration of the stability of the BDF scheme. With this choice
of time step sizes the splitting algorithm with the presented postprocessing
and 555680 unknowns in v and 139344 in p computed the benchmark values
displayed in table 3 with an average time step size  ̄t. The tolerance intervals
for cd are [3.2200,3.2400], for cl [0.9900,1.0100] and for the Strouhal number
[0.2950, 0.3050].

6 Conclusions

The presented algorithm with build-in postprocessing shows an error reduc-
tion in the L2 norm of an order n > 2 in time. It was successfully tested on
analytic problems as well as on standard CFD problems. A very interesting
aspect of the postprocessing with nested grids is that in all numerical exper-
iments it caused no additional CPU costs. An extension of the techniques
to three-dimensional problems as well as of the gradient recovery technique
could be done straightforward and it is one of the future prospects. Beyond
this further future prospects could be e.g. the integration of more levels to-
gether with the fourth order BDF scheme for the postprocessing and the use
of Finite Elements of a higher order.
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Summary. It is well know the importance of bifurcation diagrams in fluid models
where any of the parameters has some kind of uncertainty (usually the Reynolds
number in Navier-Stokes, or the Ekman parameter in geophysical models).

In this work we propose some modifications to the Proper Orthogonal Decom-
position (POD) method (or Karhunen-Loeve expansions) in order to study this
problem. Although some of this modifications have already been introduced in the
literature, most of them are devoted to computing the first Hopf bifurcation. We
show here how one can handle the bifurcation diagram also in periodic branches.

1 Introduction

This work is devoted to computing bifurcation diagrams in some fluid mod-
els by POD. Recently, there have been various authors [1, 2, 4, 6] who have
made use of this technique for bifurcation studies. The POD is a decom-
position technique to calculate a finite dimensional space from discrete sets
of data obtained either via experimental measurements or numerical simula-
tions. POD combined with a Galerkin projection provides a method to derive
low-dimensional models from high-dimensional systems of ODEs.

The problem in using POD is to choose the good scheme to calculate the
finite space. Although this is still unsolved, some improvements have been
reported in [4, 7] (p-POD, SPOD) and [1, 2].

In this work, we improve the cut-off criterion used in the SPOD (Sequential
POD) method, and analize the results obtained by this technique in computing
bifurcation diagrams for three fluid models.
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2 The POD technique

The POD technique was first introduced in Statistics under the names of
Karhunen-Loève decomposition or principal component analysis as a tech-
nique to analyse multidimennsional data. Starting with a number of vectors
(data) that belong to a vector space, the technique provides an orthonormal
basis for representing the data in a least square sense. One can generalize
this idea in combination with a Galerkin projection procedure to provide a
method for generating lower dimensional models of dynamical systems that
have a very large or even infinite dimensional phase space. And it is in this
context we use the POD method. To fix ideas, let us consider a Hilbert space
(H, (·, ·)H), a compact set I ⊂ R and the mapping u : I → H; we are in-
terested in finding an m−dimensional subspace Hm ⊂ H such that for any
m− dimensional subspace Ym ⊂ H, distL2(I,H)(u,Hm) ≤ distL2(I,H)(u, Ym).
To do so, we shall calculate a basis of Hm looking for elements of φ ∈ H
characterized by the property

‖(u(t), φ)H‖L2(I,H) = max
ϕ∈H,‖ϕ‖=1

‖(u(t), ϕ)H‖L2(I,H) . (1)

Hence, introducing the functional Jλ : H → R

ϕ→ ‖(u(t), ϕ)H‖L2(I,H) − λ ‖ϕ‖H , λ ∈ R,

we have that the solution of (1) is a critical point of Jλ. The following propo-
sition ensures the existence of critical points.

Proposition 1. Let K = {1, 2, . . . ,dim (H)} (K = N if dim (H) = ∞).
Then, there exist {(λj , φj)}j∈K ⊂ R

+ × H such that φj is a critical point
of Jλj

. Futhermore, {φj}j∈K is an orthonormal basis in H.

Proof. If φ is a critical point of Jλ,

lim
h→0+

Jλ (φ + hϕ)− Jλ (ϕ)
h

=

= 2
(

((u (t) , φ)H , (u (t) , ϕ)H)
L2(I)

− λ (φ, ϕ)H
)

= 0
(2)

Then, one can define the operator T : H −→ H by

(Tφ, ϕ)H = ((u (t) , φ)H , (u (t) , ϕ)H)
L2(I)

∀ϕ ∈ H. (3)

One can prove [6] that T is a compact, positive and self-adjoint operator;
so that, there exists a sequence of eigenvalues and associated eigenvectors of
T, (λj , φj)j∈K ∈ R

+ ×H, λj ≤ λj+1, such that {φj}j∈K is an orthonormal
basis of H. The proof is finished because (2) implies that φj is a critical point
of Jλj

.
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The next proposition states that the orthonormal basis {φj}j∈K is optimal
in the sense defined above.

Proposition 2. For any m ∈ K, let Hm = span {φj}mj=1. Then,

‖u (t)− PHm
u (t)‖L2(I;H) ≤ ‖u (t)− PY u (t)‖L2(I;H) (4)

for all linear subspace Y such that dimY = m, where PX denotes de projection
operator onto X.

Proof. See [6].

Note that m <∞ because one is always interested in finite dimensional sub-
spaces.

An important issue is the evaluation of the error ‖u(t)− PHm
u(t)‖L2(I;H)

because this provides a computable criterion on the quality of the approxi-
mation of PHm

u(t) to u(t). By virtue of Proposition 1 and (3) we have for all
t ∈ I and for all j ∈ K,

u (t) =
∑

j∈K
(u (t) , φj)φj and

∥
∥(u (t) , φj)H

∥
∥2

L2(I)
= (Tφj , φj)H = λj ;

hence, it readily follows that

‖u (t)− PHm
u (t)‖L2(I;H) =

∑

j>m

λj .

So that, the ratio

E (m) =
‖u (t)− PHm

u (t)‖L2(I;H)

‖u (t)‖L2(I;H)

=

∑

j>m

λj

∑

j∈K
λj

gives a computable measure of the goodness of the approximation. E(m) is
usually known as the energy of u(t) in Hm.

The key idea of this work when using POD method is to compute a finite
dimensional space that contains a specific (numerical) attractor. In this case,
u (t) ∈ Vh ⊂ L2 (Ω) for all t ∈ I, where Vh is a finite element space, and
I = {ti}ni=1, ti are time instants at which the numerical solution is computed
(u (ti) are usually known as snapshots). The operator T defined in (3) is now
the correlation matrix of these snapshots as shown in [8]; therefore, T is an
n× n matrix and the calculation of its eigenvectors, {φj}j∈K , is independent
of dimVh. Notice that n is usually much smaller than dimVh.

2.1 The POD method for computing bifurcation diagrams

We described a scheme to apply the POD technique to calculate bifurcation
diagrams. Although this technique is able to compute quite accurately a basis



The POD Technique for Computing Bifurcation Diagrams 883

for a single attractor, the problem arises when one wishes to compute a basis
to describe different attractors (one can get some noise when using data that
lie in different spaces). To overcome this problem, the key idea, formulated
in [4, 7] under the name of SPOD (Sequential POD), is to compute a basis
for each attractor and use the information they (the bases) share to put them
together (some kind of orthogonalization). We follow this idea, improving
upon the cut-off criterion, to obtain the dimension of a less noisy global basis.

Thus, suppose we are interested in computing a basis for several attractors,
say ui ∈ L2 (Ii,H), for i = 1, 2, . . . , s. The procedure can be formulated as
follows:

1. Apply the POD technique to
{
u1 (t)

}

t∈I1 and obtain {φj}m1
j=1.

2. For each i = 1, 2, . . . , s− 1, define

ûi+1 (t) = ui+1 (t)−
mi∑

j=1

(
ui+1 (t) , φj

)

H
φj

and apply the POD method to
{
ûi+1 (t)

}

t∈Ii+1
to get {φj}mi+1

j=mi
.

To choose mi, we specify a tolerance ε, usually ε ≤ 0.0001, and define

E∗
i (m) =

∥
∥ui (t)− PHm

ui (t)
∥
∥2

L2(I;H)

‖ui (t)‖2L2(I;H)

, (5)

we take mi such that E∗
i (mi) < ε.

3 Description of the examples

3.1 The obstacle problem

In this example we consider a 2D incompresible fluid in a periodic domain Ω
with a square object in the middle. Ω = (−5/2, 5/2)×(−1, 1) \ [−1/10, 1/10]2,
with boundaries ∂Ω = Γ0 ∪ Γ1 ∪ Γ2, where Γ1 = {−5/2} × (−1, 1), Γ2 =
{5/2} × (−1, 1) and Γ0 = ∂Ω\ (Γ1 ∪ Γ2). The equations of this model are






∂u
∂t

+ u · ∇u− ν∆u = −∇p + f , in Ω × (0,+∞)

divu = 0, in Ω × (0,+∞)
u|Γ0 = 0,u|Γ1 = u|Γ2 , ∀t ∈ (0,+∞)

where u is the velocity, p is the pressure, ν =
1
Re

, Re being the Reynolds

number, and f = (2ν, 0). For this model, ν will be the bifurcation parameter.
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3.2 The vorticity-stream function model for a barotropic ocean
with constant depth

We now consider a barotropic ocean model with constant depth. For this
example we consider an idealized ocean enclosed in the domain Ω = [0, L] ×
[0, 2L], L = 1000 km, with a constant depth of 800 m and forced by wind stress
τ (x, y) = (−τ0 cos (πy/L) , 0). This is a classical problem in oceanography
that has been long studied because although simple it retains much of the
complexity of the ocean dynamics.

Using vorticity-stream function formulation and the β-plane approxima-
tion, the equations of this 2D model are:





∂ω

∂t
+

∂ψ

∂x

∂ω

∂y
− ∂ψ

∂y

∂ω

∂x
+ β

∂ψ

∂x
= AH∆ω − γω +

rot τ

H
, in Ω × (0,+∞)

∆ψ = ω, in Ω × (0,+∞)
ω|∂Ω = ψ|∂Ω = 0, ∀t ∈ (0,+∞)

where ω is the vorticity of the fluid, ψ is the stream function, H denotes the
depth of the ocean, β is the first order approximation to the Coriolis force,
γ is the bottom friction coefficient and AH denotes the horizontal viscosity
playing the role of the bifurcation parameter.

3.3 A barotropic ocean model with realistic bottom topography
applied to the North Atlantic Ocean

In this last example we consider again a barotropic ocean model, but now
applied to the North Atlantic Ocean. This model includes realistic coastlines
and bottom topography, and is forced by climatological wind stress. The model
equations are:






H
∂u
∂t

+ u · ∇ (Hu)−AH div (H∇u) + fHu⊥ =

= − 1
ρ0

H∇ps − γHu +
τ

ρ0
, in Ω × (0,+∞)

div (Hu) = 0, in Ω × (0,+∞)
u|∂Ω = 0, ∀t ∈ (0,+∞)

where now u is the averaged horizontal fluid velocity over each water col-
umn, f is the Coriolis force (f (y) = f0 + βy), ρ0 is the (constant) density
of the ocean, γ is the bottom friction coefficient, τ denotes the wind stress,
H is a function describing the bottom topography and again AH denotes the
horizontal viscosity playing the role of bifurcation parameter.
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Fig. 1. Obstacle problem bifurcation diagram: DNS solution (circle) and POD
reduced model (line) at one point of the domain (— stable and - - unstable branches);
� Hopf bifurcation point. Periodic attractor represented by branches of maximum
and minimum values.

4 Computation of the bifurcation diagrams of the
example models

The scheme to compute the bifurcation diagrams of these three models can be
summarized as follows: (i) compute several attractors for different values of
the bifurcation parameter, (ii) use the POD (SPOD) method with the cut-off
criterion (5) to get a finite dimensional global basis for all the attractors to
be studied, (iii) use the Galerkin projection to obtain an ODE system, and
(iv) compute the bifurcation diagram of the ODE problem with, for instance,
AUTO97.

Note that we need a large number of snapshots to generate a global basis
for all the attractors we want to study to calculate the bifurcation diagram.
For each model, the snapshots are produced by calculating the numerical
solution with a finite element-semi-Lagrangian scheme, see [5, 3]. This numer-
ical scheme is so efficient that allows to perform long term computations for
different values of the bifurcation parameter.

We show in Table 1 the dimension mi of the subbases at different values
of the bifurcation parameter for the three models presented in the previous
section. The union of these subbases form the global basis of the corresponding
reduced model. In all the models, one can check that it is necesary to add
just some few elements to the basis when data from one more attractor is
added. This happens because the finite dimensional space spanned by the basis
already calculated is very close to the new attractor. So, it is not necesary to
add more data from new attractors to make use of Galerkin projection.

In the obstacle problem, as well as in the vorticity-stream function model,
one can note that there is a good agreement between the solutions obtained by
direct numerical simulations (DNS) and the bifurcation diagram computed by
AUTO97, Figures 1 and 2. In particular, the stationary and periodic branches
are very close to the DNS solutions, whereas the Hopf bifurcation is computed
with an error lower than 2-3%.
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Fig. 2. Left panel: as Figure 1 (for model in Section 3.2). Right panels: detail of
left panel.

Table 1. Description of the data ui used to compute the global basis by POD and
SPOD method for (a) obstacle problem, (b) vorticity-stream function model, and
(c) barotropic model applied to North Atlantic Ocean. Note that stat. att. denotes
a set made of stationary attractors.

(a)
i Re mi
1 460 6
2 600 19
3 560 24
4 500 29
5 stat. att. 32

(b)
i AH mi
1 800 12
2 500 53
3 600 79
4 700 82
5 stat. att. 87

(c)
i AH mi
1 670 6
2 640 15
3 650 20
4 stat. att. 30

In Figure 3 we show the results obtained for the Atlantic Ocean model.
As one can see, the stationary branch obtained by AUTO97 from the reduced
model is also in good agreement with the DNS. Similarly, the Hopf bifurcation
is also computed with an error of about 2-3%. However, one can note that the
agreement between DNS and reduced model in the periodic branches is not
as good as in the previous examples. We do not have a clear explanation for
such a disagreement.

5 Conclusions

We have shown in this work how POD technique can be modified in a proper
way to study bifurcation diagrams. Good agreements between DNS and the
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Fig. 3. As Figure 1 (for model in Section 3.3). Light gray means periodic unstable
branches, and light gray periodic stable ones.

reduced model are obtained by POD, although some more effort must be made
to study more complex models in periodic branches.
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Summary. The problem considered consists of a fluid within a cylindrical annulus
heated laterally. As soon as a horizontal temperature gradient is applied a convec-
tive state appears. This state becomes unstable through stationary or oscillatory
bifurcations as control parameters involved in the problem reach critical values. The
problem is modelled with the incompressible Boussinesq Navier-Stokes equations
and appropriate boundary conditions. In particular we consider lateral conducting
walls and surface tension effects. This choice presents singularities at the point where
free and solid surfaces meet, which consist on discontinuities on the temperature and
its derivatives. These singularities are smoothed using a polynomial filtering. The
main goal of this work is the study of the effect of this filtering in the stability prob-
lem. The filter improves the convergence of the numerical method. Convergence with
the filtering scale depends on the Marangoni parameter.

1 Introduction

Instabilities and pattern formation in thermocapillary flows have been exten-
sively studied in the last years. Classically heat is applied uniformly from
below [1] where the conductive solution becomes unstable for vertical tem-
perature gradients beyond a certain threshold. A more general set-up con-
siders thermoconvective instabilities when a horizontal temperature gradient
is imposed by heating the fluid through lateral conducting walls [4, 6]. This
process displays many interesting instabilities. It has been treated from dif-
ferent points of view: experimental [4, 5] and theoretical both with semi-exact
[11, 13] and numerical [12, 10]. This problem presents a viscous singularity
at the points where free and solid surfaces meet. Finite difference methods
solve the singularities by using local approximations of the derivatives and
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mesh refinements [2], and Chebyshev collocation methods [3] by means of a
filter function [9]. In Ref. [9] the effect of a polynomial filter function in an
evolution Chebyshev collocation scheme was studied. In this work the effect
of this kind of filter is revised in a bifurcation problem. This point of view is
important as one of the parameters responsible of the bifurcation appears at
the singular boundary point.

The article is organized as follows. In section 2 the formulation of the
problem is explained. In section 3 the numerical method, the filtering and
the numerical solutions are detailed. Section 4 outlines the linear stability
analysis and the influence of the filter on the eigenvalues. Finally, in section
5 conclusions are presented.

2 Formulation of the problem

The physical set-up consists of a horizontal fluid layer of depth d (z coordinate)
in a container limited by two concentric cylinders of radii a and a + δ (r
coordinate). The bottom plate is rigid and the top is open to the atmosphere.
The inner cylinder has a temperature Tmax, the outer is at Tmin and the
environmental temperature is T0. In the equations governing the system ur, uφ
and uz are the components of the velocity field u, Θ is the temperature, p is the
pressure, r is the radio vector and t is the time. The system evolves according
to momentum and mass balance equations and to the energy conservation
principle, which in dimensionless form are (see Ref. [8]),

∇ · u = 0, (1)
∂tΘ + u · ∇Θ = ∇2Θ, (2)

∂tu + (u · ∇)u = Pr

(

−∇p +∇2u− Rρ

αρ0∆T
ez

)

, (3)

where the operators and fields are expressed in cylindrical coordinates and
the Oberbeck-Boussinesq approximation has been used. Here ez is the unit
vector in the z direction, ρ is the density, α is the thermal expansion coefficient
and ρ0 is the mean density. These dimensionless numbers are introduced: the
Prandtl number Pr = ν/κ and the Rayleigh number R = gα∆Td3/κν, which
represents the buoyant effect. In the definitions ν is the kinematic viscosity
of the liquid, κ is the thermal diffusivity, g is the gravity constant and ∆T =
Tmax − T0.

The boundary conditions (bc) are,

uz =
∂ur
∂z

+ Ma
∂Θ

∂r
=

∂uφ
∂z

+
Ma

r

∂Θ

∂φ
=

∂Θ

∂z
+ BΘ = 0 on z = 1, (4)

ur = uφ = uz = 0, Θ =
(

− r

δ∗
+

a

δ

) ∆Th
∆T

+ 1 on z = 0, (5)
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ur = uφ = uz = 0, Θ = 1 on r = a∗, (6)
ur = uφ = uz = 0, Θ = 1−∆Th/∆T on r = a∗ + δ∗. (7)

Here B is the Biot number which quantifies the heat exchange with the at-
mosphere, a∗ = a/d, δ∗ = δ/d, ∆Th = Tmax − Tmin and Ma = γ∆Td/ (κνρ0)
is the Marangoni number which includes the surface tension coefficient γ. As
explained later temperature conditions (5)–(7) together with the Marangoni
condition (4) imply a singular boundary condition at the upper left and right
corners.

3 Basic state

The horizontal temperature gradient at the bottom settles in a stationary
convective motion with axial symmetry which is computed as it is indicated
next.

3.1 Numerical method

We have solved numerically Eqs. (1)–(3) for any scalar field (X) together
with the boundary conditions (5)–(7) translated into the domain [−1, 1]2 for
the basic state which is stationary (i.e., ∂tX = 0) and axisymmetric (i.e.,
∂φX = 0 ). We use a Chebyshev collocation method in the primitive variable
formulation procedure as explained in Ref. [7]. The nonlinearity was treated
with a Newton-like iterative method. In the first step the nonlinearity was
neglected and a solution was found by solving the linear system: u0

x, u
0
z, p

0, Θ0.
This solution was corrected by perturbation fields: u1

r = u0
r+ ūr, u1

z = u0
z+ ūz,

p1 = p0 + p̄ and Θ1 = Θ0 + Θ̄. These expressions are introduced into Eqs.
(1)–(7), which are linearized around the approach at step 0. The resulting
linear system for the perturbations is solved and the first iteration solution,
u1
r, u

1
z, p

1, Θ1, is obtained. This process was undertaken in such a way that
solutions at the i + 1 step were obtained after solving Eqs. (1)–(7) linearized
around the approach at step i.

Each step in the Newton-like method corresponds to solving a linear sys-
tem of partial differential equations. The unknown fields at each step ūr (r, z) ,
ūz (r, z) , p̄ (r, z) and Θ̄ (r, z) were expanded in a truncated series of orthonor-
mal Chebyshev polynomials, i.e., ūr (r, z) =

∑N
n=0

∑M
m=0 anmTn (r)Tm (z).

These expansions are substituted into the equations (1)–(3) and boundary
conditions (5)–(7) posed in the domain [−1, 1]2. The N + 1 Gauss-Lobatto
points (rj = cos(π(1− j/N)), j = 0, ..., N) in the r axis and the M+1 Gauss-
Lobatto points (zj = cos(π(1− j/M), j = 0, ...,M) in the z axis were calcu-
lated. The previous equations were evaluated at these points according to
the rules explained in Ref. [8] and, in this way 4 (N + 1) (M + 1) equations
are obtained with 4 (N + 1) (M + 1) unknowns. The system does not have a
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maximun rank because pressure is only determined up to a constant value.
Since this value does not influence the other physical magnitudes, the eval-
uation of the normal component of the momentum equations at (xj=N = 1,
zj=4 = cos(π(1 − 4/M))) was replaced by a value for the pressure at this
point, for instance p = 0. The considered criterion of convergence is that the
difference between two consecutive approximations in l2 norm should be less
than 10−9.

3.2 Filtering

The singularities are present at the upper right and left corners of the domain
[−1, 1]2. They come from the boundary conditions,

∂zur + Ma∂rΘ = 0, on z = 1, and Θ = 1 on r = −1, (8)
∂zur + Ma∂rΘ = 0, on z = 1, and Θ = 1−∆Th/∆T on r = 1. (9)

On one hand Eqs. (6) and (7) imply that ∂zur = 0 on lateral walls and this
together with the Marangoni condition impose ∂rΘ = 0 at the upper right
and left corners. On the other hand Eqs. (6) and (7) imply that those points
have additional conditions for the temperature. The following regularization
function is used

fn(r) = (1− r2n)2, −1 ≤ r ≤ 1, (10)

in figure 1 several fn functions for different n values are represented. This
function is included in the Marangoni condition as

∂zur + Ma∂rΘfn(r) = 0 on z = 1, (11)

in this way the discontinuity is avoided as Eq. (11) does not impose any
requirement on ∂rΘ.

The filtering scale is defined as the distance from the solid boundaries rn,
at which fn(r) = 0.9, and it behaves as O(1/n) for large n (see figure 2).
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0.4
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Fig. 1. Filter functions for several values of n.
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Fig. 2. Required order expansions vs. the n value.

3.3 Numerical solutions

Typically, in order to reach convergence at least three mesh points are neces-
sary to fall into the sharp region of the filter (see Ref. [3]). This condition can
be written as,

N > 3π/acos(rn) = g(n), (12)

where rn is such that (1− r2n
n )2 = 0.9. In figure 2 the function g(n) displayed

shows that higher order expansions are required for large n values.
Convergence of the numerical method strongly depends on the Marangoni

number. If Ma number is small enough the same solution and bifurcation
thresholds are reached with and without regularization. In figure 3 a basic
solution for this case is shown. For large Marangoni numbers regularization
is required in order to converge. In this case the regularization function must
have large n. Figure 4 displays a solution with and without regularization
which presents spurious oscillations. The filter prevents the presence of oscil-
lations that disappear with the regularization.

4 Linear stability

Changes on the parameters appearing in Eqs. (1)–(7), may make the basic flow
unstable leading to different bifurcations. The linear stability analysis supplies
information on the critical values of the parameters at which these bifurcations
occur and on the shape of growing modes. We study the stability by perturbing
the basic solutions with fields depending on r, φ and z coordinates in a fully 3D
analysis, following the numerical scheme of Refs. [8, 7]. Due to the periodical
boundary conditions in the azimuthal coordinate and to the axial symmetry
of the basic solution, the perturbations of any physical function X can be
factorized and expanded by Fourier modes along the angular variable φ,
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Fig. 4. Basic state for B = 1.25, R = 1000, Ma = 92 and ∆Th/∆T = 0 a) without
regularization; b) with regularization.

X(r, φ, z, t) = X(r, z)eimφ+λt, (13)

where m is the wave number. The real part of the eigenvalue λ characterizes
the instability, when it is negative the basic state is stable, but if it is positive
the basic solution is unstable. In this case the imaginary part of λ may be zero
and then the bifurcation is stationary, while if it is non zero the bifurcation
is oscillatory.

4.1 Numerical eigenvalues

A test on the convergence of the numerical method is carried out by comparing
the value of the maximum eigenvalue obtained for different order expansions
in Chebyshev polynomials in the r (N) and z (M) coordinates. This study
is shown in table I and it is obtained for a set of parameter values B = 1,
R = 348, Ma = 8 and ∆Th/∆T = 1. Convergence depends on the filter
scale, as while n increases larger order expansions are required (see figure 2),



Filtering of Singularities in a Marangoni Convection Problem 895

however as the order expansion increases the eigenvalue tends to a constant
value.

Next we have calculated the maximum eigenvalues for solutions with two
different Ma numbers. We use different regularizations increasing the degree
of the polynomials and we compare the results with those obtained without
any regularization. Figure 5a) shows that for Ma number small enough, by
increasing n, the eigenvalue tends to the one without regularization. These
results suggest that regularization is not necessary. Figure 5b) shows a similar
result for larger Ma values where regularization is necessary. As n increases,
the eigenvalue converge to a constant value that may be considered the max-
imum eigenvalue for the singular problem.
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Fig. 5. Maximum eigenvalues as a function of the degree n of the polynomial filter; a)
B = 1, R = 348, Ma = 8, ∆Th = ∆T and different values of ∆T . The horizontal lines
correspond to the eigenvalue without regularization (wr); b) B = 1.25, R = 1000,
Ma = 92, ∆Th = 0 and different values of ∆T . The horizontal lines correspond to
the eigenvalue without regularization (wr).

Table 1. Convergence test for B = 1, R = 348, Ma = 8 and ∆Th/∆T = 1.

17× 13 21× 17 25× 21

n = 20 -4.3939 -4.4485 -4.4732
n = 50 -4.3282 -4.3816 -4.3959
n = 100 -4.3002 -4.3799 -4.4032
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5 Conclusions

We have studied the effect of the use of a filtering function in a singular
boundary condition that appears in a Marangoni convection problem. The
filter improves the convergence of the method both for the basic state and
its linear stability and allows the numerical resolution for larger Ma values.
We find that for small and medium Marangoni numbers results without re-
gularization are correct as these are recovered for sharp filetering functions.
Convergence with the filtering scale depends on the parameters.

Acknowledgments

This work was partially supported by the Research Grants MCYT (Spanish
Government) BFM2003-02832, MEC (Spanish Government) MTM2004-00797
and CCYT (JC Castilla-La Mancha) PAC-05-005 which include FEDER
funds. AMM thanks MCYT for a Ramón y Cajal Research Fellowship.

References

1. Bénard, H.: Les tourbillons cellulaires dans une nappe liquide. Rev. Gén. Sci.
Pures Appl., 11, 1261-1268 (1900)

2. Canright, D.: Thermocapillary flows near a cold wall. Phys. Fluids, 6, 1415-1424
(1994)

3. Canuto, C., Hussaini, M.Y., Quarteroni, A., Zang, T.A.: Spectral Methods in
Fluid Dynamics. Springer-Verlag, Berlin, (1988)

4. Daviaud, F., Vince, J.M.: Traveling waves in afluid layer subjected to a hori-
zontal temperature gradient. Phys. Rev. E, 48, 4432-4436 (1993)

5. Garnier, N., Chiffaudel, A.: Two dimensional hydrothermal waves in an extended
cylindrical vessel. Eur. Phys. J. B, 19, 87-95 (2001)

6. Herrero, H., Mancho A.M.: Influence of aspect ratio in convection due to non-
uniform heating. Phys. Rev. E, 57, 7336-7339 (1998)

7. Herrero, H., Mancho, A.M.: On pressure boundary conditions for thermocon-
vective problems. Int. J. Numer. Meth. Fluids, 39, 391-402 (2002)

8. Hoyas, S., Herrero, H., Mancho, A.M.: Thermal convection in a cylindrical an-
nulus heated laterally. J. Phys. A: Math and Gen., 35, 4067-4083 (2002)

9. Kasperski, G., Lebrosse G.: On the numerical treatment of viscous singularities
in wall-confined thermocapillary convection, Phys. Fluids, 12, 2695-2697 (2000)

10. Mancho, A.M., Herrero, H.: Instabilities in a lateraly heated liquid layer. Phys.
Fluids, 12, 1044-1051 (2000)

11. Mercier, J.F., Normand, C.: Buoyant-thermocapillary instabilities of differen-
tially heated liquid layers. Phys. Fluids, 8, 1433-1445 (1996)

12. Sim, B.C., Zebib, A., Schwabe, D.: Oscillatory thermocapillary convection in
open cylindrical annuli. Part 2. Simulations. J. Fluid Mech., 491, 259-274 (2003)

13. Smith, M.K., Davis, S.H.: Instabilities of dynamic thermocapillary layers. 1.
Convective instabilities. J. Fluid Mech., 132, 119-144 (1983)



On Application of Stabilized Higher Order
Finite Element Method on Unsteady
Incompressible Flow Problems
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Summary. In this paper we address the problem of the numerical approximation
of the incompressible flow around a vibrating airfoil. The robust higher order fi-
nite element method (FEM) for incompressible flow approximation is presented.
The method is based on the combination of several techniques, e.g., the Arbitrary
Lagrangian-Eulerian formulation of the Navier-Stokes equations, the stabilization of
the finite element scheme and the linearization of the discrete nonlinear problem.

The main attention is paid to the proper stabilization of the higher order finite
element method applied on incompressible flow problems. The stabilization proce-
dure based on Galerkin Least-Squares (GLS) method is discussed. The numerical
results are presented.

1 Mathematical model

Mathematical model for the relevant technical application consists of fluid and
airfoil models. First, the fluid flow is described with the aid of incompressible
Navier-Stokes system of equations written in Arbitrary Lagrangian-Eulerian
(ALE) formulation, see, e.g., [5]. The ALE method combines the use of the
classical Lagrangian and Eulerian reference frames (see, e.g. [3]).The fixed in
space Eulerian reference frame is the typical framework used in the analysis
of fluid mechanics problems. One of the disadvantages of the Eulerian system
is that it does not track the path of any element, in particular the moving
fluid-structure interface.

The Lagrangian reference frame is usually used in solid mechanics. It sets
up the reference frame by fixing a grid to the material of interest. The material
deformation causes also the grid deformation. On the other hand, the use of
Lagrangian reference frame for fluid flow is not suitable as the fluid particles
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travel independent of each other, which causes excessive grid deformations.
In what follows we start by introducing the ALE mapping At. The ALE
mapping is a generalization of the Lagrangian mapping, which follows motion
of all particles of the original domain Ω0, i.e. the Lagrangian mapping is the
mapping Lt : Ω0 → Ωt, such that Lt(ξ) ∈ Ωt is the position of the fluid
partical at time t originally located at the position ξ ∈ Ω0. The comparison
of Lagrangian and ALE mappings is shown in Figure 1.

Ω0

Ω Ωt t

Lagrangian Reference Frame ALE Reference Frame

Fig. 1. Comparison of the Lagrangian mapping (on the left) and the Arbitrary
Lagrangian Eulerian mapping (on the right).

The ALE mapping At maps the reference configuration Ω0 onto the com-
putational domain at time t Ωt (i.e. the current configuration).

At : Ω0 
→ Ωt,

Y 
→ y(t, Y ) = At(Y ).

By the differentiating of ALE mapping At with respect to time, the domain
velocity wg is computed in the reference coordinates w̃g(t, Y ) = ∂y

∂t (t, Y )
and transformed to spatial coordinates y as wg(t, y). The time derivative
with respect to the original configuration is then called ALE derivative, it
is denoted as D

Af
Dt and can be computed as

DAf

Dt
=

∂f

∂t
+ (wg · ∇)f. (1)

With the aid of the ALE derivative D
Af
Dt the Navier-Stokes system of equations

can be rewritten as

DAtu
Dt

− ν u +
(

(u−wg) · ∇
)

u +∇p = 0, in Ωt × (0, T ), (2)

∇ · u = 0, in Ωt × (0, T ),
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where by Ωt we denote the computational domain occupied by fluid at time
t, u denotes the velocity vector, p - denotes the kinematic pressure (i.e. the
dynamic pressure divided by the air density) and by wg the domain velocity
vector is denoted. On the boundary ∂Ω we prescribe suitable boundary con-
ditions. First, the boundary ∂Ω is decomposed into three distinct parts, i.e.
∂Ω = ΓWt

∪ ΓD ∪ ΓO. On ΓD and ΓWt
the Dirichlet boundary is prescribed,

i.e.
a) u = uD on ΓD, b) u = wg on ΓWt

. (3)

The latter part of boundary denoted by the symbol ΓWt
is the only moving

part of the boundary. The boundary ΓO represents the outlet, where the
following boundary condition is prescribed

[

−(p− pref )n +
1
2
(u · n)−u + ν

∂u
∂n

]∣∣
∣
∣
ΓO

= 0, (4)

where α− means the negative part of α, i.e. α− = max(0,−α). If ΓO is the
out-flowing part of the boundary, i.e. the negative part of the normal velocity
is zero ((u · n)− = 0), the condition (4) is equivalent to the well known
do-nothing boundary condition. The weak formulation of the equation (2)
then can be introduced: Find a velocity vector u ∈

(
H1(Ωt)

)2 with Dirichlet
boundary conditions (3) satisfied and a pressure p ∈ L2(Ωt), such that for all
test functions v ∈ X ⊂

(
H1(Ωt)

)2 (being zero on Dirichlet part of boundary)
and for all pressure test functions q ∈ Y = L2(Ωt) the following equation is
holds

(DAu
Dt

,v
)

+ ν((u,v)) + c(u;u,v)−
(

(wg · ∇)u,v
)

(5)

−
(

p,∇ · v
)

+
(

∇ · u, q
)

+
∫

ΓO

1
2
(u · n)+u · vdS = 0

where

c(b;u,v) =
∫

Ωt

(
1
2
(b · ∇)u · v − 1

2
(b · ∇)v · u

)

dx,

((u,v)) =
∫

Ωt

(∇u) · (∇v)dx, (6)

and by
(

·, ·
)

the scalar product on L2(Ωt) or
(
L2(Ωt)

)2 is denoted.
The fluid flow description is then coupled with the nonlinear equations of

motion for an flexibly supported body [6],

mḧ + Sα α̈ cosα− Sα α̇
2 sinα + khh h = −L(t), (7)

Sα ḧ cosα + Iαα̈ + kαα α = M(t).
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where h and α denotes the vertical and the rotational displacements, respec-
tively, L and M denotes the aerodynamical lift force and aerodynamical tor-
sional moment. Both mathematical models are coupled by the evaluation of
the aerodynamical forces defined by

L = −
∫

ΓWt

2∑

j=1

σ2jnjdS, M = −
∫

ΓWt

2∑

i,j=1

σijnjr
ort
i dS, (8)

where rort
1 = −(x2− xEO2), rort

2 = x1− xEO1 and σij denotes the fluid stress
tensor , see, e.g., [3].

2 Time-spatial discretization

First, let start with the equidistant discretization of the time interval [0, T ]
with the time step ∆t, i.e. tk = k · ∆t for k = 0, 1, 2, . . . . Let un, pn denote
the approximation of velocity vector u and pressure p evaluated at the time
level tn, i.e. un ≈ u(tn) and pn ≈ p(tn). The ALE derivative of the velocity
vector u then is approximated as

DAtf

Dt
≈ 3un+1 − 4ûn + ûn−1

2∆t
, (9)

where the velocity un+1 denotes the approximate velocity at time tn+1 and
the velocities ûn, ûn−1 are the velocities at previous time steps tn and tn−1

transformed from domains Ωtn , Ωtn−1 on the current computational domain
Ωtn+1 , i.e., ûn ≡ un ◦ Atn ◦ A−1

tn+1
, ûn−1 ≡ un−1 ◦ Atn−1 ◦ A−1

tn+1
.

The approximate solution of the time discretized problem (5), (9) will
be sought in the space of the triangular conforming piecewise polynomial
elements. For the sake of clarity, we restrict ourselves on the time moment
t = tn+1 and we denote the computational domain Ω = Ωtn+1 . Furthermore,
we will use a triangulation τ∆ of the domain Ωt and on every element K ∈ τ∆
the local element spaces PK and QK for velocity components and pressure
are defined (in what follows the spaces are assumed to be polynomial spaces
of degree lower or equal to M > 0). The space X∆ of fluid velocity vectors is
then introduced

X∆ = H2
∆, H∆ = {v ∈ C(Ω); v|K ∈ PK ⊂ Pk(K) for each K ∈ τ∆},

and the pressure space Y∆ defined as

Y∆ = {v ∈ C(Ω); v|K ∈ QK ⊂ Pk(K) for each K ∈ τ∆}.

Moreover, we define the space of test functions being zero on the Dirichlet
part of boundary
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X∆,0 = {v ∈ X∆ : v|ΓD∪ΓWtn+1
= 0}.

The standard Galerkin approximation of the weak formulation (5) may
suffer from two sources of instabilities. One instability is caused by a pos-
sible incompatibility of pressure and velocity pairs. It can be overcome ei-
ther by the use of the finite element velocity/pressure pair, that satisfy the
Babuška-Breezi condition, or by the use of pressure stabilizing terms. Fur-
ther, the dominating convection requires to introduce some stabilization of
the finite element scheme, as, e.g. upwinding or streamline-diffusion method.
In order to overcome both difficulties, the Galerkin Least Squares method can
be applied, see, e.g. ([4]). First, we start with definition of standard Galerkin
terms, SUPG/GLS stabilizing term and grad-div stabilizing terms, for details
see [4, 6].

The Galerkin terms are defined as

a(u∗;U∆, V∆) =
3

2∆t
(u,v)Ω + ν(∇u,∇v)Ω + c(u∗;u,v)

−
((

wn+1
g · ∇

)
u,v

)

Ω
− (p,∇ · v)Ω + (∇ · u, q)Ω , (10)

f(u,v) =
1

2∆t
(4ûn − ûn−1,v)Ω −

∫

ΓO

pref(v · n) dS.

Next, we define the SUPG/GLS stabilizing terms

L(u∗;U∆, V∆)=
∑

K∈T∆

δK

( 3
2∆t

u−ν u + ((u∗−wg) · ∇)u +∇p, ψ(u∗, q)
)

K
,

F(V∆) =
∑

K∈T∆

δK

( 1
2∆t

(4ûn − ûn−1), ψ(u∗, q)
)

K
, (11)

where ψ(u∗, q) ≡ ((u∗ −wg) · ∇)v + ∇q. The grad-div stabilizing terms
P(U∆, V∆) are defined as

P(U∆, V∆) =
∑

K∈T∆

τK(∇ · u,∇ · v)K , (12)

The stabilized discret problem: Find U∆ = (u, p) ∈ H∆×Y∆ such that u

satisfies approximately the Dirichlet boundary conditions (3) and the equation

a(u;U∆, V∆) + L(u;U∆, V∆) + P(U∆, V∆) = f(V∆) + F(V∆), (13)

holds for all V∆ = (v, q) ∈ X∆,0 × Y∆.

The choice of the parameters δK and τK depends on the chosen pair of local
elements PK/QK . Here, we distinguish between the Taylor-Hood family of
finite element pairs and all the other finite element pairs.
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In the case of the local element pair PK , QK being of the Taylor-Hood
family Pm+1/Pm the following choice of parameters is used

τK = τ∗, δK = δ∗h2,

where τ∗ > 0 and δ∗ > 0 are fixed constants (e.g., we usually set τ∗ = δ∗ = 1).
The local element size h depends on the local element, local stream velocity
vector and the local element degree deg PK of the velocity approximation.

In the case when the local element pair PK/QK does not belong to the
Taylor-Hood family Pm+1(K)/Pm(K) , the following choice of parameters is
used

τK = ν ·
(

1 + Reloc +
h2

ν ·∆t

)

, δK =
h2

τK
,

where the local Reynolds number is defined as Reloc = h‖u‖K

2ν .

Fig. 2. The velocity distribution around the airfoil NACA 0012 for the angle of
attack varying in time

3 Numerical solution and results

In order to find the solution of the nonlinear problem (13) coupled with (7),
the strong coupling algorithm will be used on every time level tn+1

• First, using the extrapolation of aerodynamical forces the system of ODE
(7) is used, and the approximate computational domain Ω ≈ Ωtn+1 is
determined.

• Next, the problem (13) is solved on the domain Ω ≈ Ωtn+1 using Oseen
linearization.

• Using the obtained approximate velocity un+1 and pressure pn+1 the aero-
dynamical forces are updated. We continue with the first step until con-
vergence is obtained.
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The system of ODEs (7) on time interval [tk, tk+1] is solved by fourth
order Runge-Kutta method, where the approximate values αk and hk are used
instead of the exact ones α(tk) and h(tk). The values of αk and hk determines
the transformation of domain Ωk ≡ Ωtk . In order to proceed from time level
tk to the time level tk+1 the approximate value of the aerodynamical lift
force L̃ ≈ L(tk+1) and the approximate value of the aerodynamical torsional
moment M̃ ≈M(tk+1) are employed.

The solution of the nonlinear problem (13) is performed by Oseen lin-
earizations, i.e. we start from approximation U

(0)
∆ = (u(0), p(0)), and for

i = 0, . . . , Nn − 1 we solve the problem find U
(i+1)
∆ = (u(i+1), p(i+1))

a(u(i), U∆
(i+1), V∆)+L(U∆(i), U∆

(i+1), V∆)+P(U∆(i+1), V∆) = f(V∆)+F(V∆),

then set the solution of the nonlinear problem U∆ = U
(Nn)
∆ . In practical

computation it is enough to compute 3-10 iterations.

Numerical results

The numerical simulation of flow over NACA 0012 airfoil, whose vibrations is
either given analytically or obtain by the solution of the system of ODEs (7),
are presented in Figures 3-5. In the first case, the numerical approximations
of the airfoil surface values of the pressure coefficient

cp =
p− p0
1
2ρU

2

was compared with the experimental data from [1]. The time dependence of
the rotational angle of the airfoil was prescribed as the periodical function
with the frequency 30 Hz and the amplitude 3 degrees, the far field velocity is
U∞ = 136 m s−1 and the length of airfoil chord is L = 0.1322 m (see Figure
3).

Furthermore, the simulation of the coupled model (5) and (7) is presented
in the case of the flexibly supported airfoil NACA 0012 in Figures 4-5. The
solution was performed for far field velocities U∞ = 5m s−1, U∞ = 26m s−1

and the choice of parameter’s values from report [2] was used.

This research was supported under grant No. 201/05/P142 of the Grant Agency of

the Czech Republic and the project MPO ČR No. FT-TA/026 FOREMADE Theme

13.
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Fig. 3. Dependence of α on time t for vibrating airfoil with frequency 30 Hz and
amplitude 3 degrees (on the left). On the right the comparison of the time averaged
coefficient cp along the profile NACA 0012 with the experimental data.
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Fig. 4. The damped vibrations in h and α of flexibly supported airfoil NACA 0012
for far field velocity U∞ = 5m s−1.
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Fig. 5. The damped vibrations in h and α of flexibly supported airfoil NACA 0012
for far field velocity U∞ = 26m s−1.
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Summary. Numerical simulations of coupled fluid-rigid solid problems by multigrid
fictitious boundary and grid deformation methods are presented. The flow is com-
puted by a special ALE formulation with a multigrid finite element solver. The solid
body is allowed to move freely through the computational mesh which is adaptively
aligned by a special mesh deformation method such that the accuracy for deal-
ing with the interaction between the fluid and the solid body is highly improved.
Numerical examples are provided to show the efficiency of the presented method.

1 Introduction

Efficient numerical solution of the coupled fluid-solid system is still a challeng-
ing task in many applications and a topic of current mathematical research.
Different differential equations must be satisfied on each side of the interface
between fluid and rigid body and the solutions are coupled through relation-
ships or jump conditions that must hold at the interface. The movement of
both the interface and the rigid body is unknown in advance and must be
determined as part of the solution.

There are two types of methods to meet this challenge. The first approach
is a generalized standard Galerkin finite element method [1, 2] in which both
the fluid and solid equations of motion are incorporated into a single cou-
pled variational equation. The computation is performed on an unstructured
body-fitted grid, and an arbitrary Lagrangian-Eulerian (ALE) moving mesh
technique is adopted to deal with the motion of the solid. In the case of 2D, the
remeshing of body-fitted grid can be done by many available grid generation
software tools, but in the more interesting case of a full 3D simulation, the
problem of efficient, body-fitted grid generation is not solved in a satisfying
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manner yet. The second approach is based on the principle of embedded or
fictitious domains, in which the fluid flow is computed as if the space occu-
pied by the solid were filled with fluid, and the no-slip boundary condition
on the solid boundaries is enforced as a constraint. The fictitious domain is
discretized only once in the beginning. For example, the distributed Lagrange
multiplier (DLM)/fictitious domain method developed by Glowinski, Joseph
and coauthors [3], and our multigrid fictitious boundary method (FBM) [4, 5]
belong to this class. An advantage of the fictitious domain method over the
generalized standard Galerkin finite element method is that the fictitious do-
main method allows a fixed grid to be used, eliminating the need for remesh-
ing. An underlying problem when adopting the fictitious domain method is
that the boundary approximation is of low accuracy. One remedy could be
to preserve the mesh topology, for instance as generalized tensorproduct or
blockstructured meshes, while a local alignment with the physical boundary
of the solid is achieved by a grid deformation process, such that the boundary
approximation error can be significantly decreased.

Over the past decade, several grid adaptation techniques have been de-
veloped, namely the so-called h-, p- and r-methods. The first two do static
remeshing, where the h-method does automatic refinement or coarsening of
the spatial mesh based on a posteriori error estimates or error indicators and
the p-method takes higher or lower order approximations locally as needed.
In contrast, the r-method (also known as moving grid method) relocates grid
points in a mesh having a fixed number of nodes in such a way that the nodes
remain concentrated in regions of rapid variation of the solution or correspond-
ing interfaces. The r-method is a dynamic method which means that it uses
time stepping or pseudo-time stepping approaches to construct the desired
transformation. Compared to the h- and p-methods in which often hanging
nodes have to be dealt with, the r-method is much easier to incorporate into
most CFD codes without the need for changing of system matrix structures
and special interpolation procedures since in the r-method the data structures
for mesh are fixed. The r-method has received considerably attention recently
due to some new developments which clearly demonstrate its potential for
problems such as those having moving interfaces [6, 7].

In this paper, we base on our multigrid fictitious boundary method (FBM)
[4, 5] and the grid deformation method presented in [7] to solve numerically
the coupled fluid-solid problems. As we have shown in [5], the use of the
multigrid FBM does not require to change the mesh during the simulations
when the solid bodies vary their positions. The advantage is that no expen-
sive remeshing has to be performed. However, the accuracy for capturing the
surfaces of solid bodies is only of first order which might lead to accuracy prob-
lems. For a better approximation of the solid surfaces, we adopt a deformed
grid, created from an equidistant cartesian mesh in which the topology is
preserved and only the grid spacing is changed such that the grid points are
concentrated near the surfaces of the solid bodies. Here, only the solution of
additional linear Poisson problems in every time step is required for generating
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the deformation grid, which means that the additional work is significantly
less than the main fluid-solid part. The presented method is compared to the
pure multigrid FBM using an equidistance mesh through a numerical simula-
tion of a benchmark configuration of 2D flow around an airfoil in a channel.
Its accuracy improvement is shown to be excellent.

2 Grid deformation method

In this section, we briefly describe the grid deformation method which will be
adopted and coupled with our multigrid fictitious boundary method (FBM)
(see the next section) to solve numerically the fluid-rigid solid problems. The
details of the grid deformation method can be found in [7].

Grid deformation problems can be equated to construct a transformation
φ, x = φ(ξ) from the computational space (with coordinate ξ) to the physical
space (with coordinate x). There are two basic types of grid deformation
methods, local based and velocity based, generally computing x by minimizing
a variational form or computing the mesh velocity v = xt using a Lagrangian-
like formulation. The grid deformation method we will employ belongs to
the velocity-based method, which is based on Liao’s work [6] and Moser’s
work [8]. This method has several advantages: only linear Poisson problems
on fixed meshes are needed to be solved, the monitor function can be obtained
directly from an error distribution, mesh tangling can be prevented, and the
data structure is always the same as that for the starting mesh (see [7]).

Suppose g(x) (area function) to be the area distribution on the undeformed
mesh, while f(x) (monitor function) in contrast describes the absolute mesh
size distribution of the target grid, which is independent of the starting grid
and chosen according to the need of physical problems. Then, the transfor-
mation φ can be computed via the following four steps:

1. Compute the scale factors cf and cg for the given monitor function f(x) >
0 and the area function g using

cf

∫

Ω

1
f(x)

dx = cg

∫

Ω

1
g(x)

dx = |Ω|, (1)

where, Ω ⊂ R
2 is a computational domain, and f(x) ≈ local mesh area.

Let f̃ and g̃ denote the reciprocals of the scaled functions f and g, i.e.,

f̃ =
cf
f
, g̃ =

cg
g
. (2)

2. Compute a grid-velocity vector field v : Ω → R
n by satisfying the following

linear Poisson equation

−div(v(x)) = f̃(x)− g̃(x), x ∈ Ω, and v(x) · n = 0, x ∈ ∂Ω, (3)
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where n being the outer normal vector of the domain boundary ∂Ω, which
may consist of several boundary components.

3. For each grid point x, solve the following ODE system

∂ϕ(x, t)
∂t

= η(ϕ(x, t), t), 0 ≤ t ≤ 1, ϕ(x, 0) = x, (4)

with

η(y, s) :=
v(y)

sf̃(y) + (1− s)g̃(y)
, y ∈ Ω, s ∈ [0, 1]. (5)

4. Get the deformed grid points via

φ(x) := ϕ(x, 1). (6)

3 Numerical solution of the fluid-solid system

In this section, we will describe how to solve numerically the coupled fluid-rigid
solid problems by using our multigrid FBM and the above grid deformation
method.

3.1 Governing equations in the frame of FBM

For a detailed description of the multigrid fictitious boundary method (FBM),
the reader is referred to Refs. [4, 5]. The governing coupled fluid-solid system
in the frame of the FBM can be given by






∇ · u = 0 (a) for X ∈ ΩT ,

ρf
(
∂ u
∂ t + u · ∇u

)
−∇ · σ = 0 (b) for X ∈ Ωf ,

u(X) = Us + ωs × (X−Xs) (c) for X ∈ Ω̄s,

(7)

where σ is the total stress tensor in the fluid phase defined as

σ = −p I + µf

[

∇u + (∇u)T
]

. (8)

Here I is the identity tensor, fluid viscosity µf = ρf · ν, ρf is the fluid
density, p is the pressure and u is the fluid velocity. Ωf is the domain occupied
by the fluid, and Ωs the domain occupied by the rigid bodies, ΩT = Ωf ∪Ωs
the entire computational domain.

The equations that govern the motion of the rigid body are the follow-
ing Newton-Euler equations, i.e., the translational velocities Us and angular
velocities ωs of the rigid body satisfy

Ms
dUs
d t

= (∆Ms)g + Fs , Is
dωs
d t

+ ωs × (Is ωs) = Ts , (9)
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where Ms is the mass of the rigid body; Is is the moment of the inertia
tensor; ∆Ms is the mass difference between the mass Ms and the mass of
the fluid occupying the same volume; g is the gravity vector; Fs and Ts are
the resultants of the hydrodynamic forces and the torque about the center of
mass acting on the rigid body which are calculated by

Fs = −
∫

ΩT

σ · ∇αs dΩ , Ts = −
∫

ΩT

(X−Xs)× (σ · ∇αs) dΩ . (10)

Here the function αs is defined by

αs(X) =

{
1 for X ∈ Ω̄s,

0 for X ∈ ΩT \Ωs.
(11)

The position Xs of the rigid body and its angle θs are obtained by inte-
gration of the kinematic equations

dXs
d t

= Us ,
d θs
d t

= ωs. (12)

3.2 ALE formulation

When the grid deformation method described in section 2 is applied to the
multigrid FBM, a mesh velocity Wm should be introduced in the convective
term of Eq. (7b), i.e.,

ρf

[
∂ u
∂ t

+ (u−Wm) · ∇u
]

−∇ · σ = 0 for X ∈ Ωf . (13)

In the literature this is referred to as an Arbitrary Lagrangian-Eulerian
(ALE) formulation. Note that the mesh velocities Wm do not appear in the
continuity equation, as a pressure-Poisson equation is solved to satisfy the
continuity equation in an outer loop. Care has to be taken to satisfy the geo-
metric conservation law (GCL), where the mesh velocity Wm must be equal
to the movement of the mesh velocity ∆x during the time step. Therefore, the
mesh velocities Wm should be calculated according to the nodal movement
from the previous time step by

Wm =
1
∆t

(xn+1 − xn) , (14)

where ∆t is the time step size tn+1 − tn.

3.3 Numerical realization in FEATFLOW

A special solver has been developed to solve the coupled fluid-rigid solid prob-
lems in the ALE formulation by using the multigrid FBM and the grid defor-
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mation method. It is essentially based on the discrete projection type solver
PP2D from the FEATFLOW package [9, 10].

In this solver, we first semi-discretize in time by a Fractional-step-θ-scheme
(see [9]). Then, we obtain a sequence of generalized stationary Navier–Stokes
equations with both prescribed boundary values and fictitious boundary con-
ditions for the moving rigid body in the fluid in every time step, which is a
nonlinear saddle point problem that has to be discretized in space. For the
spatial discretization, we choose the nonconforming Q̃1/Q0 element pair, in
which the nodal values are the mean values of the velocity over the element
edges and the mean values of the pressure over the elements. The non-linear
one-step projection solution process is accelerated with a multigrid technique
[9]. In each time step, a new deformation mesh is generated based on the
starting mesh and two auxiliary routines are designed to update the system
matrices and to calculate the mesh velocity according to the new position of
the deformation mesh nodes, respectively. After the fluid part calculation, we
can do the solid part calculation, including the calculation of the correspond-
ing hydrodynamic forces and the torque acting on the rigid body as well as
the updating of the new positions and velocities of the solid body.

4 Verification of the numerical techniques

The new solver is validated in this section by a benchmark configuration of
2D flow around an airfoil in a channel (see [3] for the details) to assess the
accuracy and efficiency of the proposed combination based on the multigrid
FBM and the grid deformation method compared to the results without using
the grid deformation method.

We consider a NACA0012 airfoil that has a fixed center of mass and is
induced to rotate freely around its center of mass due to hydrodynamical forces
under the action of an incoming incompressible viscous flow in a channel. The
channel is of width 20 and height 4. All values are in non-dimensional form.
The density of the fluid is ρf = 1 and the density of the airfoil is ρp = 1.1. The
viscosity of the fluid is νf = 10−2. The initial condition for the fluid velocity
is u = 0 and the boundary conditions are given as u = 0 when y = 0 or 4
and u = 1 when x = 0 or 20 for t ≥ 0. Initial angular velocity and angle of
incidence of the airfoil are zero. The airfoil length is 1.0089304 and the fixed
center of mass of the airfoil is at (0.420516, 2). Hence the Reynolds number is
about 101 with respect to the length of the airfoil and the inflow speed.

The simulation is implemented on both fixed equidistance meshes and
moving deformation meshes, each of them for two different levels, i.e., Level =
7 with 41409 nodes and 40960 elements, as well as Level = 8 with 164737
nodes and 163840 elements. The deformation mesh is generated in each time
step in order to always keep grid alignment near the surface of the induced
rotating airfoil. Fig. 1 (a) gives the starting equidistance mesh used to gen-
erate deformation meshes. In Fig. 1 (b), one deformation mesh at t = 16.0
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(a) Starting mesh (b) Deformation mesh (t = 16.0)

Fig. 1. Starting mesh and deformation meshes for a NACA0012 airfoil in a channel
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Fig. 2. The time history of θ and ω of the rotating airfoil and zoom mesh

is presented, its local zoom is illustrated in Fig. 2 (c). Fig. 2 (a) and Fig. 2
(b) plot the time history of the angle of incidence θ and the angular veloc-
ity ω of the induced rotating airfoil calculated by using deformation meshes
and equidistance meshes, each of them performed by two levels LEVEL = 7
and LEVEL = 8, respectively. The vector field and vorticity distribution at
t = 16.0 are shown in Fig. 3. From these figures and pictures, we can see that
the airfoil quickly reaches a periodic motion and intends to keep its broad-
side perpendicular to the in-flow direction which is a stable position for a
noncircular rigid body settling in a channel at moderate Reynolds numbers.
We observe that the results of the deformation meshes converge better to a
mesh independent solution than those of the equidistance meshes, and are
in excellent agreement with those obtained by Glowinski, Joseph and coau-
thors [3]. The results of the equidistance meshes exhibit too much numerical
oscillation and lose stability since they cannot catch very well the velocity
field close to the leading edge of the airfoil, which causes the numerical so-
lution blew up near the leading edge of the airfoil. Obviously, good results
and a significant accuracy improvement are achieved by using the grid defor-
mation technique. It illustrates that the presented method can easily handle
more complex shapes of rigid bodies and obtain more accurate and satisfying
results than those without employing the grid deformation method.

5 Conclusions

We have presented the combination of the multigrid fictitious boundary
method (FBM) and the grid deformation method for the simulations of 2D
coupled fluid-rigid solid problems. Deformed grids, created from an arbitrary
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(a) Local vector field (b) Vorticity

Fig. 3. Induced rotation of a NACA0012 airfoil in a channel at t = 16.0

starting mesh, can preserve the topology of the mesh and the underlying data
structure, while at the same time, the grid points can be concentrated and
aligned near the surfaces of the solid bodies. Therefore, a better approximation
of the solid surfaces is achieved. Incorporating the grid deformation method
with the multigrid fictitious boundary method, an ALE formulation with a
multigrid finite element solver is applied to solve the fluid flow, and the rigid
body can move freely through the deformed meshes. Numerical examples have
illustrated that the accuracy for dealing with the interaction between the fluid
and the solid body can be significantly improved by the presented method.
The presented method can be easily extended to the 3D case once 3D multigrid
fictitious boundary method and 3D grid deformation method are available.

References

1. Hu, H.H., Joseph, D.D., Crochet, M.J.: Direct Simulation of Fluid Particle Mo-
tions. Theor. Comp. Fluid Dyn., 3, 285–306 (1992)

2. Maury, B.: Direct Simulations of 2D Fluid-Particle Flows in Biperiodic Domains.
J. Comput. Phy., 156, 325–351 (1999)

3. Glowinski, R., Pan, T.W., Hesla, T.I., Joseph, D.D., Periaux, J.: A Fictitious
Domain Approach to the Direct Numerical Simulation of Incompressible Viscous
Flow Past Moving Rigid Bodies: Application to Particulate Flow. J. Comput.
Phy., 169, 363–426 (2001)

4. Turek, S., Wan, D.C., Rivkind, L.S.: The Fictitious Boundary Method for the
Implicit Treatment of Dirichlet Boundary Conditions with Applications to In-
compressible Flow Simulations. Challenges in Scientific Computing, Lecture
Notes in Computational Science and Engineering, Vol. 35, Springer, 37–68
(2003)

5. Wan, D.C., Turek, S.: Direct Numerical Simulation of Particulate Flow via
Multigrid FEM Techniques and the Fictitious Boundary Method. Int. J. Nu-
mer. Method in Fluids, in press (2006)



914 Decheng Wan and Stefan Turek

6. Cai, X.X., Fleitas, D., Jiang, B., Liao, G.: Adaptive Grid Generation Based
on Least–Squares Finite–Element Method. Computers and Mathematics with
Applications, 48(7-8), 1077–1086 (2004)
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Summary. We propose an iterative finite element method for solving non-linear
hydromagnetic and steady Euler’s equations. Some three-dimensional computational
tests are given to confirm the convergence and the high efficiency of the method.

1 Introduction. Statement of the problem

The understanding of plasma equilibria is one of the most important problems
in magnetohydrodynamics and arises in several fields including solar physics
and thermonuclear fusion. Such an equilibria is often governed by the well
known steady hydromagnetic equations

curlB×B +∇p = 0, (1)
div B = 0, (2)

which describe the balance of the Lorentz force by pressure. Here B and p are
respectively the magnetic field and the pressure.

Notice that system (1)+(2) is quite similar to steady inviscid fluid equa-
tions

v.∇v +∇p = 0, (3)
div v = 0. (4)

This analogy is due to the vectorial identity
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v.∇v −∇|v|
2

2
= curl v × v.

System of equations (1)+(2) must be completed with some boundary condi-
tions on B and p. Physical considerations suggest to prescribe the boundary
normal field component:

B.n = g on ∂Ω (5)

where g satisfies the compatibility condition
∫

Ω

g = 0 due to the equation

div B = 0. Defining the inflow boundary as Γ− = {x ∈ Ω, B(x).n(x) < 0},
one can also prescribe the normal component curlB.n of the current density
and the pressure p on Γ−

curlB.n = h on Γ−, (6)

p = p0 on Γ−. (7)

One can notice that if the pressure is neglected, equations (1)+(2) become

curlB×B = 0, (8)
div B = 0. (9)

Equation (8) means that the magnetic field and its curl, which represents the
current density, are everywhere aligned. The magnetic field is said Beltrami
or force-free (FF). A usual way to tackle the problem (8) + (9) consists to
rewrite equation (8) into the form

curlB = λ(x)B, (10)

where λ(x) is a scalar function which can be a constant function or can depend
on x. In the former, the B field is said linear FF. In the latter, it is said non
linear.
Some partial results concerning existence of 3D solutions of equations (1)+(2)
in bounded domains are given in [1] and [11]. Linear force-free-fields were
studied in [4]. For the existence of non-linear ones the reader can refer to
[5, 3].

The numerical solving of equations (1)+(2) and equations (8)+(9) is of
importance in magnetohydrodynamics studies and in solar physics. As it is
known, the reconstruction of the coronal magnetic field has is of a great utility
in observational and theoretical studies of the magnetic structures in the solar
atmosphere. In this paper, we propose an iterative process for solving these
equations (section 2). A finite element method is proposed for solving each
one of the arising problems.
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2 An iterative method for the magnetostatic system

Our objective here is to expose an iterative method for solving the non-linear
equations (1)+(2) in a bounded and simply-connected domain. The starting
idea of the method consists to split the current density ω = curlB into the
sum

ω = ω|| + ω⊥, (11)

where the vector field ω|| = µ(x)B is collinear to B, while ω⊥ is perpendicular
to B. The problem is decomposed formally into a curl-div system on B(x)
and two first order hyperbolic equations on µ(x) and p(x).

More precisely, writing ω||(x) = µ(x)B(x) where µ is a scalar function
and taking the divergence of (11), gives

B.∇µ = −div ω⊥. (12)

Notice that the pressure satisfies a similar equation since

B.∇p = 0. (13)

Equation (1) becomes
ω⊥ ×B = −∇p, (14)

which means that ω⊥(x) =
1

|B(x)|2∇p(x)×B(x) if |B(x)| 	= 0.

In consideration of these remarks, we are going now to propose an iterative
process to solve non-linear systems (1)+(2). In this process the transport
equation (12) is perturbed by adding an artificial reaction term. Namely, we
construct a sequence (B(n), p(n))n≥0 as follows:
• The starting guess B0 ∈ H1(Ω) is chosen as the irrotational field associ-

ated to g defined by

curlB0 = 0 in Ω, div B0 = 0 in Ω and B0.n = g on ∂Ω. (15)

This is a usual problem which can be reduced to a scalar Neumann problem
since the domain is simply-connected.

• For all n ≥ 0, p(n) is solution of the system
{

B(n).∇p(n) + ηp(n) = ηp(n−1) in Ω,
p(n) = p0 on ∂Ω,

(16)

where η is a small parameter and p(−1) = 0.

• For all n ≥ 0, ω⊥
(n) =

1
|B(n)|2∇p(n) ×B(n) and ω||

(n) = µ(n)B(n), where

µ(n) satisfies
{

B(n).∇µ(n) + εµ(n) = −div ω⊥
(n) + εµ(n−1) in Ω,

µ(n)(B(n).n) = h− ω⊥
(n).n on Γ−.

(17)

Here µ(−1) = 0 and ε is a small parameter.
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• For all n ≥ 0, B(n+1) = B0 + b(n+1), with b(n+1) solution of





curl b(n+1) = ω(n) +∇q(n) in Ω,
div b(n+1) = 0 in Ω,
b(n+1).n = 0 on ∂Ω,

where ω(n) = ω||
(n) + ω⊥

(n) while q(n) is solution of the Laplace problem

−∆q(n) = div ω(n) in Ω, and q(n) = 0 on ∂Ω. (18)

Notice that the appearance of the correction term ∇q(n) is due to the fact
that div (ω(n)) is not zero in general.

The convergence of this iterative process is not an easy matter. We con-
jecture that it converges if h is sufficiently small and |B0(x)| ≥ c > 0 in Ω for
some constant c > 0. Nevertheless, in the case of linear force-free fields (in that
case the algorithm is simplified since at each iteration p(n) = 0, ω⊥

(n) = 0
and µ(n) is a fixed real) Boulmezaoud and Amari [6] proved that this process
is super-convergent. The proof of convergence in the general case is not given
and remains an open question.

Notice that the same algorithm can be used for computing linear or non-
linear force-free fields which are solutions of (9)+(10), provided that the com-
putation of the pressure p(n) and the vector field ω⊥

(n) are dropped.

3 Finite element discretization

Here we give a short description of the finite elements methods we use for
solving problems arising in the iterative process exposed above. Observe first
that at each iteration of the algorithm one should solve two problems:
(a) A reaction-convection problem of the form: find u solution of

{
div (uB) + σu = f in Ω,

u = h on Γ−.
(19)

(b) A vector potential problem: find the pair (b, q) satisfying





curl b−∇q = j in Ω,
div b = 0 in Ω,
b.n = 0 on ∂Ω,

q = 0 on ∂Ω.

(20)

We begin with the approximation of (19).
It is well known that the direct application of a Galerkin finite elements

method to the singularly perturbed problem (19) may lead to the appearance
of spurious oscillations and instabilities. In the two last decades, several meth-
ods were proposed to remove this drawback (especially in the two dimensional
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case). Among these methods, one can recall the streamline diffusion method
(see Brookes and Hughes [8], see also, e. g., Johnson et al. [10]), the discon-
tinuous Galerkin method (see Lesaint [12]) and bubble functions methods (see,
e. g., Brezzi et al. [7]). Here we shall use the method of streamline diffusion.

Thus, let us consider a family of regular triangulations (Th) of Ω. The
discrete problem we consider is

(Ph)
{

Find uh ∈Wh such that
ah(uh, wh) = �h(wh), ∀wh ∈Wh,

where

ah(uh, wh) =
∫

Ω

(B.∇uh + σuh).(wh + δhB.∇wh)dx−
∫

Γ−
uhwh(B.n)dx,

�h(wh) =
∫

Ω

f(x)(B.∇wh + δhwh)−
∫

Γ−
α0wh(B.n)dx.

Here Wh stands for the finite elements space

Wh = {vh ∈ H1(Ω); v|K ∈ Pk(K), ∀K ∈ Th},

where for each K ∈ Th, Pk(K) denotes the space of polynomials of degree
less or equal k.

One can prove that the problem (Ph) has a unique solution uh ∈ Wh

when δhσ < 1. Moreover, if δh = ch for some constant c and if B ∈ L∞(Ω)3 ∩
H(div ; Ω) and u ∈ H�+1(Ω) for some � ≥ 1, then

(1− δhσ)‖|u− uh‖| ≤ Ch�+1/2‖u‖H	+1(Ω), (21)

where ‖|w‖|2Ω = δh‖B.∇w‖2L2(Ω) + σ‖w‖2L2(Ω) + ‖|B.n|1/2w‖2L2(∂Ω).

Now, we deal with the approximation of the curl-div system (20), which
can be dispatched into two problems: a variational problem (Q) in terms of b
and the fictitious unknown θ = 0, and Laplace equation (18) in terms of q. We
only deal with the approximation of b, since we shall see that the computation
of the q is useless. Denote by H(curl ; Ω) the space

H(curl ; Ω) = {v ∈ L2(Ω)3; curl v ∈ L2(Ω)3}

equipped with its usual norm. The statement of problem (20) suggests the use
of an H(curl ; Ω) approximation. Define M the space

M = {v ∈ H1(Ω),
∫

Ω

v dx = 0}.

Let Xh ⊂ H(curl ; Ω), Mh ⊂M two finite-dimensional subspaces and set

Vh = {vh ∈ Xh; (vh,∇µh) = 0, ∀µh ∈Mh}.
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We make the following assumptions

(H1) the inclusion {∇µh, µh ∈Mh} ⊂ Xh holds,
(H2) there exists a constant C such that

‖vh‖0,Ω ≤ C‖curl vh‖0,Ω , ∀vh ∈ Vh.

The discrete version of problem (20) writes

(Qh)






Find (bh,θh) ∈ Xh ×Mh such as

∀vh ∈ Xh,

∫

Ω

curl bh.curl vhdx +
∫

Ω

vh.∇θhdx =
∫

Ω

j.curl vhdx,

∀µh ∈Mh,

∫

Ω

bh.∇µh = 0.

According to Amrouche and al. [2], the problem (Qh) has one and only one
solution (bh, θh) with θh = 0, and

‖b− bh‖H(curl ;Ω) ≤ C inf
vh∈Xh

‖b− vh‖H(curl ;Ω). (22)

A simple manner for constructing the spaces Xh and Mh is to use the H(curl )
conforming elements of Nédelec [13] (see Amrouche and al.). In that case, the
following estimate holds

‖b− bh‖H(curl ;Ω) ≤ Ch�{|b|�,Ω + |b|�+1,Ω}, (23)

which is valid if b ∈ H�+1(Ω).
An important feature of the discrete system (Qh) is that only the discrete

vector field bh is really unknown. Actually, we know that θh = 0 . This
property can be exploited from a practical viewpoint to reduce the discrete
system to a smaller one by eliminating θh. In term of matrices, the system
writes (

Acurl BT

B 0

)(
X
Y

)

=
(
Ccurl

0

)

(24)

where Acurl is a symmetric and positive square matrix (Acurl is not definite
neither invertible). We can state the following

Lemma 1. Let Λ be a square positive, definite and symmetric matrix having
the same size as A. Then, the pair (X,Y ) is solution of (24) if and only if
Y = 0 and X is solution of

(Acurl + BTΛB)X = Ccurl. (25)

Remark 1. In Lemma 1, the matrix Acurl and the RHS Ccurl are not arbitrary.
Indeed, if G denotes the matrix of the operator∇ : Mh → Xh, then necessarily
GTAcurl = 0 and GTCcurl = 0. These identities are the discrete counterpart
of the continuous relations div (curl .) = 0 and div j = 0.
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A serious advantage of the new system (25) comparing with (24) is that num-
ber of unknowns is reduced.

4 Computational tests

In this last section, we expose some computational results we obtain with a 3D
code. This code use the iterative method and the finite elements discretization
exposed above to solve problem (1)+(2) and problem (10)+(9). We compare
the exact solution and the numerical solution and we show the behavior of
the errors in terms of h. Two exact solutions are used for the tests.

• Test 1 (a non-linear force-free-field).
Let (r, θ, z) the cylindrical coordinates with respect to a point (x0, y0, 0)

(x0 = −3 and y0 = −3). The pair (B, p) is given B =
1√
r
(eθ + ez), p(x) =

0. This is a non-linear force-free field with λ =
1
2r

. Table 1 shows the be-

havior of the residue ‖B(n+1)−B(n)‖0,Ω and the product curlB(n)×B(n)

versus the iteration number. This example illustrates the superconvergence
of the algorithm.

Table 1. Evolution of
‖B(n+1)−B(n)‖0,Ω

‖B(n)‖0,Ω
and ‖curlB(n) × B(n)‖∞.

n
‖B(n+1)−B(n)‖0,Ω

‖B(n)‖0,Ω
‖curlB(n) ×B(n)‖∞

0 0.09912 6.740e-15
1 0.00566 0.06781
2 0.00036 0.01939
3 2.644e-05 0.01910

• Test 2: (Bennet pinch) . The pair (B, p) is given by

B = ∇A× ey and p =
λ

2
mE2A with A = − ln(

1 + λk2(x2 + z2)
2k

).

In table 2, the relative L2 errors on B and p after convergence of the
algorithm are shown. These error decreases as h1.8, which confirms the
high accuracy of the method.
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Table 2. Relative errors on Bh and ph in norm L2 (test 2).

h
‖B−Bh‖0,Ω

‖B‖0,Ω

‖p−ph‖0,Ω

‖p‖0,Ω

0.69282 0.03837 0.08648
0.23094 0.00492 0.01102
0.13856 0.00191 0.00396
0.09897 0.00108 0.00201

Fig. 1. Superposition of the the exact and the numerical solutions in the case of
test 1 on the left and in a (x − z) plane 2D cut for the test 2 on the right.
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Summary. The aim of this paper is to show the existence and present a numerical
analysis of weak solutions for a quasi-linear elliptic problem with Dirichlet boundary
conditions in a domain Ω and data belonging to L1(Ω). A numerical algorithm to
compute a numerical approximation of the weak solution is described and analyzed.
Numerical examples are presented and commented.

1 Introduction

The principal objective of this work is to give a result of existence and present
a numerical analysis of weak solutions for the following quasi-linear elliptic
problem:

{
−∆u(x) + G(x,∇u(x)) = F (x, u(x)) + f(x) in Ω ,
u(x) = 0 on ∂Ω

(1)

where G,F are Caratheodory non negative functions. The function f ∈ L1(Ω)
is given finite non negative. The domain Ω ⊂ R

N is open and bounded. Such
problems arise from biological, chemical and physical systems.

The two essential ingredients to the analysis of this problem are the con-
vexity of s→ G(x, s) and that G(x, s) is sub-quadratic w.r.t. s namely:

G(x, s) ≤ C(k(x) + ‖s‖2), where k(x) ∈ L1(Ω) and C > 0 . (2)

Then the problem (1) has a solution in W 1,q
0 (Ω) where 1 ≤ q < N/(N − 1),

N ≥ 2, provided that (1) has a super-solution in W 1,1
0 (Ω).
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In previous work [4] the authors show the existence of a weak solution in
the one-dimensional case and with arbitrary growth of the non linearity and
data measure.

We study a numerical method to compute the solution of the problem
(1). In the first step we compute a super solution using a domain decompo-
sition method. In the second step we compute a sequence of solutions of an
intermediate problem obtained by using the Yosida approximation of G. This
sequence converges to the weak solution of the problem (1).

2 Statement of the main result

Throughout this paper we suppose

f ∈ L1(Ω), f ≥ 0 . (3)

The functions G : Ω×R
N → [0,+∞[ and F : Ω×R→ [0,+∞[ are such that:

G,F are measurable, r → G(x, r) and u→ F (x, u) are continuous. (4)

G is convex in r and F is nondecreasing in u , (5)

G(x, 0) = min
{
G(x, r), r ∈ R

N
}

= 0 , and F (x, 0) = 0 , (6)

G(x, r) ≤ C(|r|2 + K(x)) , (7)
F (x, u) ∈ L1(Ω) for every u ∈ R (8)

with a constant C > 0 and K ∈ L1(Ω).
We introduce now the notion of weak solutions of problem (1).

Definition 1. A function u is said to be a weak solution of the problem (1),
if

{
u ∈W 1,1

0 (Ω), G(x,∇u) and F (x, u) ∈ L1(Ω),
−∆u + G(x,∇u) = F (x, u) + f in D′(Ω).

(9)

We will be interested in proving the existence of weak positive solutions
of problem (1).

Theorem 1. Under hypotheses (3)—(7), and assuming that there exists w
such that {

w ∈W 1,1
0 (Ω), F (x,w) ∈ L1(Ω),

−∆w = F (x,w) + f in D′(Ω),
(10)

the problem (1) has a positive weak solution.
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3 Proof of theorem 1

3.1 Approximation scheme

We consider the sequence defined by u0 = w and for n ≥ 0, un+1 is the
solution of the problem

{
−∆un+1 + Gn+1(x,∇un+1) = F (x, un) + f in D′(Ω),
un+1 ∈W 1,1

0 (Ω), Gn+1(x,∇un+1) ∈ L1(Ω),
(11)

where Gn(x, r) denotes the Yosida approximation of G(x, r). The function
Gn(x, r) is convex in r, increases pointwise to G(x, r) as n tends to ∞ and
satisfies

Gn ≤ Gn+1 ≤ G, ‖Gn,r(x, r)‖∞ ≤ n, (12)

where Gn,r denotes a section of subdifferential of Gn with respect to r.
The classical works ([3, 6, 9]) combined with an induction argument can

be applied to prove that (11) has a solution such that

0 ≤ un+1 ≤ un ≤ w. (13)

3.2 Estimates and convergence

Let {un}n be a sequence defined as above. By integrating (11) in Ω and using
(13) we obtain

∫

Ω

Gn+1(x,∇un+1)dx ≤
∫

Ω

F (x,w)dx+
∫

Ω

f(x)dx. (14)

Therefore ‖∆un+1‖L1(Ω) is bounded. Then there exists a subsequence still
denoted by un for simplicity, such that un converges strongly to some u in
W 1,q

0 (Ω), 1 ≤ q < N/(N − 1), and (un,∇un) converges to (u,∇u) almost
everywhere in Ω (see [3]).

Let us prove that u is in fact a solution of problem (1). According to the
definition 2.1, we only have to show that

−∆u + G(x,∇u) = F (x, u) + f in D′(Ω). (15)

We know that F (x, un) −→ F (x, u) strongly in L1(Ω) and, for almost every
x in Ω, there holds Gn+1(x,∇un+1(x)) −→ G(x,∇u(x)).

Then there exists a non-negative measure µ (see [7]) such that

−∆un+Gn+1(∇un+1)−F (un)− f −→−∆u+G(∇u)−F (u)−f+µ in D′(Ω),

as n goes to ∞.
On the other hand

−∆un+1 + Gn+1(x,∇un+1) = F (x, un) + f−→F (x, u) + f in L1(Ω). (16)
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Consequently

−∆u + G(x,∇u) ≤ F (x, u) + f in D′(Ω). (17)

Therefore to conclude the proof of theorem 1, we must establish the opposite
inequality. To this end we introduce the following test function

ψ exp(−Cun+1)H(
un+1

k
), (18)

where H ∈ C1(R), 0 ≤ H(s) ≤ 1, H(s) = 0 if |s| ≥ 1 and H(s) = 1 if |s| ≤
1
2 , C is given by relation (7) and ψ ≤ 0, ψ ∈ H1

0 (Ω) ∩ L∞(Ω). We multiply
the equation satisfied by un+1 in (11) by this test function and we integrate
in Ω, to obtain

∫

Ω

(fn + F (x, un))ψ exp(−Cun+1)H(
un+1

k
) dx = I1 + I2 + I3,

where

I1 =
∫

Ω

∇un+1∇ψ exp(−Cun+1)H(un+1
k ) dx,

I2 = 1
k

∫

Ω

|∇un+1|2 ψ exp(−Cun+1)H ′(un+1
k ) dx,

I3 =
∫

Ω

(Gn+1(x,∇un+1)− C |∇un+1|2)ψ exp(−Cun+1)H(un+1
k ) dx.

(19)

By investigating separately each term, we get

lim
n→∞

I1 =
∫

Ω

∇u∇ψ exp(−Cu)H(
u

k
) dx

and lim
k→∞

I2 = 0 uniformly on n.

Now we investigate the remaining term I3. Since Gn+1 satisfies the inequality
(7), ψ ≤ 0, and by applying Fatou’s lemma, we obtain

lim
n→∞

I3 ≥
∫

Ω

(G(x,∇u)− C |∇u|2)ψ exp(−Cu)H(
u

k
)dx. (20)

Finally we have shown
∫

Ω

∇u∇ψ exp(−Cu)H(
u

k
)dx +

∫

Ω

ψ(G(x,∇u)− C |∇u|2) exp(−Cu)H(
u

k
)dx

+ω(
1
k

) ≤
∫

Ω

(F (x, u) + f)ψ exp(−Cu)H(
u

k
)dx,
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where ω(ε) denotes a quantity that tends to 0 when ε tends to 0. Now we
choose ψ = −ϕ exp(Cu)H(uk ), where ϕ ≥ 0, ϕ ∈ D(Ω) and we replace ψ by
this value in the previous inequality to get after appropriate calculations and
using that the third term is equivalent to ω( 1

k )

−
∫

Ω

∇u∇ϕH(
u

k
)2dx−

∫

Ω

ϕG(x,∇u)H(
u

k
)2dx + ω(

1
k

)

≤ −
∫

Ω

(F (x, u) + f)ϕH(
u

k
)2dx.

We finally pass to the limit as k tends to infinity and we use the fact that
lim
k→∞

H(uk ) = 1, to conclude for every ϕ ≥ 0, ϕ ∈ D(Ω) that

∫

Ω

∇u∇ϕdx +
∫

Ω

ϕG(x,∇u)dx ≥
∫

Ω

(F (x, u) + f)ϕdx.

This finishes the proof of the theorem 1.

4 Numerical method

4.1 Introduction

In this section we present the numerical method to solve the equation (1) in
R

2. Formally the algorithm can be formulated in the following way:
1) Find w ∈ H1

0 (Ω) such that:

−∆w(x) ≥ F (x,w) + f in Ω. (21)

2) Given u0 = w we compute a sequence, {un}n, solution in H1
0 (Ω) of the

non linear equation:

−∆un+1(x) + Gn+1(x,∇un+1) = F (x, un) + f in Ω. (22)

Both problems (21) and (22) are non-linear, and if (21) has a solution, in
theorem 1 we have shown that (22) then also has a solution.

4.2 Numerical algorithm

This subsection summarizes the algorithm introduced in the previous subsec-
tion.

1) First step: given w0 = 0, iteratively for k = 1 until convergence we
compute wk+1 = wk + δ where at each iteration δ is the solution of the
linear problem:
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{

−∆δ(x)− ∂F (x,wk)
∂r δ(x) = ∆wk(x) + F (x,wk) + f in Ω,

δ(x) = 0 on ∂Ω.
(23)

To solve at each iteration the linear problem (23) we consider the domain
decomposition method which will be introduced as follows:
a) We compute c∞ =

∥
∥
∥
∂F (wk)
∂r

∥
∥
∥
∞

. Determine an overlapping subdomain
decomposition Ωi, i = 1, . . . ,m such that Ω = ∪mi=1Ωi and satisfies:

max{mes(Ωi), i = 1, . . . ,m} < min(
c0π

2

c∞
,

π

2
√
c∞

). (24)

We denote by m the number of subdomains Ωi and ∂Ωi is the boundary
of Ωi.

b) Iteratively:
for l = 1,..until convergence and for i = 1, . . . ,m we solve the following
subdomain problems:





−∆δli(x)− ∂F (x,wk)
∂r δli(x) = ∆wk(x) + F (x,wk) + f in Ωi,

δli(x) = δl−1
j (x), on ∂Ωi ∩Ωj ,

δli(x) = 0, on ∂Ω ∩ ∂Ωi.

(25)

On each subdomain Ωi we consider a finite element approximation method
with Ni elements. At the end of the l-th loop we have computed an ap-
proximate discrete solution of the linear indefinite problem (23).

2) At this step for u0 = w, iteratively for n = 1, until convergence we solve
the following non-linear problem

{
−∆un(x) + Gn(x,∇un) = F (x, un−1) + f in Ω,

un(x) = 0 on ∂Ω.
(26)

At each n-th step the problem (26) is solved by using a Newton method.
The discrete approximation of the solution of (1) is obtained at the end of
the n-th loop.

4.3 Convergence of the domain decomposition method

To simplify, without lost of generality, we assume that we can consider a
two-domain decomposition Ω = Ω1

⋃
Ω2 such that:

max{mes(Ωi), i = 1, 2} < min(
c0π

2

c∞
,

π

2
√
c∞

). (27)

Now to prove the convergence of the Schwarz overlapping domain decom-
position algorithm applied to problem (23), we consider two problems:
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{
−∆v1 (x) + c(x) v1 (x) = h(x) in Ω1,

v1(x) = 0 on ∂Ω ∩ ∂Ω1; v1(x) = v2(x) on ∂Ω1 ∩Ω2
(28)

and {
−∆v2(x) + c(x) v2(x) = h(x) in Ω2,
v2(x) = v1(x) on ∂Ω2 ∩Ω1; v2(x) = 0 on ∂Ω ∩Ω2.

(29)

Let v be

v =
{

v1 in Ω1,
v2 in Ω2,

(30)

v1 = v2 in Ω1 ∩Ω2.
With the restriction (27) we can suppose the existence of a solution of (28)

in W 1,q
0 (Ω1) and a solution of (29) in W 1,q

0 (Ω2).
Then, if v0 is an initialization function defined in Ω and vanishing in ∂Ω,

we define for k ≥ 0 two sequences vki , i = 1, 2 solving the following problems:
{

−∆vk+1
1 (x) + c(x) vk+1

1 (x) = h(x) in Ω1,

vk+1
1 (x) = 0 on ∂Ω ∩ ∂Ω1; vk+1

1 (x) = vk2 (x) on ∂Ω1 ∩Ω2
(31)

and
{

−∆vk+1
2 (x) + c(x) vk+1

2 (x) = h(x) in Ω2,

vk+1
2 (x) = vk1 (x) on ∂Ω2 ∩Ω1; vk+1

2 (x) = 0 on ∂Ω ∩Ω2.
(32)

Theorem 2. Assume Ω1 and Ω2 with the restriction (27). Then the sequence
vk converges to v in W 1,q

0 (Ω1) and W 1,q
0 (Ω2).

Proof. We give here an idea of the proof.
Let dk = vk1 − v in Ω1 and ek = vk2 − v in Ω2 then dk ∈ L∞(Ω1) and

ek ∈ L∞(Ω2).
Thanks to the maximum principle we prove the following inequalities:

||dk+2||∞ ≤ γ ||dk||∞ and ||ek+2||∞ ≤ γ ||ek||∞ (33)

where γ < 1.
But to be able to apply the maximum principle it will be necessary that

the subdomains Ω1 and Ω2 verify the restriction (27).

4.4 Numerical results

The algorithm introduced in the previous section has been implemented nu-
merically for the model problem (1) where:
G(x, r) = |r|p = (r2

1 + r2
2)

p
2 and r = (r1, r2) ∈ R

2 for 1 < p <∞.
F (x, s) = η sq where s ∈ R

+ and 1 < q <∞.

f(x) = xα1 + xβ2 where x = (x1, x2) ∈ Ω and −1 < α, β <∞.
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Fig. 1. η = 45, p = q = 3, α = β = 2, m = 36

The number of subdomains is not fixed, it changes at each iteration ac-
cording to the criterion (27). In figure 1 we can see the solution shape when
the algorithm converges with m = 36 subdomains.

To study the convergence history of the numerical simulation plotted in
figure 1 we consider two steps. In the first step, where we compute a super-
solution, we observe the evolution of the number of subdomains: it goes from
m = 4 subdomains to m = 36 subdomains in seven iterations according to
criterion (27). Simulation stops after 34 iterations when the residual is less
than 10−6. In the second step, starting with the super-solution computed in
the previous step we perform nine iterations of the Yosida approximation
described in section 3 and the simulation stops when the correction computed
is in uniform norm less than 10−6.
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Summary. We use the s-step technique proposed by Chronopoulos in [2, 3] for
creating a s-step variant of the Double Orthogonal Series algorithm (s-DOS). The
original Double Orthogonal Series algorithm, proposed by M. Amara and J. C.
Nédélec [1], converges for any nonsingular coefficient matrix of the linear system in
n iterations at most, where n is the order of the system. We prove the convergence
of the new s-DOS method in the integer part of n/s iterations at most.

We go on to show numerical results for the comparison of the original method
and s-DOS in parallel programming. Numerical tests for both methods have been
carried out on the Beowulf Cluster in CESGA (Centro de Supercomputación de
Galicia) formed by a total of 16 Pentium III processors running at 1GHz.

As a wrap up, we obtain that the s-step variant of the Double Orthogonal Series
improves parallel programming efficiency and execution time with respect to the
original method on large linear systems.

1 Introduction

In iterative method solvers for large linear systems most required computa-
tions are vector-vector and matrix-vector operations. Within the confines of
the Basic Linear Algebra Subprogram Library (BLAS), they primarily trans-
late as sdots (inner products) and saxpys (vector updates as a linear com-
bination of two vectors) i.e. level 1 BLAS operations. On the other hand,
BLAS 2 and BLAS 3 operations, based on blocks of submatrices, are much
more efficient than BLAS 1 operations on parallel computers with optimized
BLAS kernels. This is because the ratio between the number of operations
performed and computer memory accesses increases as we raise the BLAS
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level. In order to improve the aforesaid ratio, an alternative approach using
BLAS 3 operations in some iterative methods for linear systems called the
s-step technique has been proposed by Chronopoulos [2, 3].

In [2] and [3] were given the s-step variants of some classical methods
as the Conjugate Gradient algorithm, Orthomin(m) and other ones. None
of them converge for any nonsingular matrix. Our objective is to obtain an
s-step variant taking as original algorithm the Amara and Nedelec’s Double
Orthogonal Series which converges for every nonsingular matrix. This method
has advantages over the normal equation approach, most notably that it does
not degenerate due to the fact that in practice AtA may be rounded off to a
non positive definite matrix if A is very ill-conditioned.

In this paper A is a square nonsingular matrix of order n, and b, x are
column vectors of R

n.

2 The algorithm of the Double Orthogonal Series

The Double Orthogonal Series method, presented by Amara and Nedelec in
[1], is an iterative algorithm of resolution of the linear system Ax = b. It is
based on the construction of two sequences of orthogonal vectors. The method
converges for nonsingular matrix in n iterations maximum.

The algorithm of the Double Orthogonal Series is :
Algorithm. (Double Orthogonal Series)
Let x0 ∈ R

n an initial vector:

1. Start:
• r0 = b−Ax0

• p0 = Atr0
• q0 = Ap0

• α0 = < r0, r0 >
< p0, p0 >

2. Iterations: For i = 0 until convergence do
• xi+1 = xi + αipi
• ri+1 = b−Axi+1

• βi = −< qi, qi >
< pi, pi >

• pi+1 = Atqi + βipi

• γi = −< pi+1, pi+1 >
< qi, qi >

• qi+1 = Api+1 + γiqi

• αi+1 = < ri+1, qi >
< pi+1, pi+1 >

EndFor

End

The following lemma is demonstrated in [1]:

Lemma 1. Let be k ∈ N, 1 ≤ k ≤ n. If ri, pi, qi 	= 0 then:
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< pk+1, pi >= 0; 1 ≤ i ≤ k (1)

< qk+1, qi >= 0; 1 ≤ i ≤ k (2)

3 s-Step methods

An attempt to gain efficiency in parallel programming with iterative methods
is constituted by the s-step methods given by Chronopoulos and other authors
basically in [2] and [3].

The idea is to construct in each iteration the Krylov subspace Ks(A, ri)
generated by {ri, Ari, . . . , A

s−1ri}, and to calculate the iterate which mini-
mizes the residual norm or the error norm on the affine variety xi+Ks(A, ri).

The s-step variants obtained by Chronopoulos et al. in their articles are
the following ones:

• For a positive definite symmetric matrix, the s-step variant of the Conju-
gated Gradient algorithm, which converges within the integer part of n/s
iterations at most.

• For an indefinite nonsymmetric matrix, the s-step variants of the Gene-
ralized Conjugate Residual (GCR), of the Minimal Residual (MR) and
Orthomin(m) methods. They converge for any symmetric matrix, any pos-
itive definite nonsymmetric matrix, and a class of nonsymmetric indefinite
matrices.

4 The s-step variant of the double orthogonal series

The s-step variant of the Double Orthogonal Series that we present in this
work consists of taking as the original algorithm the DOS from Amara and
Nedelec. Basing ourselves on the s-step methods of Chronopoulos, we obtain
the s-step variant that we will denote by s-DOS.

By induction, we obtain that each iterate in DOS can be expressed in the
following way:

xk+1 = x0 +
k∑

i=0

αipi (3)

The following lemma verifies:
Lemma 2. In the Double Orthogonal Series algorithm, it holds that:

< {p0, ..., pk} >=< {p0, (AtA)p0, (AtA)2p0, ..., (AtA)kp0} > (4)

Proof. The inclusion “⊂” is proved by induction on k using the definitions of
pi and qi. On the other hand {p0, ..., pk} are linearly independent because of
lemma 1, and this establishes the equality.
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Thus the iterate belongs to the affine variety:

xk+1 ∈ x0+ < {p0, (AtA)p0, (AtA)2p0, ..., (AtA)kp0} > (5)

Therefore the Krylov subspace that we will consider in our method is:

Ks(AtA,Atr0) =< {Atr0, (AtA)Atr0, . . . , (AtA)s−1Atr0} > (6)

where r0 is the initial residual vector.
Let s ∈ N, Mn×s be the set of matrices of order n× s and A ∈Mn×n. We

denote by ∆sA the linear application:

∆sA : R
n −→Mn×s

that assigns to each vector v of R
n the matrix of order n × s whose column

vectors are v,Av,A2v, . . . , As−1v, and then

∆sA(v) = (v,Av,A2v, . . . , As−1v) ∈Mn×s (7)

The s-step variant of the Double Orthogonal Series algorithm is:
Algorithm. (s-DOS)
Let x0 ∈ R

n an initial vector and s ∈ N:

1. Start:
• r0 = b−Ax0

• P0 = ∆AtA(Atr0)
• W0 = (AP0)tAP0

• z0 = (AP0)tr0
• y0 = W−1

0 z0

• x1 = x0 + P0y0

2. Iterations: For i = 1 until convergence do
• ri = ri−1 −APi−1yi−1

• Ri = ∆AtA(Atri)
• For j = 0 until j = i− 1:

Bj = −(P tjPj)
−1P tjRi

• EndFor

• Pi = Ri +
i−1∑

j=0

PjBj

• Wi = (APi)tAPi
• zi = (APi)tri
• yi = W−1

i zi
• xi+1 = xi + Piyi
EndFor

End
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The minimal polynomial of a nonzero vector v ∈ R
n with respect to matrix

A is the least degree monic polynomial q(x) so that q(A)v = 0. To prove the
convergence of the s-DOS we demonstrate the following lemma:

Lemma 3. Let be s, i ∈ N, s · i < n, < P0, . . . , Pi−1 > the vector subspace
generated by the column vectors of P0, . . . , Pi−1, and p0, . . . , ps·i the direction
vectors computed in the original DOS algorithm. Assume that the degree of
the minimal polynomial of p0 with respect to A is greater than s · i and Wj is
nonsingular for all j ≤ i. Then:

a) P tjPk = 0 for all j 	= k, 0 ≤ j, k < i.
b) < P0, . . . , Pi−1 >=< p0, . . . , ps·i−1 >.
c) Atri /∈< P0, . . . , Pi−1 >.

Proof. The definition of the matrices Pj and Bj implies a). Also, it is possible
to check that < P0, . . . , Pi−1 > is contained in < {Atr0, ..., (AtA)s·i−1Atr0} >
because every column vector of Pi−1, 0 ≤ j < i can be written in terms
of (AtA)kAtr0 with k ≤ s · i − 1. The nonsingularity of Wj implies the in-
dependence of the column vectors of Pj for all j ≤ i. Then, by a) and the
nonsingularity of Wj , the dimension of < P0, . . . , Pi−1 > is s · i, and then both
subspaces are equal. Using lemma 2 we obtain b).

To prove c) note that the first column vector of Pi is

p0
i = Atri +

i−1∑

j=0

Pjbj1

where bj1 are the first column elements of Bj . From a) and the nonsingularity
of Wi we cannot have Atri ∈< P0, . . . , Pi−1 >.

Finally, we have the convergence of the s-DOS:

Theorem 1. Under the assumptions of lemma 3, the s-DOS algorithm con-
verges in at most [n/s] iterations for every nonsingular matrix.

Proof. The convergence in at most [n/s] iterations follows from lemma 3, b)
and c).

The determination of an exponential upper bound for the error norm in
each iteration is at present under study by the authors. Numerical tests seem
to show that i iterations of the s-step method are roughly equivalent to s · i
iterations of the sequential method.

5 Numerical results

For the numerical tests we programmed both algorithms, the Double Ortho-
gonal Series (DOS) and its s-step variant, s-DOS. These tests were performed
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on a Beowulf Cluster at the Supercomputing Center of Galicia (CESGA), with
16 1GHz Pentium III processors, 512MB of memory and local 40GB ATA disk
on each node.

We used the Portland Group Fortran 95 compiler and the Message Passing
Interface (MPI).

All the matrices in the numerical tests are from the Harwell-Boeing Col-
lection. More precisely, there are square real sparse matrices, nonsymmetric
matrices, and matrices stored in three vectors according to Compressed Sparse
Column format (CSC). The parallel programming strategy used is SPDM,
the same program is to execute on all processors, although not necessarily the
same instruction at each time.

In a first test we executed DOS and s-DOS for different values of s in
sequential on several matrices (Table 1).

Table 1. Number of iterations

alg. \ matriz gre185 gre343 gre512 gre1107
DOS 117 54 69 200
3-DOS 96 35 29 103
4-DOS 46 22 19 58
6-DOS 32 12 12 27
7-DOS 22 10 9 24

We verified that the number of iterations until convergence decreases si-
multaneously in all matrices with s-DOS(m) as the size of block s increases.

The selected matrices for this first test are not of large order and they
condition numbers of a different order of magnitude (Table 2).

Table 2. Matrices

n nnz condition number
gre185 185 1005 510000
gre343 343 1435 250
gre512 512 2192 380
gre1107 1107 5664 97000000

In table 3 we show the execution time on matrix fidapm11 of order 22294
executing programs DOS, 3-DOS, 5-DOS, 6-DOS and 7-DOS on several pro-
cessors.

We obtain the best times for 6-DOS, which keep improving as we increase
the number of processors.
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Table 3. Execution time (seconds) for fiadpm11

N \ alg. DOS 3-DOS 5-DOS 6-DOS 7-DOS
1 41.85 25.57 17.89 16.67 17.87
2 23.38 13.97 9.60 8.98 9.23
4 17.42 8.13 5.67 5.23 5.63
8 13.63 6.08 4.14 3.73 3.98
12 15.53 6.29 4.24 3.69 3,85
16 14.39 5.85 3.86 3.47 3.62

To be able to evaluate the improvement obtained with parallel pro-
gramming on an algorithm two measures exist:

• The speedup is the quotient obtained between the execution time on a
processor and the execution time on N processors:

S =
T1

TN
.

• The efficiency is the quotient between speedup and the number of pro-
cessors:

E =
S

N
.

In table 4 are shown efficiencies for fidapm11.

Table 4. Efficiency for fiadpm11

alg. \ nproc 1 2 4 8 12 16
DOS 1 0.89 0.60 0.38 0.22 0.18
3-DOS 1 0.91 0.79 0.52 0.34 0.27
5-DOS 1 0.93 0.79 0.54 0.35 0.29
6-DOS 1 0.93 0.80 0.55 038 0.30
7-DOS 1 0.97 0.79 0.56 0.39 0.31

We see that the best efficiencies are obtained for 7-DOS, except in 4 proce-
ssors that are obtained for 6-DOS. The efficiency decreases as the number of
processors increases because of the time overhead resulting from the message
passing.

In graphic 1 we see how the speedups vary with each algorithm as we
increase the number of processors. It is possible to observe that the s-step
methods have better speedups, which increase as s increases.
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Fig. 1. Speedup for fidapm11

6 Conclusions

The s-step method allows us to obtain the exact solution of a general linear
system in at most [n/s] iterations. It improves the parallelism of the original
DOS method and increases the BLAS 3 operation ratio, which results in fairly
good numerical speedups.
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décomposition sur une double suite orthogonale. C. R. Acad. Sc. Paris, 295,
309–312 (1982)

2. Chronopoulos, A.T.: s-Step iterative methods for (non)symmetric (in)definite
linear systems. SIAM J. Numer. Anal., 28, No.6, 1776–1789 (1991)

3. Chronopoulos, A.T., Swanson, C.D.: Parallel iterative s-step methods for un-
symmetric linear systems. Parallel Computing, 22, 623–641 (1996)



Linear Equations in Quaternions
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Summary. The aim is to solve a linear equation in quaternions namely, the equa-

tion

j=ν∑

j=1

a(j)xb(j) = e, where a(j), b(j) and e are given quaternions, the quaternion

x stands for the unknown solution. We give an algorithm based on a fixed point
formulation.

1 Basic properties and definitions for quaternions

We start with some information on the algebra of quaternions. There are more
details in our previous papers [3, 7]. General information are contained in a
book [6], results concerning matrices with quaternion elements are surveyed in
[9]. Applications to quantum mechanics are treated in [1, 2], and applications
in chemistry are given in [8].

We denote by H = R
4 the skew field of quaternions. Let a = (a1, a2, a3, a4),

b = (b1, b2, b3, b4) ∈ H. Then, addition is defined elementwise and multiplica-
tion is governed by the following rule:

ab := (a1b1 − a2b2 − a3b3 − a4b4, a1b2 + a2b1 + a3b4 − a4b3, (1)
a1b3 − a2b4 + a3b1 + a4b2, a1b4 + a2b3 − a3b2 + a4b1).

The first component a1 of a = (a1, a2, a3, a4) ∈ H is called the real part of a
and denoted by Re a. The second component a2 is called the imaginary part
of a and denoted by Im a. A quaternion a = (a1, 0, 0, 0) will be identified with
a1 ∈ R and a = (a1, a2, 0, 0) will be identified with a1 + ia2 ∈ C. The zero
element (0, 0, 0, 0) ∈ H and the unit element (1, 0, 0, 0) ∈ H will be abbreviated
by 0, 1, respectively. Let a = (a1, a2, a3, a4) ∈ H. The conjugate of a, denoted
by a, will be defined by

a := (a1,−a2,−a3,−a4).
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The absolute value of a, denoted by |a|, will be defined by

|a| :=
√

a2
1 + a2

2 + a2
3 + a2

4.

There are the following important rules:
Re (ab) = Re (ba),
|ab| = |ba| = |a||b|,
|a|2 = a a = a a,

a b = b a,

a−1 =
a

|a|2 , a 	= 0,

(a b)−1 = b−1 a−1, a, b 	= 0.
We denote by H

n the normed vector space of n-vectors formed by quaternions,
where the norm of x := (x1, x2, . . . , xn) ∈ H

n will be defined by
||x|| :=

√

|x1|2 + |x2|2 + · · ·+ |xn|2.
Let H

m×n be the set of all (m× n)-matrices with elements from H. We note
here, that these matrices act as linear mappings � : H

n → H
m only in the

following sense:

�(x + y) = �(x) + �(y), x, y ∈ H
n,

�(xα) = �(x)α, x ∈ H
n, α ∈ H.

The converse is also true: A linear mapping � defined by the above two proper-
ties is always represented by a matrix. This follows from standard arguments.

Let A ∈ H
m×n. By AT ∈ H

n×m we understand the transposed matrix of
A where the rows and columns are exchanged. By A ∈ H

m×n we understand
the matrix which is formed by conjugation of all its elements. Finally,

A∗ := (A)T = AT.

In case A∗ = A, we call A Hermitean. The zero element of H
n and of H

m×n

will be denoted by 0. From the context it will become clear which zero element
is meant. A matrix A ∈ H

n×n will be called unitary if A∗A = AA∗ = I, where
I is the identity matrix. Unitary matrices A are characterized by ||Ax|| = ||x||
for all x ∈ H

n.
Eigenvalue problems for A ∈ H

n×n have to be posed in the form

Ax = xλ (2)

and similar matrices have the same set of eigenvalues. The set of eigenvalues
is in general not finite. If λ is an eigenvalue, the whole equivalence class

[λ] :=
{
σ ∈ H : σ = hλh−1 for all h ∈ H\{0}

}
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consists of eigenvalues. The number of different equivalence classes is, however,
at most n.

Lemma 1. Two quaternions λ1 and λ2 are members of the same equivalence
class if and only if |λ1| = |λ2| and Reλ1 = Reλ2. As a consequence, two
different complex numbers are equivalent if and only if they are conjugate two
each other. Two real numbers are equivalent if and only if they coincide.

Proof: See [3].

This lemma implies that in any equivalence class [q] of quaternions
there is exactly one complex quaternion q̃ with Re q̃ ≥ 0. This will be
called the complex representative of [q]. If q = (q1, q2, q3, q4) ∈ [q], then

q̃ = (q1,
√

q2
2 + q2

3 + q2
4 , 0, 0) is the complex representative of [q].

We should note here, that Hermitean matrices have only real eigenvalues
and that all eigenvalues λ of unitary matrices obey |λ| = 1.

2 Linear equations in quaternions

With the intention to obtain some insight for a forthcoming study of the
multidimensional case, we study here first the simplest case with a linear
equation in one variable.

At first, let us recall the following general matrix theorem.

Theorem 1. Let A be a real, square matrix with the property

A + AT = 2cI,

where I is the identity matrix of the same size as A and c ∈ R. Then,

Reλ(A) = c

for all eigenvalues λ of A.

Corollary 1. Under the assumptions of the previous theorem let c 	= 0. Then,
A is nonsingular.

In the following equation, the two vectors a := (a(1), a(2), . . . , a(ν)),
b := (b(1), b(2), . . . , b(ν)) ∈ H

ν , ν ∈ N, and the right hand side e ∈ H are
given and x ∈ H stands for the unknown solution:

L(v)(x) :=
ν∑

j=1

a(j)xb(j) = e, e, x ∈ H, a(j), b(j) ∈ H\{0}, j = 1, . . . , ν. (3)

The mapping L(ν) : H → H is additive, i. e. L(ν)(x + y) = L(ν)(x) + L(ν)(y),
but not homogeneous in general, i. e. L(ν)(αx) 	= αL(ν)(x) and L(ν)(xα) 	=
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L(ν)(x)α, x ∈ H, α ∈ H. To call equation (3) a linear equation (for a fixed
ν > 1) is thus true only in a restricted sense. Without loss of generality,
we assume that a(1) = b(ν) = 1. So we have for ν = 1, 2, 3 (simplifying the
notation slightly)

L(1)(x) := x; L(2)(x) := ax + xb; L(3)(x) := ax + cxd + xb. (4)

Since the unknown x resides in the middle between c and d, we will call
all terms of the type cxd middle terms. The problem L(2)(x) = e was treated,
probably for the first time by Johnson in [5]. It is easy to find an explicit
solution formula for L(2)(x) := ax + xb = e. We assume that neither a nor b
is real (including zero). We multiply ax + xb = e from the left by a and from
the right by b and divide by |a|2 (|b|2 would be possible, too). Then we add
this equation to the original equation and obtain after some simple algebraic
operations

(

2Re b + a +
|b|2
|a|2 a

)

x = e +
aeb

|a|2 .

Lemma 2. Let a = (a1, a2, a3, a4), b = (b1, b2, b3, b4). Equation L(2)(x) = e
(cf. (4)) has a unique solution for all choices of e if and only if a1 + b1 	= 0
or
∑4
j=2(a

2
j − b2j ) 	= 0.

Proof: For simplicity in the sequel we put

s = a + b, d = a− b. (5)

Let the j-th component of s, d be denoted by sj , dj , respectively, j = 1, 2, 3, 4.
If we use the multiplication rule (1), then ax+xb = e is equivalent to the real
4× 4 system

Ax = e, A :=







s1 −s2 −s3 −s4

s2 s1 −d4 d3

s3 d4 s1 −d2

s4 −d3 d2 s1







, (6)

where x, e ∈ R
4 have to be identified with x, e ∈ H, respectively. We compute

the determinant of A and find

det(A) = s2
1(s

2
1 + s2

2 + s2
3 + s2

4 + d2
2 + d2

3 + d2
4) + (s2d2 + s3d3 + s4d4)2. (7)

The determinant vanishes if and only if s1 := a1 + b1 = 0 and s2d2 + s3d3 +
s4d4 := a2

2 + a2
3 + a2

4 − (b22 + b23 + b24) = 0.

For solving the system (6), we compute the determinants of the j-th minors
Aj := A(1:j,1:j), j = 1, 2, 3: det(A1) = s1, det(A2) = s2

1 + s2
2, det(A3) =

s1

(
s2
1 + s2

2 + s2
3 + d2

4

)
. We see that s1 	= 0 implies that all four determinants

(including that of A) do not vanish, which implies that Gauss’ elimination
process can be carried out without pivoting. If however, s1 = 0, the first and
third minor have a vanishing determinant. In this case pivoting is necessary.
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Corollary 2. In the previous lemma let (i) a = b. The equation L(2)(x) = e
(see (4)) has a unique solution if and only if a1 = Re a 	= 0. If a1 = 0 but a 	= 0
the kernel of A is a two dimensional subspace of R

4. (ii) Let |a| = |b| 	= 0. In
this case A, defined in (6) is singular if and only if s1 = a1 +b1 = 0. If s1 = 0
the kernel of A is a two dimensional subspace of R

4, provided a, b 	∈ R.

Proof: We use formula (7). (i) In this case d := a − b = 0 implies det(A) =
16a2

1|a|2, where A is defined in (6). If a1 = 0, then

A = 2







0 −a2 −a3 −a4

a2 0 0 0
a3 0 0 0
a4 0 0 0







. (8)

(ii) In this case we have det(A) = 4|a|2(a1 + b1)2 and s1 = 0 implies

A =







0 −s2 −s3 −s4

s2 0 −d4 d3

s3 d4 0 −d2

s4 −d3 d2 0







. (9)

Since A + AT = 0, Theorem 1 implies that all four eigenvalues of A have
vanishing real part. Since the eigenvalues appear pairwise conjugate, the rank
of A is either 0, 2 or 4. If rank(A) = 0, then, aj = bj = 0, j = 2, 3, 4 and
a, b ∈ R. The case rank(A) = 4 was already excluded. A formula for the two
dimensional kernel was given in [3].

The matrix A of (6) has the property that A + AT = 2(a1 + b1)I, where
I is the (4 × 4) identity matrix. Theorem 1 implies that all eigenvalues of A
have the same real part a1 + b1 and it implies (Corollary 1) that a1 + b1 	= 0
is a sufficient condition for A being non singular.

We will develop a simple iterative algorithm for solving L(2)(x) := ax +
xb = e in the original form under the assumption that both a 	= 0, b 	= 0. If
a = 0 or b = 0, then finding the solution is trivial. We form two fixed point
equations by multiplying L(2)(x) := ax + xb = e from the left by a−1 and
another one by multiplying from the right by b−1. This yields

T1(x) := a−1(e− xb) = x, T2(x) := (e− ax)b−1 = x. (10)

Lemma 3. Let L(2)(x) := ax + xb = e have a unique solution x̂, regardless
of the choice of e. Let a 	= 0, b 	= 0. If (i) |a| > |b|, let q := |b|/|a| < 1. The
fixed point equation T1(x) = x is contractive and the sequence {xj} defined by
xj+1 := T1(xj), j = 0, 1, . . . converges with geometric speed to the solution x̂
regardless of the choice of the initial guess x0. There is the error estimate
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|x̂− xj | ≤ min
{

qj

1− q
|x1 − x0|,

q

1− q
|xj − xj−1|

}

, j ≥ 1.

If (ii) |a| < |b|, let q := |a|/|b|. Then, the same is true for T2.

Proof: We treat the case (i). Then, |T1(x) − T1(y)| = |a−1(y − x)b| =
|a−1| |b| |x−y| = q|x−y|. The remaining part follows from standard arguments.
Case (ii) is analogue.

Example 1. Take a := (−2,−4, 7,−10), b := (5, 9, 10, 6), e := (−1, 0,−6, 3).
Then, q := |a|/|b| = 0.8357, x̂ = (−0.02825 79443 1218, 0.52768 86450 6780,
−0.04595 79753 6487, 0.23548 28692 6819). Iteration with T2 yields |x̂−x100| ≈
9.3 · 10−9 with error estimate |x̂− x100| ≤ 4.2 · 10−8.

If |a| = |b| and a1+b1 	= 0 the above iterations will in general not converge.
If |a|, |b| are different but close together, the convergence will be very slow.

We turn now to the case L(3)(x) = e where L(3) is defined in (4). Put
c = (c1, c2, c3, c4), d = (d1, d2, d3, d4), x = (x1, x2, x3, x4) and identify the
column vector x with x. Then, the middle term cxd can be expressed as

cxd = Mx, where

M :=







c1d1 − c2d2 − c3d3 − c4d4 −c1d2 − c2d1 + c3d4 − c4d3

c1d2 + c2d1 + c3d4 − c4d3 c1d1 − c2d2 + c3d3 + c4d4

c1d3 − c2d4 + c3d1 + c4d2 −c1d4 − c2d3 − c3d2 + c4d1

c1d4 + c2d3 − c3d2 + c4d1 c1d3 − c2d4 − c3d1 − c4d2

−c1d3 − c2d4 − c3d1 + c4d2 −c1d4 + c2d3 − c3d2 − c4d1

c1d4 − c2d3 − c3d2 − c4d1 −c1d3 − c2d4 + c3d1 − c4d2

c1d1 + c2d2 − c3d3 + c4d4 c1d2 − c2d1 − c3d4 − c4d3

−c1d2 + c2d1 − c3d4 − c4d3 c1d1 + c2d2 + c3d3 − c4d4






∈ R

4×4.

Let us remark that detM = |c|2|d|2 	= 0 if both c 	= 0 and d 	= 0. If c = 0 or
d = 0, we come back to L(2)(x) = e.

With A from (5), (6), the final (4× 4) system has the form

(A + M)x = e.

Under the assumption that all a, b, c and d are nonzero quaternions, the
matrix A + M is regular (we proved it by making use of Maple).

Similarly as in the previous case, we form this time three fixed point equa-
tions: we multiply L(3)(x) := ax+cxd+xb = e from the left by a−1 or multiply
L3(x) from the right by b−1. The last equation we obtain by multiplying the
equation cxd = e − ax − xb from the left by c−1 and from the right by d−1.
This yields

T1(x) := a−1(e− cxd− xb) = x, T2(x) := (e− cxd− ax)b−1 = x, (11)
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T3(x) := c−1(e− ax− xb)d−1 = x. (12)

Lemma 4. Let L(3)(x) := ax + cxd + xb = e have a unique solution x̂, re-
gardless of the choice of e. Let a 	= 0, b 	= 0, c 	= 0, d 	= 0. If (i) |a| > |b| and

|c||d| < |a| − |b| , let q :=
|c||d|+ |b|
|a| < 1. The fixed point equation T1(x) = x

is contractive and the sequence {xj} defined by xj+1 := T1(xj), j = 0, 1, . . .
converges with geometric speed to the solution x̂ regardless of the choice of the

initial guess x0. If (ii) |a| < |b| and |c||d| < |b| − |a|, let q :=
|c||d|+ |b|
|a| < 1.

Then, the same is true for T2. If (iii) |a| + |b| < |c||d|, let q :=
|a|+ |b|
|c||d| < 1.

Then the fixed point equation T3(x) = x is contractive and the sequence {xj}
defined by xj+1 := T3(xj), j = 0, 1, . . . converges to the solution x̂ regardless
of the choice of the initial guess x0.

In all three cases, the error estimate is

|x̂− xj | ≤ min
{

qj

1− q
|x1 − x0|,

q

1− q
|xj − xj−1|

}

, j ≥ 1.

Proof: We treat the case (iii). Then,

|T3(x)− T3(y)| = |c−1(a(y− x) + (y− x)b)d−1| = |c|−1|a(y− x) + (y− x)b| ≤

≤ |c|−1|d|−1(|a(y − x)|+ |(y − x)b|) = |c|−1|d|−1(|a||y − x|+ |b||y − x|) =

= |c|−1|d|−1(|a|+ |b|)|y − x| = q|x− y|.
The remaining part follows from standard arguments. Case (i) and (ii) is
analogue to the proof of Lemma 3.

Let us remark that the equation ax+cxd+xb = e can be also transformed
into the system of two equations for two unknown quaternions by introducing
a new variable u = cxd:

ax + u + xb = e
c−1u− xd = 0. (13)

For the general case of L(ν)(x) = e introduced in (3) all middle terms define
a matrix Mj of exactly the form of M so that the general case expressed as
real equivalent is of the form

(A +
ν−1∑

j=2

Mj)x = e. (14)

The general case can also be transformed into a system of ν − 1 equations
in ν − 1 unknowns by putting uj := a(j)xb(j), j = 2, 3, . . . , ν − 1. The system
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has then, the following form (assuming a(1) = b(ν) = 1):

xb(1) + u2 + u3 + · · ·+ uν−1 + a(ν)x = e,

(a(2))−1u2 − xb(2) = 0,
(a(3))−1u3 − xb(3) = 0, (15)

...
(a(ν−1))−1uν−1 − xb(ν−1) = 0.

We have multiplications from the left and from the right, but there are no
middle terms with multiplication from the left and from the right, simultane-
ously.

Let us remark that the situation is more complicated in the general case
of linear systems in quaternions. For example we have to define multiplica-
tion of the matrix by a quaternion from the left, to introduce left and right
eigenvalues, etc. The aim of our future work will be to develop an algorithm
(similar to the elimination procedure) for solving these systems.
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Summary. The aim is to compute ASVD for large sparse matrices. In particular
we will consider branches of selected singular values and the corresponding left/right
singular vectors. We apply a predictor-corrector algorithm with an adaptive stepsize
control.

1 Introduction

A singular value decomposition (SVD) of a real matrix A ∈ R
m×n, m ≥ n, is

a factorization A = UΣV T , where U ∈ R
m×m and V ∈ R

n×n are orthogonal
matrices and Σ = diag(s1, . . . , sn) ∈ R

m×n. The values si, i = 1, . . . , n, are
called singular values. They may be defined to be nonnegative and to be
arranged in nonincreasing order, see [3].

Let A depend smoothly on a parameter t ∈ R, t ∈ [a, b]. The aim is to
construct a path of SVD’s

A(t) = U(t)Σ(t)V (t)T , (1)

where U(t), Σ(t) and V (t) depend smoothly on t ∈ [a, b]. If A is a real analytic
matrix function on [a, b], see [5], then there exists Analytic Singular Value De-
composition (ASVD), see [1]: There exists a factorization (1) that interpolates
classical SVD defined at t = a i.e.,

• the factors U(t), V (t) and Σ(t) are real analytic on [a, b],
• for each t ∈ [a, b], both U(t) ∈ R

m×m and V (t) ∈ R
n×n are orthogonal

matrices and Σ(t) = diag(s1(t), . . . , sn(t)) ∈ R
m×n is a diagonal matrix,

• at t = a, the matrices U(a), Σ(a) and V (a) are the factors of the classical
SVD of the matrix A(a).
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Diagonal entries si(t) ∈ R of Σ(t) are called singular values. Due to the
requirement of smoothness, singular values may be negative and also their
ordering may by arbitrary. Under certain assumptions, ASVD may be uniquely
determined by the factors at t = a. For a theoretical background, see [4]. As far
as the computation is concerned, an incremental technique is proposed in [1]:
Given a point on the path, one computes a classical SVD for a neighboring
parameter value. Next, one computes permutation matrices which link this
result to the next point on the path. The procedure is approximative with a
local error of order O(h2), where h is the step size.

An alternative technique for computing ASVD is presented in [7, 8]: A
non-autonomous vector field H : R × R

N → R
N of a huge dimension N =

n + n2 + m2 can be constructed in such a way that the solution of the initial
value problem for the system x′ = H(t, x) is linked to the path of ASVD.
Moreover, [7] contributes to the analysis of non-generic points, see [1], of the
ASVD path. These points can be, in fact, interpreted as singularities of the
vector field R

N .
In [6], two methods for computing ASVD are presented and compared.

The first one modifies the technique of [1]. The second method in [6] consists
in solving ODE as in [7] but it uses an implicit integration technique. The
comparison clearly prefers the former class of methods: The ODE integration,
in spite of using an implicit scheme, lacks the precision.

Our aim is to present a new technique for computing ASVD. We formulate
ASVD as a pathfollowing problem and apply a classical predictor–corrector
algorithm. The main trick of our implementation consists in an efficient ap-
plication of least–squares for solving of the corrector step (Section 3).

2 Formulation of the problem

As a preliminary, let us recall the notion of singular value of a matrix A ∈
R
m×n, m ≥ n:

Definition 1. We say that s ∈ R is a singular value of the matrix A if there
exist u ∈ R

m and v ∈ R
n such that

Av − su = 0 , ATu− sv = 0 , ‖u‖ = ‖v‖ = 1 . (2)

The vectors v and u are called the right and the left singular vectors of the
matrix A.

Note that s is defined up to its sign: if the triplet (s, u, v) satisfies (2) then at
least three more triplets

(s,−u,−v) , (−s,−u, v) , (−s, u,−v) ,

can be interpreted as singular values, left and right singular vectors of A.
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Definition 2. We say that s ∈ R is a simple singular value of a matrix A if
there exist u ∈ R

m and v ∈ R
n such that

(s, u, v) , (s,−u,−v) , (−s,−u, v) , (−s, u,−v)

are, for the given s, the only solutions to (2). A singular value s which is not
a simple singular value is called nonsimple singular value.

Remark 1. s = 0 is a simple singular value of A if and only if m = n and
dim KerA = 1.

Remark 2. Let si, sj , si 	= sj , be simple singular values of A. Then si 	= −sj .

We will consider branches of selected singular values and corresponding
left/right singular vectors si(t), Ui(t) ∈ R

m, Vi(t) ∈ R
n:

A(t)Vi(t) = si(t)Ui(t) , A(t)TUi(t) = si(t)Vi(t) ,
Ui(t)TUi(t) = Vi(t)TVi(t) = 1

for t ∈ [a, b]. We will add the natural orthogonality conditions Ui(t)TUj(t) =
Vi(t)TVj(t) = 0, i 	= j, t ∈ [a, b]. We are interested in p, p ≤ n, selected singular
values S(t) = (s1(t), . . . , sp(t)) ∈ R

p, and in the corresponding left/right
singular vectors U(t) = [U1(t), . . . , Up(t)] ∈ R

m×p, V (t) = [V1(t), . . . , Vp(t)] ∈
R
n×p as t ∈ [a, b].

In the operator setting, let

F : R× R
p × R

m×p × R
n×p → R

m×p × R
n×p × R

p×p × R
p×p (3)

be defined as

F (t,X) ≡
(
A(t)V − UΣ,AT (t)U − V Σ,UTU − I, V TV − I

)
, (4)

where X ≡ (S,U, V ) ∈ R
p × R

m×p × R
n×p and Σ = diag(S). Under certain

assumptions, the set of overdetermined nonlinear equations

F (t,X) = 0 (5)

implicitly defines a curve in R × R
N , where R

N , N = p(1 + m + n), and
R
p ×R

m×p ×R
n×p are isomorphic. The image of F , namely R

m×p ×R
n×p ×

R
p×p × R

p×p, and R
M , M = p(m + n + 2p), are isomorphic.

The curve (5) can be parameterized by t i.e., t 
→ X(t) = (S(t), U(t), V (t))
so that F (t,X(t)) = 0 as t ∈ [a, b]. Given a solution X(t) at t = a, the curve
is initialized. For this purpose, we may select p singular values and left/right
singular vectors computed via the classical SVD of the matrix A(a).

We have in mind mainly the application when m ≥ n, n is large while p is
comparatively small. We also want to exploit sparsity of A(t) as t ∈ [a, b].

We will apply tangent continuation, see [2], Algorithm 4.25, p.107. It is
a predictor-corrector algorithm with an adaptive stepsize control. As far as
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the implementation is concerned, the corrector is crucial. We will discuss it
in Sect. 3. This section represents the actual contribution of the paper. An
example of the performance is given in Sect. 4. In Sect. 5 we will comment on
the code and give some comparisons.

3 Solving defining equations

The role of our corrector is to find a root of F (t,X) = 0 for a fixed t. We
intend to use Newton’s method to find the root. In order to simplify notation,
we think of F with a fixed t to be a mapping F (t, ·) : R

N → R
M , where

N = p(1 + m + n) and M = p(m + n + 2p). Let G(t,X) be the partial
differential FX(t,X). It is a linear operator G(t,X) : R

N → R
M .

In order to find roots of F (t, ·), we consider Gauss-Newton method for
nonlinear least-squares problem namely, we define

X� = arg min
X∈RN

‖F (t,X)‖22 , (6)

see [2] p.92, as a local minimizer on R
N ; ‖ ‖2 is the Euclidean norm on R

N .
The method approximates X� by a sequence

{
X(j)

}∞
i=0

of X(j) ∈ R
N , which

is defined by the recurrence

G(t,X(j))TG(t,X(j)) δX = −G(t,X(j))TF (t,X(j)) , (7)
X(j+1) = X(j) + δX . (8)

Solving the equation (7) for δX ∈ R
N represents a linear least-squares prob-

lem.
We say that the root X = (S,U, V ) of F (t, ·) is simple provided that the

differential G(t,X) at X has full rank i.e., rank(G(t,X)) = N .

Theorem 1. Let X� = (S,U, V ), S = (s1, . . . , sp), be a root of F (t, ·). Then
rank(G(t,X�)) = N if and only if all singular values of A(t) are simple (i.e.,
si is a simple singular value of A(t) for each i = 1, . . . , p.)

Corollary 1. If X� ∈ R
N is a simple root of F (t, ·) then the iterations (7)&

(8) are locally convergent. The rate of convergence is quadratic.

Algorithms for solving linear least-squares problems i.e., the problem (7),
are well known: let us quote Normal equation approaches in [3], namely the
algorithms CGNR p.545 and CGNE p.546.

The matrix A(t) was assumed to be sparse. Are the matrices G(t,X) :
R
N → R

M and GT (t,X) : R
M → R

N sparse? Actually, these matrices are
not available in cartesian coordinates on R

N and R
M . They are defined by

actions as linear operators

G(t, ·) : R
p × R

m×p × R
n×p → R

m×p × R
n×p × R

p×p × R
p×p (9)
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and

G∗(t, ·) : R
m×p × R

n×p × R
p×p × R

p×p → R
p × R

m×p × R
n×p ; (10)

G∗(t, ·) is the relevant dual to G(t, ·).
In particular, the action of G(t, ·) is defined as

δS ∈ R
p , δU ∈ R

m×p , δV ∈ R
n×p 
−→ G = (G1, G2, G3, G4) ,

where

G1 ≡ AδV − δU Σ − U δΣ ,

G2 ≡ AT δU − δV Σ − V δΣ ,

G3 ≡ δUT U + UT δU ,

G4 ≡ δV T V + V T δV ,

Σ = diag(S), δΣ = diag(δS) and A = A(t).
The action of the dual is defined as

R ∈ R
m×p , Y ∈ R

n×p , W ∈ R
p×p , Z ∈ R

p×p 
−→ G∗ = (G∗
1, G

∗
2, G

∗
3) ,

where

G∗
1 ≡ −(

m∑

k=1

uk1rk1 +
n∑

k=1

vk1yk1, . . . ,
m∑

k=1

ukprkp +
n∑

k=1

vkpykp)T ,

G∗
2 ≡ −RΣT + AY + U(WT + W ) ,

G∗
3 ≡ −Y ΣT + ATR + V (ZT + Z) ;

ukj , rkj , vkj and ykj are the relevant elements of matrices U , R, V and Y ,
and Σ = diag(S), A = A(t).

Note that the actions of both G(t, ·) and G∗(t, ·) are composed from the
actions of A(t) and AT (t) on vectors from R

n and R
m. Therefore, we may use

the assumption that A(t) and AT (t) are sparse when evaluating these actions.
Observe that in the algorithms like CGNR or CGNE one needs to define just
the action of G(t,X) or GT (t,X) on a righthand side. In our code, we have
used MATLAB-function LSQR, see MATLAB Function Reference, which is a
modification of CGNE. One of the options is that you may define G(t,X) and
GT (t,X) by actions.

4 Experiments

We considered the homotopy

A(t) = tA2 + (1− t)A1 , t ∈ [0, 1] ,
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where the matrices A1 ≡ well1033.mtx , A2 ≡ illc1033.mtx were
taken over from http://math.nist.gov/MatrixMarket/. Note that A1, A2 ∈
R

1033×320 are sparse, A1 and A2 are well and ill-conditioned, respectively.
The aim was to continue

• 10 largest singular values, left/right singular vectors of A(t),
• 7 smallest singular values, left/right singular vectors of A(t).

The continuation was initialized at t = 0: The initial decomposition of A1 was
computed via SVDS, see MATLAB Function Reference.

Results of the continuation procedure are shown on Fig. 1 and Fig. 2. The
relevant zooms, see Fig. 3, illustrate the stepsize control of the algorithm.
Moreover, the zoom on the right shows quite satisfactory resolution of the
cluster of small singular values (the scale 10−3). Note that at the last contin-
uation step the corrector failed to converge: The action of predictor is shown
instead.
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Fig. 1. Ten largest singular values s versus parameter t

The most time consuming part of the algorithm is the inner loop which
consists of solving the linear least-squares problem (7)&(8). For example, con-
sider continuation of ten largest singular values. If we introduce the natural
cartesian coordinates (which we actually do not have to), the relevant matrix
G(t, ·) ∈ R

M×N has the size M = 13730, N = 13530. For sparsity pattern
of this matrix family, see Fig. 4 as an example. If we solve (7)&(8), we need
typically 250 iterations to reach precision 10−8.
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Fig. 2. Seven smallest singular values s versus parameter t
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Fig. 3. Zooms: 10 largest s vs t, 7 smallest s vs t

5 Conclusions

We assume that the continuation is initialized at simple singular values i.e.,
S(a) = (s1(a), . . . , sp(a)), si(a) are simple for i = 1, . . . , p. The branch X(t)
may break at that parameter value t > a when a nonsimple singular value si(t)
turns up. In practice, the continuation may get stuck. Using an extrapolation
strategy, the code incorporates an ”early warning” of such a value of t. We
try to go on starting from t + δt, where δt is a small positive increment.
The initial value of X(t + δt) is again obtained from an extrapolation and a
simple asymptotic analysis. The mentioned extrapolation strategy is based on
the assumption of a generic scenario that the branches t 
−→ si(t) of singular
values, i = 1, . . . , n, may intersect at isolated points only namely, at the points
where si(t) = sj(t) or si(t) = −sj(t) for i 	= j, see [1], p 8. See also [7].
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Fig. 4. Sparsity pattern of G(1/2, ·) in natural cartesian coordinates with a zoom

The presented continuation algorithm could be linked to [7]. Actually,
our predictor can be interpreted as Euler method applied on a vector field.
This vector field differs from the one of [7], see Sect. 1. We believe that our
construction is more robust since it is based on least-squares. Nevertheless,
the main advantage is the corrector: You may obtain X(t) with a prescribed
precision. Finally, we can exploit the sparse structure of large matrices. For
the techniques from [1] it is questionable. In [1], a stepsize control is also a
problem.
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Summary. In this paper, a new variant of the Jacobi-Davidson method is pre-
sented that is specifically designed for real unsymmetric matrix pencils. Whenever
a pencil has a complex conjugated pair of eigenvalues, the method computes the
two dimensional real invariant subspace spanned by the two corresponding complex
conjugated eigenvectors. This is beneficial for memory costs and in many cases it
also accelerates the convergence of the JD method. In numerical experiments, the
RJDQZ variant is compared with the original JDQZ method.

1 Introduction

Real unsymmetric matrices or real unsymmetric matrix pencils may have
complex eigenvalues and corresponding eigenvectors. Therefore, the (partial
generalized) Schur form may consist of complex matrices. In some situations
[1], it is more desirable to compute a real (partial generalized) Schur form.
For a matrix, this decomposition consists of an orthogonal real matrix and
block upper triangular matrix, which has scalars or two by two blocks on
the diagonal. The eigenvalues of such a two by two block correspond to two
complex conjugated eigenvalues of the matrix (pencil) itself. Advantages of the
real Schur form are that it requires less storage and that complex conjugated
pairs of eigenvalues always appear together.

In this paper, a variant of the JDQZ method [5] is considered for the
computation of a partial generalized real Schur form of a large matrix pencil.
The original JDQZ method does not use the fact that the pencil is real: (1)
it does not exploit the fact that eigenvalues are real or appear in complex
conjugated pairs and (2) it needs complex arithmetic, even when only real
eigenvalues appear. This is in contrast with other iterative eigenvalue solvers
such as the Arnoldi method.
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Algorithm 4.1 proposed in [2] solves the problem (1). This algorithm con-
sists of an outer iteration in which the partial Schur form is expanded by
a scalar block whenever the inner iteration, which consists of the Jacobi-
Davidson method, returns a real eigenvalue, and with a two by two block if
the inner iteration returns an eigenvalue with non-zero imaginary part. The
algorithm does not solve problem (2): the inner iteration still needs complex
arithmetic, even when only real eigenvalues are computed.

The variant of the Jacobi-Davidson method that is implemented in this
paper does take into account in the inner iteration that either a real eigen-
value and eigenvector are computed, or a two dimensional invariant subspace
corresponding to a pair of complex conjugated eigenvalues.

Other papers that mention real variants of the JD method are [3] and [5].

2 The RJDQZ method for real matrix pencils

A generalized partial real Schur form [5, 6] of the large real unsymmetric
matrix pencil (A,B) is a decomposition of the form

AQk = ZkSk, BQk = ZkTk, (1)

where Qk and Zk are real matrices with orthonormal columns, and Sk and
Tk are real block upper triangular matrices with scalar or two by two diago-
nal blocks. The eigenvalues of the two by two diagonal blocks correspond to
complex conjugated pairs of eigenvalues of the pencil (A,B).

Suppose that a partial generalized real Schur form (1) is computed al-
ready. It has been shown [5] that the following Schur vector qk+1 and the
corresponding eigenvalue µk+1 satisfy Q∗

kqk+1 = 0 and

(I − ZkZ
∗
k)(A− µk+1B)(I −QkQ

∗
k)qk+1 = 0. (2)

Note that this is again a generalized eigenvalue problem. Thus in order to
build a Schur form, one has to solve a number of eigenvalue problems of the
form (2).

The JDQZ method [5] uses the Jacobi-Davidson method to solve these
eigenvalue problems: the JD method iteratively computes approximations to
eigenvalues, and their corresponding eigenvectors, that are close to some spec-
ified target τ , of a generalized unsymmetric eigenvalue problem

Aq = µBq, (3)

where A and B are in general unsymmetric n×n matrices. In each iteration, a
search subspace colspan(V ) and a test subspace colspan(W ) are constructed.
V and W are complex n × j matrices with j * n and have orthonormal
columns such that V ∗V = W ∗W = I. In the first part of a JD iteration, an
approximation to an eigenvector of the generalized eigenvalues problem (3) is
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obtained from the projected eigenvalue problem

W ∗AV u = µW ∗BV u. (4)

In the original JDQZ method, the search V and the test space W do
not have to be real, and, therefore, the Petrov values (i.e. the eigenvalues of
the projected eigenvalue problem) do not have to appear in complex conju-
gated pairs. This causes difficulties for the identification of complex pairs of
eigenvalues of the original eigenvalue problem, see e.g. Chapter 8 in [8], and
it also introduces additional rounding errors when a computed approximate
eigenvalue with small imaginary part is replaced by its real part.

In the RJDQZ method this problem is avoided by keeping the search and
test space real. Then the projected eigenvalue problem (4) is also real and
eigenvalues are either real or form complex conjugated pairs. Since the eigen-
value problem (4) is small, all eigenvalues can be computed accurately and
efficiently using a direct method like the QZ method. From these eigenvalues
one eigenvalue (or complex conjugated pair) is selected with a given selec-
tion criterion (closest to a target value, or largest real part, etc.). Denote the
selected Petrov value by µ̃ and the corresponding eigenvector by ũ. An approx-
imation (µ̃, q̃) to an eigenpair of the full sized eigenvalue problem (3) can be
constructed by computing q̃ = V u. The residual vector r of the approximate
eigenpair (µ̃, q̃) is defined by

r := Aq̃ − µ̃Bq̃.

The second part in a JD iteration is the expansion of the search and test
space. The search space V is expanded by an approximate solution t of the
linear equation

(I − z̃z̃∗)(A− µ̃B)(I − q̃q̃∗)t = −r. (5)

This equation is called the Jacobi-Davidson correction equation. Here z̃ is the
vector z̃ = (κ0A + κ1B)q̃/‖(κ0A + κ1B)q̃‖ with e.g., κ0 = (1 + |τ |2)−1/2 and
κ1 = −τ(1 + |τ |2)−1/2 (harmonic Petrov value approach [5]). The test space
W is expanded with the vector w = (κ0A+κ1B)t. This procedure is repeated
until ‖r‖ is small enough.

If the selected Petrov value µ̃ is real then the matrix and the right hand
side in the correction equation (5) are both real. In this case the correction
equation can be (approximately) solved using real arithmetic. This also holds
in the preconditioned case, as long as the preconditioner is real. This means
that if the selected Petrov value is real, then the search and test space are
expanded with a real vector.

If the selected Petrov value µ̃ has non-zero imaginary part, then the ma-
trix and the right hand side in the correction equation (5) also have non-zero
imaginary parts. An (approximate) solution will in general consist of a com-
plex vector v. In order to keep the search space real, it is expanded with the



966 Tycho van Noorden and Joost Rommes

two dimensional real space U = span{Re (v), Im (v)}, which contains the vec-
tor v. It is easily seen that the space U is also spanned by v and its complex
conjugate v̄ and it is instructive to think of the space U as an approximation
to a two dimensional generalized invariant subspace that can be spanned by
two real vectors.

If a complex Petrov pair is selected, there are three ways to formulate the
correction equation for the real variant of Jacobi-Davidson QZ:

(1) Complex correction equation: this is the formulation as in (5).
(2) Real variant of complex correction equation: let µ̃ = ν + iω, t = u+ iv

and r = x + iy. Then the real equivalent of the correction equation (5) is

Pz

[
A− νB ωB
−ωB A− νB

]

Pq

[
u
v

]

= −
[
x
y

]

, (6)

where (note that the tildes are dropped from z and q for convenience)

Pz =

[
I − (Re (z)Re (z)T + Im (z)Im (z)T ) Im (z)Re (z)T − Re (z)Im (z)T

−(Im (z)Re (z)T − Re (z)Im (z)T ) I − (Re (z)Re (z)T + Im (z)Im (z)T )

]

.

Pq is defined similarly. By using ‖z‖ = ‖q‖ = 1 and some basic linear algebra,
it can be shown that Pq and Pz are indeed projectors.

(3) Real generalized Sylvester equation: one can think of the vectors Re (q)
and Im (q) as a basis of an approximate two dimensional invariant subspace.
The corresponding residual for this invariant subspace

[
Re (q) Im (q)

]
is

[
x y

]
= A

[
Re (q) Im (q)

]
−B

[
Re (q) Im (q)

]
[

ν ω
−ω ν

]

.

The correction equation for
[
u v

]
becomes a real generalized Sylvester equa-

tion

A
[
u v

]
−B

[
u v

]
[

ν ω
−ω ν

]

= −
[
x y

]

The equivalent block formulation of this Sylvester equation is

Pz

[
A− νB ωB
−ωB A− νB

]

Pq

[
u
v

]

= −
[
x
y

]

, (7)

which is the same as the one obtained in (6).
The real and imaginary part of the exact solution of (5) and the exact

solution of (6) span the same two dimensional real subspace. If the correction
equation is solved exactly, it is more efficient to solve the complex correction
equation: the solve of complex linear system of order n costs half the solve of a
real linear system of order 2n. In practice however, the correction equation is
only solved approximately using an iterative linear solver like GMRES [7]. The
rate of convergence of linear solvers depends, among others, on the condition
number of the operator and the distribution of the eigenvalues.
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Proposition 1. Let A,B ∈ R
n×n, θ = ν+iω ∈ C and (A−θB)vj = µjvj , j =

1, . . . , n with vj ∈ C
n and µj ∈ C. Then the eigenpairs of

C =
[
A− νB ωB
−ωB A− νB

]

∈ R
2n×2n (8)

are (µj ,
[
vTj , (−ivj)T

]T
), (µ̄j ,

[
vTj , (−ivj)T

]∗
) for j = 1, . . . , n.

Furthermore Cond(C)=Cond(A− θB).

From Proposition 1 it follows that no big differences in convergence are
to be expected if the approximate solution is computed with a linear solver.
This is also confirmed by numerical experiments [11].

If a preconditioner K ≈ A − τB is available for a target τ ∈ R, it can be
used for the block systems as well:

K̃ =
[
K 0
0 K

]

.

Using Proposition 1, the condition numbers of K−1(A − θB) and K̃−1C are
the same. So the use of a preconditioner also is not expected to cause big
differences in speed convergence between the three approaches.

The three approaches may nevertheless lead to different approximate solu-
tions because the inner product of two complex n-vectors is different from the
inner product of the equivalent real 2n-vectors. However, it will most likely
require more steps of the linear solver to reduce the residual norm to a certain
tolerance for a real problem of size 2n than for a complex problem of size n.
This is confirmed by numerical experiments [11].

One can show that operator applications cost the same for all three ap-
proaches. The approach in (7) is the most elegant approach because no com-
plex arithmetic is involved at all for the RJDQZ algorithm. If, however, an
iterative method is used to solve the correction equation approximately, it is
expected that within a fixed number of iterations, the approximate solution of
the complex correction equation will be most accurate. Therefore, in practice
the most efficient approach will be to solve the complex correction equation.

2.1 RJDQZ versus JDQZ

In this section the main differences in the costs between the JDQZ and the
RJDQZ method are mentioned.

Memory costs: The orthonormal bases for the search and test space in
the JDQZ method are expanded with one complex vector in each iteration.
For the RJDQZ, the bases of the search and test space are expanded with one
real vector if the selected Petrov value is real or with two real vectors if the
selected Petrov value appears in a complex conjugated pair. This means that,
although the dimension of the search and test space for the RJDQZ method
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can grow twice as fast as for the JDQZ method, the storage requirements are
the same at most, and probably less.

Computational costs: (1) The correction equation: When in the RJDQZ
method a real Petrov value is selected, the correction equation can be solved
in real arithmetic. This approximately halves the number of (real) matrix-
vector products that is needed for the approximate solution of the correction
equation. When a Petrov value is selected that appears in a complex conju-
gated pair, then the JDQZ and the RJDQZ method need the same work for
the approximate solution of the correction equation.

(2) The projected eigenproblem: In the RJDQZ method the real Schur
forms of real projected eigenproblems are computed, but these may be twice
as large as the complex projected eigenproblems that appear in the JDQZ
method. Assume that computing a Schur form costs O(n3) operations [6] and
that an operation in complex arithmetic costs in average four operations in
real arithmetic. Then it is easily deduced that computing the Schur form of
a real eigenvalue problem costs about twice as much as computing the Schur
form of a complex eigenvalue problem that is twice as small.

(3) Orthogonalization: One has to compare these two cases:

1. Orthogonalize a complex vector against k other complex vectors. This
requires 4k real inner products for the projection plus 2 real inner products
for the scaling.

2. Orthogonalize two real vectors against 2k other real vectors. This requires
2k inner products for projecting the first vector plus one inner product
for scaling. For the next vector, 2k + 1 inner products are needed for the
projection plus one for the scaling. This adds up to 4k+3 inner products.

If the initial approximation is a real vector, then the cost of the extra in-
ner product is eliminated, and the orthogonalization process in the RJDQZ
method will cost at most as much as in the JDQZ method.

3 Numerical comparison

The RJDQZ method is compared with two variants of the JDQZ method: the
original JDQZ method as described in [5] and a variant that is here denote by
JDQZd, which is the method described for the standard eigenvalue problem
in [2] translated to the generalized case. The experiments were performed on
a Sunblade 100 workstation using Matlab 6. If not mentioned otherwise, the
target value in each experiment equals 0, and the tolerance is set to 10−9

For all the numerical results presented in this section, the correction equa-
tion is solved approximately using at most 10 iterations of Bi-CGSTAB [10]
or GMRES [7]. No restart strategy is used in the JD part of the algorithm.

The first test problem is the generalized eigenvalue problem BFW782 from
the NEP collection at http://math.nist.gov/MatrixMarket. The eigenval-
ues and corresponding eigenvectors of interest are the ones with positive real
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Table 1. Results for QZ methods

Bi-CGSTAB GMRES

BFW782 JDQZ JDQZd RJDQZ JDQZ JDQZd RJDQZ

iterations 28 28 33 33
dim. search sp. 18 18 23 23
mat.vec. 558 279 456 228

QG6468 JDQZ JDQZd RJDQZ JDQZ JDQZd RJDQZ

iterations 87 64 52 106 72 58
dim. search sp. 69 51 76 88 59 87
mat.vec. 3176 2378 1744 2072 1412 1009

ODEP400 JDQZ JDQZd RJDQZ JDQZ JDQZd RJDQZ

iterations 44 37 27 42 31 26
dim. search sp. 22 22 24 20 16 29
mat.vec. 1202 1180 570 462 386 243

parts. The matrix A is non-symmetric and B is symmetric positive definite.
Six eigenvalues with largest real part are computed. The preconditioner that
is used for the correction equations is the ILU factorization of A with drop tol-
erance 1e-3. In Table 1 the number of iterations, the number of matrix-vector
products, and the dimension of the final search space is given.

The computed eigenvalues are all real. Observe that the JDQZ and the
RJDQZ method both need exactly the same number of iterations and build
a search space of the same dimension. From the intermediate iterations (not
shown), it can be concluded that the two methods perform exactly the same
steps, the only difference being that the RJDQZ method performs the steps
in real arithmetic and the JDQZ method performs the steps using complex
arithmetic. This explains why the JDQZ method needs twice as many matrix-
vector products as the RJDQZ method.

The second test problem is the generalized eigenvalue problem QG6468,
which arises in the stability analysis of steady states in the finite difference
approximation of the QG model described in [4]. The eigenvalues and cor-
responding eigenvectors of interest are the ones with largest real parts. The
matrix A is non-symmetric and B is symmetric positive semi definite. Six
eigenvalues with largest real part are computed. The preconditioner that is
used for the correction equations is the ILU factorization of A with drop
tolerance 1e-7.

For this matrix pencil, two of the computed eigenvalues are real, and the
other computed eigenvalues form four complex conjugated pairs. One sees that
the RJDQZ method needs fewer iterations, but builds a larger search space
than the JDQZ method. The storage requirements for the RJDQZ method is,
however, still less than for the JDQZ method.

The third test problem is the generalized eigenvalue problem ODEP400
(also from the NEP collection at http://math.nist.gov/MatrixMarket/).
Eigenvalues and corresponding eigenvectors with largest real part are com-
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puted. The matrix A is non-symmetric and B is symmetric positive semi
definite. Six pairs of complex conjugate eigenvalues that are computed with
largest real part. The preconditioner that is used for the correction equations
is the LU factorization of A.

The computed eigenvalues are all complex, but still the RJDQZ method
needs fewer iterations and fewer matrix-vector products than the JDQZ
method. There can be two different reasons: the intermediate selected Petrov
values can be real so that real arithmetic can be used in intermediate RJDQZ
iterations, and secondly, in case the selected Petrov value is not real, then the
dimension of the search space grows faster in the RJDQZ method, which may
result in a faster convergence and thus fewer matrix-vector products.

4 Conclusions

An adapted version of the Jacobi-Davidson method is presented that is in-
tended for real unsymmetric pencils. In all presented numerical experiments,
this version needed fewer iterations, fewer matrix-vector products and less
storage than the original JDQZ method. The difference is most pronounced
when only real eigenvalues are computed. The better performance of the
RJDQZ method can be attributed to two reasons: the method uses real arith-
metic where possible, which results in fewer (real) matrix-vector products,
and the dimension of the search space may grow twice as fast (while not using
more storage) which accelerates the convergence, resulting in fewer iterations.
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Summary. We evaluate the sparse grid solution technique [9, 4] with 4th order
discretization for pricing multi-asset options. Convergence in the sense of point-wise
interpolation to a special point is considered. We also present a novel variant based
on backward differentiation formula coefficients. In combination with the high order
discretization we can solve five-dimensional option pricing problems satisfactorily
on coarse grids.

1 Introduction

In this paper we evaluate sparse grid techniques [9, 4] for high-dimensional
partial differential equations (PDEs) in the area of option pricing. We aim
at minimizing the total number of unknowns in high dimensions. Therefore
we employ 4th order finite differences and backward differentiation time in-
tegration [5]. Fourth order grid convergence with the sparse grid methods is
theoretically not guaranteed. The solution’s accuracy on reasonably sized grids
may however already be satisfactory. Next to known sparse grid combination
methods we present a novel variant based on backward differentiation formula
coefficients. We use a 2D Poisson test problem to evaluate the combination
of the 4th order stencil, sparse grid combination and interpolation technique.
The methods are then used to evaluate the price of an option based on a geo-
metric average. The outline of this paper is as follows. We describe in section 2
the model for an option on the geometric average of assets. In section 3, we set
up the numerical techniques. The sparse grid method is discussed in section 4.
Numerical results for PDE problems with up to five spatial dimensions, plus
time, are presented in section 5.

2 Model

We solve multi-asset option pricing problems, defined by the multi-dimensional
Black-Scholes equation [6]:
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∂u

∂t
+

1
2

d∑

i=1

d∑

j=1

ρijσiσjSiSj
∂2u

∂Si∂Sj
+

d∑

i=1

(r − δi)Si
∂u

∂Si
− ru = 0. (1)

Solution u is the option price based on the underlying assets Si with i =
1, . . . , d, σi is the volatility of asset i, ρij is the correlation coefficient between
the assets with ρii = 1, r is the risk-free interest rate, and δi is a continuous
dividend yield. Equation (1) comes with a final condition, also called pay-off
that determines the type of the option considered. In this paper we consider
an option with a payoff based on the geometric average of the assets:

u(S1, S2, . . . , Sd, T ) = max{
d∏

i=1

S
1
d
i −K, 0}. (2)

This option contract is well-suited for evaluating high-dimensional techniques,
as it is possible to rewrite the problem to a 1D equation, for which we know
the exact solution. The new coordinate x = d

√
S1S2 · · ·Sd, leads to the 1D

Black-Scholes equation for a European Call option [1]:





∂u

∂t
+

1
2
σ̂2x2 ∂

2u

∂x2
+
(

r − δ̂
)

x
∂u

∂x
− ru = 0

u(x, T ) = max{x−K, 0}
(3)

with

σ̂2 =
1
d2

d∑

i=1

d∑

j=1

ρijσiσj , δ̂ =
1
d

d∑

i=1

δi +
1
2

(

1
d

d∑

i=1

σ2
i − σ̂2

)

. (4)

With the exact solution of (3) we are able to compare our numerical methods
for any dimension d.

3 Discretization

The development of the numerical solution of (1) is based on 4th order long
stencil finite differences. With Kronecker products we then generalize the dis-
cretization to the multi-dimensional situation. Therefore, the derivation of the
stencils can be done in a 1D setting. The derivatives with respect to asset i
are discretized on a grid with meshwidth hi:

du

dSi
=
−uk+2 + 8uk+1 − 8uk−1 + uk−2

12hi
+ O(h4

i ), (5)

d2u

dS2
i

=
−uk+2 + 16uk+1 − 30uk + 16uk−1 − uk−2

12h2
i

+ O(h4
i ). (6)
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At the boundary, we prescribe the (known) exact solutions for the option from
section 2. We can choose an extrapolation for virtual points u−1 and uN+1,
or backward differences. Both possibilities are evaluated in this paper. The
extrapolation in point u−1 reads u−1 = 4u0 − 6u1 + 4u2 − u3 + O(h4

i ). If this
is applied to the differences (5) and (6), we obtain:

du

dSi
|n=1 =

−2u3 + 12u2 − 6u1 − 4u0

12hi
+ O(h3

i ),

d2u

dS2
i

|n=1 =
u2 − 2u1 + u0

h2
i

+ O(h2
i ),

and analogously for the other boundary point. The other possibility is the use
of backward differences at the boundary, for example, for the left point:

du

dSi
|n=1 =

−3u0 − 10u1 + 18u2 − 6u3 + u4

12hi
+ O(h4

i ),

d2u

dS2
i

|n=1 =
10u0 − 15u1 − 4u2 + 14u3 − 6u4 + u5

12h2
i

+ O(h4
i ).

Notice that with these choices the backward differences lead to higher accu-
racy, but also to awkward stencils with many positive off-diagonal elements.
To obtain a semi-discrete equation, we use the Kronecker products [8]. If we
want to express a stencil D of a derivative with respect to coordinate j in a
d-dimensional way, we obtain:

Ddj =
d⊗

i=j+1

Ii ⊗D1
j ⊗

j−1⊗

i=1

Ii,
d⊗

i=1

Ai = A1 ⊗A2 ⊗ . . .⊗Ad, (7)

where Ii is the identity matrix of size Ni×Ni and D1
j the 1D-stencil as derived

in (5) and (6). The cross-derivative can be written as:

∂2

∂S2∂S1
=

∂

∂S2

(
∂

∂S1

)

.

It follows that the cross-derivative stencil R with respect to i and j > i reads:

Rdi,j =
d⊗

k=j+1

Ik ⊗
(

∂

∂S

)1

j

⊗
j−1⊗

k=i+1

Ik ⊗
(

∂

∂S

)1

i

⊗
i−1⊗

k=1

Ik. (8)

where
(

∂

∂S

)1

j

is the 1D discretized derivative (5) for coordinate Sj .

Finally, the semi-discrete PDE is written in a matrix vector notation:
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




du

dt
= Au + b(t) + O(

∑d
i=1 h

p
i )

u(x, 0) = u0.
(9)

We use the 4th order backward differentiation formula, BDF4, [5] for (9):

25
12

um+1 − 4um + 3um−1 − 4
3
um−2 +

1
4
um−3 = ∆t · (Aum+1 + bm+1), (10)

with ∆t the time-step. As initialization steps we use the sequence of BDF1,
BDF2 and finally BDF3. The BDF4 scheme has a stability restriction in con-
trast to BDF1 and BDF2 [5], but, so far, we do not encounter stability prob-
lems.

4 Sparse grid combination technique

Multi-asset problems can lead to very large systems that are not easily solv-
able on nowadays machines. A 5D full grid problem with only 32 points in
each direction leads to over 32 million unknowns. This is called the curse of
dimensionality. To avoid this exponential growth of the number of unknowns,
we use the sparse grid technique developed by Zenger [9] and Griebel et al.
[4]. In combination with second order finite differences, this technique gives
highly acceptable grid convergence for option pricing problems [7]. The basic
technique to solve the PDE with sparse grids consists of two parts: the solu-
tion of many problems on small sized grids and the interpolation to a desired
point or (sub-)grid. In [4] a combination technique has been developed based
on a multi-index I. A multi-index I is a collection of d numbers, with d the
problem dimension. Each number ik > 0 is proportional to the size of the
grid in that direction (k). The meshwidth in that direction is hk = 2−ik and
the number of points is Nk = h−1

k . The sum of the multi-index |I| is used to
determine which grids are needed in the sparse grid combination technique.
If ik < 3 the number of points available is to low to use the 4th order long
stencil. Therefore, we multiply the number of grid-points by a factor 4 in this
case. With the aid of the multi-index and its sum, we are able to define and
compare three different combination techniques: the basic sparse grid method
[4], a novel BDF-type sparse grid method which is a technique that employs
one extra layer, and Reisinger’s [7] 4th order sparse grid method which con-
sists of a combination of multi-variate extrapolation and the basic sparse grid
method.

4.1 Basic sparse grid combination technique

The basic combination technique [2, 4] reads:
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ucn =
d−1∑

k=0

(−1)k+1

(
d
k

)
∑

|I|=n+k
uI . (11)

where ucn is the combined solution which can be compared to a full grid
solution with meshwidth hn = 2−n in each direction. uI denotes a solution on
a grid with its meshwidths based on the multi-index I. Note that the second
sum is a summation over all solutions uI for which |I| = n+ k. For a Poisson
equation, ∆u = f , with exact solution uexact, the upper bound error in the
2D case reads [4]

‖ucn − uexact‖ ≤ Kh2
n

(

1 +
5
4

log2(h
−1
n )

)

. (12)

The bound generalized to higher dimensions reads, for general d:

‖ucn − uexact‖ ≈ O(h2
n(log2(h

−1
m ))d−1). (13)

4.2 BDF sparse grid technique

We now propose a BDF-type combination equation, that, in 2D reads:

ucn =
3
2

∑

|I|=n+2

uI − 2
∑

|I|=n+1

uI +
1
2

∑

|I|=n
uI , (14)

with the coefficients of a BDF2 scheme [5]. With vectors b =
1
2
[3,−4, 1] and:

w =
[(

d− 2
0

)

,

(
d− 2

1

)

, . . . ,

(
d− 2
d− 2

)]

, (15)

the d-dimensional combination technique in this setting is written as (11):

ucn =
d∑

k=0

(−1)k+1ak
∑

|I|=n+k
uI

with ak the k-th element of a = b � w, where � is the convolution operator.
Note that this method uses one additional finer layer compared to the basic
sparse grid method (11). With the splitting of the error as given in (18), the
error for the 2D Poisson case can be bounded by:

‖ucn − uexact‖ ≤
35
32

h2
n log2(h

−1
n )

and similarly convergence ratio (13) for general d can be derived.
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4.3 Reisinger’s sparse grid method

The third technique evaluated is based on the basic combination technique
and a multivariate extrapolation [7]. The combination equation then reads:

ucn =
n+2d−1∑

�=n

∑

|I|=�
uI





j=min{�−n,d−1}
∑

j=max{0,�−n−d}
ajα�−n−d

(
N(I)

�− n− j

)


 ,

aj = (−1)d−1−j , αj = (−4)j(−3)−d.

(16)

N(I) is the number of nonzero elements in multi-index I. (The elements of
the multi-index can be zero.) This method has an absolute error that is of
almost 4th order accuracy for the d-dimensional Poisson equation [7]:

|ucn − uexact| ≤
10
3

K

(d− 1)!

(
85
24

)d−1
(
log2(h

−1
n ) + 2d− 1

)d−1
h4
n. (17)

Truncation error estimates for 2D sparse grid methods are typically based on
the result that a second order error of a solution of a Poisson problem can be
split into [3]:

ui,j − uexact = C1(x, hi)h2
i + C2(y, hj)h2

j + +C(x, y, hi, hj)h2
ih

2
j (18)

where ui,j is the numerical solution for meshwidths (hi, hj), uexact the exact
solution and C1, C2 and C are bounded constants. An error splitting as in (18)
does not guarantee 4th order accuracy when employing 4th order finite dif-
ferences within the sparse grid technique [7]. As mentioned, in our case, the
number of grid-points to get a small-sized error is of higher importance than
asymptotic convergence for h → 0. Therefore, we evaluate the combination
techniques with 4th order finite difference stencils.

A final remark on the three methods is on the number of underlying grids,
and thus on the method’s complexity. For a d-dimensional problem the basic
sparse grid method uses d− 1 “layers” of grids, the BDF sparse grid method
employs d-, and Reisinger’s method 2d − 1-layers. Reisinger’s method uses
the finest grids. However, the method is based on second order stencils which
means that matrices are sparser than for 4th order.

5 Numerical results

Before we use the sparse grid techniques for the option pricing problem, we
evaluate them first for a 2D Poisson equation with exact solution:

u = exp
d∏

i=1

xi, (d = 2). (19)
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Table 1. 2D Poisson test problem. Second order discretization: error in point ( 1
2
, 1
2
)

with hn = 2−n in the full grid case

Full Basic BDF Reisinger
n error Conv error Conv error Conv error Conv
1 2.1× 10−4 2.1× 10−4 2.8× 10−4 3.3× 10−5

2 1.1× 10−4 1.9 2.6× 10−4 0.8 7.2× 10−5 3.9 3.5× 10−6 9.4
3 3.2× 10−5 3.4 1.3× 10−4 1.9 1.2× 10−5 5.9 3.3× 10−7 10.6
4 8.4× 10−6 3.8 5.3× 10−5 2.5 9.3× 10−7 13.1 2.9× 10−8 11.2
5 2.1× 10−6 4.0 1.8× 10−5 2.9 3.7× 10−7 2.5 2.5× 10−9 11.7
6 5.3× 10−7 4.0 5.8× 10−6 3.1 2.5× 10−7 1.5 2.0× 10−10 12.3
7 1.3× 10−7 4.0 1.8× 10−6 3.3 1.8× 10−7 2.4 1.6× 10−11 12.4

Table 2. 2D Poisson test problem. Fourth order schemes: error in point ( 1
2
, 1
2
). B

denotes backward differences at the boundary. hn = 2−n in the full grid case

Full Basic BDF BDF B
n error Conv error Conv error Conv error Conv
3 4.7× 10−6 4.7× 10−6 1.8× 10−6 7.4× 10−9

4 3.0× 10−7 15.7 3.5× 10−7 13.5 1.4× 10−7 13.5 5.8× 10−10 12.7
5 1.9× 10−8 15.9 2.6× 10−8 13.4 1.0× 10−8 13.4 5.7× 10−11 10.1
6 1.2× 10−9 15.9 1.9× 10−9 13.6 7.5× 10−10 13.6 3.3× 10−12 17.5
7 7.4× 10−11 16.1 1.4× 10−10 13.9 5.6× 10−11 13.3 1.8× 10−12 -

In table 1, we compare the second order finite differences sparse grid tech-
niques with the full-grid accuracy. Comparison takes place by checking the
error in the solution at grid point (1/2, 1/2). We see that, indeed, Reisinger’s
method performs very well. The improvement in error by an extra layer (14)
compared to the basic combination technique is also visible in the column
”BDF”. We should, however, for fairness in costs compare a row in Basic with
a previous row in BDF. In table 2, we present the results for the 4th order
discretizations, and observe highly accurate solutions with a small number of
points. Especially when backward differences are used at boundaries (indi-
cated by ‘B’), the coarse grid sparse solution corresponds very well with the
exact solution. In the tables, we can observe the influence of the log2(h−1

n )-
term on the asymptotic grid convergence, which will be more significant in
higher dimensions. Disadvantage of backward differences is that the grid con-
vergence is not smooth, probably due to several positive off-diagonal sten-
cil elements. We now perform computations with the multi-D Black-Scholes
equation and the geometric average as the pay-off. Model parameters used are
σi = 0.2, ρij = 0.25, δi = 0, r = 0.06, T = 0.5 and K = 40. We calculate the
numerical solution in the center of the S-domain, i.e. at Si = K ∀i. In table 3
up to 5D computations are presented. Values are compared to the 1D ‘exact’
solution, also presented in table 3. We confirm that the 4th order schemes
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Table 3. Option problem based on a 32d and a 64d grid, i.e., n=5, 6,
B denotes backward differencing at the boundary (NA means not available).

2D 3D 4D 5D
Exact: 2.318 2.108 1.994 1.923

Accuracy Method n=5 n=6 n=5 n=6 n=5 n=6 n=5 n=6
2 Full grid 2.302 2.315 2.100 2.106 1.991 NA NA NA
2 Basic 3.133 2.350 2.601 2,406 2,546 2,232 2,500 2,064
2 BDF 1.958 2.518 2.307 1,974 2,078 1,610 1,852 1,888
2 Reisinger 2.661 2.122 2.000 1,959 1,889 2,242 2,763 1.938
4 Full grid 2.311 2.317 2.106 2.107 1,994 NA NA NA
4 Basic 2.413 2.281 2.118 2.125 1,961 2,001 1,867 1,951
4 BDF 2.214 2.323 2.128 2.075 2,034 1,954 1,992 1.875
4 Basic B 2.413 2.281 2.118 2.125 1,961 2,001 1,867 1,951
4 BDF B 2.214 2.323 2.128 2.076 2.034 1,954 1,992 1.875

are performing very satisfactory as compared to the second order based finite
difference schemes.

6 Conclusions

The grid convergence results for the test problem and the multi-asset option
problem in the present paper give some insight in the accuracy that can be
achieved by sparse grid methods for up to five spatial dimensions. We observe
a satisfactorily convergence on relatively coarse grids, especially when using
the 4th order stencils and backward differences at the boundaries. The BDF
type sparse grid methods introduced here appear a valuable addition to the
sparse grids family. The Basic sparse grid combination technique with 4th
order discretization, however, seems to perform best in terms of cost. A more
detailed convergence analysis for the sparse grid combination techniques, in-
clusion of stretched grids and more realistic multi-asset option contracts are
part of a forthcoming report.
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Summary. In this paper a new efficient linearly implicit time integrator for semi-
linear multidimensional parabolic problems is proposed. This method preserves the
advantages, in terms of computational cost reduction, of the classical fractional step
methods for linear parabolic problems. We show some numerical tests for illustrating
that this method combined with standard space discretization techniques, provides
efficient numerical algorithms capable of computing stable numerical solutions with-
out restrictions between the time step and the mesh size.

1 Introduction

In this paper we deal with the development of an efficient numerical method
to integrate time dependent semilinear parabolic problems of the form:

find u(t) : [t0, T ]→ H solution of




du(t)
dt

= L(t)u(t) + f(t) + g(t, u),

u(t0) = u0,

(1)

where H is a Hilbert space of functions defined on a certain domain Ω ⊆ IRn,
L(t) : D ⊆ H → H is a linear second order elliptic differential operator which
contains the spatial derivatives of the solution, f(t) is the source term and
g(t, u) is a non-linear function.

The obtaining of the solution of this problem can be realized by using a
double process of discretization of the spatial and temporal variables. Thus, if
we apply firstly a classical spatial discretization process, like finite differences
or finite elements among others, we obtain a one parameter family of Initial
Value Problems (IVP) of the form:
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find Uh(t) : [t0, T ]→ Vh solution of
{
U ′
h(t) = Lh(t)Uh(t) + fh(t) + gh(t, Uh(t)),

Uh(t0) = uh0;
(2)

typically, h ∈ (0, h0] denotes the size of the mesh used to discretize in space
and it is destined to tend to zero; also, for every h we consider a finite di-
mensional space Vh which will be an space of discrete functions on a mesh
in Finite Differences and it will be a subspace of H of piecewise polynomial
functions in a classical Finite Element discretization.

In this work, we propose the use of a time integrator which is designed
by combining, in an additive way, a Fractional Step Runge Kutta (FSRK)
method for dealing with the linear non-homogeneous term, Lh(t)Uh(t)+fh(t),
and a suitable explicit RK method for including the contribution of the non-
linear term, gh(t, Uh(t)). We decompose the spatial discretization of the elliptic
operator and the source term in the form Lh(t) =

∑n
i=1 Lih(t) and fh(t) =

∑n
i=1 fih(t).
Then the numerical algorithm which we propose follows the scheme






Um+1
h = Umh + τ

s∑

i=1

bki
i

(

Lkih(tm,i)U
m,i
h + fkih(tm,i)

)

+ τ
s∑

i=1

bn+1
i gh(tm,i, U

m,i
h ),where

Um,ih = Umh + τ

i∑

j=1

a
kj

ij

(

Lkjh(tm,j)U
m,j
h + fkjh(tm,j)

)

+ τ

i−1∑

j=1

an+1
ij gh(tm,j , U

m,j
h ).

(3)

Here Umh denotes the approximation of u(tm) being tm = t0 +mτ (τ is the
time step), U0

h = Uh(t0), ki, kj ∈ {1, · · · , n}, n is the number of levels of the
FSRK method, tm,i = t0 + (m + ci) τ and the intermediate approximations
Um,ih for i = 1, · · · , s are the internal stages of the method. If we fill the last
formulation with some null coefficients in this form

Ak = (akij) where akij =






an+1
ij if k = n + 1 and i > j,

a
kj

ij if k = kj and i ≥ j,

0 otherwise,

bk = (bkj ) where bkj =






bn+1
j if k = n + 1,
b
kj

j if k = kj ,

0 otherwise,

the coefficients of this method can be organized in a table, extending the
notations introduced by Butcher for the standard RK methods, as follows
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C e A1 A2 . . . An An+1

(b1)T (b2)T . . . (bn)T (bn+1)T

where C = diag(c1, · · · , cs) and e = (1, · · · , 1).
To refer abbreviately to these methods we will use the notation (C,Ai,bi)n+1

i=1

and we denote with (C,Ai,bi) each standard RK method which takes part
in (3). Note that An+1 is a strictly lower triangular matrix that we use for
computing the contribution of the non-linear part, gh(t, Uh), of the derivative
function.

In [1, 2] it is shown that the use of these new methods for discretizing in
time permits us to avoid two of the main difficulties of the classical implicit
schemes if a suitable partition of L(t) is combined with appropriate spatial
discretizations. On one hand, the convergence of the numerical scheme can be
obtained without imposing too severe stability requirements; only a property
of linear absolute stability is required for a stable numerical integration of
(1) (see [2]). On the other hand, we achieve an important reduction in the
computational cost with respect to classical implicit methods, because the
use of iterative methods to resolve the internal stage equations Um,ih is not
necessary; in fact, its resolution involves only linear systems with very simple
matrices.

2 A new third order linearly implicit FSRK method

In this section we show the construction process of a third order method of
the class introduced in the previous section. This process is complicated due
to the high number of order conditions that we must consider joint to the
additional restrictions which must be imposed to preserve the stability. To
design this method we have used the following order conditions (see [1]):

(r1) A1 e = C e (r2) A2 e = C e (r3) A3 e = C e
(α1) (b1)T e = 1 (α2) (b1)T C e = 1

2 (α3) (b1)T A1 C e = 1
6

(α4) (b1)T C C e = 1
3 (β1) (b2)T e = 1 (β2) (b2)T C e = 1

2

(β3) (b2)T A2 C e = 1
6 (β4) (b2)T C C e = 1

3 (γ1) (b3)T e = 1

(γ2) (b3)T C e = 1
2 (γ3) (b3)T A3 C e = 1

6 (γ4) (b3)T C C e = 1
3

(×12) (b1)TA2 C e = 1
6 (×21) (b2)TA1 C e = 1

6 (×13) (b1)TA3 C e = 1
6

(×23) (b2)TA3 C e = 1
6 (×31) (b3)TA1 C e = 1

6 (×32) (b3)TA2 C e = 1
6

We have proven that a method of this class verifying such order con-
ditions must have at least seven stages. In order to satisfy the order con-
ditions (r1), (r2) and (r3) we impose that (C,A1,b1) has a first explicit
stage. In this way the computational cost of the method will be of the
same order that a six stage method. For stability reasons it is convenient
to impose (0, · · · , 0, 1)T Ai = (bi)T for i = 1, 2 (see [2]) and to reduce a
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bit the computational cost of the final method we have also imposed that
(0, · · · , 0, 1)T A3 = (b3)T . These restrictions will make that the calculus of
the last stage provides directly Um+1

h (= Um,sh ). To simplify the study of the
stability of the method (C,Ai,bi)2i=1 we have chosen a1

ii = a2
jj = a, i = 3, 5, 7,

and j = 2, 4, 6. By taking these premises the method has this structure:

0
c2
c3
c4
c5
c6
c7

0
a1
21 0

a1
31 0 a

a1
41 0 a1

43 0
a1
51 0 a1

53 0 a
a1
61 0 a1

63 0 a1
65 0

b11 0 b13 0 b15 0 a

0
0 a
0 a2

32 0
0 a2

42 0 a
0 a2

52 0 a2
54 0

0 a2
62 0 a3

64 0 a
0 b22 0 b24 0 b26 0

0
a3
21 0

a3
31 a3

32 0
a3
41 a3

42 a3
43 0

a3
51 a3

52 a3
53 a3

54 0
a3
61 a3

62 a3
63 a3

64 a3
65 0

b31 b32 b33 b34 b35 b36 0
b11 0 b13 0 b15 0 a 0 b22 0 b24 0 b26 0 b31 b32 b33 b34 b35 b36 0

By solving the order conditions: (r1), (r2), (α1), · · · , (α4), (β1), · · · , (β4),
(×12) and (×21) we obtain a family of FSRK methods (C,Ai,bi)2i=1 of third
order which depends of parameters a, c3, c4, c5, c6, a1

63 and a1
65.

In order to integrate efficiently Stiff IVP’s of type (2) we must apply A-
stable FSRK methods. To introduce this property for an FSRK method in
the simplest way, we apply such method for the numerical integration of the
test scalar ODE y′(t) = (λ1 +λ2) y(t) with Re(λi) ≤ 0, i = 1, 2, obtaining the

recurrence ym+1 =
(

1+
2∑

i=1

τ λi(bi)T
(
I−

2∑

j=1

τ λjAj
)−1

e
)

ym, substituting the

values τ λi by zi for i = 1, 2 the following rational complex function appears

R(z1, z2) = 1 +
2∑

i=1

zi (bi)T
(

I −
2∑

j=1

zj Aj
)−1

e,

which it is named the amplification function associated to the FSRK method.
We say that an FSRK method is A-stable iff |R(z1, z2)| ≤ 1, ∀ zi ∈ C with
Re(zi) ≤ 0, i = 1, 2. Due to this method has seven stages, being the first one
explicit, and it attains order 3 its amplification function admits this decom-
position

R(z1, z2) = R1(z1)R2(z2) + Rest

where Ri(zi) = 1+(1−3 a) zi+
1
2 (1−6 a+6 a2)z2i + 1

6 (1−9 a+18 a2−6 a3)z3i
(1−a zi)3

are the ampli-
fication functions of the RK methods (C,Ai,bi) for i = 1, 2 and

Rest =
F1z1z

3
2 + F2z

2
1z

2
2 + F3z

3
1z2 + G2z

2
1z

3
2 + G3z

3
1z

2
2 + H3z

3
1z

3
2

(1− a z1)3(1− a z2)3

with:
Fj =

∑

ī∈{1,2}4

n1 (̄i)=j

(bi1)TAi2Ai3Ai4e− 1
j!(4− j)!

, j = 1, 2, 3;
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Gj = −3 aFj−1 − 3 aFj +
∑

ī∈{1,2}5

n1 (̄i)=j

(bi1)TAi2Ai3Ai4Ai5e− 1
12

, j = 1, 2;

H3 = 3 a2 F1 + 9 a2 F2 + 3 a2 F3 − 3 aG2 − 3 aG3+
+

∑

ī∈{1,2}6

n1 (̄i)=3

(bi1)TAi2Ai3Ai4Ai5Ai6e− 1
36 ;

being n1(̄i) the number of times that the index 1 appears in vector ī. The
L-stability of each RK method (C,Ai,bi) for i = 1, 2 is obtained by taking
a = 0.435866521508459 (see [4]). To obtain that the contribution of the Rest
to the amplification function be as small as possible we use the free parameters
a1
63 and a1

65 to annihilate G2, G3 and H3. By substituting the values obtained
for these parameters in the terms Fi for i = 1, 2, 3 we obtain |F1| = |F3| =
0.0179331 and F2 = 0.0737263. In this way it is possible to check that the
family of third order FSRK methods developed here, which depends on c3,
c4, c5 and c6, is A-stable.

Next, we consider the order conditions where the explicit part (C,A3,b3)
of the method is involved. Those ones are (r3), (γ1), · · · , (γ4), (×13), (×23),
(×31) and (×32). These equations have been solved taking as free parameters
c3, c4, c5, c6, a3

52, a
3
54, a

3
62, a

3
63, a

3
64, a

3
65 and b36 and fixing a3

21, a
3
31, a

3
41, a

3
51,

a3
61, a

3
32, a

3
42, a

3
53, b

3
1, b

3
2, b

3
3, b

3
4 and b35. With the remaining free parameters we

have looked for obtaining not too large coefficients and minimizing somehow
the main term of the local truncature error. In this way the chosen method
was:
( A1

(b1)T

)

=















0

0.435866521508459 0

−0.290577681005640 0 0.435866521508459

1.096451335195801 0 −0.878518074441571 0

−0.617418271582877 0 0.617418271582877 0 0.435866521508459

1.300883538855455 0 −1.394886763694443 0 0.137589876989833 0

−1.643545951341538 0 3.090808874540337 0 −0.883129444707258 0 0.435866521508459

−1.643545951341538 0 3.090808874540337 0 −0.883129444707258 0 0.435866521508459














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( A2

(b2)T

)

=















0

0 0.435866521508459

0 0.145288840502819 0

0 −0.217933260754229 0 0.435866521508459

0 0.847478702563710 0 −0.411612181055251 0

0 −0.637403153856101 0 0.245123284498488 0 0.435866521508459

0 2.480644479489623 0 −2.963599628502850 0 1.482955149013227 0

0 2.480644479489623 0 −2.963599628502850 0 1.482955149013227 0















( A3

(b3)T

)

=







0
0.435866521508459 0
0.098722266932037 0.046566573570781 0
0.346958806704806 −0.129025545950576 0 0

−0.452615864750442 0 0.8884823862589017 0 0
0.043586652150845 0 0 0 0 0
0.963682249493564 0.549076317251797 −2.771795439918187 −0.325917606041921 1.5849544792147467 1 0
0.963682249493564 0.549076317251797 −2.771795439918187 −0.325917606041921 1.5849544792147467 1 0







C e = (0,0.435866521508459,0.145288840502819,0.217933260754229,0.435866521508459,

0.043586652150845,1)T .

3 Numerical tests

In this section we show two numerical experiences where we have integrated
some convection-diffusion-reaction problems with non-linear reaction term. In
both cases we have carried out the time discretization by using the method
described in previous section and we have discretized in space on a rectangular
mesh by using a central difference scheme for the first example and an upwind
scheme for the second one.

In [2] it is proven that the combination of methods of type finite differences
of order q in the spatial discretization stage and pth–order time integrators of
the type described in the first section of this paper provides a totally discrete
scheme whose global error is [u(tm)]h − Umh = O(hq + τp); [v]h denotes the
restriction of the function v to the mesh node.

The numerical maximum global errors have been estimated as follows

EN,τ = max
x1i,x2i,tm

|UN,τ (x1i, x2i, tm)− U∗|

where UN,τ (x1i, x2i, tm) are the numerical solutions obtained in the mesh
point (x1i, x2i) in the time point tm = mτ , on a rectangular mesh with
(N + 1) × (N + 1) nodes and with time step τ and U∗ is some reference
solution. Concretely, we use a numerical solution calculated in the same mesh
points and time steps, but by using a spatial mesh with (2N + 1)× (2N + 1)
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nodes, halving the mesh size, and with time step τ
2 . We compute the numerical

orders of convergence as log2
EN,τ

E2N,τ/2
.

3.1 First example

We integrate the following non-linear convection-diffusion problem with a non-
linear reaction term r(u) = k1 u + k2 u + u3

(1+u2)2






∂u
∂t = ∆u− v1 ux1 − v2 ux2 − r(u) + f, ∀ (x1, x2, t) ∈ Ω × [0, 5],
u(x1, 0, t) = u(x1, 1, t) = 0, ∀x1 ∈ [0, 1] and ∀ t ∈ [0, 5],
u(0, x2, t) = u(1, x2, t) = 0, ∀x2 ∈ [0, 1] and ∀ t ∈ [0, 5],
u(x1, x2, 0) = x3

1(1− x1)3x3
2(1− x2)3, ∀ (x1, x2) ∈ Ω,

with Ω = (0, 1) × (0, 1), v1 = 1 + x1 x2 e
−t, v2 = 1 + x1 t, k1 = k2 =

1+(x1+x2)
2e−t

2 and f = 103e−tx1(1 − x1)x2(1 − x2). We have carried out the
space discretization on a uniform mesh.

To apply the integration method described in the last section we have taken
Lih(tm,j)U

m,j
h = δxixi

Um,jh −[vi]h δx̂i
Um,jh −[ki]h U

m,j
h − 3(Um

h )2−(Um
h )4

2(1+(Um
h )2)3 Um,jh for

i = 1, 2 and gh(tm,j , U
m,j
h ) = 3(Um

h )2−(Um
h )4

(1+(Um
h )2)3 Um,jh − (Um,j

h )3

(1+(Um,j
h )2)2

for j = 1, · · · , 7
where δxixi

and δx̂i
denote the classical central differences. Note that, by using

this decomposition in each stage of (3) we must solve only one linear system
whose matrix is tridiagonal; thus the computational complexity of computing
the internal stages of this method is of the same order as an explicit method.

In table 1 we show the numerical errors and in table 2 their corresponding
numerical orders of convergence. In order to obtain that the contribution to
the error of the spatial and temporal part be of the same size we have taken
the relation 3

√
N2τ ≡ C = 0.1 between the time step τ and the mesh size 1

N .

Table 1. Numerical Errors (EN,τ )

N=8 N=16 N=32 N=64 N=128 N=256 N=512
2.2183E-2 5.6902E-3 1.4231E-3 3.5569E-4 8.8921E-5 2.2289E-5 5.6054E-6

Table 2. Numerical orders of convergence

N=8 N=16 N=32 N=64 N=128 N=256
1.9629 1.9995 2.0003 2.0000 1.9962 1.9915
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3.2 Second example

Now, we show the numerical results obtained when we integrate the following
problem:






∂u
∂t = ε∆u− v1 ux1 − v2 ux2 − r(u) + f, ∀(x1, x2, t) ∈ Ω × [0, 5],
u(x1, 0, t) = u(x1, 1, t) = 0, ∀x1 ∈ [0, 1] and ∀ t ∈ [0, 5],
u(0, x2, t) = u(1, x2, t) = 0, ∀x2 ∈ [0, 1] and ∀ t ∈ [0, 5],
u(x1, x2, 0) = h(x1)h(x2), ∀x1, x2 ∈ Ω,

with Ω = (0, 1) × (0, 1), v1 = 1 + x1 x2 e
−t, v2 = 1 + x1 + x2 t, r(u) =

k1 u+ k2 u+ u4 eu
4
, k1 = k2 = 1 + 2x1 + e−t, h(z) = e

−z
ε + e

−(1−z)
ε − 1− e

−1
ε

and the source term e−2tx1 (1 − x1)x2 (1 − x2). In this case, we are chosen
the same type of splitting Lih(t) as in the previous example excepting that
the central differences δx̂i

are substituted by first order backward differences.
In this problem a small parameter ε appears multiplying to the second

order derivatives; this generates that the solution of this type of problems
presents a multiscale character with some quick variation zones called bound-
ary layers. Due to the existence of these layers we must realize a suitable space
discretization; thus we use a mesh which concentrates points in the bound-
ary layers. In [3] it is proven that it is not possible to obtain the ε-uniform
convergence for some convection-diffusion problems of this type by using uni-
form meshes. We carry out the spatial discretization by using again the simple
upwind scheme on a mesh which is constructed as tensorial product of oned-
imensional Shishkin meshes; in these onedimensional meshes the nodes are
distributed as xik = k 4(1−σ)

3N if k = 0, · · · , 3N
4 and xik = (1−σ)+(k− 3N

4 ) 4σ
N

if k = N
4 + 1, · · · , 3N

4 , with σ = min{ 1
4 , ε logN} for i = 1, 2. By using these

meshes we obtain a numerical order of convergence which tend to 1 as long
as N increases according to the expected ε-uniformly convergent behaviour
(τ3 +N−1 logN). In order to obtain that the contribution to the error of the
spatial and temporal part are of the same order we have taken the relation
3
√
Nτ ≡ C = 0.1. We have evaluated these errors from t = 0.05 up to T = 5.

In the beginning of the time integration process an order reduction occurs
because of data in t = 0 do not verify sufficient compatibility conditions to
attain order p = 3.

Table 3. Numerical orders of convergence

ε N=8 N=16 N=32 N=64 N=128 N=256 N=512
1 9.2059E-5 5.6752E-5 3.0109E-5 1.5864E-5 8.0341E-6 4.0479E-6 2.0316E-6

10−2 6.4953E-2 4.6823E-2 3.6885E-2 2.7546E-2 1.6197E-2 1.0136E-2 6.5119E-3
10−4 7.1269E-2 4.9975E-2 3.5713E-2 2.5482E-2 1.5825E-2 9.6886E-3 6.0157E-3
10−6 7.1352E-2 5.0000E-2 3.5651E-2 2.5361E-2 1.5825E-2 9.6815E-3 6.0053E-3
10−8 7.1353E-2 5.0000E-2 3.5650E-2 2.5361E-2 1.5822E-2 9.6815E-3 6.0052E-3
10−10 7.1353E-2 5.0000E-2 3.5650E-2 2.5361E-2 1.5822E-2 9.6815E-3 6.0052E-3
EmaxN,τ 7.1353E-2 5.0000E-2 3.6885E-2 2.7546E-2 1.6197E-2 1.0136E-2 6.5119E-3
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Table 4. Numerical Errors EN,T

ε N=8 N=16 N=32 N=64 N=128 N=256
1 0.6979 0.9145 0.9245 0.9815 0.9889 0.9946

10−2 0.4722 0.3442 0.4212 0.7661 0.6762 0.6384
10−4 0.5121 0.4847 0.4869 0.6873 0.7079 0.6875
10−6 0.5130 0.4880 0.4913 0.6808 0.7086 0.6890
10−8 0.5130 0.4880 0.4913 0.6807 0.7086 0.6890
10−10 0.5130 0.4880 0.4913 0.6807 0.7086 0.6890

Minimum 0.4722 0.3442 0.4212 0.6873 0.6762 0.6384
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Summary. Many physical processes can be modelled mathematically by ordinary
differential equations. If such a process is governed by control variables an optimal
control problem can be formulated. The basic problem is to choose the control vari-
ables such that some objective function is optimized while satisfying the differential
equations. Approximating the control variables by linear functions and the state vari-
ables by low order Runge-Kutta schemes results in a nonlinear sparse constrained
optimization problem. The inner iteration of a SQP-algorithm consists in solving an
equality constrained quadratic optimization problem with a positive definite system
matrix and a sparse constraint matrix. This optimization problem can be solved
effectively by a projected cg-method when using a sparse LU decomposition of the
constraint matrix. Since the system matrix is approximated by the �-BFGS update
scheme the matrix is not stored explicitly. Only the vectors which are used for the
computation of the system matrix are stored. The cg-method simply needs a matrix
vector product with the system matrix. Hence, the explicit computation of this ma-
trix is not necessary. Instead, the matrix vector product is performed by a Neville
like scheme. Numerical results are given for a problem in aerospace engineering.

1 Introduction

The basic problem in optimal control is to choose control variables such that
some objective function is optimized while satisfying differential equations and
boundary conditions. Optimal control problems can be solved either by the
variational (indirect method) or by the nonlinear programming approach (di-
rect method) [1], [5]. Indirect methods are characterized by using the calculus
of variations. The optimal control is obtained by the maximum principle as
a function of state and adjoint variables. Together with boundary conditions
we get a nonlinear multi-point boundary value problem [6]. This approach
has proven to be quite stable but there are at least two major drawbacks. It
is necessary to derive an analytical expression for the control variable which
can become quite time consuming for complicated problems. Furthermore the
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region of convergence for a root finding algorithm (Newton’s method) may be
extremely small and therefore good start values are needed. The direct method
approximates the control in a finite dimensional space and results in a large fi-
nite dimensional nonlinear programming problem. Using a SQP-algorithm [8]
the search direction is determined as the solution of an equality constrained
quadratic optimization problem EQP. A Q-transformed SQP-method for ex-
ample needs the factorization of the constraints and the system matrix is
updated by a rank one correction [9]. Here, the solution of EQP is obtained
by a projected cg-algorithm using a �-BFGS update scheme [14]. Within this
proceeding the whole Hessian matrix need not to be stored but only some
vectors from which the Hessian can be calculated.

2 Optimal control problem

An optimal control problem (OCP) consists in finding a piecewise continuous
control function u : [t0, tf ] −→ R

k and the continous piecewise differentiable
state function y : [t0, tf ] −→ R

n which minimizes the functional φ(y(tf ))
subject to differential equations and boundary conditions.

min
u

φ(y(tf ))

(OCP) subject to

ẏ(t) = f(t, y(t), u(t)), t ∈ [t0, tf ]

r(y(t0), y(tf )) = 0

(1)

φ : R
n −→ R, f : [t0, tf ]× R

n × R
k −→ R

n, r : R
n × R

n −→ R
nr .

Approximation of the control function

The control function on the interval [t0, tf ] is approximated by a B-Spline Bp
of degree p. Ni,p (i = 0, ..., l) denote the basis functions of the B-Spline [15].

Bp : [0, 1]→ R
k+1, τ 
→

(
t(τ)
u(τ)

)

=








t(τ)
u1(τ)

...
uk(τ)








, (2)

t(τ) = t0 + (tf − t0) · τ , (3)

uj(τ) =
l∑

i=0

Ni,p(τ) · cij , j = 1, ..., k, l ≥ p . (4)



998 Georg Wimmer, Thorsten Steinmetz and Markus Clemens

Approximation of the state function

The discretized state variables ȳi (i = p, ..., l) at the knots t(τp), ..., t(τl+1)
are obtained by integrating the differential equation in (1) with a one step
method (OSM):

ȳp := y(t0) , (5)
ȳi+1 := ȳi + hiΦ(t(τi), ȳi;hi; f), i = p, . . . , l . (6)

The increment function is denoted by Φ and hi := t(τi+1) − t(τi) are the
stepsizes of the OSM. In the example of Sect. 6 a linear continuous function
as control (p = 1) and a Runge-Kutta method of order 4 are used as OSM. In
order to obtain the gradients of the objective function and the Jacobian matrix
of the constraints the sensitivity matrices with respect to the initial value
and the parameters have to be calculated. This is achieved by the internal
numerical differentiation described by Bock [4].

3 SQP-methods

After collecting the unknown intitial value y(t0) and the control parameters cij
into the vector x ∈ R

nx a nonlinear programming problem (NLP) is obtained
from (1) and (2)–(6):

min
x

f(x)

(NLP) subject to

cj(x) = 0, j = 1, . . . , nr

(7)

with f : R
nx −→ R, c : R

nx −→ R
nr (c = (c1, . . . , cnr

)T ). At a constrained
minimizer x∗ the objective gradient ∇f can be written as a linear combination
of the constraint gradients ∇c1,...,∇cnr

. This coefficients are called Lagrange
multipliers λ∗. Given a starting vector x0 a SQP-algorithm creates iterates
(xk, λk) which converge to (x∗, λ∗). The next iterate (xk+1, λk+1)

(
xk+1

λk+1

)

:=
(
xk
λk

)

+ αk

(
dk

µk − λk

)

(8)

is obtained from an equality constrained quadratic optimization problem
(EQP) where dk and µk denote the solution and the corresponding Lagrange
multiplier. The step restriction parameter is the result of a linesearch strategy
to ensure a decrease of a suitable merit function [10].
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min
d∈Rn

[

dT∇xf(xk) +
1
2
dTHkd

]

(EQP) subject to

(∇xcj(xk))T d + cj(xk) = 0, j = 1, . . . , nr

(9)

Starting with the identity matrix H0 = I the positive definiteness of all Hk
can be maintained by the BFGS-update

H̄ = UBFGS(s, y,H) := H +
yyT

yT s
− 1

sTHs
HssTH , s := xk+1 − xk . (10)

The matrix Hk is intented to be a positive definite approximation of the
Hessian of the augmented Lagrange function

L(x, λ;ω) := l(x, λ) +
1
2

nr∑

i=1

ωi(ci(x))2

= f(x)−
nr∑

i=1

λici(x) +
1
2

nr∑

i=1

ωi(ci(x))2 . (11)

The coefficients ωi can be chosen to yield (yL)T s > 0, where

y := Lx(xk+1, µk+1)− Lx(xk, µk+1) . (12)

The BFGS-update is in this form a rank two correction. When using a Q-
transformed Hessian method the transformed Cholesky factors are updated
by a rank one correction [9].

4 Equality constrained quadratic subproblem

In order to solve EQP iteratively (9) is rewritten as follows:

min
x

[

bTx +
1
2
xTHx

]

(EQP) subject to

Wx = w

(13)

Extending the conjugate gradient method to (13) the algorithm depicted in
Table 1 is obtained. The orthogonal projection in the kernel of W is denoted
by PZ .
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Table 1. Projected cg-algorithm

1: Take start vector x0 with Wx0 = w
2: k = 0
3: r0 = −(b + Hx0)
4: g0 = PZr0
5: while gk 	= 0 do
6: k = k + 1
7: if k = 1 then
8: p1 = g0

9: else
10: βk = rTk−1gk−1/r

T
k−2gk−2

11: pk = gk−1 + βkpk−1

12: end if
13: αk = rTk−1gk−1/p

T
kHpk

14: xk = xk−1 + αkpk
15: rk = rk−1 − αkHpk
16: gk = PZrk
17: end while

5 Approximation of the Hessian

Given an initial approximation H0, step vectors s0, . . . , sp−1 and the gradients
y0, . . . , yp−1 of the augmented Lagrangian function [10] the Hessian matrix Hp
is defined as

H1 = H0 + U(s0, y0,H0) , (14)
H2 = H1 + U(s1, y1,H1) , (15)

...
Hp = Hp−1 + U(sp−1, yp−1,Hp−1) , (16)

U(s, y,H) :=
yyT

yT s
− (Hs)(Hs)T

sTHs
. (17)

In the algorithm of Table 1 the Hessian matrix does not have to be computed
explicitly if its product with a vector is available. This matrix vector multi-
plication Hpz can be calculated according to the following tableau:
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yp−1 yp−2 · · · y1 y0

Hpz ←− Hp−1sp−1
Hp−2sp−2←− Hp−2sp−1 · · · H1sp−1

H0s0←− H0sp−1

↖
Hp−1z ←− Hp−2sp−2 · · · H1sp−2

H0s0←− H0sp−2

↖
Hp−2z · · · H1sp−3

H0s0←− H0sp−3

. . .
...

...
...

H1s2
H0s0←− H0s2

H1s1
H0s0←− H0s1

H1z ←− H0s0

↖
H0z

If the Jacobian matrix of the contraints is sparse it is advantageous to use
sparse matrix methods for the linear algebra [11]. The Schur complement
method of Gill et. al [8] makes use of the fact that similar quadratic sub-
problems have to be solved. Using the �-BFGS approximation of the Hessian
matrix of the augmented Lagrangian function this matrix has to be computed
explicitly. This can be avoided by applying the �-BFGS update in connection
with the cg-method. The projection g = PZr can be obtained as the solution
of the augmented system [12]

(
In WT

W 0

)(
g
v

)

=
(
r
0

)

. (18)

Since it is important that the projection is performed accurately the projection
scheme is applied several times in order to guarentee that the result lies with
sufficient accuracy in the kernel of W . Therefore the sparse LU decomposition
of (18) can be reused.

6 Example

The planar orbit transfer of a satellite from a near earth orbit to a geosta-
tionary orbit in minimum time [13], [5] is modelled by the two dimensional
point mass equations of motion in an inverse square gravity field. The states
of the system are radial position r, radial velocity ω, circumferential velocity
v and polar angle φ. The control is represented by the thrust direction angle
ψ. The optimal control problem is stated in equation (19).
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min
ψ

[

tf (1)
]

ṙ = tf ω, φ̇ = tf (v/r), ṫf = 0

ω̇ = tf

[
v2

r
− rµ

r2
+ β sinψ

]

, v̇ = tf

[

−ωv

r
+ β cosψ

]

r(0) = r0

ω(0) = ω0

v(0) = v0 =
√

rµ
r0

φ(0) = φ0

tf (0) = 0

r(1) = rf

ω(1) = ωf

v(1) = vf =
√

rµ
rf

(19)

The constants are given in table 2. For better numerical performance scaled
values are used.

Table 2. Constants

constant unscaled scaled

r0 6.0 ·Re 6.00
rf 6.6 ·Re 6.60
ω0 0 [rad] 0.00
ωf 0 [rad] 0.00
φ0 0 [rad] 0.00
β 1/637.82 [m/s] 0.01
Re 6378.2[km] 1.00
rµ 39.9 · 104 [km3/s2] 62.50

As starting values for the control u ≡ 0 and for the states the boundary
condition at t0 are chosen. Table 3 shows the performance of the proposed
algorithm. The SQP-algorithm converges in 30 iterations due to the limitation

Table 3. Numerical results

number of SQP-iterations 30
total number of cg-iterations for (EQP) 185
total number of projections PZ 219
average number of cg-iterations per SQP-step 6.2
average number projections PZ per SQP-step 7.3
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to only four BFGS vectors. However this drawback is compensated by the
cheap matrix vector products in the cg-algorithm.
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Summary. In this paper, we reformulate global optimization problems in terms of
boundary value problems. This allows us to introduce a new class of optimization
algorithms. Indeed, many optimization methods, including non-deterministic ones,
can be seen as discretizations of initial value problems for differential equations
or systems of differential equations. Two algorithms included in this new class are
applied and compared with a genetic algorithm for the design of multichannel optical
filters.

1 Introduction

Global minimization (or maximization) problems are of great practical impor-
tance in many applications. For this reason, Genetic Algorithms (GA) have
received a tremendous interest in recent years [1, 2, 5]. However, the main
difficulties with these algorithms remain their computational time and their
slow convergence.

Many minimization algorithms can be viewed as discrete forms of Cauchy
problems for an ordinary differential equation (ODE) or a system of ODEs
in the space of control parameters. We will see that if one introduces an extra
information on the infimum, these algorithms can be formulated as Boundary
Value Problems (BVP) for the same equations [3, 4]. A motivating idea is
therefore to apply algorithms solving BVPs to global optimization. It is in
particular shown that GAs be interpreted as a discrete form of BVPs for a set
of coupled ODEs. Therefore, the BVP analysis has also been applied to them
to improve their performances leading to the construction of a new algorithm
called HGSA. All the algorithms issued from our BVP analysis, presented
in section 2, are compared in section 3 to a classical GA for the design of a
multichannel optical filter.
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2 Global optimization methods

In this section, we consider a function J : Ωad → IR to be minimized, where
the optimization parameter x belongs to a compact admissible set Ωad ⊂ RN .

A unified dynamical system formulation is given for some stochastic and
deterministic optimization algorithms. In particular, even if GAs are issued
from evolutionary considerations, it is possible to associate to them a set of
stochastic coupled ODEs (see subsection 2.2). A new class of global minimiza-
tion methods is thus constructed, based on the solution of associated BVPs.

2.1 Semi-deterministic recursive optimization methods

We make here the following assumptions on the functional: J ∈ C2(Ωad, IR)
and is coercive [3]. In this case, many deterministic minimization algorithms
which perform the minimization of J can be seen as discretizations of the
following dynamical system [3, 4]:






M(ζ)
dx(ζ)
dζ

= −d(x(ζ))

x(0) = x0

(1)

where ζ is a fictitious parameter, M is a local metric transformation, d a
direction in Ωad and x0 ∈ Ωad is the initial condition.

For example if d = ∇J is the gradient of the functional J and M = Id,
we recover the classical steepest descent method, while with d = ∇J and
M = ∇2J the Hessian of J , we recover the Newton method.

A global optimization of J with system (1), called here core optimization
method, is possible if the following boundary value problem has a solution:






M(ζ)
dx(ζ)
dζ

= −d(x(ζ))

x(0) = x0

J(x(Zx0)) = Jm with a finite Zx0 ∈ IR

(2)

where Jm denotes the minimum of J in Ωad. In practice, when Jm is unknown,
we set Jm to a lower value (for example Jm = 0 for an inverse problem) and
look for the best solution for a given complexity and computational effort.

The BVP (2) is over-determined as it includes two conditions and only one
derivative. The over determination can be removed for instance by considering
x0 = v in (1) as a new variable to be found by the minimization of the new
functional:

h(v) = J(xv(Zv))− Jm

where xv(Zv) is the solution of (1) found at ζ = Zv starting from v.
A new algorithm A1(v1, v2) with parameters v1 and v2 is then defined as:

1- (v1, v2) ∈ Ωad ×Ωad given, v1 	= v2
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2- Find v ∈ argminw∈O(v2)h(w) where O(v2) = IR−−→v1v2 ∩Ωad
3- return the best v found during step 2

The line search minimization in A1 might fail. For instance, a secant
method degenerates on plateau and critical points. To avoid this problem,
we add an external level to the algorithm A1, keeping v1 unchanged, and
looking for v2 by minimizing a new functional w 
→ h(A1(v1, w)). This leads
to the following two-level algorithm A2(v1, v

′
2):

1- (v1, v
′
2) ∈ Ωad ×Ωad given, v1 	= v′2

2- Find v′ ∈ argminw∈O(v′2)
h(A1(v1, w)) where O(v′2) = IR

−−→
v1v

′
2 ∩Ωad

3- return the best v′ found during step 2

The choice of the initial conditions in this algorithm is its only non-deter-
ministic feature. The algorithm A2 is thus called Semi-Determinist Algorithm
(SDA). A mathematical background for this approach as well as a validation
on academic test cases or on problems including solutions of nonlinear partial
differential equations are available [3, 5, 7, 10].
Remarks:

- The construction can be pursued recursively considering

hi(vi2) = min
vi
2∈Ωad

hi−1(Ai−1(v1, v
i
2))

with h1(v) = h(v) and where i denotes the external level, justifying the
name of recursive optimization methods.

- In practice, this algorithm succeeds if the trajectory passes close enough
to the infimum (i.e. in Bε(xm) where ε defines the chosen accuracy in
the capture of the infimum). Hence, in the algorithm above, xw(Zw) is
replaced by the best solution found over [0, Zw].

2.2 Genetic algorithms

Genetic algorithms approximate the global minimum (or maximum) of any
functional J : Ωad → IR, also called fitness function, through a stochastic
process based on an analogy with the Darwinian evolution of species [1]: a
first family, called ’population’, X0 = {x0

l ∈ Ωad, l = 1, ..., Np} of Np
possible solutions of the optimization problem, called ’individuals’, is ran-
domly generated in the search space Ωad. Starting from this population, we
build recursively Ngen new populations Xi = {xil ∈ Ωad, l = 1, ..., Np} with
i = 1, .., Ngen through three stochastic steps, called selection, crossover and
mutation. With these three basic evolution processes, it is generally observed
that the best obtained individual is getting closer after each generation to the
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optimal solution of the problem [1]. An example of such stochastic processes
is given below in order to show the analogy with the resolution of a discrete
dynamical system.

We first rewrite Xi using the following (Np, N)-real valued matrix form:

Xi =






xi1
...

xiNp




 (3)

Selection: each individual xil is ranked with respect to its fitness value
J(xil) and Np elements are then selected among the population to become
’parents’.

Introducing Sn(J(Xn)) a binary (Np, Np)-matrix with, for each line i,
a value 1 on the jth row when the jth individual has been selected and 0
elsewhere, we define

Xn+1/3 = Sn(J(Xn))Xn (4)

Crossover: this process leads to a data exchange between two ’parents’
and the apparition of two new individuals called ’childrens’.

Introduce Cn a real-valued (Np, Np)-matrix where for each couple of con-
secutive lines (2i−1, 2i) (1 ≤ i ≤ Np

2 ), the coefficients of the lth and kth rows
are given by a 2× 2 matrix of the form

[
λ1 1− λ1

λ2 1− λ2

]

In this expression, λ1 = λ2 = 1 if no crossover is applied on the selected
parents l and k or are randomly chosen in [0, 1] in the other case (with a
probability pc). This step can be summarized as:

Xn+2/3 = CnXn+1/3 (5)

Mutation: this process leads to new parameters values for some indivi-
duals of the population. More precisely, each children is modified (or mutated)
with a fixed probability pm.

Introduce for instance a random perturbation matrix En with a i-th line
equal to 0 if no mutation is applied to the ith children and a random value
εi ∈ IRN in the other case. This step can then take the following form:

Xn+1 = Xn+2/3 + En (6)

or more generally

Xn+1 = f(Xn+2/3) (7)
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for a certain stochastic operator f in the space of (Np, N)-real valued matrices.
Therefore, GAs can be seen as discrete dynamical systems, writing for

instance in the presented case:

Xn+1 = CnSn(J(Xn))Xn + En (8)

which is a particular discretization of a set of nonlinear first order ODEs
of the type:

Ẋ(t) = Λ1(t, J(X(t)), pc, pm)X(t) + Λ2(t, pc, pm) (9)

where {pc, pm} are fixed parameters and the construction of Λ1 and Λ2 has
been described above. Finally, GAs can been interpreted as solving the fol-
lowing BVP:






Ẋ(t) = Λ1(t, J(X(t)), pc, pm)X(t) + Λ2(t, pc, pm)
X(0) = X0

Ĵ(X(T )) = Jm

(10)

where Ĵ(X) = min{J(xi)/1 ≤ i ≤ Np} for any X = t(x1, ..., xNp
)

Engineers like GAs because these algorithms do not require sensitivity
computation, perform global and multi-objective optimization and are easy to
parallelize. However, their drawbacks remain their weak mathematical back-
ground, their computational complexity and their slow convergence. As a fine
convergence is difficult to achieve with GA based algorithms, it is recom-
mended when it is possible, to complete the GA iterations by a descent
method. This is especially useful when the functional is flat around the infi-
mum (see [2] for more complex coupling of GAs with descent methods).

2.3 Hybrid genetic/semi-deterministic algorithm

It is interesting to notice that once GA is seen as a dynamical system (9)
for the population, it can be used as a core optimization method in the way
presented in subsection 2.1. The aim here is to find a compromise between
the robustness of GAs and the low-complexity features of SDAs.

In order to reduce the GA population size while keeping the efficiency
of the method, we couple it with a SDA. The SDA provides information
on the choice of the initial population X0 whereas the GA performs global
optimization starting from this population. We call this approach HGSA
(Hybrid Genetic/Semi-deterministic Algorithm).

3 Application to multichannel optical filters design

Many important developments in optical fiber devices for telecommunications
have been done in the recent years. Among them are Fiber Bragg Gratings
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(FBG) which are an attractive alternative in applications such as multichan-
nel multiplexing. FBGs are optical fibers with a modulated refractive index
which reflects a part of the wavelength band, called reflected spectrum, and
let pass the complementary band called transmitted spectrum [8].

The inverse problem considered here is the design of a given optical filter
based on a FBG. More precisely, the objective is to construct a multichannel
filter with a reflected spectrum that consists of Npeaks = 16 totally reflective
identical channels spaced of ∆λ = 0.8nm. The optimization space consists
of all possible FBG refractive index modulation profiles for a given length,
namely L = 103.9mm.

These refractive index modulation profiles are generated by spline inter-
polation through a number of N = 9 points equally distributed along the
first half of the FBG and completed by parity with a maximum refractive
index amplitude of nmax = 5 × 10−4. Thus the search space is defined by
Ωad = [−5× 10−4, 5× 10−4]9.

The functional to be minimized in Ωad is defined by:

J(x) =
Nc∑

i=1

(r(x, λi)− rtarget(x, λi))2 (11)

where:

• r(x, .) is the reflected spectrum of the FBG with a refractive index mod-
ulation profile associated to x ∈ Ωad. It is a function defined from the
transmission band [1.530, 1.545] (in microns) to [0, 1] which is determined
by solving a certain direct problem [9].

• rtarget(x, .) denotes the nearest perfect reflected spectrum to r(x, .):

rtarget(x, λ) =
{

1 if λ ∈ {λx, λx + ∆λ, . . . , λx + (Npeaks − 1) λ}
0 elsewhere

for a certain λx in the transmission band.
Both functions r(x) and rtarget(x) are evaluated on Nc = 1200 wavelengths

equally distributed on the transmission band.

Results

The minimization of the cost function (11), has been tested with various
algorithms presented in section 2, namely GA, HGSA and SDA algorithms.

The SDA method is applied with a core algorithm consisting of 10 iter-
ations of a steepest descent method and a line search made of 5 iterations
of a secant method for each level algorithm A1 and A2. The latter is initial-
ized with random initial conditions v1 and v′2. As the minimal value of J is
unknown, we set Jm = 0. Furthermore to reduce SDA computational time,
gradient evaluations (representing 90% of this time) are done on a coarse mesh
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with Nc = 300 reducing the evaluation of a factor 4 (4s on a 3Ghz/512Mo
Ram-Desktop computer) for a gradient variation of approximately 10%. Such
method is called incomplete gradient approach [6].

HGSA and GA are applied with the following values: the population size is
set to Np = 180 for GA (respectively 10 for HGSA) and the generation number
is set to Ngen = 30 for GA (resp. 10 for HGSA). The selection is a roulette
wheel type [1, 2] proportional to the rank of the individual in the population.
The crossover is barycentric in each coordinate with a probability pc = 0.45.
The mutation process is non-uniform with a probability pm = 0.15 for GA
(resp. 0.35 for HGSA). A one-elitism principle, that consists in keeping the
current best individual in the next generation, has also been imposed. Finally,
a steepest descent method is performed at the end of both algorithms.

The different optimization results are summarized in Table 1 whereas the
corresponding reflected spectra obtained with the optimized profiles are pre-
sented on Figure 1. Although only SDA optimization produces 16 totally
reflective peaks, GA and HGSA associated spectra are still industrially ap-
plicable due to the fact that in practice we only need 95%-reflective peaks [8].
The SDA method also gives the best result in terms of cost function minima
and computational time. Note also that the HGSA technique over-perform
a classical GA, providing an interesting alternative to SDA in cases where
gradients cannot be evaluated.

Table 1. Optimization results

SDA HGSA GA
minimal value of the cost function 3.0 4.3 5.8

Functional Evaluation Number 3000 (90% on coarse mesh) 2600 5500
Computational time 4h 11h 24h
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Fig. 1. Reflected spectra of optimized filters(reflexivity vs. wavelength (µm)) ob-
tained with (Left) SDA, (Center) HGSA and (Right) GA.
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4 Conclusions

A new class of semi-deterministic methods has been introduced. This ap-
proach allows us to improve deterministic and non-deterministic optimization
algorithms. Both of them have been detailed and applied to the design of a
multichannel optical filter for which the results obtained over-perform those
obtained with a classical genetic algorithm.

It represents a new validation of theses methods on industrial problems
involving multiple local minima after some previous others: temperature
and pollution control in a bunsen flame [10], shape optimization of fast-
microfluidic-mixer devices [5], shape optimization of under aerodynamic and
acoustic constraints for internal and external flows [6].
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Dalibor Lukáš
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Summary. Topology optimization searches for an optimal distribution of material
and void without any restrictions on the structure of the design geometry. Shape
optimization tunes the shape of the geometry, while the topology is fixed. In the
paper we propose a sequential coupling so that a coarsely optimized topology is the
initial guess for the following shape optimization. We aim at making this algorithm
fast by using the adjoint sensitivity analysis to the Newton-method for the governing
nonlinear state equation and a multigrid approach for the shape optimization. A
finite element discretization method is employed. Numerical results are given for a
2–dimensional optimal design of a direct electric current electromagnet.

1 Introduction

In the process of development of industrial components one looks for the pa-
rameters to be optimal subject to a proper criterion. The geometry is usually
crucial as far as the design of electromagnetic components is concerned. We
can employ topology optimization, cf. [1], to find an optimal distribution of the
material without any preliminary knowledge. Shape optimization, cf. [4, 5], is
used to tune shapes of a known initial design. While in the structural mechan-
ics topology optimization results in rather complicated structures the shapes
of which are not needed to be then optimized, in magnetostatics we end up
with simple topologies which, however, serve as very good initial guesses for
the further shape optimization. The idea here is to couple them sequentially.

In [2] a connection between topological and shape gradient is shown and
applied in structural mechanics. They proceed shape and topology optimiza-
tion simultaneously so that at one optimization step both the shape and topol-
ogy gradient are calculated. Then shapes are displaced and the elements with

∗ This research has been supported by the Czech Ministry of Education under the
grant AVČR 1ET400300415 and by the Czech Grant Agency under the grant
GAČR 201/05/P008.
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great values of the topology gradient are removed, while introducing the nat-
ural boundary condition along the new parts, e.g. a hole. Here we are rather
motivated by the approach in [6, 8]. In the latter they apply a similar al-
gorithm as we do to structural mechanics, however, using re-meshing in a
CAD software environment, which was computationally very expensive. Our
aim here is to make the algorithm fast. Therefore, we additionally employ
semianalytical sensitivity analysis and a multilevel method.

2 Topology optimization for magnetostatics

Let Ω ⊂ R2 be a convex computational domain that is divided into a Lipschitz
subdomain Ωd ⊂ Ω, where the optimal distribution of the ferromagnetics and
the air is to be find, and into the air Lipschitz subdomain Ω0 := Ω \ Ωd.
Let further Q := {ρ ∈ L2(Ωd) : 0 ≤ ρ ≤ 1,

∫

Ωd
ρ̃(ρ) dx ≤ Vmax} be a set of

admissible material distributions, where Vmax > 0 is a maximal possible area
occupied by the ferromagnetics and where ρ̃ ∈ C2((0, 1)) penalizes the values
of ρ ∈ [0, 1/2) to vanish and the values of ρ ∈ (1/2, 1] to approach 1 as follows:

ρ̃(ρ) ≡ ρ̃pρ
(ρ) :=

1
2

(

1 +
1

arctan(pρ)
arctan(pρ(2ρ− 1))

)

.

Finally, let J : H1(Ω) 
→ R be a cost functional. We consider the following
topology optimization problem:

Find ρ∗ ∈ Q : J(u(ρ∗)) ≤ J(u(ρ)) ∀ρ ∈ Q (1)

with respect to the 2-dimensional nonlinear magnetostatic state problem: Find
u(ρ) ∈ H1

0 (Ω) so that

∀v ∈ H1
0 (Ω) :

∫

Ω

ν0 grad(u(ρ)) · grad(v) dx

+
∫

Ωd

ρ̃(ρ) ν(‖grad(u(ρ))‖)grad(u(ρ)) · grad(v) dx =
∫

Ω

Jv dx,
(2)

where ν ∈ C2((0,∞)) denotes a nonlinear material reluctivity of the ferromag-
netics, ν0 := 4π10−7 [H/m] is the vacuum reluctivity constant and J ∈ L2(Ω)
is a current density. Note that in general, one has to pose an additional regula-
rization of the topology ρ to avoid the so-called checkerboard effect. However,
we are merely interested in a coarsely discretized problem, for which this
ill-posedeness is neglectable.

2.1 Nonlinear state sensitivity analysis

When solving the problem (1), we use a nested approach, i.e. for a given design
we eliminate the nonlinear state equation (2). The latter is discretized by the
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finite element method using the linear Lagrange nodal elements on triangles,
which reads as follows:

A(u(ρ),ρ) · u(ρ) = f , (3)

where A ∈ R
n×n is the assembled reluctivity matrix, f ∈ R

n is the right-hand
side vector, u ∈ R

n is the solution vector and ρ ∈ R
m is the element-wise

constant material function.
The problem (3) is solved by the Newton method. Moreover, the optimiza-

tion algorithm under consideration requires the gradients of the cost functional
with respect to ρ. To this goal, we derived the corresponding adjoint Newton
method by differentiating the original Newton method in the backward sense.
The algorithms are depicted below. Note that for both of them the amount
of computational work is the same.

Newton method
Given ρ
i := 0
Solve A(0,ρ) · u0 = f
f0 := f −A(u0,ρ) · u0

while ‖f i‖/‖f‖ > prec do
i := i + 1
Solve A′

u(ui−1,ρ) ·wi = f i−1

Find τ i : ‖f i(τ i)‖ < ‖f i−1‖
ui := ui−1 + τ iwi

f i := f −A(ui,ρ) · ui
Store wi and τ i

end while
Store ui and k := i
Calculate objective J(ui,ρ)

Adjoint Newton method
Given ρ, k, uk, {wi}ki=1 and {τ i}ki=1

λ := J ′
u(uk,ρ)

ω := 0
for i := k, . . . , 1 do

ui−1 := ui − τ iwi

Solve A′
u(ui−1,ρ)T · η = λ

ω := ω + τ iGρ(ui−1,wi,ρ)T · η
λ := λ + τ iGu(ui−1,wi,ρ)T · η

end for
Solve A(0,ρ)T · η = λ
dJ(uk(ρ),ρ)

dρ := ω + Hρ(u0,ρ)T · η +
J ′

ρ(uk,ρ)

The sensitivity information of the system matrix is involved in the following
matrices:

Gρ(u,w,ρ) := −
[
∂A′

u(u,ρ)
∂ρ1

·w, . . . ,
∂A′

u(u,ρ)
∂ρm

·w
]

−
[
∂A(u,ρ)

∂ρ1
· u, . . . , ∂A(u,ρ)

∂ρm
· u
]

,

Gu(u,w,ρ) := −
[
∂A′

u(u,ρ)
∂u1

·w, . . . ,
∂A′

u(u,ρ)
∂un

·w
]

−A′
u(u,ρ),

Hρ(u,ρ) := −
[
∂A(0,ρ)

∂ρ1
· u, . . . , ∂A(0,ρ)

∂ρm
· u
]

,

where A′
u(u,ρ) is the linearization of the nonlinear system matrix. We only

need to implement their applications, which can be efficiently performed
element-wise.
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3 Sequential coupling of topology and shape
optimization

We will use the optimal topology design as the initial guess for the shape opti-
mization. The first step towards a fully automatic procedure is a shape identi-
fication, which we are doing by hand for the moment. For this purpose, one can
use a binary image components recongnition based on boundary tracing, which
is a well-known algorithm in the image processing, cf. [3]. The second step we
are treating here is a piecewise smooth approximation of the boundaries by
Bézier curves. Let ρopt ∈ Q be an optimized discretized material distribution.
Recall that it is not a strictly 0-1 function. Let p1 ∈ R

m1 , . . . ,ps ∈ R
ms de-

note vectors of Bézier parameters of the shapes α1(p1), . . . , αs(ps) which form
the interface between the air and ferromagnetic subdomains Ω0(α1, . . . , αs)
and Ω1(α1, . . . , αs), respectively, i.e. Ω1 ⊂ Ωd, Ω = Ω0∪Ω1 and Ω0∩Ω1 = ∅.
Let further pi and pi denote the lower and upper bounds, respectively, and
let P :=

{
(p1, . . . ,ps) | pi ≤ pi ≤ pi for i = 1, . . . , s

}
be the set of admissible

Bézier parameters. We solve the following least square fitting problem:

min
(p1,...,ps)∈P

∫

Ωd

(
ρopt − χ(Ω1 (α1(p1), . . . , αs(ps)))

)2
dx, (4)

where χ(Ω1) is the characteristic function of Ω1.
When solving (4) numerically, one encounters the problem of intersection

of the Bézier shapes with the mesh on which ρopt is elementwise constant. In
order to avoid it we use the property that the Bézier control polygon converges
linearly to the curve, see Fig. 1, under the following refinement procedure:

[pnew
i ]1 :=

[
pold
i

]

1

[pnew
i ]j := j−1

mi+1

[
pold
i

]

j−1
+ mi−j
mi+1

[
pold
i

]

j
, j = 2, . . . ,mi,

[pnew
i ]mi+1 :=

[
pold
i

]

mi
.

This procedure adds one control node so that the resulting Bézier curve re-
mains unchanged. After a sufficient number of such refinements, the integra-
tion in (4) is replaced by a sum over the elements and we deal with intersecting
the mesh with a polygon. Note that our least square functional is not twice
differentiable whenever a shape touches the grid. This is still acceptable for
the quasi-Newton optimization method that we apply.

4 Multilevel shape optimization

With the previous notation, the shape optimization problem under consider-
ation is as follows:

Find (p∗
1, . . . ,p

∗
s) ∈ P : ∀(p1, . . . ,ps) ∈ P :

J(u(p∗
1, . . . ,p

∗
s)) ≤ J(u(p1, . . . ,ps))

(5)
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Fig. 1. Approximation of Bézier shapes by the refined control polygon

subject to the 2-dimensional nonlinear magnetostatics: Find u(p1, . . . ,ps) ∈
H1

0 (Ω):

∀v ∈ H1
0 (Ω) :

∫

Ω0(α1(p1),...,αs(ps))

ν0 grad(u(p1, . . . ,ps)) · grad(v) dx

+
∫

Ω1(α1(p1),...,αs(ps))

ν(‖grad(u(p1, . . . ,ps))‖)grad(u(p1, . . . ,ps)) · grad(v) dx

=
∫

Ω

Jv dx.

(6)
Concerning the finite element discretization, throughout the optimization

we use the following moving grid approach: The control design nodes interpo-
late the Bézier shape and the remaining grid nodes displacements are given
by solving an auxiliary discretized linear elasticity problem with the zero load
and the nonzero Dirichlet boundary condition along the design shape that cor-
responds to the shape displacement. Then, we develop a fairly similar adjoint
algorithm for the shape sensitivity analysis as in case of topology optimization.

Perhaps, the main reason for solving the coarse topology optimization as
a preprocessing is that we get rid of a large number of design variables in case
of fine discretized topology optimization. Once we have a good initial shape
design, we will proceed the shape optimization in a multilevel way in order to
speed up the algorithm as much as possible. We propose to couple the outer
quasi-Newton method with the nested Newton method for eliminitaion of the
nonlinear state problem, see the algorithm below. At each iteration of the
nested Newton method we employ the conjugate gradient method precondi-
tioned by a geometric multigrid (PCG) so that only one preconditioner per
level is used for both the system matrix A(l) as well as for the linearization
A(l)′

u, where A(l) := A(l)(p1, . . . ,ps) denotes the reluctivity matrix assem-
bled at the l-th level.
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Multilevel shape optimization algorithm
Given p(1),init

1 , . . . ,p(1),init
s

Discretize at the first level −→ h(1),A(1)(p(1),init
1 , . . . ,p(1),init

s )
Solve by a quasi-Newton method coupled with the nested Newton
method, while using a nested direct solver: p(1),init

1 , . . . ,p(1),init
s −→

p(1),opt
1 , . . . ,p(1),opt

s

Store the first level preconditioner C(1) :=
[

A(1)(p(1),opt
1 , . . . ,p(1),opt

s )
]−1

for l = 2, . . . do
Refine: h(l−1) −→ h(l)

Prolong: p(l−1),opt
1 , . . . ,p(l−1),opt

s −→ p(l),init
1 , . . . ,p(l),init

s

Solve by a quasi-Newton method coupled with the nested Newton
method, while using the nested conjugate gradients method precondi-
tioned with C(l−1): p(l),init

1 , . . . ,p(l),init
s −→ p(l),opt

1 , . . . ,p(l),opt
s

Store the l–th level multigrid preconditioner C(l) ≈
[

A(l)(p(l)
1 , . . . ,p(l)

s )
]−1

end for

5 Numerical results

We consider a problem depicted in Fig. 2 (a), which is a simplification of the
direct electric current (DC) electromagnet depicted in Fig. 3 (b). Some re-
sults on the usage and mathematical modeling of such electromagnets can be
found in [7, 5], respectively. Our aim is to find a distribution of the ferromag-
netic material so that the generated magnetic field is strong and homogeneous
enough. Unfortunately, these assumptions are contradictory and we have to
balance them. The cost functional reads as follows:

J(u) :=
∫

Ωm

‖curl(u)−Bavg
m (u) (0, 1)‖2 dx + pB

(
min{0, Bavg

m (u)−Bmin}
)2

,

where Ωm ⊂ Ω is the subdomain where the magnetic field should be homoge-
neous, curl(u) := (∂u/∂x2,−∂u/∂x1), Bavg

m (u) is the mean value of the mag-
netic field component −∂u/∂x1 over Ωm, Bmin := 0.12 [T] is the required min-
imal field and pB := 106 is the penalty of the minimal field constraint. There
are 600 turns pumped by the current of 5 [A], which is averaged into a cur-
rent density J being constant in the coil subdomain and vanishing elsewhere.
The nonlinear material reluctivity function is ν(η) = (ν0 − ν1)

(
η4

η4+ν−1
0
− 1

)

,

where ν1 := ν0/5100 is the linearized reluctivity of the used ferromagnetics.
The coarsely optimized topology of the quarter of the geometry is depicted

in Fig. 2 (b). We chose pρ := 100 and the very initial guess was ρ := 0.5 in
Ωd. In the coarse topology optimization problem there were 861 design, 1105
state variables and the optimization was done in 7 steepest descent iterations,
which took 2.5 seconds. Further, we approximated the boundary of the black
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Fig. 2. Topology optimization: (a) initial design; (b) coarsely optimized design ρopt

domain by three Bézier curves described by 19 parameters in total. Solving the
corresponding least square problem was finished in 8 quasi-Newton iterations,
which took 26 seconds when using a forward numerical differentiation scheme.
At the end, we proceeded with the multilevel shape optimization starting from
the optimized curves of the previous fitting problem. The performance of this
last step can be seen from Table 1. Note that from the sixth column of the
table, we can see that the linear system A was solved almost in the optimal
way (6 PCG iterations at worst), however, solution to the linearized system
A′

u deteoriates. This is due to the fact that we only used the preconditioner for
the linear part, which did not bring any extra cost within one PCG iteration.

Table 1. Multilevel shape optimization

level design outer state max. inner PCG steps time
variables iters. variables iters. lin./nonlin.

1 19 10 1098 3 direct 32s
2 40 15 4240 3 3/14–25 2min 52s
3 82 9 16659 4 4–5/9–48 9min 3s
4 166 10 66037 4 4–6/13–88 49min 29s
5 334 13 262953 5 3–6/20–80 6h 36min

The final result is depicted in Fig. 3 (a) and it is very similar to the
existing geometry of the so-called O-Ring electromagnet, see Fig. 3 (b).

6 Conclusion

This paper presented a method which sequentially combines topology and
shape optimization. First, we solved a coarsely discretized topology optimiza-
tion problem. Then, we approximated some chosen interfaces by Bézier shapes.
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Fig. 3. Multilevel shape optimization: (a) optimized geometry; (b) the O-Ring
electromagnet

Finally, we proceeded with shape optimization in a multilevel way. We applied
the method to a 2-dimensional optimal shape design of a DC electromagnet,
for which we achieved fine optimized geometries in terms of minutes. It re-
mains to analyze and improve the multigrid convergence, particularly, in case
of the nonlinear state operator.
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Summary. During the last decade, topology optimization has become an im-
portant branch in engineering sciences, e.g., to save material or to optimize
the heat distribution inside a structure. The modelling of a certain class of
such problems (e.g. vibration analysis) leads to the optimization of suitable
functions defined on the set of all eigenvalues of the corresponding differen-
tial operator. The resulting optimization problems are typically nonsmooth
and require adequate nonsmooth optimization techniques. In this article an
approach for the treatment of a typical class of eigenvalue optimization prob-
lems based on a nonsmooth bundle method is considered, and a mathematical
framework for its analysis is developed.

Particular emphasis is laid on a suitable representation of subgradients for
the occurring objective functions. This representation allows both, an efficient
implementation of the method, and facilities of mathematical analysis. The
resulting algorithmic scheme is compared to smooth optimization techniques.

1 Introduction

Topology optimization considers lay-out problems of mechanical structures.
Thereby, it offers a combination of several features from structural optimiza-
tion. Vibration problems were one of the early targets that engineers were
concerned with in those days (s. [1], p. 310). Mathematical arguments within
structural and topology optimization partially shifted to the foreground over
the past decades. And still today the nonsmooth behavior of eigenfunctions
keeps being an issue. In this report we focus on a special class of optimization
problems where the objective functions inherit a special kind of eigenfunctions.
This analysis uses terms from nonsmooth analysis (e.g. [9]).

This investigation ends with a numerical example considering the op-
timization of material structures due to robust vibration behavior (s. [1],
mS2.1). We propose the use of a bundle method for nonsmooth nonlinear
and nonconvex optimization problems (s. [10]).
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2 Topology optimization and eigenproblems

Let Ω be some open connected subset of R
d, d ∈ {1, 2, 3}, representing a design

domain. The goal of topology optimization is to find optimal layouts Ω∗ ⊂ Ω,
where Ω∗ represents a body of given elastic material. Here, optimality refers
to some given objective function measuring the optimality of the design Ω∗

subject to given constraints.
In this paper we consider objective functions characterizing properties re-

lated to eigenproblems occurring in mechanical analysis. The vibration be-
havior of a mechanical structure is one example of eigenvalue based problems
in mechanics.

We start with the discretization of the wave equation. Its continuous for-
mulation can be found in elementary textbooks of mechanics. The discretized
dynamical system equation (e.g. [3]) reads as

(K − λM)u = 0, (λ, u) ∈ R≥0 × R
n
�=0, (1)

where K,M ∈ S>0(n) are the positive definite global stiffness and the global
mass matrix of same given structure. With S(n) we denote the space of all
real symmetric n× n-matrices, and S>0(n) denotes the set of symmetric and
positive definite n×n-matrices. Each pair (λ, u) solving (1) we call an eigenpair
with eigenvalue λ and eigenvector u.

The system matrices result from the discretization of the underlying vari-
ational problem defined on the domain Ω. These matrices are defined by
the sums K :=

∑m
i=1 Ki and M :=

∑m
i=1 Mi, while (Ki)i, (Mi)i ⊂ S≥0(n),

i = 1, . . . ,m, are the families of local stiffness and mass matrices. The number
m denotes the number of cells, i.e., finite elements, discretizing Ω in the usual
way.

For the process of topology optimization we now relax the system matrices
by means of a so called pseudo-density or design variable x ∈ I

m := [0, 1]m ⊂
R
m introducing the following matrix functions

K,M : I
m −→ S≥0(n), K(x) :=

m∑

i=1

x3
iKi, M(x) :=

m∑

i=1

xiMi.

This relaxation scheme is called SIMP (structured isotropic material penal-
ized, see [1]). Thus, any choice of a density vector x ∈ I

m one-to-one cor-
responds to a structure with stiffness matrix K(x) and mass matrix M(x).
Optimizing over any (suitable) pseudo-densities to figure out some best struc-
ture depends on the objective of interest we have to determine. If an objective
function is concerned involving eigenvalues, equation (1) extends to the relaxed
eigenproblem

(K(x)− λM(x))u = 0. (2)
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based on the pseudo-density. Those eigenpairs (λ, u) ∈ R×R
n
�=0 solving equa-

tion (2) have to be considered in dependency of the design x. We can make
use of the abbreviation (λ, u) := (λ(x), u(x)).

Any optimization formulation considered here is of the following type

min
x∈Rm

F (x)

s.t. : (I)
m∑

j=1

xjVolj = Vol0,

(II) (K(x)− λM(x))u = 0,

(III) xj ≤ xj ≤ xj , xj , xj ∈ I, j = 1, . . . ,m.

(3)

Here equation (I) defines the volume restriction with Vol0 ∈ R>0 as the
amount of total material volume (of the structure) to be distributed and
(Volj)j=1,...,m ⊂ R>0 denotes the volumes of the material cells, i.e., finite el-
ements. Equation (II) is the generalized eigenproblem from (2), and (III) is
called box constraint.

The objective function is a given map F : R
m −→ R where we assume that

F can be written as the composition F (·) := (f ◦eig◦AB)(·). Here AB denotes
the matrix map AB : R

m −→ S(n)2,AB(x) := (K(x),M(x)), f is the function
f : R

n −→ R, and eig denotes the eigenvalue operator eig : S(n)2 −→ R
n.

The eigenvalue operator maps any eigenvalues of eigenpairs solving equation
(1) to a vector θ ∈ R

n based on the system matrices AB(x) depending on the
pseudo-density x ∈ I

m. The components of θ are sorted in ascending order.
Whenever the mass matrix M(x) becomes singular then only n̂ < n eigenpairs
exist solving equation (2) (s. [8]). In this case the number of nonexisting
eigenvalues (n − n̂) are defined as the largest components of θ: θi := ∞,
i = n̂+ 1, . . . , n. Here, we neglect the case that not exactly n eigenpairs arise
from eigenproblem (1), i.e. (2).

The goal of f is to collect certain eigenvalues and express a measure of
these eigenvalues in terms of a real number, e.g., as a sum. The particular
choice of f needs not be specified here so far. It can be arbitrary, and the
choice of this function is the crucial point in modelling eigenvalue based opti-
mization problems. From mechanical engineering we know some examples of
optimization tasks.
• Maximizing the fundamental eigenvalue. A mechanical structure

gains stability if its fundamental eigenvalue is large. If we search for a
structure with this property, we define f as a simple projection on the
smallest eigenvalue:

f(x) := −x1 =⇒ F (x) = −eig1(AB(x)). (4)

• Maximizing a spectral gap. Here, the task is to design a structure pre-
venting its eigenfrequencies getting close to some given scalar t ∈ R>0 with
some given number ī ∈ N, ī * n. The formulation of this hard problem,
e.g., may be realized through minimizing the sum f(x) :=

∑ī
i=1 xi(t−xi),
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3 Nonsmooth analysis

For optimization purposes it is quite natural to make use of gradient infor-
mations giving an optimization scheme steepest descent information to iter-
atively improve the design. We know that our objective function F becomes
nonsmooth in the pseudo-density x, since the nonsmoothness is inherited from
eigenvalues having multiplicities larger than one.

To formulate the desired nonsmooth optimization problem, it is necessary
to assume proper continuity properties on F and its composition. To make our
argumentation rigorous we first make the assumption on F to be Lipschitz-
continuous in the point of interest x ∈ R

n. It suffices that the component
f in eig(AB(x)) of F has to be assumed Lipschitz continuous as well. In
[7] it is shown that the eig-operator is Lipschitz with Lipschitz-constant 1
for standard eigenproblems. It is easy to show that this is also true in the
generalized case as long as M is regular. Especially, it suffices that AB in x is
Fréchet-differentiable, which is obviously sharper than Lipschitz continuity.

Two main tools are essential for the discussion of nonsmoothness of func-
tions. First we recall the usual (classical) directional derivative of f in x with
direction h 	= 0 defined by

df(x;h) := lim
t↘0

1
t

(f(x + th)− f(x)) .

The (classical) subdifferential generalizes the notions of ”gradients” by means
of the directional derivative and is defined by the set

∂f(x) :=
{
v ∈ R

n
∣
∣ 〈v, h〉 ≤ df(x;h) ∀h ∈ R

n
�=0

}
,

where 〈·, ·〉 denotes the euclidian scalar product. Each element of ∂f(x) is
called a subgradient. In case f is continuously differentiable in x its subdiffer-
ential will contain the usual gradient as a single point: ∂f(x) = {∇f(x)}.

Now, we give an answer to the question of how to describe the subdiffer-
ential of F in x. With [2] the inclusion

∂F (x) ⊂ ∂f(eig(AB(x))) · ∂eig(AB(x)) · ∇AB(x) (5)

holds by applying a chain rule (see below) for Lipschitz-continuous functions.
We concentrate on the development of a suitable chain rule providing an
expression that describes the subdifferential ∂F (x) exactly. The unpleasant
inclusion above is insufficient from a practical point of view. It can easily be
seen, that linear combinations of the righthand side of (5) exist, that do not
lie in the origin subdifferential ∂F (x) as wished. In practise this can lead to
wrong compuations of subgradinet of ∂F (x).

As a first step we focus on the key problem of expressing the subdiffer-
ential for the eigenvalue operator ∂eig(·). We end up with the construction
of the subdifferential for the composition F by introducing a special chain
rule applied to F . The description of a subdifferential of eigenvalue functions
g : S(n) → R has already been analyzed in [6, 7] for the case of standard
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eigenproblems. Nevertheless, generalized eigenproblems in addition with sys-
tem matrices being maps in the pseudo-density require extended analyzing
techniques.

Let A,B ∈ S(n) be matrices defining an eigenproblem (1), let l :=
#eig(A,B) be the number of pairwise different eigenvalues, and µ ∈ R

l the
vector of eigenvalues to eigenproblem (2). The eigenvalues in µ are assumed
to be in ascending order (µk < µk+1, k = 1, . . . , l − 1). The vector ñ ∈ N

l

denotes the multiplicities of the eigenvalues µ, i.e. the multiplicity of µk is ñk
for all k = 1, . . . , l. The eigenvectors of each eigenvalue µk are given by the
column vectors of the matrix Ṽk ∈ O(n, ñk|B), where O(n, ñk|B) denotes the
set of all (n × ñk)-matrices with column vectors orthogonal w.r.t. the scalar
product given by B as 〈u, v〉B := u
Bv. We set V :=

(

Ṽ1, . . . , Ṽl

)

∈ O(n|B)
and O(n|B) := O(n, n|B).

The blockwise subdifferential of the eigenvalue operator is defined by the
set

∂ẽigk(A,B) :=






Q̃ ∈ S(n)2×ñk

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

(
hk1 , . . . , h

k
ñk

)
∈ O(ñk),

Q̃i := Ṽkh
k
i (h

k
i )


Ṽ 

k , i = 1, . . . , ñk,

Q̃ :=
((

Q̃1

−µkQ̃1

)

, . . . ,

(
Q̃ñk

−µkQ̃ñk

))






for k = 1, . . . , l. If the multiplicity ñk of the k-th eigenvalue is trivial, i.e.
ñk = 1, the k-th blockwise subdifferential ∂ẽigk(A,B) will contain only one
point. In this case eigk is Fréchet-differentiable in AB(x).

Theorem 1 (subdifferential of the eigenvalue operator). We take the
notation from above. The subdifferential for the eigenvalue operator in a point
(A,B) ∈ S(n)2 is

∂eig(A,B) ⊆ ∂ẽig(A,B) :=





Q ∈ S(n)2×n

∣
∣
∣
∣
∣
∣

Q̃k ∈ ∂ẽigk(A, B), k = 1, . . . , l,

Q :=
(

Q̃1, . . . , Q̃l

)�






Proof : The proof can be found in [8], mS2.
Based upon the last theorem we finally get the exact subdifferential ex-

pression for F in x

∂F (x) = ∂f(eig(AB(x))) • ∂ẽig(AB(x))�∇AB(x)

where the multiplications denoted by the symbols “�” and “•” are defined as
follows. Let Q ∈ ∂eig(A,B), τ ∈ R

1×n and R ∈ S(n)2. we define
“Q�” : Q�R := (〈Q1, R〉 , . . . , 〈Qn, R〉)
 ∈ R

n,

“•Q” : τ •Q :=
n∑

i=1

τiQi ∈ S(n)2,
(6)
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(a)

� �� ?�

(b)

��

Fig. 1. Boundary condition of a plate clamped in any corners with aspect ration
three to one (a). The maximization of the fundamental eigenvalue after hundred
function evaluations with the bundle method leads to an almost clear black-and-
white structure (b). The values of the three lowest eigenvalues of the final structure
are listed in Table 1.

with 〈Qj , R〉 = 〈(Qj)1, R1〉+ 〈(Qj)2, R2〉, j = 1, . . . ,m.

4 Numerical results

For numerical purposes it is necessary to cleverly implement the subdifferen-
tial of the eigenvalue operator. Therefore, we recommend to implement the

(a)
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(b)
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SNOPT

Fig. 2. The plot of the lowest three eigenvalues, optimized with the bundle method,
shows that after about 15 iterations the fundamental eigenvalue gains a multiplicity
of two (a). Utilizing smooth optimization programs leads to bad runtime behav-
ior being a well known fact from theory. The plots in (b) show the fundamental
eigenvalue optimized with the bundle method (BTNCLC) and two representatives of
smooth optimizers (SCPIP, SNOPT). It is seen that the bundle method still improves
the objective function while the smooth methods “get stuck” after few iterations on
a lower level.
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subdifferential of the composition Λ : R
m −→ R

n, Λ(x) := (eig ◦ AB) (x). The
subdifferential ∂Λ(x) can be expressed in a very compact way (s. [8]).

It should be emphasized that during optimization in each iteration step an
eigenproblem has to be solved. In this problem possibly both matrices K(x),
M(x) are positive semidefinite, i.e. are not invertible. Solving the eigenproblem
constitutes a major part of the overall optimization process. Consequently,
improvements on the eigensolver lead directly to a speed up of the whole
optimization process.

We illustrate our theoretical findings presenting an eigenvalue problem
taken from topology optimization. We focus on the goal to find a structure
with maximal fundamental eigenvalue, i.e., for f(x) = −x1 (if (4)). The subd-
ifferential of F in x ∈ I

m simplifies as follows, while our chain rule introduced
above has been applied ∇f(y) = −e1 := −(1, 0, . . . , 0)
 ∈ R

n, ∀ y ∈ R
n in

which follows ∂F (x) = −e
1 ∂ẽig1(AB(x))∇AB(x)
The underlying optimizing problem is nonsmooth, nonlinear and noncon-

vex. Suitable nonsmooth optimization techniques are bundle methods. Bundle
methods minimize a given objective function by locally approximating the
function from below. The model function of these optimization techniques is
convex and piecewise linear. The approximation of the model is purchased by
spare (sub-)gradient informations that are computed under the restriction of
linear constraints. In short words, each subgradient defines a hyperplane, and
the intersection of all hyperplanes (the bundle) shape a polyhedra that locally
approximates the origin from below. Clearly, if the optimization problem is of
large scale the approximation will need plenty of subgradients. Further details
on bundle methods gives e.g. [10].

In our numerical study we compare the runtime behavior of the bundle
method BTNCLC from [10] with two smooth optimization programs: SCPIP from
[11] is a MMA-type (method of moving asymptotes) optimization program,
and SNOPT is a SQP method (sequential quadratic programming) by [4].

The Figures 1 and 2 (p. 1028) show a scenario that depicts the maximiza-
tion of the fundamental eigenvalue. It has been made use of the optimization
setup in (3). In Table 1 the fraction λ

(∞)
1 /λ

(0)
1 indicates the improvement of

the fundamental eigenvalue comparing the values from initial and last iter-

Table 1. The values shown above reflect the runtime process of the optimization
problem given by the scenario in figure 1. For maximizing the fundamental eigenvalue
we compare the bundle method (BTNCLC) with two smooth optimization programs
(SCPIP, SNOPT). One iteration step took some minutes on an 2.4GHz Intel-Computer.

initializing last iteration optimization

nx ny n #It. Λ
(0)
1 λ

(0)
2 λ

(0)
3 λ

(∞)
1 λ

(∞)
2 λ

(∞)
3

λ
(∞)
1

λ
(0)
1

method

45 15 675 101 0.2610 0.5068 0.8871 1.2762 1.2777 1.2842 4.8899 SCPIP

45 15 675 75 0.2610 0.5068 0.8871 1.3021 1.3046 1.9165 4.9894 SNOPT

45 15 675 100 0.2610 0.5068 0.8871 1.4996 1.5003 1.7083 5.7459 BTNCLC
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ation. The smooth methods (SCPIP, SNOPT) improve to about ≈ 490% and
≈ 500%, whereby the bundle method (BTNCLC with upper bound of 20 Sub-
gradients) improves with ≈ 575% to almost 20%. The case study is taken from
[8], mS6, where further details and an analysis of the underlying functions
can be found.

5 Conclusion

We outlined a theoretical framework for the mathematical analysis of eigen-
value optimization problems and gave numerical evidence to it. The discus-
sion of eigenvalue based optimization problems depends on suitable analytical
tools which are at hand from nonsmooth analysis. Nevertheless, there exist
plenty of examples in the literature, mainly in engineering sciences, that do
without. This obviously leads to misunderstandings as well as to mistakes in
many papers. Anyhow, if one is interested in mathematically proved optimal
points the application of smooth methods on nonsmooth objectives can not
be recommended.
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Summary. In the present work a numerical approach for the optimization of stir-
rer configurations is presented. The methodology is based on a parametrized grid
generator, a flow solver, and a mathematical optimization tool, which are integrated
into an automated procedure. The grid generator allows the parametrized gener-
ation of block-structured grids for the stirrer geometries. The flow solver is based
on the discretization of the incompressible Navier-Stokes equations by means of a
fully conservative finite-volume method for block-structured, boundary-fitted grids.
As optimization tool the two approaches DFO and CONDOR are considered, which
are implementations of trust region based derivative-free methods using multivari-
ate polynomial interpolation. Both are designed to minimize smooth functions whose
evaluations are considered expensive and whose derivatives are not available or not
desirable to approximate. An exemplary application for a standard stirrer configu-
ration illustrates the functionality and the properties of the proposed methods also
involving a comparison of the two optimization algorithms.

1 Introduction

The mixing of different substances with stirrers is a process that is frequently
used in many industries such as chemical, pharmaceutical, biotechnological,
and food processing.

Important economic aspects for the stirring process are the minimization
of the amount of energy needed for the creation of certain mixing conditions,
the material costs for the stirrer, as well as the lifetime and the breakdown se-
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curity of the system. These issues strongly depend on the various geometrical
parameters of the stirrer and the vessel as well as on the rotation rate and the
fluid properties. Numerical simulation techniques provide a great flexibility
concerning the variations of these parameters. To employ such techniques for
optimization purposes, an integrated approach combining geometry variation,
flow simulation, and mathematical optimization is desirable. In the present
work a corresponding methodology is presented, which is based on develop-
ments in [8] and [11].

2 Flow solver and numerical optimization tool

The major components of the proposed numerical approach for optimizing the
stirrer configuration are: (i) a specially designed parameterized grid generator
for stirrer geometries, (ii) an efficient parallel multigrid flow solver, and (iii)
a derivative-free optimization method. We briefly outline the basic underlying
concepts in the following.

2.1 Grid generator and flow solver

The grid generation tool involves an algebraic method based on transfinite
interpolation for the generation of multi-block boundary-fitted grids, which
facilitates the accurate representation of the complex geometries associated
with stirrer configurations. In order to allow an easy design variation, the
grid generation is parametrized with respect to the characteristic geometric
quantities for the different stirrer types. Thus, the input parameters are radii
of hub, shaft, disk, vessel or numbers and dimensions of blades, baffles and so
on. After specifying the number of control volumes for different stirrer sections
the grid is created automatically by respecting basic criteria with respect to
grid quality, i.e. skewness, aspect ratio, and expansion factor (see e.g. [7]), as
far as possible. Following this concept the geometrical input parameters can
be used directly in an easy way as design parameters for the optimization
purpose.

The flow solver (FASTEST, see [6]) is based on a fully conservative finite-
volume method for non-orthogonal, boundary-fitted, block-structured grids,
allowing a flexible discretization of even very complex stirrer geometries. The
nonlinear algebraic equations are solved at each time step implicitly by a
multigrid method with a pressure-correction smoother. For the parallelization
a block-structured grid partitioning method with automatic load balancing
and strongly implicit block coupling is used (see [5]). The grid movement of
the stirrer against the vessel is handled by a clicking mesh approach. The solver
was already applied for a variety of different problems in stirrer technology
and has proven that it can compute complex problems on parallel computers
with high numerical and parallel efficiency [12, 13].
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2.2 Derivative free optimization

Concerning numerical optimization of fluid flows, by far the most work can
be found in the field of aerodynamics. An overview of the subject is given by
Mohammadi and Pironneau [9]. Gradient-free methods may offer advantages
over gradient-based ones. The optimization tools we employ here are the DFO
package developed by Conn and co-workers [2, 3, 4] and the CONDOR package
developed by Berghen [1] which is based on the UOBYQA of Powell [10]. These
methods are based on a derivative-free trust region method approximating the
objective function by a second-order polynomial, which is then minimized by
a sequential quadratic programming (SQP) method. The main steps of the
employed algorithm can be summarized as follows:

Step 1. Choose a base for the multivariate interpolation; Lagrange or Newton
polynomials,

Step 2. Build an interpolation set and construct a quadratic model based on
multivariate interpolation,

Step 3. Minimize the model over the trust region centered at the base,
Step 4. Evaluate the true objective value at the solution of the trust region

subproblem,
Step 5. Based on the quality of the achieved reduction and the predicted one,

either
• accept the new point as the new base,
• or improve the model and update the trust region.

Particularly, Step 2 consists of interpolating the objective function f with
a quadratic (or at least a linear in DFO) polynomial over the well-poised
interpolation set. The algorithms differ in constructing the polynomial in-
terpolation: DFO uses Newton polynomials while CONDOR uses Lagrange
polynomials as the basis for the space of quadratic polynomials. If {φi(·)}pi=1

is a basis in the space of quadratic polynomials then the interpolation condi-
tion

p∑

i=1

αiφi(yj) = f(yj), j = 1, . . . , p

emphasizes that the coefficient matrix Φ(Y) = [φi(yj)] is closely affected by
the chosen basis polynomials as well as the interpolation set Y. For instance,
the choice of Newton polynomials (in DFO) causes the matrix to be lower
triangular with a special block diagonal structure, while the use of Lagrange
polynomials (in CONDOR) results in an identity matrix. Conversely, the re-
duced forms of Φ(Y), which can be obtained by a procedure similar to that
of the Gram-Schmidt orthogonalization process, provide the bases of funda-
mental polynomials.

Another essential difference between the DFO and CONDOR algorithms
is that the former uses the smallest Frobenius norm of the Hessian matrix
to minimize the local model, which may cause numerical instability, whereas
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CONDOR uses the Euclidean norm which is more robust. Moreover, when
the computation of the trust-region radius ρ is complete the checking of the
validity (within ε) of the model around the point xk in CONDOR is based on
whether any of the following conditions

‖xj − xk‖ ≤ 2ρ (1)

1
6
M‖xj − xk‖3 max

d
{|Pj(xj + d)| : ‖d‖ ≤ ρ} < ε (2)

holds for the Lagrange interpolating basis {Pj}. Here M is a nonnegative
constant such that |ψ′′′(α)| ≤ M , where ψ(α) = f(y + αd̄), (α ∈ R). A
complete reference of the variables can be found in [1]. Condition (1) prevents
the algorithm from sampling the model at N = (n + 1)(n + 2)/2 new points.
However, the checking of the validity of the model in DFO is mainly based
on condition (2), which is not very often satisfied by the trust-region radius.
Hence, in many cases more function evaluations are needed in order to rebuild
the interpolation polynomial.

2.3 Automated procedure

The components described above are combined within an integrated opti-
mization tool by means of a control script. After initializations, the procedure
involves the following major steps [11]:

Optimizer: At each iteration the optimizer computes a new set of design vari-
ables unless it converges.

Grid Variation: When new design variables are available, the grid generation
tool creates the new geometry and the corresponding numerical grid.

Flow Simulation: Flow solver computes the flow field and the corresponding
objective function value for the new geometry.

Test for Convergence: If flow solver converges, then optimizer produces new
geometrical design variables unless the objective value is found to be min-
imum.

For further details of the procedure and the modularity of the approach we
refer to [11].

3 Results

In the following we consider a Rushton turbine as a representative test case
for a practical stirrer configuration to illustrate the functionality of the pro-
posed approach. The geometric parameters, which are considered to define the
standard configuration, are given in Table 1. The working Newtonian fluid is
a glucose solution with density ρ = 1330 kg/m3 and viscosity µ = 0.105Pas.
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Table 1. Geometrical parameters of standard stirrer configuration.

Parameter Value
Tank diameter T = 0.15m
Impeller diameter D = T/3 = 0.05m
Bottom clearance C = H/2 = 0.075m
Height of the liquid H = T = 0.15m
Length of the baffles W = 3D/10 = 0.015m
Length of the blade � = D/4 = 0.0125m
Height of the blade w = D/5 = 0.01m
Disc thickness x = D/5 = 0.00175m
Diameter of the disk d = 3D/4 = 0.0375m

The numerical grid employed involves 22 blocks with a total number of
238 996 control volumes. 17 blocks are defined as rotating with the stirrer
while the remaining 5 blocks are defined as stationary with the vessel. In
Fig. 1 a sketch of the considered configuration and the corresponding surface
grid of the stirrer is indicated. Concerning the computational requirements
we remark that one time step approximately needs 20 seconds of computing
time on an eight processor Redstone cluster machine. This results in about
8 hours computing time to reach a steady state flow in the sense of a frozen
rotor computation, a criterion that we adopt for all cases.

As a characteristic reference quantity the (dimensionless) Newton number,
Ne, is considered, which relates the resistance force to the inertia force:

C

w

l

T

x

D

H

W

d

Fig. 1. Sketch of geometrical parameters of stirrer configurration (left) and its
corresponding surface grid (right).
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Ne =
P

ρN3D5
, P = −

∫

S

(puj + τijui)nj dS ,

where N is the rotational speed of the impeller and P is the power computed
from the flow quantities over the surface S of the impeller (pressure p, velocity
ui, stress τij).

As an example we consider the minimization of the Newton number for a
Reynolds number of Re = 1000. The design variables are the disk thickness
x, the bottom clearance C, and the baffle length W , for which the inequality
constraints 0.001 ≤ x ≤ 0.005, 0.02 ≤ C ≤ 0.075, and 0.005 ≤ W ≤ 0.03 are
prescribed, respectively. All other parameters are kept fixed according to the
standard configuration.

Figure 2 shows the Newton number versus the number of cycles for the two
optimization algorithms. Figure 3 depicts the corresponding changes of one of
the design variables (bottom clearance) during the function evaluations. We
remark that the two optimization tools differ in building the starting model:
DFO starts to build the model objective function approximation (unique or
not) from the very beginning. That is, its starting objective polynomial ap-
proximation is not fully quadratic. On the other hand, CONDOR starts with a
fully quadratic model for the objective function. Despite its long initialization
it turns out that CONDOR needs less function evaluations than DFO to reach
an optimum point after completing the initial quadratic approximation. DFO,
as the time passes, oscillates around the minimum although it approaches the

Fig. 2. Newton number versus number of the loops.
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Fig. 3. Bottom clearance versus number of function evaluations.

minimum very sharply at the beginning. CONDOR waits for a full quadratic
polynomial to build its model, and then gradually approaches the minimum,
using all the power of a complete interpolating bases.

Both algorithms reach the same optimized Newton number which is sig-
nificantly lower than the one for the standard tank configuration stated in
Table 1.

4 Conclusion

In this study we have presented a numerical approach for optimizing prac-
tical stirrer configurations. The automated integrated procedure consists of
a combination of a parametrized grid generator, a parallel flow solver, and
a derivative-free optimization procedure. For the latter two different meth-
ods (i.e. DFO and CONDOR) have been investigated with repect to their
characteristic convergence properties.

The numerical experiments have shown the principle applicability of the
considered approach. For the considered Rushton turbine it has been possible
to achieve a significant reduction of the Newton number with relatively low
computational effort.

Of course, in a mixing process the power consumption is important but not
the sole quantity in obtaining an optimum stirrer configuration. In particular,
a satisfactory mixing should be achieved. Due to the generality and modularity
of the considered approach, other objectives and/or other design variables can
be handled straightforwardly in a similar way.
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It should be remarked, since no rigorous convergence properties for glob-
ally optimal solutions are available, the optimal solutions obtained with both
optimization tools must be considered as local ones. This aspect can be inves-
tigated by variations of the starting value and/or the trust region radius.
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Summary. Common methods of controlling river pollution include establishing
water pollution monitoring stations located along the length of the river. The point
where each station is located (sampling point) is of crucial importance and, obviously,
depends on the reasons for the sample. Collecting data about pollution at selected
points along the river is not the only objective; must also be extrapolated to know
the characteristics of the pollution in the entire river. In this work we will deal
with the optimal location of sampling points. A mathematical formulation for this
problem as well as an efficient algorithm to solve it will be given. Finally, in last
sections, we will present numerical results obtained by using this algorithm when
applied to a realistic situation in the last sections of a river.

1 Introduction

For ages, people have used rivers as refuse sites to dispose of the waste which
they have generated. As a consequence of the growing industrialization and
population explosions in urban areas, wastewater discharges in our rivers have
also increased, thus leading to serious water pollution problems. In the last
century, developed countries became aware these problems and established
strict legislative requirements concerning to the wastewater disposal in rivers.
At present, all wastewater discharged into a river must first be treated in a
purifying plant, in order to reduce its level pollutants. Depending on its source,
wastewater in rivers is classified under two main types: domestic wastewater
(that coming from a purifying plant which collect the water from a sewer
system) and industrial wastewater (that coming from an industrial plant).

Wastewater purification at each plant must be strong enough so that the
river basin is capable of assimilating all the wastewater disposed there. In
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order to be sure that the river is assimilating the discharges, we have to
choose some concrete indicators of pollution levels and design an adequate
sampling technique which gives us information about the values of these indi-
cators along the river. For instance, if we want to control pollution in terms
of pathogenic microorganisms coming from domestic wastewater, one of the
most important indicators is the concentration (units/m3) of faecal coliform
bacteria because its concentration in wastewater discharges is much greater
than any other microorganism concentrations. A common technique to con-
trol the concentration of coliform bacteria in rivers is to divide it into several
sections, according to the morphology of the river basin and the number, type
and location of the discharges, and to take samples of water at one point of
each section. The point where the station sampling is located (sampling point)
is of crucial importance if we want to obtain representative information about
the pollution in the whole section. Thus, the optimal sampling point is that
one at which the concentration of coliform bacteria over time is as similar as
possible to the mean concentration in the whole section (an overview of the
entire sampling process can be seen, for example, in [5]).

Several related problems have been analysed with the use of different math-
ematical techniques. An interesting example is the sentinel method (which is
a convenient implementation of the least squares method, initially proposed
by J.-L. Lions [7] and further developed by Kernévez [6] for environmental
pollution problems). It can be used, for instance, for estimating the contri-
butions of polluting sources in an aquifer, for identifying the time history of
pollution releases, for estimating dispersion coefficients, or for identifying the
sources of pollution. However, the problem studied here is quite different. The
main goal of this work is to use mathematical modelling and numerical opti-
mization to obtain the optimal sampling point in each section of a river. In
the next section we will formulate the problem from a mathematical point
of view, showing that, under suitable hypotheses, it can be formulated as an
optimization problem where the cost function is obtained by solving two one-
dimensional hyperbolic boundary value problems. In section 3 we will present
a numerical algorithm to solve the complete model and to obtain the optimal
sampling points, and, finally, in section 4 we will show the numerical results
obtained in a realistic situation.

2 Mathematical formulation

We take a river L meters in length, and we consider E tributaries flowing into
the river and V domestic wastewater discharges coming from purifying plants.
We suppose the river is divided into N sections, consecutively numbered from
the source, and we denote by ∆i the length of the i-th zone (i = 1, 2, . . . , N).

Since we are going to consider only one-dimensional changes along the
direction of flow in the river, if we want to control pollution for T seconds,
for each (x, t) ∈ [0, L]× [0, T ], we denote by ρ(x, t) the average coliform con-
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centration in the transversal section, x meters from the source and t seconds
from the moment the control is initiated. If we define a0 = 0, ai+1 = ai +∆i,

ci(t) =

∫ ai

ai−1
ρ(x, t) dx

∆i
, for i = 1, 2, . . . , N , the problem consists of finding the

sampling points pi ∈ [ai−1, ai], for i = 1, 2, . . . , N , such that minimize the cost
function

J(p) =
N∑

i=1

∫ T

0

(ρ(pi, t)− ci(t))
2
dt, with p = (p1, p2, . . . , pN )

If we neglect the effect of molecular diffusion, the coliform concentration
is given by solving the following hyperbolic boundary value problem:

∂ρ

∂t
+ u

∂ρ

∂x
+ kρ

=
1
A





V∑

j=1

mjδ(x− vj) +
E∑

j=1

njδ(x− ej)



 in (0, L)× (0, T ),

ρ(0, t) = ρ0(t) in [0, T ],

ρ(x, 0) = ρ0(x) in [0, L],






(1)

where δ(x − b) denotes de Dirac measure at point b, vj ∈ (0, L) is the point
where the j-th wastewater discharge is located and mj(t) is its mass coliform
flow rate, ej ∈ (0, L) is the point where the mouth of the j-th tributary
is located and nj(t) is its mass coliform flow rate, k is the loss rate for total
coliform bacteria (experimental known) and, finally, A(x, t) and u(x, t) denote,
respectively, the area of the section occupied by water (wet section) and the
average velocity in that section. Functions A(x, t) and u(x, t) can be calculated
by solving the following hyperbolic system, which is obtained by integrating
the incompressible Euler equations on the wet section for each point (x, t)

∂A

∂t
+

∂(Au)
∂x

=
E∑

j=1

qjδ(x− ej) in (0, L)× (0, T ),

∂(Au)
∂t

+
∂(Au2)

∂x
+ gA

∂η

∂x

=
E∑

j=1

qjUj cos(αj)δ(x− ej) + Sf in (0, L)× (0, T ),

A(L, t) = AL(t) > 0, u(0, t) = u0(t) in [0, T ],

A(x, 0) = A0(x), u(x, 0) = u0(x) in [0, L],






(2)

where qj(t) is the flow rate corresponding to the j-th tributary, Uj(t) its ve-
locity and αj the angle between the j-th tributary and the main river; g is
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x

b(x)

H(x,t)
h(x,t)

0 L

Bottom

Surface

Fig. 1. Longitudinal cut of a river at time t̄.

gravity, Sf denotes the bottom friction stress and η(x, t) = H(x, t) + b(x) is
the height of water with respect to a fixed reference level (see Figure 1).

Remark 1. At a first glance at system (2), three unknowns can be detected:
A(x, t), u(x, t) and η(x, t). However, it is obvious that, if the geometry of
the river is known, A(x, t) can be calculated from η(x, t). In effect, for each
x ∈ [0, L], the geometry of the river gives us a strictly increasing and positive
function S(., x) verifying

A(x, t) = S(H(x, t), x) in [0, L]× [0, T ]. (3)

In this way, if we write
∂η

∂x
in terms of A(x, t), the unknown η(x, t) can be

suppressed in (2). Explicitly, we have

∂η

∂x
(x, t) =

∂

∂x
S−1(A(x, t), x) + b′(x), (4)

where, for each x ∈ [0, L], S−1(., x) denotes the inverse of the function S(., x).

3 Numerical solution

The first step in the numerical resolution of this problem is to obtain, by
solving the system (2), the velocity field and the area of the wet section in
each point and at each time. With this data we proceed to solve the problem
(1), which give us the function ρ(x, t) in [0, L] × [0, T ] and, consequently,
ci(t) in [0, T ] for i = 1, 2, . . . , N . Then, the problem is reduced to solve N
one-dimensional minimization problems.

In order to solve the systems (2) and (1) we consider the following dis-
cretization: For NT ∈ IN given, we define ∆t = T/NT and take tn = n∆t,
for n = 0, 1, . . . , NT . Moreover, we choose τM a partition of [0, L] in M
subintervals Ik = [xk−1, xk], k = 1, 2, . . . ,M , in such a way that, for each
i = 1, 2, . . . , N the point ai is equal to any node of the partition.
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3.1 System (2)

We begin by making an implicit time discretization of the first equation of
system (2). It leads us to write, for n = 0, 1, . . . , NT − 1

A(x, tn+1) ≈ A(x, tn) (5)

+∆t





E∑

j=1

qj(tn+1)δ(x− ej)−
∂(Au)
∂x

(x, tn+1)



 in [0, L].

For the time discretization of the second equation of system (2) we are
going to use the method of characteristics (see [1]). It leads us to the following
discretization: for each n = 0, 1, . . . , NT − 1

Q(x, tn+1)
∆t

+ gA(x, tn+1)
(

∂

∂x
S−1(A(x, tn+1), x) + b′(x)

)

(6)

=
Q(Xn(x), tn)V n(x)

∆t
+

E∑

j=1

qj(tn+1)Uj(tn+1) cos(αj)δ(x− ej)

+Sf (x, tn) in [0, L],

where Xn(x) = X(x, tn+1; tn) and V n(x) = V (x, tn+1; tn) are given, respec-
tively, by the solution of the following initial value problems:

• dX

dτ
(x, t; τ) = u(X(x, t; τ), τ), X(x, t; t) = x.

• dV

dτ
(x, t; τ) =

∂u

∂x
(X(x, t; τ), τ)V (x, t; τ), V (x, t; t) = 1.

In previous discretization, if we use the approximation of A(x, tn+1) given
by (5), the unique unknown of equation (6) is Q(x, tn+1). So, the problem
given by (6) and the boundary conditions u(0, tn+1) = u0(tn+1), A(L, tn+1) =
AL(tn+1) can be solved, for example, by using Lagrange P1 finite elements (see
[2] for further details).

3.2 System (1)

The system (1) can be solved by using an implicit upwind finite difference
scheme, which does not need to solve any linear equations system. In order to
do it, because of the Dirac measures characterizing the sources, we consider
the following approximations: for each k, we define δhk : [0, L] −→ [0,∞) by
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δhk(b) =






b− xk−1

(xk − xk−1)2
, if b ∈ [xk−1, xk]

xk+1 − b

(xk+1 − xk)2
, if b ∈ [xk, xk+1]

0, otherwise

Taking
{
ρi0 = ρ0(ti), i = 0, 1, . . . , NT

}
and

{
ρ0
j = ρ0(xj), j = 0, 1, . . . ,M}

as data, for each n = 0, 1, . . . , NT − 1 and k = 1, . . . ,M we compute ρn+1
k

from the following expression:

ρn+1
k − ρnk

∆t
+ un+1

h (xk)
ρn+1
k − ρn+1

k−1

xk − xk−1
+ k(tn+1, xk)ρn+1

k

=
1

An+1
h (xk)





V∑

j=1

mj(tn+1)δhk(vj) +
E∑

j=1

nj(tn+1)δhk(ej)





Now, for each n = 0, 1, . . . , NT , we approach ρ(x, tn) by the unique func-
tion ρnh(x) ∈ {y ∈ C0([0, L]) such that y|Ik ∈ P1, k = 1, 2, . . . ,M} verifying
ρnh(xk) = ρnk , for each k = 0, 1, . . . ,M.

3.3 Minimization problem

With the above discretization, the problem of determining the optimal loca-
tion of the sampling points is changed into the following N one-dimensional
problems: for each i = 1, 2, . . . N , we have to obtain the point pi ∈ [ai−1, ai],
minimizing the functional

Jih(x) =
1
2

(

(ρ0
h(x)− c0ih)

2 + (ρNT

h (x)− cNT

ih )2
)

+
NT −1∑

n=1

(ρnh(x)− cnih)
2,

where

cnih =

∫ ai

ai−1

ρnh(x) dx

∆i

Obviously, these N problems have solution, but no necessarily unique. The
solution can be obtained by any simple one-dimensional optimization method.
In this work we have used the golden-section direct search method. For min-
imizing a strictly unimodal function θ over the interval [e1, f1] the algorithm
can be easy summarized in the following way (see [3] for further details):

- Initialization Step.-
Choose an allowable final length of uncertainty ε > 0. Let [e1, f1] be the
initial interval of uncertainty, and let λ1 = e1 + (1 − α)(f1 − e1) and
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ν1 = e1 +α(f1− e1), where α = (1 +
√

5)/2. Evaluate θ(λ1) and θ(ν1), let
k = 1, and go to the main step.

- Main Step.-
1. If fk − ek < ε, stop; the optimal solution lies in the interval [ek, fk].

Otherwise, if θ(λk) > θ(νk), go to 2, and if θ(λk) ≤ θ(νk), go to 3.
2. Let ek+1 = λk and fk+1 = fk. Furthermore, let λk+1 = νk, and let

νk+1 = ek+1 + α(fk+1 − ek+1). Evaluate θ(νk+1), and go to 4.
3. Let ek+1 = ek and fk+1 = νk. Furthermore, let νk+1 = λk, and let

λk+1 = ek+1 + (1− α)(fk+1 − ek+1). Evaluate θ(λk+1), and go to 4.
4. Replace k by k + 1, and go to 1.

When the solution is separated in an interval where Jih is a strictly uni-
modal function, this procedure converges at a linear rate (the convergence
rate is 2/(1 +

√
5)).

4 Numerical results

In this section we present the numerical results obtained by using the previous
proposed method to determine the optimal sampling points in a segment of
a river which is divided into three sections. We suppose that the segment is
1000 m in length and we consider 3 tributaries and 2 domestic wastewater
discharges (the diagram and data can be seen in Figure 1). Moreover, we
consider a parabolic river bed with a non-constant bottom in such a way that

S(H,x) = (4
√
H3)/3,

b(x) =






1
200

(500− x), if 0 ≤ x ≤ 500

0, if 500 ≤ x ≤ 1000

Both initial and boundary conditions were taken as constant, particu-
larly, AL(t) = (4

√
125)/3m2, u0(t) = 1ms−1, ρ0(t) = 100um−3, A0(x) =

(4
√

125)/3m2, u0(x) = 1ms−1 and ρ0(x) = 100um−3. The time interval to
control the pollution was 1 hour. Moreover, the loss rate for total coliform
bacteria was considered constant (k(x, t) = 10−4s−1) and the bottom friction
stress was neglected (Sf = 0).

The achieved sampling points were p1 = 38.6, p2 = 599.0 and p3 = 823.4
first, second and third sections, respectively. Finally, in order to observe the
goodness of the result, Figures 2-5 compare the concentration of coliform at
each optimal sampling point with the average concentration in the correspond-
ing section.
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Fig. 2. Diagram of the river and data
for the simulation.

Fig. 3. Coliform concentration at p1 and
averaged concentration in zone 1.

Fig. 4. Coliform concentration at p2

and averaged concentration in zone 2.
Fig. 5. Coliform concentration at p3 and
averaged concentration in zone 3.
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Summary. A finite element method for the Kirchhoff plate bending problem is
presented. This method has the twofold advantage of allowing low order polynomials
and of holding convergence properties which does not deteriorate in the presence
of free boundary conditions. Optimal a-priori and a-posteriori error estimates are
shown without proof. Finally, some numerical tests are presented.

1 Introduction

In this contribution we first summarize the theoretical results already intro-
duced in [4, 6], then we present some numerical tests. A family of finite ele-
ments for the bending problem of Kirchhoff plates is presented. This family is
a modification of the stabilized method for Reissner-Mindlin plates of [6]. The
introduced method has the advantage of requiring only a C0 global regularity
condition on the deflections, therefore allowing also a low order polynomial
degree.

When the Kirchhoff plate bending problem is interpreted as a “zero thick-
ness” limit of the Reissner-Mindlin problem, a difficulty arises in the presence
of free boundary conditions, introducing a strong boundary inconsistency in
the discrete method. In the finite element method here presented, this incon-
sistency is avoided by adding certain natural terms to the discrete bilinear
form of the problem, leading to an optimally convergent method.

The paper is organized as follows. In Sections 2 and 3, we briefly introduce
the problem and the proposed finite element method. In Sections 4 and 5, both
a-priori and an a-posteriori error estimates are shown. Finally, in Section 6,
we present a numerical example which shows on one hand the optimal rate of
convergence of the proposed finite elements, and on the other hand the slow
O(h1/2) convergence of the “Reissner-Mindlin limit” method.
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2 Kirchhoff plate bending problem

We consider the bending problem of an isotropic linearly elastic plate and
assume that the midsurface of the undeformed plate is described by a given
convex polygonal domain Ω ⊂ R

2. The plate is considered to be clamped
on the part Γc of its boundary ∂Ω, simply supported on the part Γs ⊂ ∂Ω
and free on Γf ⊂ ∂Ω. A transverse load F = Gt3f is applied, where t is the
thickness of the plate and G the shear modulus for the material.

Then, following the Kirchhoff plate bending model and assuming that the
load is sufficiently regular, the deflection w of the plate can be found as the
solution of the following well known biharmonic problem:

D∆2w = Gf in Ω

w = 0 , ∂w
∂n = 0 on Γc

(1)
w = 0 , nTMn = 0 on Γs

nTMn = 0 , ∂
∂ssTMn + (div M) · n = 0 on Γf ,

where n and s are respectively the unit outward normal and the unit coun-
terclockwise tangent to the boundary, while the scaled bending modulus and
the bending moment are

D =
E

12(1− ν2)
, M =

G

6
(
ε(∇w) +

ν

1− ν
div∇wI

)
, (2)

with E, ν the Young modulus and the Poisson ratio for the material, and ε
the symmetric gradient operator. Note that it holds G = E

2(1+ν) .
Due to the presence of the fourth order elliptic operator ∆2, the natural

space for the variational formulation of the problem (1) is the Sobolev space
H2(Ω). As a consequence, conforming finite element methods based on such a
formulation need the C1 regularity conditions. In order to keep minimal flex-
ibility of the discrete space used, the C1 regularity condition in turn requires
a high order polynomial space, which may be preferable to avoid.

In the case of clamped and simply supported boundary conditions, the
Kirchhoff problem can be treated as a penalty formulation for the Reissner–
Mindlin plate bending problem with the thickness t interpreted as the thick-
ness parameter; as a consequence, a non conforming Kirchhoff element (i.e.
which uses globally C0 deflections) can be obtained starting from any lock-
ing free Reissner–Mindlin element. On the other hand, in the presence of free
boundary conditions, this is false because the two formulations (Reissner-
Mindlin limit and Kirchhoff) are not equivalent (see for example [5, 3]).
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In the sequel we will present a family of low order finite elements for Kirch-
hoff plates which avoids this difficulty; in particular, its rate of convergence
to the Kirchhoff problem solution does not deteriorate in the presence of free
boundary conditions.

3 Finite element formulation

In this section we introduce the numerical method, which is an extension of the
method presented in [6]. For simplicity, we assume that the one-dimensional
measure

meas(Γc ∪ Γs) > 0 . (3)

Let a regular family of triangular meshes on Ω be given. Given an integer
k ≥ 1, we then define the discrete spaces

Wh = {v ∈W | v|K ∈ Pk+1(K) ∀K ∈ Ch} , (4)

V h = {η ∈ V | η|K ∈ [Pk(K)]2 ∀K ∈ Ch} , (5)

where Ch represents the set of all the triangles K of the mesh and Pk(K) is
the space of polynomials of degree k on K. In the sequel, we will indicate with
hK the diameter of each element K, while h will indicate the maximum size of
all the elements in the mesh. Moreover, we will indicate with e a general edge
of the triangulation and with he the length of e. Let two positive stability
constants γ and α be assigned (for a discussion on the requirements of γ and
α see [4]). Finally, we introduce the bilinear form

a(φ,η) =
1
6
(
(ε(φ), ε(η)) +

ν

1− ν
(div φ,div η)

)
∀φ ∈ V , η ∈ V . (6)

Then, the discrete problem reads:
Find (wh,βh) ∈Wh × V h, such that

Ah(wh,βh; v,η) = (f, v) ∀(v,η) ∈Wh × V h , (7)

where the form Ah is

Ah(z,φ; v,η) = Bh(z,φ; v,η) +Dh(z,φ; v,η) , (8)

with

Bh(z,φ; v,η) = a(φ,η)−
∑

K∈Ch

αh2
K(Lφ,Lη)K

+
∑

K∈Ch

1
αh2
K

(∇z − φ− αh2
KLφ,∇v − η − αh2

KLη)K (9)

and
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Dh(z,φ; v,η) =
∑

e∈Γf,h

(

(Mns(φ), [∇v − η] · s)e

+([∇z − φ] · s,Mns(η))e +
γ

he
([∇z − φ] · s, [∇v − η] · s)e

)

(10)

for all (z,φ) ∈Wh×V h, (v,η) ∈Wh×V h, where Γf,h represents the set of all
the boundary edges in Γf and Mns = sTMn. The bilinear form Bh constitutes
essentially the original method of [6] with the thickness t set equal to zero,
while the added form Dh is introduced to avoid the convergence deterioration
in the presence of free boundaries.

Remark 1. If the original method of [6] without the additional form Dh is
employed, in the presence of a free boundary an inconsistency term arises. In
other words, if (w,β) is the solution of problem (1), then

Bh(w,β; v,η) = (f, v) +
∑

e∈Γf,h

(Mns(β), [∇v − η] · s)e (11)

for all (v,η) ∈ Wh × V h. The second addendum in the right hand side is an
inconsistency term of order O(h1/2), which severely hinders the convergence
of the method.

4 A-priori error estimates

For (v,η) ∈Wh × V h, we introduce the following mesh dependent norms:

|(v,η)|2h =
∑

K∈Ch

h−2
K ‖∇v − η‖20,K , (12)

‖v‖22,h = ‖v‖21 +
∑

K∈Ch

|v|22,K +
∑

e∈Th

h−1
K ‖ �

∂v

∂n
� ‖20,e , (13)

‖|(v,η)‖|h = ‖η‖1 + ‖v‖2,h + |(v,η)|h , (14)

and for r ∈ L2(Ω)

‖r‖−1,h =
( ∑

K∈Ch

h2
K‖r‖20,K

)1/2

. (15)

Given the space

V ∗ =
{
η ∈ [H1(Ω)]2 | η = 0 on Γc, η · s = 0 on Γf ∪ Γs

}
(16)

we also introduce the norm

‖r‖−1,∗ = sup
η∈V ∗

〈r,η〉
‖η‖1

. (17)
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We then have the following a priori error estimate.

Theorem 1. Let (w,β) be the solution of the problem (1) and (wh,βh) the
solution of the problem (7). Then it holds

‖|(w − wh,β − βh)‖|h + ‖q − qh‖−1,∗ ≤ Chs‖w‖s+2 (18)

for all 1 ≤ s ≤ k, where the exact and discrete “shear stresses” are

q|K =
1

αh2
K

(∇w − β − αh2
KLβ)|K ∀K ∈ Ch (19)

qh|K =
1

αh2
K

(∇wh − βh − αh2
KLβh)|K ∀K ∈ Ch . (20)

5 A-posteriori error estimates

We now present the reliability and the efficiency results for an a-posteriori
error estimator for our method. To this end, we introduce

η̃2
K := h4

K‖fh + div qh‖20,K + h−2
K ‖∇wh − βh‖20,K , (21)

η2
e := h3

e‖�qh · n�‖20,e + he‖�M(βh)n�‖20,e , (22)

η2
s,e := he‖Mnn(βh)‖20,e , (23)

η2
f,e := he‖Mnn(βh)‖20,e + h3

e‖
∂

∂s
Mns(βh)− qh · n‖20,e , (24)

where fh is some approximation of the load f and �·� represents the jump
operator (which is assumed to be equal to the function value on boundary
edges).

Given any element K ∈ Ch, the local error indicator is

ηK :=
(

η̃2
K +

1
2

∑

e∈Γi,h∩∂K
η2
e +

∑

e∈Γs,h∩∂K
η2
s,e +

∑

e∈Γf,h∩∂K
η2
f,e

)1/2

, (25)

where Γi,h represents the set of all the internal edges, while Γc,h, Γs,h and Γf,h

represent the sets of all the boundary edges in Γc, Γs and Γf , respectively.
Finally, the global error indicator is defined as

η :=
( ∑

K∈Ch

η2
K

)1/2

. (26)

We assume the following saturation assumption:
Assumption. Given a mesh Ch, let Ch/2 be the mesh obtained by splitting
each triangle K ∈ Ch into four triangles connecting the edge midpoints. Let
(wh/2,βh/2,qh/2) be the discrete solution corresponding to the mesh Ch/2. We
assume that there exists a constant ρ, 0 < ρ < 1, such that
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‖|(w − wh/2,β − βh/2)‖|h/2 + ‖q − qh/2‖−1,∗

≤ ρ
(
‖|(w − wh,β − βh)‖|h + ‖q − qh‖−1,∗

)
(27)

where by ‖| · ‖|h/2 we indicate the ‖| · ‖|h norm with respect to the new mesh
Ch/2.

We then have the following results:

Theorem 2. It holds

‖|(w − wh,β − βh)‖|h + ‖q − qh‖−1,∗ ≤ C
( ∑

K∈Ch

η2
K + h4

K‖f − fh‖20,K
)1/2

.

Theorem 3. It holds

ηK ≤ ‖|(w − wh,β − βh)‖|h,ωK
+ ‖q − qh‖−1,∗,ωK

+ h2
K‖f − fh‖0,ωK

,

where ‖| · ‖|h,ωK
, ‖ · ‖−1,∗,ωK

and ‖ · ‖0,ωK
represent respectively the norms

‖| · ‖|h, ‖ · ‖−1,∗ and ‖ · ‖0 restricted to the domain ωK , the set of all the
triangles sharing an edge with K.

Theorems 2 and 3 prove, respectively, the reliability and efficiency of the error
estimator.

6 Computational results

We consider the following Kirchhoff bending problem of a semi-infinite plate
(see [2]). The plate midsurface and boundary are described by

Ω = {(x, y) ∈ R
2 | y > 0} , Γ = {(x, y) ∈ R

2 | y = 0} .

The plate is assumed to be free on Γ and subjected to the loading g(x, y) =
cosx/G, while the material constants are E = 1, ν = 0.3. The exact x-periodic
solution of this problem is given in [2].

We mesh the domain

D = [0, π/2]× [0, 3π/4]

setting the symmetry conditions on the vertical boundaries

{x = 0 , 0 ≤ y ≤ 3π/4} , {x = π/2 , 0 ≤ y ≤ 3π/4} ,

while on the upper horizontal boundary

{y = 3π/4 , 0 ≤ x ≤ π/2}

we use the non-homogeneus Dirichlet conditions adopting the exact solution
as a reference. We show some sample meshes in Figure 1.
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Fig. 1. Samples of the adopted meshes

Let Db represent the boundary domain [0, π/2] × [0, π/4]. In Figure 2 we
show the convergence of the deflection w in the ‖| · ‖|h norm restricted to Db,
for the polynomial degrees k = 1, 2. The dashed line shows the convergence
graph for the original method (i.e. without the Dh correction) while the solid
line refers to the improved method (7). In Figure 3 we show the convergence of
the moment component Mns in the L2(Db) norm, for the polynomial degrees
k = 1, 2, for both the original (dashed line) and improved (solid line) methods.
As predicted by the theory, the original method shows a convergence rate of
O(h1/2) while the modified method follows an O(hk) error behavior.
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Fig. 2. Convergence of w in the ‖| · ‖|h norm on Db
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Summary. We summarize the main results obtained in [6]. For the MITC plate
elements [2, 4] it is shown that the deflection has a superconvergence property. This
is used in a local postprocessing method for obtaining an improved approximation
for the deflection. The theoretical results are checked by various numerical compu-
tations.

1 Introduction

We consider the well-known MITC plate bending elements [2]. First, we re-
view the improved error analysis performed in [5]. We then show that the
difference between the approximate deflection and an interpolant to the exact
solution is superconverging in the H1-norm [6]. In the postprocessing method
the superconvergence property is utilized in order to improve the accuracy of
the approximation for the deflection. The new approximation is a piecewise
polynomial of one degree higher than the original one. The postprocessing is
done element by element which implies low computational costs.

In the next two sections we recall the Reissner–Mindlin plate model and
the MITC finite elements. In Sects. 4 and 5 we formulate and discuss the
superconvergence result, the postprocessing method and the improved error
estimate. The benchmark computations in Sect. 6 illustrate and verify the
results.

2 The Reissner–Mindlin plate model

We consider a linearly elastic and isotropic plate with the shear modulus G
and the Poisson ratio ν. The midsurface of the undeformed plate is Ω ⊂ R

2

and the plate thickness t is constant. The boundary of the plate is divided
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into hard clamped, hard simply supported and free parts: ∂Ω = ΓC∪ΓSS∪ΓF.
The soft clamped and soft simply supported cases would be possible as well.
The spaces of kinematically admissible deflections and rotations are now

W = {v ∈ H1(Ω) | v|ΓC = 0, v|ΓSS = 0}, (1)

V = {η ∈ [H1(Ω)]2 | η|ΓC
= 0, (η · τ )|ΓSS = 0}, (2)

where τ is the unit tangent to the boundary. For the bilinear form we define
the bending energy and the linear strain tensor as

a(φ,η) =
1
6
{(ε(φ), ε(η)) +

ν

1− ν
(div φ,div η)}, (3)

ε(η) =
1
2
(∇η + (∇η)T ). (4)

With these assumptions and notation the variational formulation for the
Reissner–Mindlin plate model, under the transverse loading g ∈ H−1(Ω), can
be written in the following form [4, 6]: Find the deflection w ∈ W and the
rotation β ∈ V such that

a(β,η) +
1
t2

(∇w − β,∇v − η) = (g, v) ∀(v,η) ∈W × V . (5)

For the analysis the problem is written in mixed form in which the shear force
q = t−2(∇w−β) ∈ Q = [L2(Ω)]2 is taken as an independent unknown [4, 6].

3 MITC finite element methods

For simplicity, we consider the triangular family but we emphasize that all
the results are valid for quadrilateral families as well. By Ch we denote the
triangulation of Ω. As usual, we denote h = maxK∈Ch

hK , where hK is the
diameter of the element K. The space of polynomials of degree k on K is
denoted by Pk(K). By C we denote positive constants independent of the
thickness t and the mesh size h.

In the MITC methods [2, 4] the finite element subspaces Wh ⊂ W and
V h ⊂ V are defined for the polynomial degree k ≥ 2 as

Wh = {v ∈W | v|K ∈ Pk(K) ∀K ∈ Ch}, (6)

V h = {η ∈ V | η|K ∈ [Pk(K)]2 ⊕ [Bk+1(K)]2 ∀K ∈ Ch}, (7)

with the ”bubble space”

Bk+1(K) = {b = b3p | p ∈ P̃k−2(K), b3 ∈ P3(K), b3|E = 0 ∀E ⊂ ∂K}, (8)

where P̃k−2(K) is the space of homogeneous polynomials of degree k − 2 on
the element K. The rotated Raviart-Thomas space of order k − 1 is defined
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as

Qh = { r ∈H(rot;Ω) | r|K ∈ [Pk−1(K)]2⊕(y,−x)P̃k−1(K) ∀K ∈ Ch }. (9)

The reduction operator Rh : H(rot;Ω) → Qh is defined locally, with RK =
Rh|K , through the conditions

〈(RKη − η) · τE , p〉E = 0 ∀p ∈ Pk−1(E) ∀E ⊂ ∂K, (10)

(RKη − η,p)K = 0 ∀p ∈ [Pk−2(K)]2, (11)

where E denotes an edge to K and τE is the unit tangent to E. Notation
(·, ·)K and 〈·, ·〉E are used for the L2-inner products. Now the MITC method
is defined as follows:

Method. Find the approximations wh ∈ Wh, βh ∈ V h, for the deflection
and the rotation, such that

a(βh,η)+
1
t2

(Rh(∇wh−βh),Rh(∇v−η)) = (g, v) ∀(v,η) ∈Wh×V h. (12)

The discrete shear force is qh = t−2Rh(∇wh − βh) ∈ Qh.

For the error analysis we refer to [4, 7, 5]. In [5] we have analyzed the
case of a convex domain with clamped boundaries for which a refined global
estimate holds. For the interior and the boundary meshes, respectively, we use
the notation Ωhi = ∪K⊂Ωi

K, Ωhb = Ω \Ωhi . Then we denote the mesh size in
the interior and near the boundary by hi = maxK∈Ωh

i
hK , hb = maxK∈Ωh

b
hK ,

respectively, and we can state the error estimate as follows [5]:

Theorem 1. Let Ω be a convex polygon and suppose that the plate is clamped.
For g ∈ Hk−2(Ω), tg ∈ Hk−1(Ω), with k ≥ 2, it then holds

‖w − wh‖1 + ‖β − βh‖1 + t‖q − qh‖0
≤ C{hki (‖g‖k−2 + t‖g‖k−1) + hb(‖g‖−1 + t‖g‖0)},

‖w − wh‖0 + ‖β − βh‖0
≤ Ch{hki (‖g‖k−2 + t‖g‖k−1) + hb(‖g‖−1 + t‖g‖0)}.

(13)

4 Superconvergence

For the superconvergence result we need the classical quasi-optimal interpo-
lation operator [6]: With a vertex a and an edge E of the triangle K, the
operator Ih : Hs(Ω)→Wh, s > 1, is defined through the conditions

(v − IKv)(a) = 0 ∀a ∈ K, (14)
〈v − IKv, p〉E = 0 ∀p ∈ Pk−2(E) ∀E ⊂ K, (15)
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(v − IKv, p)K = 0 ∀p ∈ Pk−3(K), (16)

with IK = Ih|K ∀K ∈ Ch.
The key property in proving the superconvergence is the close connection

between the interpolation and reduction operators [6]:

Lemma 1. It holds

Rh∇v = ∇Ihv ∀v ∈ Hs(Ω), s ≥ 2. (17)

This implies the superconvergence result [6]:

Theorem 2. There is a positive constant C such that

‖∇(Ihw − wh)‖0,K ≤ ChK‖β − βh‖1,K + ‖β − βh‖0,K + t2‖q − qh‖0,K
+ t2‖q −Rhq‖0,K .

(18)

This estimate gives a local improvement of order hK + t. Furthermore,
the corresponding global estimate implies for a convex domain with clamped
boundaries the estimate [6]

‖wh − Ihw‖1 = O
(
(h + t)(hki + hb)

)
. (19)

Now we see that the convergence rate for ‖wh − Ihw‖1 is by the factor h + t
better than the rates for both ‖w − wh‖1 and ‖w − Ihw‖1.

Since Ihw interpolates w at the vertices (cf. (14)) this also gives an indi-
cation that the vertex values of wh are converging with an improved speed.
The numerical results in Sect. 6 verify this.

5 Postprocessing method

In the postprocessing we construct an improved approximation for the deflec-
tion in the space

W ∗
h = {v ∈W | v|K ∈ Pk+1(K) ∀K ∈ Ch}. (20)

For the postprocessing we first introduce the interpolation operator I∗h :
Hs(Ω) → W ∗

h , s > 1, which follows the definitions (14)–(16) with k + 1
in place of k. Thus, the interpolation operators I∗h and Ih are hierarchical,
and the local spaces for the additional degrees of freedom are defined as

Ŵ (K) = {v ∈ Pk+1(K) | IKv = 0, (v, p)K = 0 ∀p ∈ P̃k−2(K)}, (21)

W (K) = {v ∈ Pk+1(K) | IKv = 0, 〈v, p〉E = 0 ∀p ∈ P̃k−1(E) ∀E ⊂ K}.
(22)

Now the method itself can be defined [6]:
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Postprocessing scheme. For all the triangles K ∈ Ch find the local post-
processed finite element deflection w∗

h|K ∈ Pk+1(K) = Pk(K)⊕Ŵ (K)⊕W (K)
such that

Ihw
∗
h|K = wh|K , (23)

〈∇w∗
h · τE ,∇v̂ · τE〉E = 〈(βh + t2qh) · τE ,∇v̂ · τE〉E ∀E ⊂ ∂K, ∀v̂ ∈ Ŵ (K),

(24)

(∇w∗
h,∇v̄)K = (βh + t2qh,∇v̄)K ∀v̄ ∈W (K). (25)

We note that the postprocessed deflection is conforming since (βh+t2qh)·τ
is continuous along inter element boundaries.

Next, we define the space Q∗
h by the definition (9) and the operator R∗

h

by the definitions (10) and (11), both with k + 1 in place of k. Then we have
the following error estimate for the postprocessing method [6]:

Theorem 3. There is a positive constant C such that

‖∇(w − w∗
h)‖0,K ≤ C{hK‖β − βh‖1,K + ‖β − βh‖0,K + t2‖q − qh‖0,K

+ ‖∇(w − I∗hw)‖0,K + ‖β −R∗
hβ‖0,K

+ t2‖q −R∗
hq‖0,K + t2‖q −Rhq‖0,K}.

(26)

This result is also local and it is made up of two parts: The first part
is related to the error of the original method and the second part consists
of interpolation estimates – both parts giving an improvement by the factor
hK + t compared to the original approximation. The corresponding global
estimate implies for the case of a convex domain with clamped boundaries
the estimate [6]

‖w − w∗
h‖1 = O

(
(h + t)(hki + hb)

)
. (27)

The numerical computations in the next section confirm that the improve-
ment in the convergence rate is partially t-dependent, as seen in (27). However,
let us also remark that, in practice, we are interested in the case t < h since
for a finer mesh the error in the model, with respect to the three dimensional
structure, is greater than the discretization error.

6 Benchmark computations

We have performed the numerical computations for a test problem for which
an analytical solution has been obtained in [1]. The domain is the semi-infinite
region Ω = {(x, y) ∈ R

2 | y > 0} and the loading is g = 1
G cosx. The Poisson

ratio is ν = 0.3, the shear modulus G = 1/(2(1+ν)), the shear corrector factor
κ = 1 and the thickness t = 0.01 (one specific case with t = 1.0). We have
considered two different boundary conditions on Γ = {(x, y) ∈ R

2 | y = 0},
hard clamped and free.
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We have discretized the domain D = (0, π/2) × (0, 3π/2), with both uni-
form and general, non-uniform, meshes. For the uniform meshes the accuracy
has been studied separately in the interior subdomain Di = {(x, y) ∈ D | y ∈
(π, 5π/4)} and in the boundary subdomain Db = {(x, y) ∈ D | y ∈ (0, π/4)},
see Fig. 1. The number of elements in the x-direction is N = 2, 4, 6 or 8, and
the mesh size is h ≈ 1/N . The degree of the elements is k = 2 (quadratic)
and k = 3 (cubic).

The relative errors, measured in the H1-norm and in the L2-norm, for
both the original finite element deflection (dashed lines) and the postprocessed
finite element deflection (solid lines) are on the logarithmic scale with respect
to N . To study the convergence rate, a function of the form CN−r ≈ Chr is
fitted to the results by using least squares. The fitted lines with the slopes r
and r∗, for the original and for the postprocessed deflections, are also shown
in Fig. 2–5.

Fig. 1. The uniform and non-uniform meshes with N = 2, 4, 6, 8; Interior region Di

(light grey); Boundary region Db (dark grey).

6.1 Uniform meshes

In the interior of the plate the numerical results are clearly in accordance with
the theory: The convergence rate of the original finite element deflection in
the H1-norm is r ≈ k, and the convergence rate of the postprocessed finite
element deflection is r∗ ≈ k+1 ≈ r+1, as seen in Fig. 2 (left). The behavior in
the L2-norm looks very similar, see Fig. 2 (right), although to rigorously prove
the improvement in that case seems to be difficult – due to the t-dependency
of the solution and the boundary layers.

Near the boundary of the plate the numerical results reflect the strength of
the edge effect: For the clamped edge the convergence – especially in the H1-
norm – is almost as good as in the interior region. For the free edge the rate of
convergence rapidly slows down, for both the original and the postprocessed
deflection, see Fig. 3. The convergence rate seems to be of order O(h1/2), as
proved in [8, 3] for the original approximation in the H1-norm. But still, a
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Fig. 2. Clamped edge; Interior region; Uniform mesh; Convergence of the relative
H1- and L2-errors with k = 2, 3 (dashed line for the original, solid line for the
postprocessed deflection).
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Fig. 3. Free edge; Boundary region; Uniform mesh; Convergence of the relative
H1- and L2-errors with k = 2, 3 (dashed line for the original, solid line for the
postprocessed deflection).

significant accuracy improvement is obtained, especially for coarse meshes and
lower order elements. Furthermore, the superaccuracy of the vertex values is
obvious, as seen in Fig. 4 (left).

To illustrate the partial t-dependence of the postprocessing estimate, we
have used also the thickness value t = 1.0 for the case of clamped edge: In the
interior of the plate the convergence rate of the postprocessed finite element
deflection in the H1-norm was r∗ ≈ k + 1 ≈ r + 1 in Fig. 2 (left) for t = 0.01,
but for t = 1.0 it is only r∗ ≈ k ≈ r in Fig. 4 (right) – there is only a shift,
not a change in the slope, when comparing the dashed and solid lines.
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Fig. 4. Left: Free edge; Boundary region; Uniform mesh; Pointwise error along the
line x = π/4 for N = 4 and k = 2 (dashed line for the original, solid line for the
postprocessed deflection, triangles for the vertex values).
Right: t = 1.0; Clamped edge; Interior region; Uniform mesh; Convergence of the
relative H1-error with k = 2, 3 (dashed line for the original, solid line for the post-
processed deflection).
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Fig. 5. Clamped (left) and free (right) edge; Whole domain; Non-uniform mesh;
Convergence of the relative H1-error with k = 2, 3 (dashed line for the original,
solid line for the postprocessed deflection).

6.2 Non-uniform meshes

For the non-uniform meshes in Fig. 1 the relative errors have been computed
in the whole discretized domain. As expected, the numerical results in Fig. 5
are essentially similar to those for the uniform meshes in the boundary region,
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compare Fig. 3 (left) to Fig. 5 (right). Thus, there is no essential dependence
on the mesh distortion of reasonable order.
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Summary. We propose a finite difference space semi-discretization of the stabilized
Bernoulli-Euler plate equation in a square. The scheme studied yields a uniform
exponential decay rate with respect to the mesh size.

1 Statement of the main result

Consider a square plate Ω = (0, π)× (0, π) subject to a feedback force distrib-
uted on a rectangular subdomain O = [a, b] × [c, d] of Ω. If χO denotes the
characteristic function of O, the stabilization problem considered reads:






ẅ(t) + ∆2w(t) + χO ẇ(t) = 0, x ∈ Ω, t > 0,
w(t) = ∆w(t) = 0, x ∈ ∂Ω, t > 0,
w(x, 0) = w0(x), ẇ(x, 0) = w1(x), x ∈ Ω.

(1)

It is well known (cf. [3]) that the energy E(t) = ||ẇ(t)||2L2(Ω) + ||∆w(t)||2L2(Ω)

of system (1) decreases exponentially. The aim of this paper is to propose a
space semi-discretization of this internal stabilization problem that ensures
an exponential decay of the discretized energy Eh(t) which is uniform with
respect to the mesh size. This is not a trivial issue because of the possible ap-
pearance during the approximation process of high frequency spurious modes
that cannot be damped by the feedback term. The appearance of such spurious
modes in the approximation by finite differences or finite elements of control
problems has been emphasized in several works (see, for instance [1, 2, 6] and
the review paper [7]). Various solutions to overcome this difficulty have been
proposed in the literature. The one followed in this paper is the one based on
the introduction of an artificial numerical viscosity term.
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Let us now precise the numerical scheme proposed. Given N1 ∈ N, denote
by h = π/(N1 + 1), and assume that there exist integers a(h), b(h), c(h), d(h)
in {1, . . . , N1} such that

a = a(h)h, b = b(h)h, c = c(h)h, d = d(h)h. (2)

Let wj,k denote for all j, k ∈ {0, N1+1} the approximation of the solution w of
system (1) at the point xj,k = (jh, kh). We use the standard finite difference
approximation of the laplacian, by setting for all j, k ∈ {1, . . . , N1}:

∆w(jh, kh) ≈ 1
h2

(wj+1,k + wj−1,k + wj,k+1 + wj,k−1 − 4wj,k) .

Set Vh = R
(N1)

2
and let wh ∈ Vh be the vector whose components are the

wj,k for 1 ≤ j, k ≤ N1. In order to satisfy the boundary conditions in (1), we
impose that

∀k ∈ {0, . . . , N1 + 1} :






w0,k = wk,0 = wN1+1,k = wk,N1+1 = 0
w−1,k = −w1,k, wN1+2,k = −wN1,k,
wk,−1 = −wk,1, wk,N1+2 = −wk,N1 .

(3)

The matrix A0h representing the discretization of the bilaplacian with hinged
boundary conditions is defined via its square root A

1
2
0h given by

(

A
1
2
0hwh

)

j,k
= − 1

h2
(wj+1,k + wj−1,k + wj,k+1 + wj,k−1 − 4wj,k) ,

for all 1 ≤ j, k ≤ N1. The finite-difference space semi-discretization for system
(1) studied in this paper reads then
{
ẅj,k + (A0hwh)j,k + (χO ẇh)j,k + h2 (A0hẇh)j,k = 0, 1 ≤ j, k ≤ N1,

wj,k(0) = w0h, ẇj,k(0) = w1h, 1 ≤ j, k ≤ N1,
(4)

In the above equations, w0h and w1h are suitable approximations of the initial
data w0 and w1 on the finite-difference grid and χO ẇh denotes the vector of
Vh whose components are the ẇj,k if j and k are such that xj,k ∈ O, and 0
otherwise. The numerical viscosity term h2A0hẇh in (4) is introduced in order
to damp the high frequency modes. Our main result is the following.

Theorem 1. The family of systems defined by (3)-(4) is uniformly exponen-
tially stable, i.e. there exist constants C, α, h∗ > 0 (independent of h, w0h

and w1h) such that :

‖ẇh(t)‖2 +
∥
∥
∥A

1
2
0hwh(t)

∥
∥
∥

2

≤ Ce−αt
(

‖w1h‖2 +
∥
∥
∥A

1
2
0hw0h

∥
∥
∥

2
)

,

for all h ∈ (0, h∗) and all t > 0.
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In the above theorem and in the remaining part of this paper, we denote by
‖ · ‖ the Euclidean norm in R

m for various values of m. The proof of theorem
1 is based on the following frequency domain characterization for the uniform
exponential stability of a sequence of semigroups (see [4, p.162]).

Theorem 2. Let (Th)h>0 be a family of semigroups of contractions on the
Hilbert space Vh and Ah be the corresponding infinitesimal generators. The
family (Th)h>0 is uniformly exponentially stable if and only if the two following
conditions are satisfied:
i) For all h > 0, iR ⊂ ρ(Ah), where ρ(Ah) denotes the resolvent set of Ah,
ii) sup

h>0,ω∈R

‖(iω −Ah)−1‖ < +∞.

2 Proof of Theorem 1

2.1 Abstract second and first order formulations

Let Uh = R
(b(h)−a(h)+1)×(d(h)−c(h)+1) be the discretized input space, where the

integers a(h), b(h), c(h) and d(h) are defined by (2). If B0 ∈ L(L2(O), L2(Ω))
denotes the restriction operator defined by B0u = χO u for all u ∈ L2(O),
we introduce its finite-difference approximation B0h ∈ L(Uh, Vh) by setting
for all uh ∈ Uh : (B0h uh)j,k = uj,k if j and k are such that xj,k ∈ O, and 0
otherwise. The adjoint B∗

0h ∈ L(Vh, Uh) of B0h is then defined for all wh ∈ Vh
by (B∗

0hwh)j,k = wj,k for all j, k such that xj,k ∈ O.
The finite-difference semi-discretization (3)-(4) admits the following ab-

stract second order formulation:





ẅj,k + (A0hwh)j,k + (B0hB
∗
0hẇh)j,k + h2 (A0hẇh)j,k = 0, 1 ≤ j, k ≤ N1,

wj,k =
(

A
1
2
0hwh

)

j,k
= 0, j, k = 0, N1 + 1,

wj,k(0) = w0h, ẇj,k(0) = w1h, 0 ≤ j, k ≤ N1 + 1.
(5)

It can be easily checked that the sequence (‖B0h‖L(Uh,Vh)) is bounded and

that the eigenvalues of A
1
2
0h are

λp,q,h =
4
h2

[

sin2

(
ph

2

)

+ sin2

(
qh

2

)]

, for 1 ≤ p, q ≤ N1. (6)

A corresponding sequence of normalized eigenvectors is given by the vectors

ϕp,q,h =
(

ϕj,kp,q,h

)

1≤j,k≤N1

, with components ϕj,kp,q,h =
2h
π

sin (jph) sin (kqh).

In order to apply theorem 2, we write system (5) as a first order system.
Let us then introduce the space Xh = Vh × Vh, which will be endowed with

the norm ‖(ϕh, ψh)‖2Xh
= ‖ϕh‖2 +

∥
∥
∥A

1
2
0hψh

∥
∥
∥

2

. Setting zh =
[
wh
ẇh

]

, equations

(5) can be easily written in the equivalent form
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żh(t) = Ahzh(t), zh(0) = z0h,

where z0h =
[
w0h

w1h

]

and Ah ∈ L(Xh) is defined by

Ah =
[

0 I
−A0h −h2A0h −B0hB

∗
0h

]

. (7)

It will be useful to introduce the operator A1h =
[

0 I
−A0h 0

]

∈ L(Xh) such

that

Ah = A1h −
[
0 0
0 h2A0h + B0hB

∗
0h

]

. (8)

We will also need in the sequel the spectral basis of the operator A1h. More-
over, it will be more convenient to number the eigenelements of A1h using
only one index m instead of the couple (p, q). To achieve this, let us first re-
arrange the sequence of eigenvalues λp,q = p2+q2, p, q ∈ N

∗, of the continuous
problem in nondecreasing order to obtain a new sequence (Λm)m∈N∗ . Then, if

Λm = λp,q = p2 + q2, ∀ m ∈ N
∗, ∀p, q ∈ N

∗, (9)

then we set for all 1 ≤ m ≤ (N1)2, and for all 1 ≤ p, q ≤ N1:

Λm,h = λp,q,h, ϕm,h = ϕp,q,h. (10)

Let then N2(h) = (N1)2 =
(π

h
− 1

)2

be the number of nodes of the finite-
difference grid. If we extend the definition of Λm,h and ϕm,h to the values
m ∈ {−1, . . . ,−N2(h)} by setting

Λm,h = −Λ−m,h, ϕm,h = ϕ−m,h, (11)

then it can be easily checked that the eigenvalues of A1h are iΛm,h, where
1 ≤ |m| ≤ N2(h), and that an orthonormal basis of Xh formed by eigenvectors
of A1h is given by

Φm,h =
1√
2




− i

Λm,h
ϕm,h

ϕm,h



 , 1 ≤ |m| ≤ N2(h), (12)

We are now in position to apply theorem 2.

2.2 Checking the assumptions of theorem 2

To prove condition i) in theorem 2, we use a contradiction argument. Suppose

that there exist
[
ϕh
ψh

]

∈ Xh and ω ∈ R such that: Ah

[
ϕh
ψh

]

= iω

[
ϕh
ψh

]

. Then,
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by using the definition (7) of Ah, we easily obtain that ψh = iωϕh and that
[

ω2 −A0h − iω(h2A0h + B0hB
∗
0h)
]

ϕh = 0.

By taking the imaginary part of the inner product of this last relation with
ϕh, we get that ϕh = 0, and thus ψh = 0. Therefore, for all ω ∈ R, iω cannot
be an eigenvalue of Ah. Thus, condition i) in theorem 2 holds true.
Now, we check condition ii) of theorem 2. Once again, we use a contradiction
argument. Let us thus assume the existence for all n ∈ N of hn ∈ (0, h∗),

ωn ∈ R, zn =
[
φn
ψn

]

∈ Xhn
such that

‖zn‖2 =
∥
∥
∥A

1
2
0hn

φn

∥
∥
∥

2

+ ‖ψn‖2 = 1 ∀ n ∈ N (13)

‖iωnzn −Ahn
zn‖ → 0. (14)

To obtain a contradiction, the idea is to decompose zn into a low frequency
part and a high frequency part. Then, thanks to the numerical viscosity intro-
duced in the scheme, we prove that the high frequency part tends to 0. Finally,
we conclude by using a result on the uniform observability of low frequency
packets of eigenvectors.

More precisely, for 0 < ε < 1 and h ∈ (0, h∗), we define the integer

M(h) = max
{

m ∈ {1, . . . , N2(h)} | h2(Λm)2 ≤ ε
}

, (15)

where the sequence (Λm)m∈N∗ defined in (9) constitutes the sequence of eigen-
values of the continuous problem. The eigenvalues Λm,h for 1 ≤ |m| ≤ M(h)
correspond to “low frequencies” and will be damped to zero by the feedback
control term B0hB

∗
0hẇh. The eigenvalues Λm,h for |m| > M(h) correspond to

“high frequencies” and will be damped by the numerical viscosity term. To
get the desired contradiction, we follow several steps.
Step 1
Let us prove the two relations

h2
n

∥
∥
∥A

1
2
0hn

ψn

∥
∥
∥

2

+ ‖B∗
0hn

ψn‖2 → 0, (16)

lim
n→∞

∥
∥
∥A

1
2
0hn

φn

∥
∥
∥

2

= lim
n→∞

‖ψn‖2 =
1
2
. (17)

Relation (16) follows directly from (14) by taking the inner product in Xhn
of

iωnzn−Ahn
zn by zn and by considering only the real part. By using (14), (16),

(8) and the fact that the operators B0hn
are uniformly bounded we obtain

that ∥
∥
∥
∥iωnzn −A1hn

zn +
[

0
h2
nA0hn

ψn

]∥
∥
∥
∥→ 0. (18)



Uniform Stabilization of the Semi-Discretized Plate Equation in a Square 1073

It can be easily that the sequence (ωn) is bounded away from zero for n large
enough(use a contradiction argument). Therefore, taking the inner product in

Xhn
of (18) by

1
ωn

[
φn
−ψn

]

and by considering the imaginary part, we obtain

that limn→∞

∥
∥
∥A

1
2
0hn

φn

∥
∥
∥

2

− ‖ψn‖2 = 0. This last relation and (13) yield (17).
Step 1 is thus complete.

In order to state the second step, let us introduce the modal decomposition
of zn on the spectral basis of (Φm,hn

)1≤|m|≤N2(hn) of A1hn
. For all n ∈ N, there

exist complex coefficients (cnm)1≤|m|≤N2(hn) such that

zn =
[
φn
ψn

]

=
∑

1≤|m|≤N2(hn)

cnmΦm,hn
. (19)

The normalization condition (13) reads then
∑

1≤|m|≤N2(hn)

|cnm|2 = 1. (20)

Step 2
In this step, we prove that the following relations holds true

ψn =
1√
2

N2(hn)
∑

m=1

(
cnm + cn−m

)
ϕm,hn

, (21)

∑

M(hn)<m≤N2(hn)

∣
∣cnm + cn−m

∣
∣2 → 0, (22)

∑

1≤|m|≤M(hn)

|ωn − Λm,hn
|2 |cnm|2 → 0. (23)

Note that, roughly speaking, relations (21) and (22) show that the projection
of ψn on the high frequencies tends to 0 as n tends to +∞. Relation (21)
follows directly by taking the second component in (19) and by using (12).
On the other hand, by using (19) and the fact that Φm,h is an eigenvector of
A1h associated to the eigenvalue iΛm,h, we have

iωnzn −A1hn
zn =

∑

1≤|m|≤N2(hn)

i (ωn − Λm,hn
) cnmΦm,hn

(24)

From (16) and (21) it follows that

h2
n

∥
∥
∥A

1
2
0 ψn

∥
∥
∥

2

=
N2(hn)
∑

m=1

h2
nΛ

2
m,hn

∣
∣cnm + cn−m

∣
∣2 → 0. (25)
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Using the expression (6) of λp,q,h and that λp,q = p2 + q2 , it can be easily

checked that
4
π2

λp,q ≤ λp,q,h ≤ λp,q, for all 1 ≤ p, q ≤ N1, or equivalently

4
π2

Λm ≤ Λm,h ≤ Λm ∀ 1 ≤ m ≤ N2(h). (26)

Relations (25), (26) and (15) imply (22). On the other hand, relations (26)
and (25) clearly imply that there exists a constant C independent of h such
that

h4
n

M(hn)
∑

m=1

Λ4
m,hn

∣
∣cnm + cn−m

∣
∣2 ≤ Cε

M(hn)
∑

m=1

h2
nΛ

2
m,hn

∣
∣cnm + cn−m

∣
∣2 → 0. (27)

On the other hand, a simple calculation shows that
[

0
h2
nA0hn

ψn

]

=
∑

1≤|m|≤N2(hn)

h2
n

2
Λ2
m,hn

(
cnm + cn−m

)
Φm,hn

, (28)

Relations (27) and (28) imply that
[

0
h2
nA0hn

ψn

]

−
∑

M(hn)<|m|≤N2(hn)

h2
n

2
Λ2
m,hn

(
cnm + cn−m

)
Φm,hn

→ 0 (29)

By using (18), (7) and (29) it follows that
∑

1≤|m|≤N2(hn)

i (ωn − Λm,hn
) cnmΦm,hn

+
∑

M(hn)<|m|≤N2(hn)

h2
n

2
Λ2
m,hn

(
cnm + cn−m

)
Φm,hn

→ 0.

Since the family (Φm,hn
) is orthogonal, the above relation implies (23).

Step 3
Consider the set

F =
{

n ∈ N | ∃m(n) ∈ Z, 1 ≤ |m(n)| ≤M(hn), and |ωn − Λm(n),hn
| < 1

8

}

.

In other words, F is constituted by those integers n such that ωn is located
in the “low frequency band”. We distinguish then two cases:

First Case: The set F is finite. Then, for the sake of simplicity, we
can suppose, without loss of generality, that F is empty. In this case, all
the elements of the sequence (ωn) are located in the “high frequency band”.
By using relation (23) in Step 2 and the above relation, we obtain that <
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∑

1≤|m|≤M(hn) |cnm|2 → 0, i.e. that the low-frequency part of ψn tends to 0.
Thus, the above relation, (21) and (22) in Step 2 imply that

ψn → 0 in H,

which contradicts (17).

Second case: The set F is infinite. Then, for the sake of simplicity,
we can suppose, without loss of generality, that F = N. In this case, all
the sequence ωn is located in the “low frequency band”. For all n ∈ N, we

introduce the set Fn =
{

m ∈ Z | 1 ≤ |m| ≤M(hn) and |ωn − Λm,hn
| < 1

8

}

.

Note that Fn is never empty (since it always contains m(n)) and represents
the collection of low frequency eigenvalues located near ωn. Set then ψ̃n =
1√
2

∑

m∈Fn
cnm ϕm,hn

. The definition of Fn, together with relation (23) of
Step 2 imply that

∑

m∈{1,...,N2(hn)}\Fn

|cnm|2 → 0. (30)

Using now relations (21) and (22) of Step 2, we see that (30) exactly states
that

‖ψn − ψ̃n‖ → 0. (31)

The above relation implies that ‖B∗
0hn

(ψn− ψ̃n)‖ → 0. This relation together
with relation (16) of Step 1 show that

‖B∗
0hn

ψ̃n‖ → 0. (32)

But on the other hand, applying lemma 3.2 in [5] on the uniform observability
of low frequency packets of eigenvectors (note that Ihn

(ωn) = Fn) , we get
the existence of δ > 0 such that for all n ∈ N, we have

‖B∗
0hn

ψ̃n‖2 > δ2
∑

m∈Fn

|cnm|2. (33)

Gathering (30), (32) and (33), we finally obtain that ψ̃n → 0 in H. By using
(31), we obtain that ψn → 0 which contradicts (17). The proof of theorem 1
is now complete.
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Summary. An ε–uniform second–order numerical method for singularly perturbed
reaction-diffusion problems is proposed in this article. The difference scheme is based
on cubic spline and classical finite difference scheme, which is applied on layer re-
solving Shishkin meshes. Uniform stability and uniform convergence of the scheme
in the maximum norm are studied. A numerical example is presented to support the
theoretical results.

1 Introduction

In this article we consider the following singularly perturbed self–adjoint
boundary value problem (BVP):

Lu(x) ≡ −εu′′(x) + b(x)u(x) = f(x), x ∈ D = (0, 1), (1)
u(0) = A, u(1) = B, (2)

where ε > 0 is a small parameter and b, f are sufficiently smooth functions
such that b(x) ≥ β > 0 on D = [0, 1]. Under these assumptions the problem (1-
2) has a unique solution u(x) ∈ C2(D)∩C(D), which may exhibit two boundary
layers of width O(

√
ε) of exponential type at both end points x = 0, 1.

Singular perturbation problems (SPPs) arise frequently in various branches
of science and engineering. The solution of SPPs has multi-scale behaviour and
therefore, to solve them numerically, it is necessary to use uniformly conver-
gent methods, for which the error does not depend on the value of the singular
perturbation parameter ε. Various methods having this property are proposed
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in the literature (see the books of Farrell et al. [2] and Roos et al. [7] and refer-
ences therein). Natesan et al. [6] proposed a booster method for the boundary
value problem (1-2). In [3] the authors have devised HODIE schemes for (1-2)
giving higher order uniform convergent finite difference schemes on Shishkin
meshes. Kadalbajoo and Bawa [4] used cubic spline on variable mesh for solv-
ing singularly perturbed problems. Recently, Bawa and Natesan solved SPPs
of reaction–diffusion type (1-2) by quintic spline [1]. In [8] quadratic spline
is used to solve a nonlinear reaction-diffusion problem, showing their uniform
convergence; nevertheless, the proof of the results is incomplete and not clear.

Here, we devise a numerical scheme based on variable mesh cubic spline
for self-adjoint BVPs, and we apply it on a layer resolving Shishkin mesh. The
cubic spline scheme fails to satisfy the discrete maximum principle on the outer
region where the Shishkin mesh is coarse. To overcome this difficulty we shall
use the classical finite difference scheme in that portion of the domain. By this
way, we retain the stability of the scheme, which will be crucial in the proof of
the ε-uniform convergence of the scheme and give a different way to the one
used in [8]. In this paper we only show the uniform convergence of the method
at the mesh points. In [5] a detailed analysis of the uniform convergence of
the global solution and the normalized flux in the continuous domain is given;
these properties show the advantages and the conveniences of the numerical
method defined here. The method proposed here is easily extendable for 1D
linear system of equations, and 1D nonlinear BVPs. Shishkin meshes for two
dimensional problems have been studied extensively, for example, in [2, 7].
Although the present method is not only limited to 1D problems, its extension
to higher dimensional problems and the error estimates involve more critical
analysis and it will be postponed to our future work.

The article is organized as follows. The hybrid scheme is derived in Sec-
tion 2. Error estimates are provided in Section 3. Finally, a numerical example
is given in Section 4. Throughout this article, C denotes a positive constant
independent of the diffusion parameter ε and the discretization parameter N .

2 The cubic spline-cum-finite difference scheme

In this section, first we derive the cubic spline scheme on a general non
uniform mesh, and then we propose the hybrid scheme. Let x0 = 0, xi =
i−1∑

k=0

hk, hk = xk+1 − xk, xN = 1, i = 1, 2, · · · , N − 1, be the mesh; then, for

given values u(x0), u(x1), · · · , u(xN ) of a function u(x) at the nodal points
x0, x1, · · · , xN , there exists an interpolating cubic spline s(x) with the fol-
lowing properties: (i) s(x) coincides with a polynomial of degree three on
each subinterval [xi, xi+1], i = 0, · · · , N − 1; (ii) s(x) ∈ C2[0, 1] and (iii)
s(xi) = u(xi), i = 0, · · · , N .

It is well known that the cubic spline can be written in the form
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s(x) =
(xi+1 − x)3

6hi
Mi +

(x− xi)3

6hi
Mi+1 +

(

u(xi)−
h2
i

6
Mi

)(
xi+1 − x

hi

)

+

+
(

u(xi+1)−
h2
i

6
Mi+1

)(
x− xi
hi

)

, xi ≤ x ≤ xi+1, i = 0, · · · , N − 1, (3)

where Mi = s′′(xi), i = 0, · · · , N . From the basic properties of splines, it
should satisfy the following ’condition of continuity’:

hi−1

6
Mi−1 +

(
hi + hi−1

3

)

Mi +
hi
6
Mi+1 =

(
u(xi+1)− u(xi)

hi

)

−

−
(
u(xi)− u(xi−1)

hi−1

)

, i = 1, · · · , N − 1. (4)

The continuity condition given above ensures the continuity of the first order
derivatives of the spline s(x) at the interior nodes. Then, substituting −εMj+
b(xj)u(xj) = f(xj), j = i, i± 1 in (4), we get the linear system





[
−3ε

hi−1(hi + hi−1)
+

hi−1

2(hi + hi−1)
bi−1

]

Ui−1 +
[

3ε
hihi−1

+ bi

]

Ui+

+
[

−3ε
hi(hi + hi−1)

+
hi

2(hi + hi−1)
bi+1

]

Ui+1 =
[

hi−1

2(hi + hi−1)

]

fi−1 + fi+

+
[

hi
2(hi + hi−1)

]

fi+1,

(5)
which gives the approximations U1, U2, · · · , UN−1 of the solution u(x) at the
mesh points x1, x2, · · · , xN−1 (note that U0 = A, UN = B are the natural
discretizations of the Dirichlet boundary conditions). This cubic spline scheme
is analyzed for stability and it is observed that for the corresponding stiffness
matrix to be an M-matrix, a very restrictive condition is needed on the step
size only in the outer region where the mesh is coarse. To overcome this diffi-
culty, the following hybrid scheme is proposed, in which the classical central
difference scheme is taken in the outer region and the above cubic scheme is
applied only in the boundary layer regions:

LNUi ≡ r−i Ui−1 + rciUi + r+
i Ui+1 = q−i fi−1 + qci fi + q+

i fi+1, (6)

along with boundary conditions U0 = A and UN = B, where, for i =
1, · · · , N/4− 1 and 3N/4 + 1, · · · , N − 1, the coefficients are given by






r−i =
−3ε

hi−1(hi + hi−1)
+

hi−1

2(hi + hi−1)
bi−1; rci =

3ε
hihi−1

+ bi;

r+
i =

−3ε
hi(hi + hi−1)

+
hi

2(hi + hi−1)
bi+1;

q−i =
hi−1

2(hi + hi−1)
; qci = 1; q+

i =
hi

2(hi + hi−1)
,

(7)
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and for i = N/4, · · · , 3N/4, the coefficients are given by





r−i =
−2ε

hi−1(hi + hi−1)
; rci =

2ε
hihi−1

+ bi; r+
i =

−2ε
hi(hi + hi−1)

,

q−i = 0; qci = 1; q+
i = 0.

(8)

Note that the stiffness matrix of the newly modified finite difference scheme
(6) is an M-matrix.

3 Uniform convergence analysis on a Shishkin mesh

Before analyzing the uniform convergence of the hybrid scheme, we define
an appropriate Shishkin mesh for the boundary value problem (1-2). On D
a piecewise uniform mesh of N mesh intervals is constructed as follows: the
domain D is divided into three subintervals as D = [0, σ]∪(σ, 1−σ)∪[1−σ, 1],
for some σ such that 0 < σ ≤ 1/4. On the subintervals [0, σ] and [1 − σ, 1]
a uniform mesh with N/4 mesh intervals is placed, where [σ, 1 − σ] has a
uniform mesh with N/2 mesh intervals. It is obvious that the mesh is uniform
when σ = 1/4 and it is fitted to the problem by choosing σ as the following
function of N, ε and σ0: σ = min

{
1
4 , σ0

√
ε lnN

}
, where σ0 is a constant to

be fixed later. Further, in our analysis we assume that σ = σ0
√
ε lnN , which

is the interesting case, and we denote the mesh size in the region [σ, 1 − σ]
by H = 2(1 − 2σ)/N , and in the regions [0, σ], [1 − σ, 1] by h = 4σ/N . On
this mesh, denoted by DN , it is straightforward to prove that the truncation
error of the hybrid scheme, for i = 1, · · · , N/4− 1 and 3N/4 + 1, · · · , N − 1,
satisfies

τi,u =
εh2

8
u(iv)(xi) + r+

i R4(xi, xi+1, u) + r−i R4(xi, xi−1, u)+

+q+
i εR2(xi, xi+1, u) + q−i εR2(xi, xi−1, u)−

−q−i bi−1R4(xi, xi−1, u)− q+
i bi+1R4(xi, xi+1, u),

(9)

and for i = N/4, · · · , 3N/4, it holds

τi,u = −ε
(
hi − hi−1

3

)

u′′′(xi)−
2ε
4!

(
h3
i + h3

i−1

hi + hi−1

)

u(iv)(xi)+

+r+
i R4(xi, xi+1, u) + r−i R4(xi, xi−1, u),

(10)

where Rn(a, p, g) denotes the remainder Taylor expansion.
It is well known (see [2]) that the solution u(x) of the BVP (1-2) and its

derivatives satisfy the following bounds: |u(k)(x)| ≤ C
(
1 + ε−k/2e(x, x, β, ε)

)

for 0 ≤ k ≤ j + 1, where e(ξ1, ξ2, β, ε) = exp(−
√
βξ1/

√
ε) + exp(−

√
β(1 −

ξ2)/
√
ε). Further, its smooth and singular components, respectively denoted
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by v and w, satisfy = u = v+w and also the bounds |v(k)(x)| ≤ C, |w(k)(x)| ≤
Cε−k/2e(x, x, β, ε).

Lemma 1. The local truncation error (9-10) satisfies

|τi,u| ≤






CN−2σ2
0 ln2 N, for 1 ≤ i ≤ N/4− 1 and 3N/4 + 1 ≤ i < N,

C(N−2ε + N−
√
βσ0), for N/4 < i < 3N/4,

C(N−1ε + N−
√
βσ0), i = N/4 or i = 3N/4.

Proof. We distinguish several cases depending on the location of the mesh
points. First, when xi ∈ (0, σ) ∪ (1− σ, 1), from (9) we get

|τi,u| ≤ C[h2ε + h2ε−1(e(xi, xi+1, β, ε) + e(xi−1, xi, β, ε))].

Using that h = 4N−1σ0
√
ε lnN and bounding the exponential functions by

constants, we deduce that |τi,u| ≤ CN−2σ2
0 ln2 N , for 1 ≤ i ≤ N/4 − 1 and

3N/4 + 1 ≤ i < N .
In second place, when xi ∈ (σ, 1− σ), we must distinguish two cases. First, if
H2 < ε, we obtain

|τi,u| ≤ C

(

H2ε +
H2

ε
(e(xi, xi+1, β, ε) + e(xi−1, xi, β, ε))

)

≤ N−2ε + N−
√
βσ0 .

On the other hand, if H2 ≥ ε, it can been shown that

|τi,u| ≤ C

(

H2ε +
∫ xi+1

xi

(xi+1 − ξ)ε−1e(ξ, ξ, β, ε)dξ+

+
∫ xi

xi−1

(ξ − xi−1)ε−1e(ξ, ξ, β, ε)dξ

)

.

Integrating the first integral by parts, we get
∫ xi+1

xi

(xi+1 − ξ)ε−1e(ξ, ξ, β, ε)dξ ≤ C
(

Hε−1/2e(xi, xi, β, ε)+

+
∫ xi+1

xi

ε−1/2e(ξ, ξ, β, ε)dξ
)

≤ C [e(xi, xi, β, ε) + e(xi, xi+1, β, ε)]

≤ CN−
√
βσ0 .

A bound for the second integral can be found in a similar way. Using the fact
that H < 2N−1, we get |τi,u| ≤ C(N−2ε + N−

√
βσ0). Finally we study the

case xi = σ (similarly we can find the bound for the case xi = 1− σ). In this
case we write the local truncation error in the form

τi,u = r+
i R2(xi, xi+1, u) + r−i R2(xi, xi−1, u),
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and again we distinguish two cases depending on the relation between H2 and
ε. When H2 ≥ ε, it is easy to prove that |τi,u| ≤ CN−3 + N−

√
βσ0 . On the

other hand, when H2 < ε, we obtain |τi,u| ≤ CN−1ε + N−
√
βσ0 , which is the

required result.

Lemma 2. Let N ≥ N0 be, where N0 is the smallest positive integer such that
16βN−2

0 σ2
0 ln2 N0 < 6. Then, it holds

r−i < 0, r+
i < 0, |rci | − |r−i | − |r+

i | ≥ min(1, β) > 0.

Therefore, the stiffness matrix of the method (6) is positive definite and it
satisfies a discrete maximum principle. Further, it is ε-uniform stable in the
maximum norm.

Proof. Clearly, r−i < 0 and r+
i < 0 for i = N/4, · · · , 3N/4. To see that

r−i < 0 for i = 1, · · · , N/4 − 1 and i = 3N/4 + 1, · · · , N − 1, we proceed as
follows: we have r−i = −3ε/(hi−1(hi + hi−1)) + hi−1bi−1/(2(hi + hi−1)) =
−3ε/(2h2) + bi−1/4, and from h = 4N−1σ0

√
ε lnN and β ≤ bi−1, it follows

that r−i < 0.
Similarly, it can be shown that r+

i < 0 for i = 1, · · · , N/4 − 1 and i =
3N/4 + 1, · · · , N − 1. On the other hand, for i = N/4, · · · , 3N/4, clearly
it holds |rci | − |r−i | − |r+

i | ≥ β. Finally, for i = 1, · · · , N/4 − 1 and i =
3N/4 + 1, · · · , N − 1, we have

|rci | − |r−i | − |r+
i | =

3ε
hihi−1

+ bi −
3ε

hi−1(hi + hi−1)
+

hi−1bi−1

2(hi + hi−1)
−

− 3ε
hi(hi + hi−1)

+
hibi+1

2(hi + hi−1)
= bi +

hi−1bi−1

2(hi + hi−1)
+

hibi+1

2(hi + hi−1)
≥

≥ β +
[

hi−1

2(hi + hi−1)
+

hi
2(hi + hi−1)

]

β =
3
2
β,

and the result follows.

Theorem 1. Let u(x) be the solution of (1-2) and Ui, i = 0, 1, · · · , N be the
numerical solution of the hybrid finite difference scheme (6) at the mesh points
of the Shihskin mesh. Then, the error satisfies

|u(xi)− Ui| ≤ C
(

N−2 ln2 N + N−
√
βσ0

)

, i = 0, 1, · · · , N, (11)

and therefore, if the constant σ0 satisfies σ0 ≥ 2/
√
β, the method (6) is uni-

formly convergent of order almost two.

Proof. Defining the discrete barrier function

φi = C

(

N−2 ln2 N + N−2ε + N−
√
βσ0 +

σ2

√
ε
N−2ψ(xi)

)

, i = 0, · · · , N,
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where

ψ(z) =






z/σ, 0 ≤ z ≤ σ,
1, σ ≤ z ≤ 1− σ,
(1− z)/σ, 1− σ ≤ z ≤ 1,

by choosing a sufficiently large C, using Lemma 1 and the discrete maximum
principle, it is straightforward to obtain the required result.

4 Numerical experiments

In this section, we show the numerical results obtained from the hybrid
scheme. The results are given in terms of the maximum point-wise errors
and the corresponding rates of convergence in a table, and we display the
maximum errors in loglog plots.

We consider the self-adjoint boundary–value problem

−εu′′(x) + (1 + x2 + cosx)u(x) = x4.5 + sinx, x ∈ (0, 1), u(0) = 1, u(1) = 1,

for which the exact solution is unknown. The maximum point-wise errors
and the rates of convergence are calculated by using a variant of the double
mesh principle (see [8]). Let UN be the numerical solution on DN and ŨN

the numerical solution on the mesh D̃N , where the transition parameter is
now given by σ̃ = min {1/4, σ0

√
ε ln(N/2)}. Then, the maximum errors are

obtained by

ENε = max
xj ∈DN

|UN (xj)− Ũ2N (xj)|, EN = max
ε

ENε .

In addition, in a standard way, the rates of convergence and the ε-uniform
order of convergence are calculated by pN = log2

(
ENε /E2N

ε

)
and puni =

log2

(
EN/E2N

)
respectively.

Table 1 displays the results for some values of ε and N , taking σ0 = 2, and
also the maximum errors for the range of values ε = 2−2, 2−4, 2−6, · · · , 2−32.
Further, the maximum errors are presented in Figure 1 in loglog scale. This
clearly reveals our claim of second order uniform convergence, as well as the
role of the parameter σ0 in the definition of the transition parameter σ.

5 Conclusions

An hybrid scheme to solve singularly perturbed reaction–diffusion problems
is presented in this paper. The proposed numerical method is a combination
of cubic spline and a classical finite difference scheme. Error estimates are
derived for this method showing that the error is independent of the singular
perturbation parameter ε. Numerical results also reveal the same fact. Global
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Table 1. Maximum pointwise errors and rates of uniform convergence

ε Number of mesh points N

16 32 64 128 256 512 1024

2−2 8.0643E-5 1.5789E-5 3.4201E-6 7.9057E-7 1.9091E-7 4.8311E-8 1.2151E-8
2.3526 2.2068 2.1131 2.0500 1.9825 1.9913

2−8 1.4380E-2 3.0695E-3 7.6719E-4 1.8964E-4 4.7339E-5 1.1830E-5 2.9572E-6
2.2279 2.0004 2.0163 2.0022 2.0006 2.0001

2−16 2.5860E-2 1.0086E-2 3.2023E-3 1.0724E-3 3.4875E-4 1.0978E-4 3.3851E-5
1.3583 1.6553 1.5782 1.6206 1.6676 1.6973

2−24 2.5853E-2 1.0048E-2 3.2023E-3 1.0688E-3 3.4762E-4 1.0942E-4 3.3742E-5
1.3635 1.6497 1.5831 1.6205 1.6676 1.6973

2−32 2.5853E-2 1.0046E-2 3.2023E-3 1.0686E-3 3.4755E-4 1.0940E-4 3.3735E-5
1.3638 1.6494 1.5833 1.6205 1.6676 1.6973

EN 2.5864E-2 1.0209E-2 3.2316E-3 1.0837E-3 3.5235E-4 1.1090E-4 3.4198E-5

puni 1.3411 1.6596 1.5763 1.6209 1.6677 1.6973
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(a) σ0 = 1. (b) σ0 = 2.

Fig. 1. Loglog plot of the error.

error estimates for the numerical solution and for the numerical normalized
flux are given in detail in [5].
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Summary. We study the dynamic frictional contact of a viscoelastic beam with a
deformable obstacle. The left end of the beam is rigidly attached and the horizontal
movement of the right one is constrained because of the presence of a deformable
obstacle. The effect of the friction is included in the vertical motion of the free end,
by using Tresca’s law or Coulomb’s law. We recall an existence and uniqueness result.
Then, by using the finite element method to approximate the spatial variable and
an Euler scheme to discretize the time derivatives, a numerical scheme is proposed.
Error estimates are derived on the approximative solutions. Finally, some numerical
results are shown.

1 Introduction

Contact problems involving different types of materials appear in many struc-
tural and industrial problems and everyday life (see, e.g., the monographs
[8, 10] and references therein). Recently, one-dimensional contact problems
for beams and rods have been studied ([1, 3]), including the adhesion ([7]),
the wear ([9]) or the damage ([2]).

In this paper, a model for the dynamic frictional contact of a viscoelastic
beam with a deformable obstacle is numerically studied and solved. The model
was introduced in [3], where the existence and uniqueness of solution, as well
as its regularity, were studied. This work deals with the study of a numeri-
cal scheme, based on the finite element method to approximate the spatial
variable and an Euler scheme to discretize the time derivatives. Moreover, in
order to show the performance of the proposed algorithm, some numerical
simulations are presented.
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2 The variational formulation

In this section we briefly present the model and the variational formulation
of the problem (see [3] for further details).

The beam is supposed to be rigidly attached at its left end, while the right
one is free to come into frictional contact with a deformable obstacle. We
will denote by [0, L], L > 0, the reference configuration of the beam and by
[0, T ], T > 0, the time interval of interest. The material is supposed to obey
a constitutive law of Kelvin-Voigt type, and as contact conditions, a normal
compliance condition for the horizontal displacement and a friction condition
for the vertical one have been considered, that is,

−σH(L, t) = cH(u(L, t)− g)+, t ∈ [0, T ], (1)
|σV (L, t)| ≤ h(t),
if |σV (L, t)| = h(t)⇒ ∃λ ≥ 0 ; ũt(L, t) = −λσV (L, t),
if |σV (L, t)| < h(t)⇒ ũt(L, t) = 0,





t ∈ [0, T ], (2)

where σH and σV denote the horizontal and vertical stresses, respectively, u
and ũ represent the respective horizontal and vertical displacements, g is the
initial gap between the beam and the obstacle and h(t) represents a friction
bound. Two different cases are considered:

(i) h(t) = cV = constant: it corresponds to the classical Tresca’s conditions.
(ii)h(t) = cV (u(L, t) − g)+, for cV = constant > 0: it leads to a particular

case of Coulomb’s conditions (it includes the previous case).

In order to derive a weak formulation of the problem, let us define the following
variational spaces:

H = L2(0, L), E = {w ∈ H1(0, L) ; w(0) = 0},
V = {z ∈ H2(0, L) ; z(0) = zx(0) = 0}.

Moreover, we denote by (·, ·) the classical inner product defined in L2(0, L)
and, for a Hilbert space X, let | · |X represent its norm.

Let jH(u, ·) : E → R and jV (u, ·) : V → R be the normal compliance and
friction forms defined by

jH(u,w) = cH(u(L, t)− g)+w(L, t), ∀w ∈ E,
jV (u, z) = cV (u(L, t)− g)+|z(L, t)|, ∀z ∈ V.

Integrating by parts the equations of motion and using the previous boundary
conditions, the variational formulation is then written as follows.

Variational problem VP. Find the horizontal displacement u : [0, T ]→
E and the vertical displacement ũ : [0, T ]→ V such that u(0) = u0, ut(0) = v0,
ũ(0) = ũ0, ũt(0) = ṽ0 and for a.e. t ∈ (0, T ),



A Dynamic Frictional Contact Problem of a Viscoelastic Beam 1093

(ρutt(t), w) + a1(ux(t), wx) + c1(uxt(t), wx) + jH(u(t), w)
= (fH(t), w), ∀w ∈ E, (3)

(ρũtt(t), (z − ũt(t))) + a2(ũxx(t), (z − ũt(t))xx) + c2(ũxxt(t), (z − ũt(t))xx)
+jV (u(t), z)− jV (u(t), ũt(t)) ≥ (fV (t), (z − ũt(t))), ∀z ∈ V, (4)

where ai > 0 and ci > 0 (i = 1, 2) are the elastic and viscosity constants of
the material, and fH and fV denote the density of body forces acting along
the horizontal and vertical directions, respectively. The existence of a unique
solution to problem VP has been proved in [3]. We recall the main result in
the following.

Theorem 1. Assume that fH ∈ W 1,2(0, T ;H), fV ∈ C([0, T ];H), u0 ∈ E,
ũ0 ∈ V , v0, ṽ0 ∈ H. Then, there exists a unique solution {u, ũ} to problem
VP with u ∈ W 1,2(0, T ;E), utt ∈ L2(0, T ;E′), ũ ∈ W 1,2(0, T ;V ) and ũtt ∈
L2(0, T ;V ′).

3 Numerical approximation

Now we describe a fully discrete scheme for the variational problem VP. For
convenience, we will consider the variational problem in terms of the velocity
fields v(t) = ut(t), ṽ(t) = ũt(t). In order to discretize the spatial variable, a
uniform partition of [0, L], denoted by {Ii}Mi=1, is introduced, in such a way
that [0, L] = ∪Mi=1Ii. Let Eh and V h be the following finite element spaces
approximating E and V ,

Eh = {wh ∈ E ; wh|Ii
∈ P1(Ii), 1 ≤ i ≤M},

V h = {zh ∈ V ; zh|Ii
∈ P3(Ii), 1 ≤ i ≤M},

where Pq(Ii) denotes the polynomial space of degree less or equal to q res-
tricted to Ii. Moreover, we introduce a uniform partition of the time interval
with the step size k = T/N and the nodes tn = nk, n = 1, . . . , N . Finally, we
use the notation zn = z(tn) for a continuous function z(t), and for a sequence
{zn}Nn=0 we denote by δzn = (zn − zn−1)/k the divided diferences. In this
section no summation is assumed over a repeated index and c will denote a
generic constant which does not depend on k, h or n.

Using an Euler scheme, we introduce the following fully discrete aproxi-
mation of problem VP.

Fully discrete problem VPhk. Find vhk = {vhkn }Nn=0 ⊂ Eh and ṽhk =
{ṽhkn }Nn=0 ⊂ V h, such that uhk0 = uh0 , vhk0 = vh0 , ũhk0 = ũh0 , ṽhk0 = ṽh0 and, for
n = 1, . . . , N ,

(ρδvhkn , wh) + a1((uhkn )x, whx) + c1((vhkn )x, whx) + jH(uhkn−1, w
h)
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= ((fH)n, wh), ∀wh ∈ Eh, (5)
(ρδṽhkn , zh − ṽhkn ) + a2((ũhkn )xx, (zh − ṽhkn )xx) + c2((ṽhkn )xx, (zh − ṽhkn )xx)

+jV (uhkn , zh)− jV (uhkn , ṽhkn ) ≥ ((fV )n, zh − ṽhkn ), ∀zh ∈ V h, (6)

where uh0 , vh0 , ũh0 and ṽh0 are appropriate approximations of the initial con-
ditions u0, v0, ũ0 and ṽ0, respectively. Moreover, uhk = {uhkn }Nn=0 and
ũhk = {ũhkn }Nn=0 denote the displacement fields defined by

uhkn = uhkn−1 + kvhkn , ũhkn = ũhkn−1 + kṽhkn , n = 1, . . . , N.

The following error estimates result was proven in [5].

Theorem 2. Let the assumptions of Theorem 1 hold and assume the addi-
tional regularity conditions

u ∈ C1([0, T ];E), ü ∈ C([0, T ];H), (7)

ũ ∈ C1([0, T ];V ), ¨̃u ∈ C([0, T ];H). (8)

Then, the following error estimates are obtained for all {whj }Nj=0 ⊂ Eh and
{zhj }Nj=0 ⊂ V h,

max
0≤n≤N

{
|ṽn − ṽhkn |2H + |vn − vhkn |2H

}
+ k

N∑

j=1

[
|ṽj − ṽhkj |2V + |vj − vhkj |2E

]

≤ c
{ N∑

j=1

k
(

| ˙̃vj − δṽj |2H + |v̇j − δvj |2H + |uj − uj−1|2E + |ṽj − zhj |2V

+|vj − whj |2E + Ĩ2
j + I2

j + |R(ṽj , zhj )|
)

+ |ṽ0 − ṽh0 |2H + |v0 − vh0 |2H
+|u0 − uh0 |2E + |ũ0 − ũh0 |2V + max

0≤n≤N
|ṽn − zhn|2H

+ max
0≤n≤N

|vn − whn|2H + k−1
N−1∑

j=1

|ṽj − zhj − (ṽj+1 − zhj+1)|2H

+k−1
N−1∑

j=1

|vj − whj − (vj+1 − whj+1)|2H
}

, (9)

where

R(ṽn, zhn) = ( ˙̃vn, zhn − ṽn) + c2((ṽn)xx, (zhn − ṽn)xx) + a2((ũn)xx, (zhn − ṽn)xx)
+jV (un, zhn)− jV (un, ṽn)− (fn, zhn − ṽn),

Ij =
∣
∣
∣

∫ tj

0

v(s)ds−
j∑

l=1

kvl

∣
∣
∣
E
, Ĩj =

∣
∣
∣

∫ tj

0

ṽ(s)ds−
j∑

l=1

kṽl

∣
∣
∣
V
.
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Error estimates (9) are the basis for the convergence rate. Under adequate
regularity conditions, we obtain the following corollary which states the linear
convergence of the method.

Corollary 1. Let the assumptions of Theorem 1 hold. Under the following
additional regularity conditions

u ∈ H2(0, T ;E) ∩ C1([0, T ];H2(0, L)),
...
u ∈ L2(0, T ;H),

ũ ∈ H2(0, T ;V ) ∩ C1([0, T ]; C3([0, L])),
...
ũ ∈ L2(0, T ;H),

assume that the initial conditions satisfy

u0 ∈ H2(0, L), v0 ∈ H1(0, L), ũ0 ∈ H3(0, L), ṽ0 ∈ H1(0, L),

and define the discrete initial conditions by

uh0 = Πhu0, vh0 = Πhv0, ũh0 = Π̃hũ0, ṽh0 = Πhṽ0,

where Πh and Π̃h denote the standard Lagrange and Hermite interpolation
operators over Eh and V h, respectively. Then, there exists c > 0, independent
of h and k, such that,

max
0≤n≤N

{|ũn − ũhkn |H + |un − uhkn |H} ≤ c(h + k). (10)

4 Numerical results

In order to show the behaviour of the numerical scheme presented in the
above section, some numerical experiments have been done. In this section
we describe the algorithm employed to solve the fully discrete problem VPhk,
and we resume some numerical results which demonstrate the performance of
the method.

4.1 Numerical resolution

The variational equation (5) can be seen as a linear system and its resolution
was done with Cholesky’s method. In the case of the vertical problem, the term
jV is not differenciable. We introduce an efficient combination of a penalty-
duality algorithm with a penalization of the friction condition as follows,

−σV (L, t) = Φµ(ṽ(L, t)), with Φµ(r) =






−h(t) if r < −µ,
h(t)
µ

r if r ∈ [−µ, µ],

h(t) if r > µ.

(11)

Using (11) instead of (2), another second kind variational inequality is derived
for the vertical velocity,
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(ρδṽhkµ , zh − ṽhkµ ) + a2((ṽhkµ )xx, (zh − ṽhkµ )xx) + c2((ũhkµ )xx, (zh − ṽhkµ )xx)

+jµ(uhkn , zh)− jµ(uhkn , ṽhkµ ) ≥ ((fV )n, zh − ṽhkµ ), ∀zh ∈ V h, (12)

where jµ(uhkn , ·) : V → R is a differentiable functional defined by

jµ(uhkn , v) =






−h(uhkn )v − h(uhkn )
µ

2
if v < −µ,

h(uhkn )
2µ

v2 if v ∈ [−µ, µ],

h(uhkn )v − h(uhkn )
µ

2
if v > µ,

where either h(uhkn ) = constant (Tresca’s law) or h(uhkn ) = cV (uhkn − g)+
(Coulomb’s law). Problem (12) is solved using a penalty-duality algorithm
introduced in [2]. Also, in [6] it was proved that

|ṽhkn − ṽhkµ |V ≤ cµ(h + k + |ũ|C([0,T ];V )).

4.2 Numerical simulations

First example

As a first numerical example, and in order to see the behaviour of the algo-
rithm, a sequence of numerical solutions based on uniform partitions of both
the time interval and the spatial domain, have been computed. The spatial
domain [0, 1] (L = 1) is divided into n equal parts (h = 1/n). We start with
n = 100, which is sucessively halved, and k = 0.01, taking as “exact” solution
that obtained with n = 12800 and k = 10−5. The following data were used in
the simulations:

T = 1 s, a1 = a2 = 1000N, c1 = c2 = 1N · s,
ρ = 10−4 kg/m3, cH = 103, cV = 5× 106, µ = 10−10,

fH(x, t) = 400(et − 1)N/m, fV (x, t) = −10000(et − 1)N/m in [0, 1],
u0(x) = ũ0(x) = 0m, v0(x) = ṽ0(x) = 0m/s in [0, 1].

In this example the Coulomb’s version of the friction law was employed, and
the tangential stress does not achieve the friction bound, so the beam remains
sticked to the obstacle in its right end. In Fig 1 the displacements are shown
at different times, for the horizontal case on the left-hand side, and for the
vertical one on the right-hand side. The numerical errors ehk given by

ehk = max
0≤n≤N

{|un − uhkn |H + |ũn − ũhkn |H},

are shown in Table 1 for different discretization parameters. The numerical
convergence of the algorithm is clearly observed, although the linear conver-
gence, stated in Corollary 1, was not achieved.



A Dynamic Frictional Contact Problem of a Viscoelastic Beam 1097

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.02

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Horizontal displacements

x

u(
x,

t)

t=0
t=0.2
t=0.4
t=0.6
t=0.8
t=1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.1

−0.09

−0.08

−0.07

−0.06

−0.05

−0.04

−0.03

−0.02

−0.01

0

0.01
Vertical displacements

x

u(
x,

t)

t=0
t=0.2
t=0.4
t=0.6
t=0.8
t=1

~

Fig. 1. Example 1: Horizontal and vertical displacements at different times.

Table 1. Numerical errors ehk for some n and k

n ↓ k → 0.01 0.005 0.002 0.001 0.0005 0.0001

100 5.042e-3 5.042e-3 5.042e-3 5.042e-3 5.042e-3 5.042e-3
200 2.856e-3 2.856e-3 2.856e-3 2.856e-3 2.856e-3 2.856e-3
400 1.699e-3 1.699e-3 1.699e-3 1.699e-3 1.699e-3 1.699e-3
800 1.008e-3 1.008e-3 1.008e-3 1.008e-3 1.008e-3 1.008e-3
1600 5.639e-4 5.637e-4 5.637e-4 5.636e-4 5.636e-4 5.636e-4
3200 2.028e-4 2.015e-4 2.008e-4 2.007e-4 2.005e-4 2.003e-4

Second example

In this second example, Tresca’s law has been considered for modelling the
contact in a stick-slip case. Since in this example the problem decouples, the
interest concerns only the vertical motion. The following data were used:

T = 1 s, a2 = 1000N, c2 = 1N · s, µ = 10−10, ρ = 10−4 kg/m3,

fV (x, t) = −10000tN/m for (x, t) ∈ [0, 1]× [0, 1], h(t) = cV = 3000N,

ũ0(x) = 0m, ṽ0(x) = 0m/s for x ∈ [0, 1].

In Fig 2 (left-hand side) the evolution in time of the tangential stress of
the free end is plotted, while the vertical displacements at several times are
shown on the right-hand side. We notice that the displacement of the contact
node is produced when the absolute value of the stresses reaches the value
h(t) = 3000N at time t = 0.67.
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Summary. We consider a mathematical model which describes the frictional con-
tact between a viscoelastic body and an obstacle, the so-called foundation. The
process is quasistatic and the behavior of the material is modeled with a consti-
tutive law with memory. The contact is bilateral and the friction is modeled with
Tresca’s law. The existence of a unique weak solution to the model was proved in
[15]. Here we describe a fully discrete scheme for the problem, implement it in a
computer code and provide numerical results in the study of a two-dimensional test
problem.

1 Introduction

Contact phenomena involving deformable bodies abound in industry and
everyday life. For this reason, considerable progress has been made in their
modelling and analysis, and the engineering literature concerning this topic is
rather extensive. An early attempt to the study of frictional contact problems
within the framework of variational inequalities was made in [3]. Comprehen-
sive references on analysis and numerical approximation of contact problems
include [5, 6] and, more recently, [4]. Mathematical, mechanical and numerical
state of the art on Contact Mechanics can be found in the proceedings [7, 10]
and in the special issue [14].

The present paper is devoted to numerical analysis of a problem of bilateral
frictional contact. The process is quasistatic and the friction is modeled with
the well known Tresca’s law in which the friction bound is given. The behavior
of the material is described with a linear viscoelastic constitutive law with long
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memory of the form

σij(t) = Aijklεkl(u(t)) +
∫ t

0

Bijkl(t− s)εkl(u(s))ds,

where σ = (σij) denotes the stress tensor, u = (ui) is the displacement
field, ε(u) = (εij(u)) denotes the linearized strain tensor and A = (Aijkl),
B = (Bijkl) are given fourth order tensors. Details concerning such kind of
constitutive laws can be found in [3, 9], for instance. The variational analysis
of the problem was provided in [15]. There, its unique solvability was proved
by using an abstract existence and uniqueness result for a class of evolutionary
variational inequalities involving a Volterra-type integral term. In the present
paper we describe a fully discrete scheme for the problem, involving finite
difference discretization in time and finite element discretization in space,
then we implement it in a computer code and provide numerical simulations.

The paper is organized as follows. In Section 2 we present the contact
problem and recall the result obtained in [15] concerning its unique solvability.
In Section 3 we describe the fully discrete approximations of the model and
state error estimates results. Our main interest lies in Section 4 where we
present numerical simulations in the study of a two-dimensional test problem.

2 The model and its well-posedness

The physical setting is the following. A viscoelastic body occupies a regular
domain Ω of R

d (d = 2, 3) with boundary Γ partitioned into three disjoint
measurable parts Γ1, Γ2 and Γ3 such that meas (Γ1) > 0. We are interested in
the evolution process of the mechanical state of the body in the time interval
[0, T ] with T > 0. The body is clamped on Γ1 and so the displacement field
vanishes there. Surface tractions of density f2 act on Γ2 and volume forces of
density f0 act in Ω. We assume that the forces and tractions change slowly in
time so that the acceleration of the system is negligible. On Γ3 the body is in
bilateral frictional contact with a rigid obstacle, the so-called foundation, and
friction is modeled with Tresca’s law. Under these assumptions, the classical
formulation of the mechanical problem is the following.

Problem P . Find a displacement field u : Ω × [0, T ]→ R
d and a stress field

σ : Ω × [0, T ]→ Sd such that, for all t ∈ [0, T ],

σ(t) = Aε(u(t)) +
∫ t

0

B(t− s)ε(u(s))ds in Ω, (1)

Div σ(t) + f0(t) = 0 in Ω, (2)
u(t) = 0 on Γ1, (3)

σ(t)ν = f2(t) on Γ2, (4)
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




uν(t) = 0, |στ (t)| ≤ g,
|στ (t)| < g ⇒ u̇τ (t) = 0,
|στ (t)| = g ⇒ ∃λ ≥ 0 s.t. στ (t) = −λu̇τ (t)

on Γ3, (5)

u(0) = u0 on Ω. (6)

Here and below ν denote the unit outer normal on Γ , the subscripts ν
and τ represent the normal and tangential components of vectors or tensors,
respectively, and the dot above indicates the derivative with respect to the
time; Sd is the space of second order symmetric tensors on R

d, while “ · ”
and | · | represent the inner product and the Euclidean norm on Sd and R

d,
respectively; ε and Div are the deformation and divergence operators, defined
by

ε(u) = (εij(u)), εij(u) =
1
2
(ui,j + uj,i), Div σ = (σij,j),

where the index that follows a comma indicates a partial derivative with
respect to the corresponding component of the spatial variable; finally, the
indices i, j, k and l run between 1 and d, and the summation convention over
repeated indices is adopted.

Equation (1) is the viscoelastic constitutive law where A = (Aijkl) rep-
resents the fourth order tensor of elastic coefficients and B = (Bijkl) is the
relaxation tensor. Equation (2) represents the equilibrium equation. Relations
(3) and (4) are the displacement and traction boundary conditions, respec-
tively, in which σν is the Cauchy stress vector. Conditions (5) are the frictional
contact conditions, where uν denotes the normal displacement, στ represents
the tangential stress and u̇τ is the tangential velocity. Equality uν(t) = 0 on
Γ3 shows that there is no loss of the contact during the process, that is, the
contact is bilateral. The rest of conditions in (5) represent Tresca’s law of dry
friction where g ≥ 0 is the friction bound function, i.e. the magnitude of the
limiting friction traction at which slip begins. The inequality in (5) holds in
the stick zone and the equality holds in the slip zone. Contact problems with
Tresca’s friction law can be found in [3, 8], and more recently in [1, 4] (see
references therein for further details). Finally, (6) is the initial condition in
which the initial displacement u0 is given.

We turn now to the variational formulation of Problem P . To this end we
use the spaces

Q = {σ = (σij) | σij = σji ∈ L2(Ω) },
V = {v ∈ H1(Ω)d | v = 0 on Γ1, vν = 0 on Γ3},

which are real Hilbert spaces with the inner products

(σ, τ )Q =
∫

Ω

σijτij dx, (u,v)V =
∫

Ω

εij(u)εij(u) dx

and the associated norms denoted ‖ · ‖Q and ‖ · ‖V . We also use the space
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Q∞ = { ξ = (ξijkl) | ξijkl = ξjikl = ξklij ∈ L∞(Ω) },

which is Banach with the norm

‖ξ‖Q∞ = max
0≤i,j,k,l≤d

‖ξijkl‖L∞(Ω).

Also, for any real Banach space X we employ the usual notation for the
spaces C([0, T ];X), Lp(0, T ;X) and W k,p(0, T ;X), where 1 ≤ p ≤ ∞ and
k = 1, 2, . . . .

In the study of the mechanical problem P we assume that

A ∈ Q∞, (7)

∃ m > 0 such that Aξ · ξ ≥ m|ξ|2 ∀ξ ∈ Sd, a.e. in Ω, (8)

B ∈W 1,2(0, T ;Q∞), (9)

f0 ∈W 1,2(0, T ;L2(Ω)d), f2 ∈W 1,2(0, T ;L2(Γ2)d), (10)
g ∈ L∞(Ω), g ≥ 0 a.e. on Γ3, (11)

u0 ∈ V, (12)
a(u0, v) + j(v) ≥ (f(0),v)V ∀v ∈ V, (13)

where the bilinear form a : V × V → R, the function f : [0, T ] → V and the
functional j : V → R+ are defined by

a(v,w) = (Aε(v), ε(w))Q ∀v,w ∈ V, (14)

(f(t),v)V =
∫

Ω

f0(t) · v dx +
∫

Γ2

f2(t) · v da ∀v ∈ V, t ∈ [0, T ], (15)

j(v) =
∫

Γ3

g |vτ | da ∀v ∈ V. (16)

Proceeding in a standard way and using the notation (14)–(16) we obtain
the following variational formulation of the contact problem (1)–(6), in terms
of displacement.

Problem PV . Find the displacement field u : [0, T ]→ V such that

a(u(t),v − u̇(t)) + (
∫ t

0

B(t− s)ε(u(s))ds, ε(v)− ε(u̇(t)))Q (17)

+ j(v)− j(u̇(t)) ≥ (f(t),v − u̇(t))V ∀v ∈ V, a.e. t ∈ (0, T ),

u(0) = u0. (18)

The well-posedness of the Problem PV was proved in [15] and may be
stated as follows.
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Theorem 1. Assume that (7)–(13) hold. Then Problem PV has a unique so-
lution u ∈W 1,2(0, T ;V ).

In the rest of the paper we assume that conditions stated in Theorem 1
hold.

3 Fully discrete approximation

We now consider a family of fully discrete schemes to approximate Problem
PV . We assume that Ω is a polyhedron. Let Th be a finite element triangulation
of Γ composed by d-simplex, compatible to the boundary decomposition Γ =
Γ 1 ∪ Γ 2 ∪ Γ 3, i.e., any point where the boundary condition type changes is
a vertex of the triangulation. We denote by h > 0 the maximum diameter of
triangles of T h and we introduce the following finite element space:

Qh = {τh ∈ Q : τh|Th ∈ [P 0(Th)]d×ds , ∀Th ∈ T h},

V h = {vh = (vhi ) ∈ [C(Ω)]d,vh|Th ∈ [P 1(Th)]d ∀Th ∈ T h,
vh = 0 on Γ 1, vhν = 0 on Γ 3}.

Here Pm(Th) is the space of polynomials of degree less or equal to m on d
variables. Also, we denote by Ph : V → V h the operator given by

(Phv,vh)V = a(v,vh) ∀v ∈ V, vh ∈ V h.

In addition to the finite-dimensional subspace V h, we need a partition of
the time interval: [0, T ] = ∪Nn=1[tn−1, tn] with 0 = t0 < t1 < · · · < tN = T .
We denote by kn = tn − tn−1 the length of the sub-interval [tn−1, tn] and
let k = maxn kn be the maximal step-size. Since u ∈ W 1,2(0, T ;V ) and f ∈
W 1,2(0, T ;V ), the pointwise values un = u(tn) and fn = f(tn) (0 ≤ n ≤
N) are well-defined. Also, since B ∈ W 1,2(0, T ;Q∞), the pointwise values
Bn,j = B(tn − tj), 0 ≤ j ≤ n ≤ N , are well-defined. Note that, in particular,
Bn,n = B0 = B(0). Below, the symbol ∆un represents the backward difference
un − un−1, while δnun = ∆un/kn denotes the backward divided difference.
And, for each time step tn, the constants αnj > 0 (0 ≤ j ≤ n) denote the
weights of the composed trapezoidal quadrature formula of n + 1 points in
[0, tn]. Finally, note that in this section no summation is considered over the
repeated indices n and j.

With the notation above, a family of fully discrete approximation schemes
to Problem PV is the following.

Problem PhkV . Find uhk = {uhkn }Nn=0 ⊂ V h such that uhk0 = uh0 = Phu0 and

a(uhkn ,vh − δnu
hk
n ) + (

n∑

j=0

αnj Bn,jε(uhkj ), ε(vh − δnu
hk
n ))Q

+j(vh)− j(δnuhkn ) ≥ (fn,v
h − δnu

hk
n )V , n = 1, . . . , N.
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Suppose that the assumptions in Theorem 1 hold and, in addition, assume
that

k <
2m

‖B0‖Q∞

. (19)

Then, by using arguments similar as those used in [11] we deduce that there
exists a unique solution uhk = {uhkn }Nn=0 ⊂ V h of the Problem PhkV .

Next, we assume that the solution of the problem PV satisfies u ∈
W 2,∞(0, T ;V ), the relaxation tensor verifies B ∈ W 1,∞(0, T ;Q∞), B and
Ḃ are Lipschitz continuous functions on [0, T ] with values to Q∞ and (19)
holds. Under these assumptions, proceeding as in [4, 11] we can show that,
for k sufficiently small, the following error estimate holds:

max
1≤n≤N

‖un − uhkn ‖2V ≤ dN
(
k2 + Nk3 + Nk4 + Nk5 + ‖u0 − uhk0 ‖2V (20)

+ Nk max
1≤n≤N

{
inf

vh∈V h
{‖u̇(tn)− vh‖V + ‖u̇(tn)− vh‖2V }

})
.

Here dN = c(1 + c(N + 1)(N2k3 + k)e2c(N+1)(N2k3+k)) and c is a positive
constant which depends on A,B,f , g and u but is independent on the dis-
cretization parameters h and k. Inequality (20) is the basis for error estimates.
For example if we assume that

u̇ ∈ C([0, T ]; [H2(Ω)]d), u0 ∈ [H2(Ω)]d,

and the partition of [0, T ] is uniform, then we obtain

max
1≤n≤N

‖u(tn)− uhkn ‖V ≤ c(k + h
1
2 ).

Moreover, if u̇τ ∈ C([0, T ]; [H2(Γ3)]d), then it can be shown that

max
1≤n≤N

{‖u(tn)− uhkn ‖V } ≤ c(k + h),

which shows a linear convergence with respect to the parameters h and k. We
refer to [12, 13] for the complete proof of this results.

4 Numerical simulations

To show the performance of the numerical method described in the previous
section we have developed a FORTRAN-based software to solve variational
inequalities of the second kind involving the functional j : V → R given by
(16). It combines a fixed point strategy with a method of duality-penalization
based on the algorithm in [2]. We tested it in a number of problems and
we present below two numerical simulations obtained in the study of a two-
dimensional test problem. The physical setting is presented in Figure 1.
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Fig. 1. Two-dimensional contact problem with friction.

For both simulations we considered a homogenous isotropic material with
the modulus of Young E = 106 N/m2 and the coefficient of Poisson κ = 0.3.
A difficulty from the practical point of view is data storage when B is time
dependent (which in fact is a more realistic case), thus constant values were
taken here for the components of the relaxation tensor B (see [13] for details on
this topic). Other data were: T = 0.1 sec., k = 1×10−3 sec. (the time interval
discretization being uniform), f0 = (0, 0) N/m3, f2 = (−103, 0) N/m2 and
u0 = (0, 0) m.

For the first simulation, we considered a high value for the friction bound,
g = 1×106 N/m2, while for the second one we took a low value, g = 1 N/m2.
The numerical results are shown in Figures 2 and 3, respectively, where the

Fig. 2. Deformed configuration and stress distribution in Von Mises norm for t =
1 × 10−2 sec. (left) and t = 0.1 sec. (right). Friction bound g = 1 × 106 N/m2.

Fig. 3. Deformed configuration and stress distribution in Von Mises norm for t =
1 × 10−2 sec. (left) and t = 0.1 sec. (right). Friction bound g = 1 N/m2.
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deformations are amplified for a better visual analysis. In Figure 2-left, we
observe that, at t = 1×10−2 sec., the nodes close to contact zone are subjected
to displacements which are smaller than those the nodes situated far from the
contact zone are subjected to. The stresses on the nodes close to contact
zone are important, as well. Nevertheless, in Figure 3-left we observe that
the horizontal displacements are quite similar either the node is far or near
to the contact zone. This is due to the low value of the friction bound g.
On the other hand, in Figure 2-right and Figure 3-right, we observe that for
t = T = 0.1 sec., the deformable body has recovered most of its original
shape. This behavior represents a collateral effect of its memory.
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11. Rodŕıguez–Arós, A. D., Sofonea, M., Viaño, J. M.: A Class of Evolutionary
Variational Inequalities with Volterra-type Integral Term, Mathematical Models
and Methods in Applied Sciences (M3AS) 14, 555-577 (2004)
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Matemática Aplicada, USC. (2005)

14. Shillor, M.: Special Issue on Recent Advances in Contact Mechanics. Mathe-
matical and Computer Modelling, 28, 4–8 (1998)
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Summary. The aim of this work is to present several numerical strategies to adapt
efficiently the numerical algorithm published in [2] for the calculus of the deformation
of an aluminium slab during a semicontinuous casting.

1 Introduction

During casting processes, the liquid aluminium is poured onto a water-cooled
mould which is called bottom block; when the aluminium begins to solidify the
bottom block starts to descend leaving room for more liquid metal. The large
thermal stresses due to the cooling jets cause the butt of the slab to bend and
lose contact with the bottom block. To predict this deformation called butt
curl, the aluminium alloy is treated as a thermo-viscoelastic material with
a contact condition between the slab and the bottom block. Furthermore,
during the casting, the slab grows with time far from the contact region,
increasing the size of the problem and, consequently, the matrix dimension
for its numerical simulation.

Several mathematical aspects of this mechanical problem have been stud-
ied by the authoresses: the weak formulation of the problem and its numerical
simulation [2], the existence of a solution [4], the imposing of the metallostatic
pressure on the liquidus-solidus interphase [3]. To solve the nonlinearities due
to the contact condition and the constitutive law, the numerical solution in [2]
was based on iterative algorithms involving two Lagrange multipliers which
were approximated by a fixed point method. Nevertheless, although the al-
gorithm was successfully tested with academic examples, its computational
demands for the real problem led us to improve its efficiency.

In this work we present some numerical strategies to obtain a computation-
ally efficient algorithm to simulate the butt curl deformation. We propose to
approximate the contact multiplier using a generalized Newton’s method and
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a penalization technique (see [7]). To approximate the viscoplastic multiplier,
we use standard Newton’s techniques without modification of the stiffness
matrix at each iteration. This algorithm is fast, accurate and its convergence
is independent of the algorithm’s parameters; nevertheless, due to the contact
condition, the stiffness matrix needs to be recalculated at each iteration. So,
taking into account that usually the nonlinear boundary condition only in-
volves a small part of the boundary, we propose to use a factorization of the
stiffness matrix adapted to the problem’s geometry. Furthermore, due to the
large gradients of stresses with respect to time, it is necessary to employ an
adimensionalization technique, an Armijo rule and an optimization of the time
step to obtain a good convergence. Finally, numerical results are presented to
show the applicability of this algorithm to casting processes.

2 Mathematical model

Due to casting symmetry, Ω(t) represents a quarter of the slab at the instant
t ∈ (0, tf ]. The temperature field T (x, t) at each point x ∈ Ω(t) is previously
computed by using the mathematical model developed in [5]. The mechanical
domain at each time instant t is the solidified part of the slab, denoted by
Ωs(t) (see Fig. 1).

�s(t)

�sl(t)

�s(t)

�c

�n

1
(t)

�n

2
(t)

Fig. 1. Computational domain.

Under the small deformations assumption and in the quasistatic case, the
slab behaviour is given by the equilibrium equations

−Div(σ) = f in Ωs(t),

where f represents the volume forces due to the gravity. The boundary Γ (t)
of Ωs(t) is split into five disjoint parts Γ = Γ̄sl(t)∪ Γ̄C ∪ Γ̄s(t)∪ Γ̄ 1

n(t)∪ Γ̄ 2
n(t).

The upper boundary Γsl(t), defined by the isotherm corresponding to the
liquidus temperature, is subjected to the metallostatic pressure exerted by
the overlying liquid metal

σn = prn, pr(x, t) = ρ(T )g(x3 − h(t)) on Γsl(t),

where ρ is the density of the aluminium, g the gravitational acceleration,
h(t) the length of the slab at the instant t and n the unit outward normal
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vector to Γsl(t). On ΓC the body is in contact with the bottom block. On this
boundary, to reproduce the butt curl deformation, we consider a Signorini
unilateral frictionless contact condition

στ = 0, σn ≤ 0, un ≤ 0, σnun = 0 on ΓC ,

where un and σn denote the normal components of displacements and stresses
and στ is the tangential component of the stresses. The boundary Γ 1

n denotes
the part of the lateral face which has already solidified; so, it is free of forces.
The boundary Γ 2

n corresponds to the mushy region, which is confined by the
mould; so, στ = 0, un = 0 on Γ 2

n(t). Finally, on Γs(t) we assume usual
symmetry conditions.

The aluminium is considered a viscoelastic material with temperature de-
pendent properties; so, the strain rate tensor is the sum of elastic, viscoplastic
and thermal effects

ε̇(u) = ε̇e(u) + ε̇vp(u) + ε̇th(u).

Elastic deformations are related to stresses by Hooke’s law εe(u) = Λs(T )σ.
The thermal expansion is related to the temperature by a generalized Arrhe-
nius law

ε̇th(u) = αs(T )Ṫ I

where αs is the coefficient of thermal expansion. The relevant viscoplastic
effects at high temperature ε̇vp are described by Norton-Hoff law for secondary
creep

ε̇vp(u) = ∇Φq(σD) = θ(T )|σD|q−2σD, (1)

where σD is the deviatoric component of σ, ∇Φq denotes the gradient of the
dissipation potential Φq and θ, q are material parameters (for aluminium slabs
q > 2). Finally, to complete the model, we consider the initial conditions

u(0) = u0(x), σ(0) = σ0(x) in Ωs(0). (2)

3 Weak formulation

Let 2 ≤ q < +∞ be the exponent of viscoplastic law (1) and p, 1 < p ≤ 2, its
conjugate exponent. The usual weak formulation of this problem is given by:
Find u ∈W 1,∞(0, tf ;U

p
ad(t)) and σ ∈W 1,∞(0, tf ;Hq(t)) such that

∫

Ωs(t)

σ(t) : ε(v − u(t)) dx ≥
∫

Ωs(t)

f(t) · (v − u(t)) dx+
∫

Γsl(t)

pr(t)n · (v − u(t)) dγ,∀v ∈ Upad(t), (3)

ε(u̇)(t) =
˙︷ ︷

(Λs(T )σ)(t) + (∇Φq(σ))(t) +
(

αs(T )Ṫ
)

(t)I, (4)



Numerical Algorithm for Butt Curl Deformation 1111

a.e. t ∈ (0, tf ], together with the initial conditions (14). Here, Upad(t) denotes
the admissible displacements field

Upad(t) = {v ∈ Up(t); vn ≤ 0 on ΓC},
Up(t) = {v ∈ [W 1,p(Ωs(t))]3; Div(v) ∈ L2(Ωs(t)), vn = 0on Γ 2

n(t) ∪ Γs(t)},

and the corresponding spaces of stress fields are defined as

Hq(t) = {ξ = (ξij); ξij = ξji; tr(ξ) ∈ L2(Ωs(t)); ξDij , (Div(ξ))i ∈ Lq(Ωs(t))}.

4 Numerical solution

The main difficulties we must overcome in the numerical solution of this prob-
lem are the following:

• The solidified part of the slab, which is the computational domain of
the mechanical simulation, changes with time. Furthermore, on the up-
per boundary, which is the isotherm of the liquidus temperature we must
impose the metallostatic pressure due to the liquid metal.

• The computational domain grows with time and the zone with steep gra-
dients changes, so the computational demands of the problem are consid-
erable.

• The aluminium behaviour is non linear and depends strongly on the tem-
perature field.

• To model the butt curl, we must solve a contact condition between the
slab and the bottom block.

4.1 Imposing the metallostatic pressure

The upper boundary Γsl(t) is the free boundary of the thermal problem and
therefore it is obtained at each instant from the thermal simulation. In order
to impose the metallostatic pressure on this boundary, we have used a ficti-
tious domain method, extending the computational domain to the entire slab,
but treating the liquid metal as a very weak elastic material confined by the
mould. The elasticity tensor corresponding to the liquid metal is denoted by
Λl(T ). The accurate of this method was proved by using asymptotic expansion
techniques in [3]. With this technique the variational inequality (3) is defined
over the complete slab and the integral over the thermal free boundary Γsl(t)
disappears. From now on, we will consider this new weak formulation:

∫

Ω(t)

σ(t) : ε(v − u(t)) dx ≥
∫

Ω(t)

f(t) · (v − u(t)) dx,∀v ∈ Upad(t), (5)
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ε(u̇)(t) =






˙︷ ︷

(Λs(T )σ)(t) + (∇Φq(σ))(t) +
(

αs(T )Ṫ
)

(t)I, in Ωs(t),
˙︷ ︷

(Λl(T )σ)(t), in Ω(t)\Ωs(t),
(6)

u(0) = u0, σ(0) = σ0, in Ω(0). (7)

4.2 Mesh construction

Finite element approximation to problem (5)–(7) is considered in the usual
way. We construct a family of finite-dimensional subspaces Uph(t) of Up(t)
by approximating the test functions by piecewise polynomials of degree one
over a tetrahedral mesh Th on the computational domain. The stresses are
assumed constant within each element.

In order to design the mesh of the slab, we must take into account three
essential factors:

• The contact zone corresponds with the part of the slab rested on the mould.
So, the mesh is constructed in such a way that the first nodes correspond
to the contact nodes.

• The slab deformation depends strongly on the thermal gradients, which
are larger in the recently solidified zone, that varies with the time. So, the
mesh is finest-grained where the thermal gradients are larger.

• The computational domain grows with time. Then, the mesh is structured
in layers to model the filling process and it is reconstructed at each time
step adding the amount corresponding to the metal poured during that
step.

4.3 Nonlinear constitutive law

In order to avoid the nonlinearity due to the constitutive law, the numerical
solution is based on maximal monotone operator techniques involving a vis-
coplastic multiplier, which is a fixed point of a nonlinear equation. In a first
stage we solved the problem by using a fixed point method (see [2]). Although
this algorithm is robust its convergence is very slow in real simulation. In
order to improve the efficiency, we propose a new methodology which consists
of applying a Newton’s method to compute the multiplier. The viscoplastic
law (6) is discretized in time by using an implicit Euler scheme at each time
step tj+1, j = 0, . . . , N − 1:

ε(uj+1)− ε(uj)−
(
Λj+1σj+1 − Λjσj

)
−

αj+1(T j+1 − T j)I = ∆t ∇Φq

((
σj+1

)D
)

, (8)

with ∆t = tf/N and gj an approximation of a given function g(t) at time tj .
To compute the nonlinear term we define the viscoplastic multiplier q
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qj+1 = ∇Φq

((
σj+1

)D
)

= (∇Φq)λP

((
σj+1

)D
+ λPqj+1

)

, (9)

where (∇Φq)λP
denotes the Yosida approximation of ∇Φq. Therefore, from

(8), the stress tensor is given by the relation

σj+1 =
(
Λ(T j+1)

)−1 (
ε(uj+1)−∆tqj+1 + Fj

)
, (10)

where
Fj = Λ(T j)σj − ε(uj)− α(T j+1)(T j+1 − T j)I. (11)

Then, the only problem to compute the stress tensor at each time step is to
compute the viscoplastic multiplier. To overcome this difficulty, we approxi-
mate the multiplier by using a Newton method in the form

qj+1
k = (∇Φq)λP

((σj+1
k )D + λPqj+1

k−1)+

D (∇Φq)λP
((σj+1

k )D + λPqj+1
k−1)

(

λP

(

qj+1
k − qj+1

k−1

))

. (12)

The details of these computations can be found in [1].
Due to the large thermal gradients which appear in the slab, it is necessary

to employ an adimensionalization technique on the stresses. This technique
consists of choosing a reference stress and introducing new nondimensional
unknowns in order to pass the magnitude of the stresses to the coefficients of
the behaviour law to solve a similar problem for these new unknowns. More-
over, since the time interval of interest in the aluminium casting is (0, 1000],
we are interested in increasing the time step. If we do so, the method does not
always converge. To solve this problem, we use an optimization technique on
the time step in such a way that, given ∆t, if convergence is not achieved, we
reduce the time step until the algorithm converges. Furthermore, to stabilize
the Newton method we employ an Armijo rule on the computation of the
viscoplastic multiplier (see [1, 6]).

4.4 Contact condition

To solve the weak inequality (5), the numerical algorithm is based on maximal
monotone operator techniques involving a contact multiplier, which will be
denoted by p (see [1]). This multiplier is a fixed point of a nonlinear equation;
in [1] we propose to solve it by using a generalized Newton’s method which
leads to the following algorithm:
At each time step tj+1, given the starting values (uj+1

0 ,σj+1
0 , p j+1

0 ), successive
approximations (uj+1

k ,σj+1
k , p j+1

k ), k ≥ 1, of the solution (uj+1,σj+1, p j+1)
are computed by solving the equation
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∫

Ωj+1
(Λj+1)−1ε(uj+1

k ) : ε(v)dx +
1
ε

∫

(Γ+
C,k−1)

j+1
(uj+1
k )n vndγ =

∫

Ωj+1
(Λj+1)−1

(

∆tqj+1
k−1

)

: ε(v)dx−
∫

Ωj+1
(Λj+1)−1Fj : ε(v)dx+

∫

Ω

f j+1 · v dx, ∀v ∈ Uph(t
j+1), (13)

where σj+1
k is given by expression (10) and qj+1

k by expression (12). In (13)
the contact condition is imposed by the penalty term with parameter ε –small
enough– on the faces with effective contact at each iteration

(Γ+
C,k−1)

j+1 = {C ∈ Sh; (uj+1
k−1)n + λCp

j+1
k−1 > 0}, (14)

Sh being the triangulation induced by the mesh on the boundary ΓC . Once
the displacement field is calculated the multiplier is updated by

pj+1
k =






1
ε (u

j+1
k )n on (Γ+

C,k−1)
j+1,

0 on ΓC\(Γ+
C,k−1)

j+1.

Notice that at each iteration we must only compute the penalty term on the
contact faces.

Matrix factorization

In casting processes the computational domain grows with time far from the
contact region which is localized on a small part of the boundary. Then, we
consider that the contact nodes correspond with the first ones of the mesh
numbering. So, the classical factorization K = LD∗LT –where D∗ is a diago-
nal matrix and L is a lower triangular matrix with unitary diagonal– is very
expensive since it would be necessary to factorize the whole stiffness matrix
at each iteration to compute the multipliers. Then, we propose to use a new
factorization of the type K = UD∗UT, where U is an upper triangular ma-
trix with unitary diagonal. We employ a non standard storage by means of an
upper skyline by rows; so, we storage the upper submatrix of K row by row
from downwards to upwards and from the right to the left. At each iteration
to achieve the convergence of the multipliers, we only compute and factorize
the first rows of the matrix, corresponding to the contact nodes.

5 Numerical results

In this section we present the numerical results obtained in a real cast-
ing process. To show the efficiency of the new algorithm, we compare the
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cpu-time1 and the number of iterations between the Newton and the fixed
point algorithms. The mesh of the computational domain in different intants
is shown in Figures 2 and 3. Let (0, 170] be the time interval of interest. The
constitutive law data are similar to those used in [2]. Since butt curl defor-
mation is quick, we consider a small time step ∆t = 0.1s and an initial mesh
with 1320 elements and 732 nodes.

Y

XZ

Fig. 2. Initial mesh.

Y

XZ

Fig. 3. Mesh after 170s of casting.

Y

XZ

Fig. 4. Isotherms and butt curl deformation after 170s of casting.

Due to the optimization on the time step, the smaller time step paremeter
used in the real simulation corresponds to ∆t = 7.8125 × 10−4s. In Figure 4
we present the isotherms and the butt curl deformation after 170s.

The cpu-time was 7 hours and 28 minutes to solve the casting process using
Newton’s algorithm while the fixed point algorithm needed approximately 259
hours. Furthermore, the number of iterations is considerably reduced using the
Newton’s algorithm, since we obtained 10 iterations in contrast with 13623
iterations with the fixed point algorithm.

1 The numerical solution was computed on a PC with Intel Pentium IV 3.00GHz
processor running on LINUX.
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Summary. The main subject of this paper is the detailed description of an algo-
rithm solving elastoplastic deformations. Our concern is a one time-step problem,
for which the minimization of a convex but non-smooth functional is required. We
propose a minimization algorithm based on the reduction of the functional to a
quadratic functional in the displacement and the plastic strain increment omitting
a certain nonlinear dependency. The algorithm also allows for an easy extension to
higher order finite elements. A numerical example in 2D reports on first results for
uniform h- and p- mesh refinements.

1 Introduction

We consider the quasi-static initial-boundary value problem for small strain
elastoplasticity with a linear hardening constitutive law, which can be ab-
stractly formulated as a time-dependent variational inequality for unknown
displacements and plastic strains fields. The question of the existence and
uniqueness of the solution has been positively answered in [4] under the pres-
ence of hardening. It has been showed that a time-dependent variational in-
equality can be sufficiently approximated by a sequence of variational inequal-
ities in given discrete times. Each of these variational inequalities contains a
dissipative term coming from the plastic part of the model and represents
an inequality of the second type according to [3]. Furthermore, the solution
of each of these inequalities can be alternatively obtained as the minimizer
of a certain convex energy functional, which is a functional depending on
the unknown displacement smoothly and on the unknown plastic strain non-
smoothly. The energy functional possesses a unique solution due to its strict
convexity and coercivity.

Our main task here is the description of a new effective algorithm for find-
ing such a solution. In addition to [6], where the basic parts of the algorithm
have been explained, we concentrate on providing a more detailed description
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allowing straightforward implementation. The algorithm is based on the re-
duction of the functional to a quadratic functional in the displacement and
the plastic strain omitting a certain nonlinear dependency. This can be un-
derstood as a linearization of the nonlinear elastoplastic problem. Then, the
displacement field satisfies the linear Schur complement system after the elim-
ination of plastic strains. The solution of this linear system can be efficiently
computed by a multi-grid preconditioned conjugate gradient solver, whose
convergence is already guaranteed [5].

The structure of the algorithm also allows for a direct generalization for
higher degree polynomial finite elements. This is demonstrated in the numer-
ical example, where the calculation for meshes of different sizes (h- uniform
method) and polynomial degrees (p- uniform method) are presented.

2 The Model of Elastoplasticity

The elastoplastic body is assumed to occupy a bounded domain Ω ⊂ R
d

with a Lipschitz boundary Γ = ∂Ω, where is the space-dimension. The local
behavior is driven by the system of equalities and inequalities, see [4]:

divσ + b = 0 (1)
σ = σT (2)

ε(u) =
1
2
(∇u + (∇u)T ) (3)

σ = C(ε(u)− p) (4)
ϕ(σ, α) <∞ (5)

ṗ : (τ − σ)− α̇(β − α) ≤ ϕ(τ, β)− ϕ(σ, α) (6)

Equation (1) describes the equilibrium of the stress tensor σ and outer volume
body force b, equation (2) states the stress tensor’s symmetry. The linearized
elastic strain ε is defined in equation (3), whereas equation (4) represents the
additive decomposition of the strain into its elastic part ε and its plastic part
p. It also states the linear relation between the strain and the stress given by
the elasticity tensor C which is defined for isotropic continua as

Ce = 2µe + λ(tre)i, (7)

where µ and λ are the Lamé coefficients, i is the identity matrix in R
d×d

and e a strain tensor. The trace operator tr : R
d×d → R

d of a matrix e is
given by tre :=

∑d
i=1 eii. The set of admissible stresses σ is steered by the

the dissipational functional ϕ of equation (5), where the hardening parameter
α ∈ R+ represent memory (hysteresis) effects throughout the plastic defor-
mations. The time development (the time derivative is denoted by ṗ = ∂p

∂t ) is
given by the Prandtl-Reuσ normality law in equation (6). The scalar product
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of matrices A,B ∈ R
d×d is defined such that A : B =

∑d
i,j=1 AijBij . Conse-

quently, the induced matrix norm is the Frobenius norm |A| := (
∑d
i,j=1 A

2
ij)

1
2 .

For the local model above, the global initial value problem reads, see [4]:

Problem 1 (Variational formulation) Let b ∈W 1,2(0, T ;L2(Ω,Rd)) with
b(0) = 0 be a given volume force. Find the displacement u ∈ W 1,2(0, T ;
H1

0 (Ω)d), the plastic strain p ∈ W 1,2(0, T ;L2(Ω,Rd×d)) such that p(0) = 0,
the hardening parameter α ∈ W 1,2(0, T ;L2(Ω,Rm)) such that α(0) = 0, and
the stress σ ∈ W 1,2(0, T ;L2(Ω,Rd×d)) such that σ(0) = 0, and such that the
system (1)–(6) is satisfied in a weak sense.

It has been shown in [4] that Problem 1 can be reformulated as a single time-
dependent variational inequality which possesses a unique solution under the
presence of the positive hardening H given later. Using an implicit Euler time-
discretization with an uniformly chosen ∆t, we obtain a sequence of one time-
step variational inequalities. The solution of each of these inequalities satisfies
a minimization problem, which is obtained using the dual functional ϕ∗ calcu-
lated by the Legendre-Fenchel transformation ϕ∗(y) := supx {y : x− ϕ(x)}.
Problem 2 (One time step) Find the minimizer (u, p, α) ∈ H1

0 (Ω)d ×
L2(Ω,Rd×dsym)× L2(Ω,Rm) of

f(u, p, α) :=
1
2

∫

Ω

C[ε(u)− p] : (ε(u)− p)dx +
1
2

∫

Ω

|α|2dx

+∆t

∫

Ω

ϕ∗(
p− p0

∆t
,
α0 − α

∆t
)dx−

∫

Ω

b u dx.

(8)

In comparison with Problem 1, σ has been replaced by C(ε(u)−p) and there-
fore it is no longer an unknown. R

d×d
sym denotes real, symmetric d×d matrices.

The values α0 and p0 are given from the previous time step t0. The dissi-
pational functional ϕ, its dual functional ϕ∗, as well as the hardening with
parameter dimension m are specific for each hardening law such as isotropic
hardening, kinematic hardening, its combination and the perfect plasticity as
the limit case. For deriving an algorithm, the dual functional is calculated
explicitely. There is m = 1 and the local minimization with respect to the
hardening parameter α yields α = α0 + σyH |p − p0| in the case of isotropic
hardening. Problem 2 reduces to

Problem 3 (Isotropic hardening) Find the minimizer (u, p) ∈ H1
0 (Ω)d ×

L2(Ω,Rd×dsym) of

f(u, p) :=
1
2

∫

Ω

C[ε(u)− p] : (ε(u)− p)dx +
1
2

∫

Ω

(α0 + σyH|p− p0|)2dx

+
∫

Ω

σy|p− p0|dx−
∫

Ω

b u dx

(9)
under the local constraint tr (p− p0) = 0.
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σy > 0 is the initial yield stress and H > 0 the modulus of hardening. dev
denotes the matrix deviator defined by devA := A− 1

d tr(A) · i.

3 The algorithm

The solution algorithm is derived for Problem 3, i.e., for the isotropic hard-
ening only. Modification to the kinematic hardening case is straightforward.

The objective functional in (9) contains the matrix norm term |p − p0|,
which is non-differentiable in the origin. Thus standard methods, e.g. Newton’s
method, do not apply. A remedy is the following regularization:

| · |ε :=
{
| · | if | · | ≥ ε,
1
2ε | · |2 + ε

2 if | · | < ε,
(10)

for some positive small ε. By this regularization we replace the original non-
smooth objective f(u, p) in (9) by an already smooth objective denoted as
f̄(u, p). Thus, by introducing the plastic strain increment p̃ = p − p0, the
modified problem writes:

Problem 4 (Isotropic hardening regularized) Find the minimizer (u, p̃) ∈
H1

0 (Ω)d × L2(Ω,Rd×dsym) of

f̄(u, p̃) :=
1
2

∫

Ω

C[ε(u)− p̃− p0] : (ε(u)− p̃− p0) dx−
∫

Ω

b u dx

+
1
2

∫

Ω

α2
0 dx +

1
2

∫

Ω

σ2
yH

2 |p̃|2 dx +
∫

Ω

σy (1 + α0 H)|p̃|ε dx
(11)

under the constraint trp̃ = 0.

The spatial discretization is carried out by the standard finite element
method using finite elements of a fixed polynomial degree. For computa-
tional reasons the symmetric matrices, e.g. p̃, are transformed into vectors
p̃ = (p̃11, p̃22, p̃12)T (in 2D) or p̃ = (p̃11, p̃22, p̃33, p̃12, p̃13, p̃23)T (in 3D). The
objective f̄(u, p̃) can now be discretized using the matrix and vector notation:

1
2
(Bu− p̃)TC(Bu− p̃) +

1
2
p̃TH(|p̃|ε)p̃ + (−BTCp0 − b)Tu −→ min! (12)

under the constraint tr p̃ = 0. Here, Bu denotes the discretized strain ε(u).
H is the Hessian of the discretized objective with respect to p̃, it depends on
|p̃|ε only and is computed as

H(|p̃|ε) =
(

σ2
yH

2 +
2σy(1 + α0H)

|p̃|ε

)

N, (13)

where the matrix N is defined, so that it holds |p| =
(
pTNp

) 1
2 . Thus
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2D: N =





2 1 0
1 2 0
0 0 2



 , 3D: N =





1 0 0
0 1 0
0 0 1



⊕





2 0 0
0 2 0
0 0 2



 ,

where the symbol ⊕ denotes the direct sum of two matrices, so N is a 6 × 6
matrix in 3D. The trace-free plastic strain constraint is explicitely satisfied
as follows: In 3D, it must hold that p̃33 = −p̃11 − p̃22. This linear condition
is easily realized by projecting the arbitrary p̃ onto a hyperplane, where the
constraint trp̃ = 0 is satisfied. The projection matrix is denoted by P , the
result of projection is then

p̃ = P p̄. (14)

In 2D plane strain model, which is of our interest, the ”third” dimension
components of the elastic strain are zeros, i.e., ε13 = ε23 = ε33 = 0. However,
the plastic strain increment p̃ as well as the stress σ have non-zero components

p̃33 = −p̃11 − p̃22 and σ33 =
λ

2(λ + µ)
(σe11 + σe22) + 2µ(p̃11 + p̃22),

where σe := CBu is the elastic part of the stress tensor. Therefore, p̃11 and p̃22

are arbitrary and no special projection as in 3D is required, i.e., P = I. The
dependence of H on |p|ε in (13) is ”frozen” and the nonlinear functional (12)
becomes a quadratic one. Its minimizer must fulfill the necessary condition

(
BTCB −BTCP
−PTCB PT (C + H)P

)(
u
p̄

)

+
(
−b−BTCp0

PTCp0

)

= 0. (15)

By eliminating p̄ in (15) we obtain the Schur-Complement system in u:

BT (C− CP (PT (C + H)P )−1PTC)Bu =

− b−BT (C + CP (PT (C + H)P )−1PTC) p0. (16)

This linear system of equations for the vector of displacements u is solved
by the conjugate gradient method with a geometrical multigrid preconditioner
[2]. The spectral equivalence of the Schur-Complement matrix and the corre-
sponding Schur-Complement matrix for the pure elasticity has been proved
in [5]. Thus the convergence of the conjugate gradient method with a geomet-
rical multigrid preconditioner is guaranteed. From the displacements u, the
plastic strain increment p̃ is calculated by the local minimization of (12). In
the unregularized case (ε = 0), the analytical solution from [1] states

p̃ =
(||devA|| − a)+

2µ + σ2
yH

2

devA
||devA|| (17)

with the quantities A = C(Bu− p0) and a = σy(1 +α0H). The operator (·)+
is defined by (·)+ = max(0, ·). In the regularized case (ε > 0), p̃ is solved by a
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local Newton’s method, where the analytical solution (17) is used as an initial
approximation.

An important practical aspect is the use of higher order finite elements,
whose implementation may lead to an exponential convergence, see [7]. Since
the trace-free condition of the plastic strain increment p̃ is satisfied explicitely
(cf. (14)), the polynomial ansatz functions for p̃ can be taken one degree lower
than the polynomial ansatz for the displacement without the loss of stability
(inf − sup like condition). The convergence of the discrete solutions was proved
for linear ansatz functions for u and piecewise constant ansatz functions for p̃
in [1]. For our implementation, the displacement values u on an element are
computed and stored in all integration points belonging to a given Gauss rule
providing exact numerical integration of (16). The same integration points are
taken to determine the plastic strain increment values by (17) and to recon-
struct the finite element ”shape” from them. This approach works nicely for
linear ansatz functions for u, where only one Gauss point (center of a triangle)
is required for the exact integration of the local matrices in (16). Then, the
same point is used for computation of the locally constant p̃. For the quadratic
ansatz function for u, there are three Gauss integration points (centers of tri-
angle edges) required per triangle and three basis functions corresponding to
a locally linear p̃. Nevertheless, in higher polynomial degree cases, the num-
ber of Gauss integration points for the exact integration of matrices in (16) is
higher than the number of the finite element basis for one degree lower poly-
nomial and thus a certain projection is applied. Summarizing our algorithm,
the solution of Problem 4 is determined by

Algorithm 1 Given initial displacement approximation u.

1. Calculate p̃ locally using Newton’s method with the initial approximation
p̃ = (||devA||−a)+

2µ+σ2
yH

2
devA

||devA|| , where A = C(B(u)− p0) and a = σy(1 + α0H).
2. Substitute p̃ into H in (13) and assemble the global Schur-complement

system (16).
3. Solve u from the global linear system (16) using multigrid PCG method.
4. Repeat steps (1)-(3) until convergence is reached.
5. Output displacement u and plastic strain increment p̃.

4 Numerical experiments

Algorithm 1 was implemented in the finite element solver NGSolve which is an
extension package of the mesh generator Netgen [8] developed in our group.
The testing geometry considered is the unit square depicted in Figure 1. The
left edge is fixed in both x and y directions and the right edge is subjected to
an outward acting force. The material parameters are λ = 1000 and µ = 1000
as the Lamé parameters, the modulus of hardening is H = 100, and the initial
yield stress is σy = 6. Several tests have been performed with different mesh
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Fig. 1. Testing geometry

sizes and different orders of the polynomial ansatz functions for the strains
and the stresses. Figure 2 shows the von-Mises stresses for uniformly refined h-
and p- meshes. The columns represent results with different polynomial ansatz
functions (p- method) and a fixed mesh. The rows show result for the same
polynomial ansatz functions and different meshes (h- method). The stresses
are scaled so that small values are darker shaded, the largest values are white
colored and for most of the figures they also correspond to plasticity zones.

In Picture (a) both the mesh size and the order are chosen too coarse,
the resulting stress is not reasonable from a physical point of view. From the
Pictures (c), (f), and (i) it is obvious that for resolving singularities as they
occur in the left corners, a finer local mesh-refinement (h- adaptive method)
would be helpful. The great potential of higher order functions is approximat-
ing smooth functions on larger sized elements effectively, as demonstrated in
Picture (g). Although there are only two elements in this calculation, a ninth
degree polynomial functions for the stresses already provides the continuity
on the common edge of these elements.

5 Conclusions and future work

In this paper, a new algorithm for the fast solution of the elastoplastic prob-
lems with hardening and its implementation together with the generalization
to the higher-degree polynomial ansatz functions is presented. The future work
will concentrate on theoretical analysis explaining convergence of the solution
algorithm and on the implementation of the combined hp-adaptive method.
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(a) h = 1, p = 0

(d) h = 1, p = 4

(g) h = 1, p = 9

(b) h = 1, 4, p = 0

(e) h = 1, 4, p = 4

(h) h = 1, 4, p = 9

(c) h = 1, 16, p = 0

(f) h = 1, 16, p = 4

(i) h = 1, 16, p = 9

Fig. 2. Von-Mises stress for various combinations of mesh sizes and polynomial
degrees of u.
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Summary. We consider the coupling of local discontinuous Galerkin (LDG) and
boundary element methods (BEM) for a class of nonlinear exterior transmission
boundary value problems in the plane. We introduce suitable numerical fluxes in
order to obtain the LDG formulation, and additional unknowns to couple it with
the BEM formulation. Finally, we show that the rates of convergence are optimal
with respect to the mesh size.

1 Introduction

The study of discontinuous Galerkin methods (see, for e.g., [1] for an overview)
to deal with a large class of linear and nonlinear elliptic problems that comes
from engineering and physics applications, have been increased lately. We
refer, for example, to [14, 7, 8, 9], and [10], where linear problems such as the
Poisson, Stokes, Maxwell and Oseen equations are treated with this approach.
In addition, the study of these methods for solving a kind of nonlinear elliptic
problems have been developed recently (see, e.g. [4, 5] and [13]). We remark
here that the DG methods have the advantage of consider more general meshes
(with hanging nodes, for e.g.), due to the fact that the inter-element continuity
of the approximate solution is not strongly required. This property makes the
method suitable for p and hp version, as well as for local adaptivity, subject
that is still under development (see, e.g. [2, 3, 5], and [15]).

Recently, the analysis has turned to extend the applicability of this ap-
proach in combination with the boundary element method (BEM). Up to the
authors’ knowledge, there is only one work in this direction. In fact, in [12] a
linear exterior elliptic problem is studied by coupling these both methods.
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In this note, we report on the main results derived in [6] that extend the
approach of [12] to the LDG-BEM coupling for a nonlinear exterior trans-
mission problem, introducing further unknowns as well as suitable numerical
fluxes. As a result, we obtain optimal rates of convergence, in the h-version
context.

2 An exterior transmission problem

We begin by introducing Ω0 as a simply connected and bounded domain in
R

2 with polygonal boundary Γ0. Next, we let Ω1 be an annular and simply
connected domain surrounded by Γ0 and another polygonal boundary Γ1.
Then, given f ∈ L2(Ω0), g0 ∈ H1/2(Γ0), g1 ∈ H1/2(Γ1), and g2 ∈ L2(Γ1), we
consider the nonlinear exterior transmission problem:

−div a(·,∇u1) = f in Ω1, u1 = g0 on Γ0,

−∆u2 = 0 in R
2 \ (Ω̄0 ∪ Ω̄1), u1 − u2 = g1 on Γ1,

a(·,∇u1) · ν −∇u2 · ν = g2 on Γ1, u2(x) = O(1) as |x| → +∞ .
(1)

Hereafter, the nonlinear vector function a(·, ·) is defined so that the corre-
sponding operator becomes Lipschitz continuous and strongly monotone (see,
e.g.[4]).

The next step here is to obtain the variational formulation of (1), applying
the coupling of the LDG and BEM approaches. Then, following the ideas given
in [12], we introduce another simple closed polygonal curve Γ such that its
interior contains the support of f . In addition, we let Ω2 be the open domain
bounded by Γ1 and Γ , and set Ωe := R

2 − (Ω̄0 ∪ Ω̄1 ∪ Ω̄2) (see Figure 1).
Besides, based on the behavior of u2 at infinity, it is enough for us to seek
u2 ∈W 1(R2 \ Ω̄0 ∪ Ω̄1) (see [11] for a definition of this Beppo–Levi space).

Then, (1) can be re-written equivalently, as the nonlinear boundary value
problem:

Ω

Ω
Ω

Γ

Γ

Γ

Ω

0

1

2

0

1

e

Fig. 1. Domain of the nonlinear exterior transmission problem.
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−div a(·,∇u1) = f in Ω1, u = g0 on Γ0 , (2)

the Laplace equation in the bounded region Ω2:

−∆u2 = 0 in Ω2, u1 − u2 = g1 on Γ1,

a(·,∇u1) · ν −∇u2 · ν = g2 on Γ1 ,
(3)

and the Laplace equation in the unbounded region Ωe:

−∆u2 = 0 in Ωe, u2(x) = O(1) as |x| → +∞ , (4)

coupled with the transmission conditions:

lim
x→x0
x∈Ω2

u2(x) = lim
x→x0
x∈Ωe

u2(x)

and lim
x→x0
x∈Ω2

∇u2(x) · ν(x0) = lim
x→x0
x∈Ωe

∇u2(x) · ν(x0)
(5)

for almost all x0 ∈ Γ , where ν(x0) denotes the unit outward normal to x0.
Now, following the ideas given in [12], we introduce the gradients θ1 :=

∇u1 in Ω1 and θ2 := ∇u2 in Ω2, as well as the fluxes σ1 := a(·,θ1) and
σ2 := θ2, as additional unknowns in Ω1 and Ω2, respectively. Next, we define
the following auxiliary quantities that will later act as unknowns:

λ(x0) := lim
x→x0
x∈Ω2

∇u2(x) · ν(x0) , γ(x0) := lim
x→x0
x∈Ωe

∇u2(x) · ν(x0) ,

and
ϕ(x0) := lim

x→x0
x∈Ωe

u2(x)− κ with κ :=
1
|Γ |

∫

Γ

u2 ,

for almost all x0 ∈ Γ . In this way, (2)–(3) can be reformulated as:

θ1 = ∇u1 in Ω1 , σ1 = a(·,θ1) in Ω1 , −div σ1 = f in Ω1 ,

θ2 = ∇u2 in Ω2 , σ2 = θ2 in Ω2 , −div σ2 = 0 in Ω2 ,

u1 = g0 on Γ0 , u1 − u2 = g1 on Γ1 ,

σ1 · ν1 − σ2 · ν1 = g2 on Γ1 ,
(6)

and the transmission conditions (5) become
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lim
x→x0
x∈Ωe

u2(x) = ϕ(x0) + κ ∀ (a.e.) x0 ∈ Γ and λ = γ on Γ .

(7)
We proceed now to obtain the discrete variational formulation that results

by applying the BEM approach on the boundary Γ and the LDG method in
the bounded domain Ω := Ω1 ∪ Γ1 ∪Ω2.

3 LDG-BEM coupling

In this section, we introduce the coupling of local discontinuous Galerkin and
boundary element methods for the nonlinear exterior transmission problem
(6)−(7) and present their well-posedness, using the recent results in [12].

3.1 Meshes

We let {T1,h}h>0 and {T2,h}h>0 be families of shape-regular triangulations
of Ω̄1 and Ω̄2 respectively, each made up of straight-side triangles K with
diameter hK and unit outward normal to ∂K given by νK . As usual, the
index h also denotes h := max

K∈Th

hK , where Th := T1,h ∪ T2,h. Then, given Th,
its edges are defined as follows. An interior edge of Th is the (non-empty)
interior of ∂K ∩ ∂K ′, where K and K ′ are two adjacent elements, both of
them belonging to T1,h or T2,h. An interface edge of Th is the (non-empty)
interior of ∂K∩∂K ′, where K and K ′ are two adjacent elements belonging to
different triangulations. Similarly, a boundary edge of Th is the (non-empty)
interior of ∂K ∩ Γ0 or ∂K ∩ Γ , where K is a boundary element of Th. For
each edge e, he represents its length. In addition, we define E(K):= edges of
K, E int

1,h: list of interior edges (counted only once) on Ω1, E int
2,h: list of interior

edges (counted only once) on Ω2, E int
h := E int

1,h ∪ E int
2,h, EΓh : list of edges on Γ ,

EΓ0
h : list of edges on Γ0, EΓ1

1,h: list of edges (belonging to T1,h) on Γ1, EΓ1
2,h: list

of edges (belonging to T2,h) on Γ1, EΓ1
h : list of interface edges, and ih: interior

grid generated by the triangulation, that is ih := ∪{e : e ∈ E int
h }. Also, we

let Γ 0
h and Γh be the partition of Γ0 and Γ , respectively, inherited by Th. In

addition, we also assume that Th is of bounded variation, which means that
there exists l > 1, independent of the meshsize h, such that l−1 ≤ hK

hK′
≤ l

for each pair K, K ′ ∈ Th sharing an interior/interface edge.

3.2 Averages and jumps

Next, we define average and jump operators. To this end, let K and K ′ be
two adjacent elements of Th and x be an arbitrary point on the interior edge
e = ∂K ∩ ∂K ′ ⊂ ih. In addition, let q, and v be scalar-, and vector-valued
functions, respectively, that are smooth inside each element K ∈ Th. We
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denote by (qK,e,vK,e) the restriction of (qK ,vK) to e. Then, we define the
averages at x ∈ e by:

{q} :=
1
2

(

qK,e + qK′,e

)

, {v} :=
1
2

(

vK,e + vK′,e

)

.

Similarly, the jumps at x ∈ e are given by

[[q]] := qK,eνK + qK′,eνK′ , [[v]] := vK,e · νK + vK′,e · νK′ .

On boundary/interface edges e, we set {q} = q, {v} := v, as well as [[q]] := q ν,
and [[v]] := v · ν.

3.3 The LDG-BEM formulation

Given a mesh Th, we proceed as in [12] and introduce two new partitions Γh̄
and Γh̃ of Γ , independent of the partition Γh inherited from Th, with edges
ẽ and ē, respectively. Next, denoting by EΓ

h̃
and EΓ

h̄
the corresponding list of

edges, and considering k̃, k̄ ∈ N, we introduce the following discrete spaces:

Xh̃ := {ξh̃ ∈ L2(Γ ) : ξh̃|ẽ ∈ Pk̃(ẽ) ∀ ẽ ∈ EΓ
h̃
} ,

Yh̄ := {ψh̄ ∈ C(Γ ) : ψh̄|ē ∈ Pk̄(ē) ∀ ē ∈ EΓ
h̄
} ,

Zh̄ := {µh̄ ∈ L2(Γ ) : µh̄|ē ∈ Pk̄−1(ē) ∀ ē ∈ EΓ
h̄
}.

(8)

From here on, the superscript 0 on any of these spaces will denote their re-
strictions to that functions having zero integral over Γ . Moreover, by Pk(K)
we denote the space of polynomials of total degree at most k on K.

Then, we wish to approximate the solution of (6)−(7) by (θh,σh, uh, ϕh̃,
λh̄, γh̃) ∈ Σh × Σh × Vh × Y 0

h̃
× X0

h̄
× Z0

h̃
, with θh := (θ1,h,θ2,h),σh :=

(σ1,h,σ2,h) ∈ Σh := Σ1,h ×Σ2,h, and uh := (u1,h, u2,h) ∈ Vh := V1,h × V2,h,
where for any i ∈ {1, 2}, we define

Σi,h :=
{

τ ∈ L2(Ωi) : τ
∣
∣
K
∈ P r(K) ∀K ∈ Ti,h

}

Vi,h :=
{

v ∈ L2(Ωi) : v
∣
∣
K
∈ Pm(K) ∀K ∈ Ti,h

}

,

with m ∈ N and r = m or r = m− 1.
Finally, defining the so-called numerical fluxes as in [6], and coupling the

LDG method with the BEM approach, we arise to the global discrete LDG-
BEM formulation: Find (θh,σh, uh, ϕh̄, λh̃, γh̄) ∈ Σh×Σh×Vh×Y 0

h̄
×X0

h̃
×

Z0
h̄

such that
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∫

Ω

ā(·,θh) · ζ −
∫

Ω

σh · ζ = 0 ∀ ζ ∈ Σh ,

∫

Ω

θh · τ −
{∫

Ω

∇huh · τ − S(uh, τ )
}

= Gh(τ ) ∀ τ ∈ Σh ,

{∫

Ω

∇hv · σh − S(v,σh)
}

+ α(uh, v) − 〈λh̃, v 〉 = Fh(v) ∀ v ∈ Vh ,

〈ξh̃, uh〉 − 〈ξh̃, ϕh̄〉 = 0 ∀ ξh̃ ∈ X0
h̃
,

〈λh̃, ψh̄〉 + 〈Wϕh̄, ψh̄〉 − 〈
(

1
2I −K ′)γh̄, ψh̄〉 = 0 ∀ψh̄ ∈ Y 0

h̄
,

〈µh̄,
(

1
2I −K

)
ϕh̄〉 + 〈µh̄, V γh̄〉 = 0 ∀µh̄ ∈ Z0

h̄
,
(9)

where ā(·,θh) :=






a(·,θ1,h) in Ω1

θ2,h in Ω2

, ∇h denotes the piecewise gradient, and

S : H1(Th)×L2(Ω)→ R and α : H1(Th)×H1(Th)→ R, stand for the bilinear
forms given by:

S(w, τ ) :=
∫

Ih

[[w]] · ({τ} − [[τ ]]β) +
∫

Γ0

w (τ 1 · ν1) +
∫

Γ1

(w1 − w2)τ 1 · ν1 ,

α(w, v) :=
∫

Ih

α [[w]] · [[v]] +
∫

Γ0

αw v +
∫

Γ1

α (w1 − w2)(v1 − v2) ,

for all w := (w1, w2) , v := (v1, v2) ∈ H1(Th) := H1(T1,h) × H1(T2,h) and
τ := (τ 1, τ 2) ∈ L2(Ω) := L2(Ω1)×L2(Ω2).

The linear operators Gh : L2(Ω) → R and Fh : H1(Th) → R, which are
defined by

Gh(τ ) :=
∫

Γ0

g0 τ 1 · ν1 +
∫

Γ1

g1 τ 1 · ν1 ,

Fh(v) :=
∫

Ω1

f v1 +
∫

Γ0

α g0 v1 +
∫

Γ1

α g1 (v1 − v2) +
∫

Γ1

g2 v2 .

for all τ ∈ L2(Ω) and v ∈ H1(Th). In addition, by V , K, K ′, and W , we denote
the boundary integral operators associated to the single, double, adjoint of the
double, and hypersingular layer potentials, respectively, while I denotes the
identity operator.

The stabilization parameters α and β are chosen so that the solvability of
the discrete LDG-BEM formulation is guaranteed. Therefore, we require that
α ∈ P0(Ih ∪ Γ 0

h ∪ EΓ1
h ) and β ∈ P 0(Ih). Indeed, β can be chosen as the null

vector.
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3.4 Well-posedness

Well-posedness of the discrete formulation system (9) is established in [6], by
endowing Vh with the norm

|||v|||2h := ||∇hv||2[L2(Ω)]2 + |v|2h ∀ v ∈ H1(Th) ,

where

|v|2h := ||α1/2[[v]]||2[L2(I1h∪I2h)]2 + ||v||2L2(Γ0)
+ ||α1/2(v1 − v2)||2L2(Γ1)

,

for all v ∈ H1(Th).
We also consider the standard L2−norm for Σh. In addition, as in [12],

we introduce the seminorm:

|ξ|h̄ := sup
0�=ψh̄∈Yh̄

〈ξ, ψh̄〉
||ψh̄||1/2,Γ

∀ ξ ∈ H−1/2(Γ ) ,

which becomes a norm, equivalent to || · ||−1/2,Γ on Xh̃, under additional
requirements on the independent mesh Γh̃ (see [12] for details). Our strategy
is to prove the unique solvability of a suitable reduced formulation, equivalent
with (9), which is obtain by introducing some lifting operators (see [6] for
further details). Therefore, assuming enough regularity on the exact soution,
we can state our main result in the following theorem, whose proof can be
found in [6].

Theorem 1. The coupled LDG-BEM scheme (9) is uniquely solvable. In ad-
dition, there exists C > 0, independent of the meshsizes, such that

|||u− uh|||h + |λ− λh̃|h̄ + ‖θ − θh‖0,Ω + ‖σ − σh‖0,Ω + ‖ϕ− ϕh̄‖1/2,Γ

+ ‖γ − γh̄‖−1/2,Γ ≤ C

{
(

hmin{δ2,m} + h̄min{δ2,k̄+1/2}
)

‖u2‖1+δ2,Ω2

+ h̃min{1,k̃} ‖λ‖3/2,Γ + hmin{δ1,m} ||u1||1+δ1,Ω1 + hmin{δ1,r+1} ||σ1||δ1,Ω1

}

.

(10)
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Summary. An efficient method to solve time harmonic Maxwell’s equations in
exterior domain for high frequencies is obtained by using the integral formulation of
Després combined with a coupling method based on the Microlocal Discretization
method (MD) and the Multi-Level Fast Multipole Method (MLFMM) [1]. In this
paper, we consider curved finite elements of higher order in the MLFMM and in the
MD/MLFMM methods. Moreover, we give some improvements of the MD/FMM
method.

1 Introduction

Let us consider the diffraction of an electromagnetic wave by a homogeneous
3D bounded obstacle Ω with boundary Γ . We solve time harmonic Maxwell’s
equations for high frequencies by using the integral equations of Després (EID)
[3]. After discretization, we solve a dense linear system with a size N propor-
tional to the wave number k. By using the MLFMM [5], [9] based on the
reduction of the interactions generated by the Green kernel, we reduce the
complexity of a matrix-vector product to O(NlnN) [6].

Another strategy to solve Maxwell’s equations is to reduce the size of
the linear system by using the MD method [4]. The approximation of the
phase function of the unknown leads to a number of degrees of freedom of
order k

2
3 instead of k2. However, it is necessary to approximate Γ by a mesh

with O(k2) elements. In order to speed up the calculation of the system, the
MLFMM is used [1], [2]. These papers show a lack of accuracy in the case of
a Léontovitch type impedance boundary condition. In order to achieve a high
level of accuracy, we consider the use of curved finite elements of higher order.

In this paper, we present in section 2 the EID and the MLFMM, in section
3 the interaction of finite elements of higher order with MLFMM and in section
4 the coupling method MD/MLFMM. We give in section 5 numerical results.
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2 The integral equations of Després (EID) and MLFMM

We solve Maxwell’s equations associated with Léontovitch Impedance Bound-
ary Condition (IBC) by using the EID [3]. Let Z be the relative impedance
of the surface Γ , we denote R = (Id− Z)(Id + Z)−1 the reflexion coefficient
characterizing the IBC. We have to solve the following system:




(1 + β)Id + (A∞)∗A∞ −T � + iβId

T − iβId βId + (A∞)∗A∞









U

V



+NRU =





G

0



 , (1)

where U = (
√
iJ,
√
i
−1

M)t and V = (J
′
,M

′
)t ; J = n∧H|Γ and M = −n∧E|Γ

are the equivalent currents associated with the magnetic (resp. electric) field
H (resp. E). In (1), β ∈]0, 1[, and the integral operators are defined by:

T =





Tr Kr − 1
2n∧

Kr − 1
2n∧ Tr



 , (A∞)∗A∞ =





Ti Ki

Ki Ti



 ,

where Tr, Kr (resp. Ti, Ki) are the real (resp. imaginary) part of the integral
operators of the Stratton-Chu formulae. NR is the coupling term (NR = 0 if
R = 0); G = (−

√
in∧g,

√
i
−1

g)t where g is the right-hand side of the IBC. The
discrete problem is obtained by using the finite element (FE) method: we use
the Nédélec edge-based FE [7]. To solve the discrete problem, we can use an
iterative method in which the MLFMM is used to speed up the matrix-vector
products [6]. We describe succintly the MLFMM algorithm [5], [9].

We enclose Γ in a cube and we subdivide recursively this cube as an octree.
Let xi ∈ Γ , and let Xi be the center of the box Ci including xi (i=1,2). Then,
x1 − x2 = r12 + r, where r = r1 − r2 and ri = xi −Xi. When |r12| > |r|, the
variables of the Green kernel can be separated:

G(x1, x2) =
eik|x1−x2|

4π|x1 − x2|
+ ik

(4π)2

P∑

p=1

ωpe
ikŝp·r1TM,r12(ŝp)e

−ikŝp·r2 ,

where TM,r12 is the transfer function, ŝp a point on the unit sphere S2, and
k = 2π/λ the wave number (λ is the wavelength). M = kd + c0(kd)

1
3 is the

truncation parameter, d the diameter of the multipole boxes, c0 a constant,
and P = (M + 1)(2M + 1) the number of quadrature points on S2.

Due to |r12| > |r|, to compute a matrix-vector product AY with Aij =
αiαjG(xi, xj) (αi, αj ∈ C), we write A = Afar+Anear such that (Afar)ij = 0
if C̃ is close to C and (Afar)ij = Aij if not, with xi ∈ C, xj ∈ C̃,
and C̃ close to C means C̃ and C have at least a common vertex. Let
V (C) = {C̃|C̃ far from C and C̃a close to Ca} if level = 3, and V (C) =
{C̃|C̃ far from C} if level > 3, where Ca is the antecedent of C in the octree.
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The MLFMM algorithm to compute the multipole approximation of the far
interactions, AfarappY , is given by (be careful, the level index l is not written):

• step 0: TM,rCC̃
(ŝp) ∀l ∈ {3, · · · , Lf}, ∀rCC̃ , C̃ ∈ V (C), ∀p ∈ {1, · · · , P}.

• step 1: at level Lf , ∀C̃,∀p∈{1, · · ·, P}, FC̃(ŝp)=
∑

j|xj∈C̃ eikŝp·(XC̃−xj)αjYj .

• step 2: Interpolation of FC̃(ŝp), ∀l ∈ {Lf−1, · · · , 2}, ∀C̃, ∀p ∈ {1, · · · , P} .

• step 3: ∀l ∈ {3, · · · , Lf}, transfer from C̃ ∈ V (C) to C ∀C, ∀p ∈
{1, · · · , P}, GC(ŝp) =

∑

C̃∈V (C) TM,rC̃C
(ŝp)FC̃(ŝp).

• step 4: Anterpolation of GC(ŝp), ∀l ∈ {3, · · · , Lf}, ∀C, ∀p ∈ {1, · · · , P}.

• step 5: Integration on S2 at level Lf : ∀i ∈ {1, · · · , N}, xi ∈ C,
(AfarappY )i = −k

(4π)2αi
∑P
p=1 ωpe

ikŝp·(xi−XC)GC(ŝp).

3 Finite elements of higher order and MLFMM

We solve (1) by using an edge-based FE method [7]. The size of the system
obtained is proportional to the number of elements of the triangulation Th.
Because the use of FE of higher order gives results with a better accuracy
than FE of lower order, we expect the use of curved FE of higher order allows
us to reduce the number of unknowns. We are going to study the effects of
FE of higher order and coarser mesh in MLFMM. We use the basis functions
of Graglia [8] of order q, given by:

Λβijk(ξ) = Γ βijk(ξ)Λβ(ξ), β ∈ {1, 2, 3}, i + j + k = q + 2,

where ξ = (ξ1, ξ2, ξ3) are the barycentric coordinates, Λβ the RWG basis
functions, and Γ βijk(ξ) = Nβijk

(q+2)ξβ
iβ

L̂i(q + 2, ξ1)L̂j(q + 2, ξ2)L̂k(q + 2, ξ3) a

scalar polynomial. Nβijk is a normalization constant, iβ is taken to be i, j, or
k for β = 1, 2, or 3 and L̂i(q + 2, ξj) = 1

(i−1)!Π
i−1
k=1(qξj − k), if 2 ≤ i ≤ q + 1

and L̂i(q + 2, ξj) = 1 if i = 1.
We develop in the following the modifications in MLFMM due to the use

of higher order FE.
- Number of levels in the octree: The octree is obtained by subdividing
a cube of size d0 enclosing Γ into smaller cubes until the size of the cube’s
edge at the finest level d10 satisfies kd10 + 1. This criterion is valid when
we use a mesh Γ 10

h with ten points per wavelength (λ/10) to approximate Γ .
We denote hnmax the largest edge of Γnh . As for Γ 10

h , d10 ∼ λ/4 = 2.5h10
max is

equivalent to kd10 + 1, we define a general criterion for Γnh with n ∈ N
�:
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dn = Max(chnmax, λ/(2π)), with c > 1. (2)

Due to (2), the number of MLFMM’s levels Lnf = ln(d0)−ln(dn)
ln2 depends on

hnmax. For example, with a mesh Γ 5
h , we lose one level in MLFMM.

- Cost of a matrix-vector product: We compare the MLFMM complexity
for a matrix-vector product when order 1 FE with a mesh Γ 10

h and 3 Gaussian
quadrature points by patch of Γ 10

h (case 1) are used, and when curved order
2 FE with a mesh Γ 5

h and 7 Gaussian quadrature points by patch of Γ 5
h are

used (case 2). In the MLFMM algorithm, steps 0, 2, 3 and 4 are less expansive
in case 2 because case 2 has one level less than case 1. However, for case 2,
to achieve a good accuracy the number of Gaussian points increases due to
the order of FE. Also due to the larger size of boxes at fine level, the number
of quadrature points on S2 is larger. Thus, steps 1 and 5 of the MLFMM are
more expansive for case 2.

The use of curved FE of higher order has also an impact on the computa-
tion of the near matrix which is computed at the finest level of the MLFMM
one time for all the matrix-vector products of the iterative solution. The com-
putation of the near matrix is more expansive for case 2 than for case 1 because
of the increase of the near interactions due to the large patch size. For curved
FE, we can choose two ways based on change of variables to compute the sin-
gular interactions. The first way lies on the use of a mesh refinement method
(curved element is approximated by smaller plane elements), and the second
way lies on direct calculus from curved elements.

To overcome these problems, Chew [9] considers multipole boxes with a
distribution of quadrature points instead of patches of Γnh in the octree. As a
point has no spatial extent, the octree has the same number of levels as for
order 1 FE. This approach reduces the memory requirements of MLFMM, but
increases the CPU time for steps 2, 3 and 4 of MLFMM which represent the
most expansive steps of MLFMM. We chose to emphasize on the CPU time
rather than the memory requirements. We can see in the numerical results
the efficiency of higher order FE and the cost of the transfers in MLFMM.

4 Microlocal discretization (MD) and MLFMM

We reduce the size of (1) by using the MD method [4]. In MD, when we
discretize the unknown, we give some information on the oscillatory behaviour
of the solution by the approximation of the phase function of the unknown.
When Ω is a convex domain illuminated by an incident plane wave, a phase
function approximation is given by φ(x) = kφ0(x) + O(k

1
3 ) = kk̂ · x + O(k

1
3 ),

where k̂ is the direction of the incident wave. We have a new unknown J̃ such
that J = J̃eikφ0 , where J and J̃ are currents on Γ . Because J̃ is less oscillatory
than J , we can approximate J̃ with a number of degrees of freedom of order
k

2
3 instead of k2. However, for MD, a high degree of approximation of Γ is

needed and we use a double mesh: a coarser one Γc for the unknown with
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Nc ∼ O(k
2
3 ) elements, and a finest one Γf for the surface with Nf ∼ O(k)

elements. Thus, if we consider the matrix A seen before, we have to compute:

Aij =
Ni∑

i0=1

Nj∑

j0=1

αjj0αii0G(xii0 , xjj0)e
ikφ(xjj0 )eikφ(xii0 ),

where Ni (resp. Nj) is the number of elements Kii0 ∈ Tf (resp. Kjj0 ∈ Tf ) of
Ki ∈ Tc (resp. Kj ∈ Tc), and xii0 (resp. xjj0) is a quadrature point on Kii0
(resp. Kjj0). Tc (resp. Tf ) is a triangulation associated with Γc (resp. Γf ).
Because the computation cost of the matrix of (1) is of order O(k2), we speed
up the matrix calculation of (1) by an original use of MLFMM [1], [2]. The
algorithm of MD/MLFMM to compute Afarapp is given by:

• step 0: ∀l ∈ {L0, · · · , Lf}, ∀rCC̃ , C̃ ∈ V (C), ∀p ∈ {1, · · · , P}, TM,rCC̃
(ŝp).

• step 1: at level Lf , ∀i ∈ {1, · · · , Nc}, ∀C such that Ki ∩ C 	= ∅,
∀p ∈ {1, · · · , P}, FiC(ŝp) =

∑

i0|xii0∈C
αii0e

ikŝp·(XC−xii0 ).
The radiation functions at the upper levels are computed by interpolation

• step 2: ∀l ∈ {Lf , · · · , L0}, ∀i, j ∈ {1, · · · , Nc}

(Afarapp)ij =
−k

(4π)2

P∑

p=1

ωp
∑

C|Ki∩C �=∅

FiC(ŝp)
∑

C̃|Kj ∩ C̃ 	= ∅
C̃ ∈ V (C)

TM,rCC̃
(ŝp)FjC̃(ŝp).

L0 is the level of MLFMM where the MD/MLFMM algorithm starts.
The memory requirements and the time consuming of the MD/MLFMM

are respectively of order O(Nf ) and O(N
4
3
f lnNf +NiterN

2
3
f ). We speed up the

solution and reduce the memory requirements. In (1), because Id and 1
2n∧

are sparse operators, we compute them at each iteration of the solution. Thus,
we just compute and store the lower part of the other operators in (1) due to
the fact that Tr, Kr, Ti and Ki are hermitian operators. We reduce the CPU
time to compute the matrix and the memory requirements by a factor 2.

We optimize the calculation of the singular interactions for the near matrix.
This optimization has a bigger impact for MD than for MLFMM, because the
computation of the matrix represents for MD the major part of the CPU
time used. As for MLFMM, we use for MD change of variables to eliminate
efficiently the singularity and to compute accurately the singular interactions.

To improve the accuracy for Léontovitch type impedance boundary con-
dition, we implemented curved FE of higher order with respect to the error
estimations [4]. We study as well the size of the coarse mesh Γc which provides
accurate results with an impedance Z = 1 when Γ is a sphere. For a frequency
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of 0.6 GHz, Γc has five points per wavelength, and for a frequency of 1 GHz
Γc has three points per wavelength, with order 1 FE. With order 2 FE, we
can use a mesh Γc coarser as we can see in numerical results.

5 Numerical results

We give first results for FE of higher order and MLFMM. The iterative solver
used is a flexible GMRES. For each test case, we compare the results obtained
with plane order 1 FE associated with a mesh Γ 10

h (case 1 of Section 3) and
curved order 2 FE associated with a mesh Γ 5

h (case 2 of Section 3). For each
test case, we give the bistatic Radar Cross Section (RCS) and the RCS error

[9] defined by: RCSerr =
√

1
Q

∑Q
i=1 |σiref − σiapp|2, where Q is the number of

sampling points, σref the RCS reference solution, and σapp the RCS numerical
solution. We give also the convergence of the GMRES residual, and a table
with the CPU time. There are three columns in the CPU time table: the first
one gives the CPU time of the near matrix, the second one gives the CPU
time for one GMRES iteration of the MLFMM matrix-vector product, and
the last one gives the CPU time of the iterative solution. For order 2 FE,
because we can choose two ways to compute the singular interactions of the
near matrix, there are two numbers in the first column. The first way lies
on the use of a mesh refinement method, and the second way lies on direct
calculus from curved elements. But, as the first way is more time consuming
than the second way, we just consider in the total time the last way to compute
singular interactions.

The test cases with the sphere allow us to compare numerical solutions
with the exact solutions given by the Mie series.
NASA almond (Z = 1): This test case does not have an exact solution. So,
the reference solution is obtained with order 1 FE associated with a fine mesh
Γ 20
h . The number of degrees of freedom is about 21000. FE of order 2 provide

a better accuracy than FE of order 1 with the same CPU time (table 1 and
figure 1).
Perfectly absorbing sphere (Z = 1): The number of degrees of freedom
is about 75000. The RCS results are good for both order 1 and order 2 FE,
but the order 2 FE solution is less time consuming (table 2 and figure 2).
The gains in CPU time increase with the size of the problem. We have same
results for Z = 0.

Table 1. CPU time for the NASA almond with Z = 1 (N = 21000)

Computation Time (s) Near Mat. MLFMM Product Total (21 iters GMRES)

Order 1 FE (λ/10) 15 56 1191
Order 2 FE (λ/5) 162 / 35 55 1190
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Fig. 1. MLFMM, NASA almond, Z = 1, f = 1.2GHz

Fig. 2. MLFMM, unit sphere, Z = 1, f = 1.2GHz

Table 2. CPU time for the unit sphere with Z = 1 (N = 75000)

Computation Time (s) Near Mat. MLFMM Product Total (33 iters GMRES)

Order 1 FE (λ/10) 50 182 6056
Order 2 FE (λ/5) 430 / 100 150 5050

Perfectly abosrbing sphere in the MD/MLFMM case: We can see the
efficiency of higher order FE in the coupling method (figure 3). With order
2 FE, we have a good accuracy for small RCS (-50dB), and the size of the
coarse mesh Γc is about λ/1.5 with a frequency f = 1GHz.
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Fig. 3. MD/MLFMM, unit sphere, Z = 1

6 Conclusion

We have studied the use of FE of higher order for two kinds of methods in
order to speed up the solution of integral equations and to achieve a good level
of accuracy. In MLFMM, by using FE of higher order, the CPU time is reduced
for a better accuracy. The EID/MD/MLFMM solution obtained with higher
order FE allows us to have a great accuracy in the difficult case of perfectly
absorbing objects. We plan to work on optimizations of the MD/MLFMM
algorithm and on an improvement of the approximation of the phase function
for non-convex objects.
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Summary. In this work we propose and analyse numerical methods for Helmholtz
transmission problems in two and three dimensions. The methods we analyse use
combined single and double layer potentials to represent the interior and exterior
solution of the transmission problem. The corresponding boundary integral system
includes weakly singular and hypersingular boundary integral operators on the in-
terface. Its invertibility is equivalent to the unique solvability of the transmission
problem, since the use of the above mentioned potentials does not introduce spuri-
ous eigenmodes in the formulation. We give necessary and sufficient conditions for
the convergence of general Petrov–Galerkin schemes for solving the resulting sys-
tem, providing some concrete methods for the two dimensional case. Some numerical
experiments are shown.

1 Problem

Let Ωint be a bounded simple connected open set in R
n for n = 2 or 3 and

Ωext := R
n \ Ωint. The common interface Γ is assumed to be connected and

smooth. For the integral formulation, Lipschitz regularity is sufficient, but
some additional smoothness is required for the numerical analysis.

The problem we consider consists of a system of Helmholtz equations with
different wave numbers,

∆u + λ2u = 0, in Ωext, (1a)

∆u + µ2u = 0, in Ωint, (1b)

coupled through continuity conditions on Γ ,

u|int
Γ − u|ext

Γ = g0, (2a)

α∂nu|int
Γ − β ∂nu|ext

Γ = g1. (2b)
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As usual in Helmholtz exterior problems, we also impose the Sommerfeld
radiation condition at infinity

lim
r→∞

r
n−1

2 (∂ru− ıλu) = 0, (3)

that has to be satisfied uniformly in all directions. Some relevant fields where
problem (1–3) appears are the scattering of acoustic and thermal waves in
time–harmonic situations in media with piecewise constant properties.

Throughout this work we will assume that λ, µ, α and β are non–zero
parameters chosen such that problem (1–3) has a unique solution in H1(Ωint)
and H1

loc(Ωext). In particular α 	= −β. Conditions guaranteing uniqueness can
be found in [10] and references therein.

2 Boundary integral formulation

Traditional boundary integral formulations of problem (1–3) based on the
representation formula (see [2]) or indirect formulations with single layer po-
tentials (see [10]) fail when either −λ2 or −µ2 are Dirichlet eigenvalues of the
Laplace operator in Ωint. Our proposal is an indirect method that provides
integral equations that are uniquely solvable for all wave numbers.

We introduce the fundamental solution to the Helmholtz equation ∆u +
ρ2u = 0,

φρ(x,y) :=






ı

4
H

(1)
0 (ρ |x− y|), if n = 2,

exp(ı ρ|x− y|)
4π|x− y| , if n = 3,

and the associated single and double layer potentials

Sρϕ :=
∫

Γ

φρ( · ,y)ϕ(y) dγy : R
n −→ C,

Dρϕ :=
∫

Γ

∂n(y)φρ( · ,y)ϕ(y) dγy : R
n −→ C.

Then, we look for the solution to (1–3) as

u =

∣
∣
∣
∣
∣

(Sµ − ıηDµ)ϕ, in Ωint,

(Sλ − ıηDλ)ψ, in Ωext.
(4)

The new unknowns will be the densities ϕ,ψ ∈ H1/2(Γ ) and η > 0 is just
a fixed parameter. In fact we could use different values of η for the interior
and exterior potentials. We will keep a single one for the sake of simplicity.
This combination of a single and a double layer potential, commonly referred
as a Brakhage–Werner potential, was independently suggested in [1, 6, 9] for
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solving the exterior Dirichlet problem for the Helmholtz equation. The use of
this kind of potentials for Helmholtz transmission problems is not new (see
[3, 5]), but to the best of our knowledge, there is no previous work concerning
numerical methods. The proof of the equivalence of the boundary formulation
and the original problem that we propose here is also less involved.

If we take u as in (4), by definition it satisfies (1) and (3). Therefore, it
only remains to impose the transmission conditions (2). With this purpose,
we introduce the boundary integral operators

V ρϕ :=
∫

Γ

φρ( · ,y)ϕ(y) dγy : Γ −→ C,

Jρϕ :=
∫

Γ

∂n( · )φρ( · ,y)ϕ(y) dγy : Γ −→ C,

Kρϕ :=
∫

Γ

∂n(y)φρ( · ,y)ϕ(y) dγy : Γ −→ C,

W ρϕ := −∂n( · )
∫

Γ

∂n(y)φρ( · ,y)ϕ(y) dγy : Γ −→ C.

Then, by the jump relations of the single and double layer potentials it follows
that

u|int
Γ − u|ext

Γ =
(
V µ + ıη (1

2I −Kµ)
)
ϕ−

(
V λ − ıη (1

2I + Kλ)
)
ψ,

α ∂nu|int
Γ − β ∂nu|ext

Γ = α ( 1
2I + Jµ + ıη Wµ)ϕ− β (−1

2I + Jλ + ıη Wλ)ψ.

Thus, (2) can be written as

H
[
ϕ

ψ

]

:=

[
V µ + ıη (1

2I −Kµ) −V λ + ıη (1
2I + Kλ)

α ( 1
2I + Jµ + ıηWµ) β (1

2I − Jλ − ıη Wλ)

][
ϕ

ψ

]

=

[
g0

g1

]

.

(5)
By the properties of the integral operators involved,H : H1/2(Γ )×H1/2(Γ )→
H1/2(Γ )×H−1/2(Γ ) is bounded. To prove invertibility we will use the Fred-
holm alternative. With this aim we recall some well–known properties of the
operators in H (see [7]):

• There exists an elliptic operator W0 : H1/2(Γ ) → H−1/2(Γ ) such that
Wλ −W0, W

µ −W0 : H1/2(Γ )→ H−1/2(Γ ) are compact.
• When Γ is smooth, Jλ, Jµ : H−1/2(Γ ) → H−1/2(Γ ) and Kλ, Kµ :

H1/2(Γ )→ H1/2(Γ ) are compact.
• For η > 0, the operators V λ−ıη ( 1

2I+Kλ), V µ+ıη ( 1
2I−Kµ) : H1/2(Γ )→

H1/2(Γ ) are invertible.

Theorem 1. H is Fredholm of index zero.

Proof. We define
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H0 :=

[ ıη
2 I ıη

2 I

ıη αW0 −ıηβW0

]

. (6)

Then H−H0 is compact. Moreover,

H0 = ıη

[
I 0

2αW0 −I

][
1
2I

1
2I

0 (α + β)W0

]

and therefore, it is invertible since W0 : H1/2(Γ ) → H−1/2(Γ ) is invertible
and α 	= −β.

Theorem 2. H is injective.

Proof. We decompose

H =

[
I 0

Aλµ I

][
V µ + ıη(1

2I −Kµ) −V λ + ıη(1
2I + Kλ)

0 Hλµ

]

,

with
Aλµ := α( 1

2I + Jµ + ıηWµ)(V µ + ıη(1
2I −Kµ))−1

and
Hλµ := Aλµ(V λ − ıη(1

2I + Kλ))− β(−1
2I + Jλ + ıηWλ).

The proof is reduced now to showing inyectivity of Hλµ : H1/2(Γ ) →
H−1/2(Γ ). Let us assume that Hλµξ = 0 and define

u :=

∣
∣
∣
∣
∣

(Sλ − ıηDλ)ξ, in Ωext,

(Sµ − ıηDµ)(V µ + ıη(1
2I −Kµ))−1(V λ − ıη(1

2I + Kλ))ξ, in Ωint.

Then, u satisfies (1) and (3). Furthermore, by the jump relations of the layer
potentials, u|int

Γ = (V λ−ıη(1
2I+Kλ))ξ = u|ext

Γ and also α∂nu|int
Γ −β ∂nu|ext

Γ =
Hλµξ = 0. Thus, u is a solution to the homogeneous transmission problem,
that is, to (1–3) with g0 = g1 = 0, and therefore u = 0. Taking the exterior
trace, (V λ − ıη(1

2 + Kλ))ξ = 0 and thus ξ = 0.

As a direct consequence of Theorems 1 and 2, H : H1/2(Γ )×H1/2(Γ )→
H1/2(Γ )×H−1/2(Γ ) is an isomorphism.

3 Petrov–Galerkin methods

For the numerical approximation we will use the same discrete space XN ⊂
H1/2(Γ ) for the unknown densities. We then test the hypersingular equation
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with XN but use a simpler, i.e. less regular space YN ⊂ H−1/2(Γ ), to test the
other equation. For well–posedness we require that dimXN = dimYN .

We consider discretizations of the form
∣
∣
∣
∣
∣
∣
∣

ϕN , ψN ∈ XN
(

H
[
ϕN
ψN

]

,

[
vN
φN

])

=
(

H
[
ϕ
ψ

]

,

[
vN
φN

])

, ∀vN ∈ YN , φN ∈ XN .
(7)

For the sake of brevity, we will say that (7) is the Petrov–Galerkin {XN ×
XN ;YN ×XN} method for H : H1/2(Γ )×H1/2(Γ )→ H1/2(Γ )×H−1/2(Γ ).

Theorem 3. Method (7) is convergent in H1/2(Γ ) × H1/2(Γ ) if and only if
the {XN ;YN} method is convergent for I : H1/2(Γ )→ H1/2(Γ ).

Proof. In both cases XN satisfies the approximation property in H1/2(Γ ):

inf
φN∈XN

‖φ− φN‖1/2,Γ → 0, ∀φ ∈ H1/2(Γ ).

Since H−H0 is compact, convergence of the {XN×XN ;YN×XN} method for
H is equivalent to convergence of the same method for H0 (see [4, Theorem
3.7]). Moreover,

H0 = ıη

[
I 0

0 W0

][
1
2I

1
2I

αI −βI

]

,

and the right–most operator in this decomposition is an isomophism in
XN × XN with uniformly bounded inverse. Therefore, convergence is also
equivalent to convergence of the Petrov–Galerkin {XN × XN ;YN × XN}
method for the diagonal operator in the decomposition above, or equiva-
lently, to convergence of the {XN ;YN} method for I : H1/2(Γ ) → H1/2(Γ )
since the Galerkin {XN ;XN} method is convergent for the elliptic operator
W0 : H1/2(Γ )→ H−1/2(Γ ).

4 Numerical approximation in two dimensions

From now on we will assume that Γ is a C∞–curve in R
2 and that there exists

a 1–periodic regular parameterization x : [0, 1] → Γ with |x′| > 0, x(t) 	=
x(s), s− t 	∈ Z. In the new setting, we will deal with the 1–periodic Sobolev
spaces (see [4, Chapter 8] or [11, Chapter 5])

Hs := {φ ∈ D′ | |φ̂(0)|2 +
∑

0�=k∈Z

|k|2s|φ̂(k)|2 <∞},

D′ being the space of 1–periodic distributions at the real line and φ̂(k) the
Fourier coefficients of φ.
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We can define now parameterized versions of the layer potentials,

Sρϕ :=
∫ 1

0

φρ( · ,x(t))ϕ(t) dt : R
2 −→ C,

Dρϕ :=
∫ 1

0

|x′(t)| ∂n(t)φρ( · ,x(t))ϕ(t) dt : R
2 \ Γ −→ C,

and of their related operators. When we look for the solution to (1–3) using
Brakhage–Werner potentials in parameterized form, we obtain an equivalent
system of boundary integral equations with exactly the same structure as (5)
with the parameterized versions of the boundary integral operators and with
the functions g0 ◦ x and |x′| g1 ◦ x in the right–hand side.

It is easy to prove, with due adaptations, that all the previous results
at the continuous level remain valid when replacing the traditional Sobolev
spaces Hs(Γ ) by the corresponding 1–periodic ones.

For the numerical approximation we consider families of subspaces of H1/2

and H−1/2 with the same finite dimension. The preceding analysis can also
be adapted to show that convergence of the {XN × XN ;YN × XN} method
for H : H1/2 ×H1/2 → H1/2 ×H−1/2 is equivalent to the convergence of the
simpler {XN ;YN} method for the identity operator in H1/2.

From the results in [10] and with the same kind of techniques, it is rather
simple to prove that the following couples provide convergent methods satis-
fying the indicated convergence estimates:

i) Periodic smoothest splines. Consider two staggered uniform grids
formed by the nodes xi := i/N , xi−1/2 := (i − 1/2)/N , i = 1, . . . , N
to define for m ≥ 0 the spaces XN := {pN ∈ Hm+1 | pN |[xi,xi+1] ∈ Pm+1}
and YN := {pN ∈ Hm | pN |[xi−1/2,xi+1/2] ∈ Pm}. With this choice, the
method converges in the natural norm, and moreover, if s < m + 3/2,
−m− 1 ≤ s ≤ t, −m− 1/2 < t ≤ m + 2 and ϕ, ψ ∈ Ht, then

‖ϕ− ϕN‖s + ‖ψ − ψN‖s ≤ Cs,t(1/N)t−s(‖ϕ‖t + ‖ψ‖t). (8)

In particular, for smooth data (and boundary) the optimal convergence
rate is 2m + 3.

ii) Periodic smoothest splines on non–uniform grids. We take 0 <
x0 < x1 < · · · < xN = 1 and xi+1/2 := (xi + xi+1)/2 to define the spaces
of piecewise linear and constant functions XN := {pN ∈ H1 | pN |[xi,xi+1] ∈
P1} and YN := {pN ∈ H0 | pN |[xi−1/2,xi+1/2] ∈ P0}. For the convergence
analysis we require that

1/C1 ≤ hi−1/hi ≤ C1, 6−
(
hi−1/2/hi+1/2 + hi+1/2/hi−1/2

)
≥ C2 > 0,
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where hi := xi−xi−1 and hi+1/2 := (hi+hi+1)/2. As in the uniform case,
if s < 3/2, −1 ≤ s ≤ t, −1/2 < t ≤ 2 and ϕ,ψ ∈ Ht, then (8) holds.
Therefore the method has cubic convergence order in the weaker norm.

iii) Trigonometric polynomials. The last method we propose is indeed a
pure Galerkin method defined by choosing XN = YN = span{ exp(2πkı · ),
−N/2 ≤ k < N/2} to obtain a convergent method. Assuming that the
data and the boundary are smooth, the densities are approximated with
superalgebraic convergence order.

We want to point out that for smooth but not C∞–curves, it is more suitable
to use spline approximations than spectral ones. We refer to [10] for a detailed
discussion on this topic.

5 A numerical example

To conclude we present a numerical experiment. We use a fully implementable
version of the method with piecewise linear and constant functions on uniform
grids obtained by applying adequate quadrature rules to approximate the in-
tegrals involved. The method is an adaptation of one proposed in [10] using
the ideas in [8] for the approximation of the integrals related with the hyper-
singular operators. To define a pointwise approximation of (4), we replace ϕ
and ψ by the discrete ones and apply simple midpoint rules. Theoretically,
when the functions on the right hand side are C2, this approximation has
quadratic convergence order in R

2 \ Γ , i.e.

|u(z)− uN (z)| = Oz (N−2), z 	∈ Γ.

−6 −3 0 3 6

−6

−3

0

3

6

Γ

z
int

z
ext

Fig. 1. Geometry

To test the method we consider the obstacle represented in Fig. 1, defined
by the parameterization x(t) = (r(t) cos(2πt), r(t) sin(2πt)) with r(t) = 5 +
2(cos(2πt) + sin(2πt)). We choose λ = 1 + ı, µ = 1, α = 2, β = 1 and take
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Table 1. Relative errors

N zext e.c.r. zint e.c.r.

64 2.16(-4) 7.92(-4)
96 8.34(-5) 2.34 3.56(-4) 1.96
144 3.44(-5) 2.18 1.59(-4) 1.97
216 1.47(-5) 2.08 7.14(-5) 1.98
324 6.49(-6) 2.03 3.18(-5) 1.99

g0 and g1 such that the solution to (1–3) is u(z) = exp(ıµ(
√

2/2,−
√

2/2) · z)
in Ωint and u(z) = H

(1)
0 (λ|(3, 5) − z|) in Ωext. The relative errors and the

estimated convergence rates written in Table 1 are computed at the points
zext = (−4, 1) and zint = (1, 1) taking N nodes for the discretization. The
ratio between consecutive grids is 3/2. We observe that, as expected, the
convergence rate is quadratic and that the errors in both domains have the
same size.
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1. Brakhage, H., Werner, P.: Über das Dirichletsche Aussenraumproblem für die
Helmholtzsche Schwingungsgleichung. Arch. Math., 16, 325–329 (1965)

2. Costabel, M., Stephan, E.: A direct boundary integral equation method for
transmission problems. J. Math. Anal. Appl. 106, 367–413 (1985)

3. Kleinman, R.E., Martin, P.A.: On single integral equations for the transmission
problem of acoustics. SIAM J. Appl. Math 48, 307–325 (1988)

4. Kress, R.: Linear integral equations. Second edition. Springer–Verlag, New York,
1999.

5. Kress, R., Roach, G.F.: Transmission problems for the Helmholtz equation. J.
Mathematical Phys. 19, 1433–1437 (1978).

6. Leis, R.: Zur Dirichletschen Randwertaufgabe des Aussenraumes der
Schwingungsgleichung. Math. Z., 90, 205–211 (1965)

7. McLean, W.: Strongly elliptic systems and boundary integral equations. Cam-
bridge University Press, Cambridge, 2000.

8. Meddahi, S., Sayas, F.–J.: Analysis of a new BEM–FEM coupling for two di-
mensional fluid–solid iteraction. Numer. Methods Partial Differential Equations
21, 1017-1154 (2005)
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Summary. We study in this paper a time–dependent eddy current problem posed
in the whole space. We propose a weak formulation that can be rewritten as a well–
posed saddle point problem when the constraint satisfied by the magnetic field in
the dielectric medium is handled by means of a Lagrange multiplier. Furthermore,
we provide a BEM–FEM formulation of the problem that leads to a semi–discrete
Galerkin scheme based on Nedelec’s and Raviart–Thomas finite elements. Finally,
we analyze the asymptotic behavior of the error in terms of the mesh size parameter.

1 Introduction

The eddy current problem is a magneto–quasistatic sub–model of Maxwell’s
equations that is commonly used in electrical power engineering. Formally
speaking, such sub–model is obtained by neglecting the displacement currents
in Ampère’s law.

Generally, the eddy current problem is posed in the whole space with de-
cay conditions on the electromagnetic field at infinity. This fact leads to an
additional difficulty for numerical schemes based on finite elements. In [2] and
[3], such a drawback is overcome for time–harmonic problems by incorporat-
ing the far field effects through non-local boundary conditions and reducing
the computational domain to the conductor Ωc. In fact, both papers exploit
the well–known symmetric method of Costabel for the coupling of finite ele-
ments (FEM) and boundary elements (BEM). However, in [2] the problem is
formulated in terms of the electric field, while [3] extends the early work of
Bossavit and uses a model based on the magnetic field H. In the two cases,
the Galerkin discretization relays on the curl–conforming finite elements of
Nédélec.

Nevertheless, in transient processes and even in some situations with a
sinusoidal supply voltage, it is not possible to assume a time-harmonic be-
havior for the whole electromagnetic system. Thus, we undertake here the
time–dependent eddy current problem, and introduce and analyze a weak
BEM–FEM formulation of this problem.
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One effort of our formulation is to make no restrictions on the topology
of Ωc or on the regularity of its boundary. Indeed, when Ωc is non–simply
connected, both [2] and [3] require the construction of cumbersome (and ex-
pensive) cutting surfaces in order to deal correctly with the discrete problem.
Recently, in [1] the H–based formulation of the time–harmonic eddy current
problem (posed in a bounded domain) is rewritten with a saddle point struc-
ture that is free from the above restrictions. Such a formulation is obtained
by introducing a Lagrange multiplier associated to the constrain satisfied by
curlH in the insulator. We adopt here the same strategy and we show that
this technique can be extended to the case of a time–dependent eddy current
problem posed in the whole space.

2 Model problem

We want to approximate the eddy currents induced in a passive conductor
Ωc ⊂ R

3 by a current source with density J(t,x). Without loss of generality,
we assume that the bounded domain Ωc is connected, and eventually multiply–
connected, and we denote by Σi (i = 1, · · · , I) the connected components of
its boundary Σ. Supposing that Σ is Lipschitz continuous, we may introduce
n as the unit outward normal to Ωc at almost every point of Σ.

The electric and magnetic fields E(t,x) and H(t,x) solve the following
eddy current model:

µ∂tH + curlE = 0 in (0, T )× R
3 , (1)

curlH = J + σE in (0, T )× R
3 , (2)

div(εE) = 0 in (0, T )× (R3 \Ωc) , (3)
∫

Σi

εE · n dS = 0 in (0, T ) , ∀i = 1, · · · , I , (4)

E(0,x) = E0(x) and H(0,x) = H0(x) in R
3 , (5)

E(t,x) = O(
1
|x| ) and H(t,x) = O(

1
|x| ) as |x| → ∞ . (6)

The permeability µ ∈ L∞(R3) and the electric permittivity ε ∈ L∞(R3) are
real valued and bounded functions that satisfy the conditions

µ1 ≥ µ(x) ≥ µ0 > 0 in Ωc and µ(x) = µ0 in R
3 \Ωc ,

ε1 ≥ ε(x) ≥ ε0 > 0 in Ωc and ε(x) = ε0 in R
3 \Ωc ,

where µ1, µ0, ε1 and ε0 are positive constants. In addition, the conductivity
σ ∈ L∞((0, T )×R

3) may depend on time and satisfies the following property
for a.e. t ∈ (0, T ):
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σ1 ≥ σ(t,x) ≥ σ0 > 0 at a.e. x ∈ Ωc and σ(t,x) = 0 at a.e. x ∈ R
3 \Ωc ,

being σ1, σ0 two positive constants.
Let us assume that divH0 and J have bounded supports. Then we can

introduce a connected and simply–connected bounded domain Ω ⊆ R
3 with

Ωc ∪ support(divH0) ⊂ Ω and support(J(t)) ⊂ Ω for a.e. t ∈ (0, T ) .

Moreover, we may take Ω so that its boundary Γ := ∂Ω is Lipschitz continu-
ous, connected and simply–connected, and we denote by n the unit outward
normal to Ω at almost every point of Γ . We represent by Ωd := Ω \ Ωc and
Ωe := R

3 \Ω the complement of Ωc in Ω and in R
3, respectively.

In the sequel, we write Jc := J|(0,T )×Ωc
and Jd := J|(0,T )×Ωd

. From the
property (2) and the hypothesis support(J) ⊂ [0, T ] × Ω, we deduce that Jd

must satisfy the following compatibility conditions for a.e. t ∈ (0, T ):

divJd(t) = 0 in Ωd ,
∫

Σi

Jd(t) · n dS = 0 ∀i = 1, · · · , I ,

Jd(t) · n = 0 on Γ .

(7)

To introduce the functional frame of our model problem (1–6), we define
the spaces

U :=
{
q ∈ L2(R3) ; divq = 0 , curlq = 0 in Ωe

}
, X := U ∩H(curl,R3) ,

U0 :=
{
q ∈ U ; curlq = 0 in R

3 \Ωc
}
, X0 := U0 ∩X .

Notice that X and U are closed subspaces of H(curl,R3) and L2(R3), respec-
tively. Similarly, X0 and U0 are closed subspaces of X and U, respectively.
Moreover, the space X0 is densely embedded in U0; cf. [4, Lemma 3.1]. Then
we may define X′

0 as the dual space of X0 pivotal to U0 and consider

W 1(0, T ;X0,X′
0) :=

{
q ∈ L2(0, T ;X0) ; ∂tq ∈ L2(0, T ;X′

0)
}
.

Besides, we introduce the space

M(Ωd) :=
{

m ∈ L2(Ωd) ; divm = 0 in Ωd ,
∫

Σi

m · n dS = 0 ∀i = 1, · · · , I, m · n = 0 on Γ
}

.

For each m ∈M(Ωd), we define
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(Em)(x) :=






0 if x ∈ Ωe ,

m(x) if x ∈ Ωd ,

∇ρ(x) if x ∈ Ωc ,

where ρ ∈ H1(Ωc) is a harmonic function uniquely determined (up to an
additive constant) by the Neumann boundary condition

∂ρ

∂n
= m · n onΣ .

We also consider

(Mm)(x) :=
1
4π

curl
∫

R3

(Em)(y)
|x− y| dy ∀m ∈M(Ωd) .

Then, it turns out that operator

M : M(Ωd)→ X ∩H1(R3) ,

is linear continuous and satisfies curl(Mm) = m in Ωd for every m ∈M(Ωd);
cf. [4, Lemma 3.3].

We propose the following global weak formulation of problem (1–6):

find H ∈W 1(0, T ;X0,X′
0) +M(Jd(t)) such that

d
dt

∫

R3
µH(t) · q dx + c(t,H(t),q) = L(t,q) in D′(0, T ) , ∀q ∈ X0 ,

H(0) = H0 ,

(8)

where L(t,q) :=
∫

Ωc

σ(t)−1Jc(t) · curlq dx and

c(t,q1,q2) :=
∫

Ωc

σ(t)−1curlq1 · curlq2 dx .

Notice that the second equation of (8) is meaningful, as W 1(0, T ;X0,X′
0) is

continuously embedded in C0([0, T ];U0). The following result is a consequence
of the classical Theorem of J.L. Lions; see [4, Theorem 3.4] for the details.

Theorem 1. Assume that Jd ∈ H1(0, T ;M(Ωd)) and Jc ∈ L2((0, T ) × Ωc).
Assume also that H0 ∈ U satisfies the compatibility condition curlH0 = Jd(0)
in Ωd. Then problem (8) has a unique solution H.

Next, we handle the constraint curlH = Jd in (0, T ) × Ωd by means of
a Lagrange multiplier. More precisely, we consider the following saddle–point
structure corresponding to problem (8):
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find H ∈W 1(0, T ;X,X′) and r ∈ L2(0, T ;M(Ωd)) such that
d
dt

[ ∫

R3
µH(t) · q dx + d(q, r(t))

]

+ c(t,H(t),q) = L(t,q) ∀q∈X ,

d(H(t),m) =
∫

Ωd

Jd(t) ·m dx ∀m∈M(Ωd) ,

H(0) = H0 ,

(9)

where
d(q,m) :=

∫

Ωd

m · curlq dx ∀q ∈ X , m ∈M(Ωd) .

The following result is proven in [4, theorem 4.2].

Theorem 2. Under the hypothesis of Theorem 1, problem (9) has a unique
solution. Moreover, the field H is the same for problems (8) and (9).

In order to deduce a BEM–FEM formulation of problem (9), we first notice
that, given q ∈ X, there is a unique harmonic potential

ϕ ∈W 1(Ωe) :=

{

ψ ∈ D′(Ωe) ;
ψ

√
1 + |x|2

∈ L2(Ωe) , ∇ψ ∈ L2(Ωe)

}

,

such that ∇ϕ = q|Ωe
. In particular, as ϕ is harmonic in Ωe, its trace and nor-

mal derivative
∂ϕ

∂n
on Γ are related through the boundary integral equations

ϕ = (
1
2
I +K)ϕ− V ∂ϕ

∂n
and

∂ϕ

∂n
= −Hϕ + (

1
2
I − K∗)

∂ϕ

∂n
on Γ . (10)

We have denoted by V and K the single and double layer potentials:

Vλ(x) :=
∫

Γ

E(x,y)λ(y) dSy and Kλ(x) :=
∫

Γ

∂E(x,y)
∂n(y)

λ(y) dSy ∀x∈Γ ,

being E(x,y) :=
1

4π|x− y| the fundamental solution of Laplace equation

in R
3. We have also denoted by K∗ and H the dual operator of K and the

hypersingular operator, respectively. It is given by

Hλ(x) := − ∂

∂n(x)

[ ∫

Γ

∂E(x,y)
∂n(y)

λ(y) dSy

]

∀x∈Γ .

Let H−1/2
× (Γ ) be the dual space of H1/2

× (Γ ) :=
{
q× n ; q ∈ H1(Ω)

}
piv-

otal to L2
t(Γ ) :=

{
q ∈ L2(Γ ) ; q · n = 0 on Γ

}
. For any λ ∈ H1/2(Γ ), we

introduce
curlΓ (λ) := (∇ϕ)× n on Γ ,

where ϕ ∈ H1(Ωe) satisfies that ϕ|Γ = λ on Γ . Then, the differential operator
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curlΓ : H1/2(Γ )→ H−1/2
× (Γ )

is continuous and is known as the vectorial surface rotational operator; more-
over, the operator

curlΓ : H1/2(Γ )/R→ {q× n ; q ∈ X(Ω)}

defines an isomorphism; cf. [3, Proposition 2.5]. Thus, recalling that it holds
the identity K2 = 1, we may introduce the linear continuous operator

B : X(Ω)→ H1/2(Γ )/R

q 
→ Bq := (
1
2
I − K) ◦ curl−1

Γ (q× n) .

We also define the following version of the vectorial single layer potential:

V×u(x) :=
[ ∫

Γ

E(x,y)u(y) dSy
]

× n(x) ∀u ∈ H−1/2
× (Γ ) .

In [3, Lemma 3.4], it is shown that this operator is related to the hypersingular
operator through
∫

Γ

Hψ ϕdx =
∫

Γ

(curlΓϕ× n) · V×(curlΓψ) dS ∀ψ,ϕ ∈ H1/2(Γ ) . (11)

We consider X̂ := X(Ω)×H
−1/2
0 (Γ ), with

H
−1/2
0 (Γ ) :=

{

η ∈ H−1/2(Γ ) ;
∫

Γ

η dS = 0
}

.

For each q̂1 := (q1, η1) ∈ X̂ and q̂2 := (q2, η2) ∈ X̂, we define the bilinear
bounded form

a(q̂1, q̂2) :=
∫

Ω

µq1 · q2 dx + µ0

∫

Γ

((q2 × n)× n) · V×(q1 × n) dS

+ µ0

∫

Γ

η2 Vη1 dS + µ0

∫

Γ

(η2 Bq1 − η1 Bq2) dS .

Let us combine the first equation of problem (9) and the integral equations
(10). Using the property (11) to eliminate the hypersingular operator from
the equations, we obtain the following BEM–FEM variational formulation of
problem (1–6):
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find ĥ := (h, λ) ∈L2(0, T ; X̂) ∩ C0([0, T ];L2(Ω)×H
−1/2
0 (Γ ))

and r ∈ L2(0, T ;M(Ωd)) such that
d
dt

[

a(ĥ(t), q̂)+ d(q, r(t))
]

+ c(t,h(t),q) = L(t,q) ∀q̂ ∈ X̂ ,

d(h(t),m) =
∫

Ωd

Jd(t) ·m dx ∀m ∈M(Ωd) ,

ĥ(0) = ĥ0 ,

(12)

where ĥ0 := (H0|Ω ,H0|Ωe
·n), being H0 ∈ U the initial magnetic field.

Theorem 3. Under the hypothesis of Theorem 1, problem (12) has a unique
solution. Moreover, its solution is related to that of problem (9) by h = H|Ω,
λ = H|Ωe

·n and the Lagrange multiplier r is the same for both problems.

3 Semi–discrete problem

From now on, we assume that Ω and Ωc are Lipschitz polyhedra. Let {Th}h
be a regular family of meshes of Ω such that each T ∈ Th is a tetrahedra
completely contained in Ωc or in Ωd. We denote by Th(Ωd) the restriction of
Th to Ωd. In addition, we represent by Th(Γ ) the triangular mesh induced by
Th on Γ . As usual, h denotes the longest diameter of the tetrahedra in Th.

We consider a conforming discretization of the space H(curl, Ω) by means
of the Nédélec edge finite elements:

NDh(Ω) :=
{
q ∈ H(curl, Ω) ; q|T ∈ ND(T ) ∀T ∈Th

}
,

being ND(T ) :=
{
a× x + b ; a,b ∈ R

3
}
. We approximate the magnetic field

by means of the space

Xh(Ω) := NDh(Ω) ∩X(Ω) .

We estimate the boundary unknown using elements that are piecewise
constant on the triangulation Th(Γ ) of Γ :

Λh :=
{

η ∈ L2(Γ ) ;
∫

Γ

η dSx = 0 , η|F ∈ R ∀F face of Th(Γ )
}

.

We introduce a conforming discretization of H(div, Ωd) using the lowest
order Raviart–Thomas finite elements:

RTh(Ωd) := {q ∈ H(div, Ω) ; q|T ∈ RT (T ) ∀T ∈Th(Ωd)} ,

where RT (T ) :=
{
ax + b ; a ∈ R , b ∈ R

3
}
. We approximate the Lagrange

multiplier by means of the space



1162 S. Meddahi and V. Selgas

Mh(Ωd) := RTh(Ωd) ∩M(Ωd) .

Then the semi–discrete scheme corresponding to problem (12) reads

find ĥh(t) := (hh(t), λh(t)) ∈ Xh(Ω)× Λh and rh ∈Mh(Ωd) such that

d
dt

[

a(ĥh(t), q̂)+ d(q, rh(t))
]

+ c(t,hh(t),q) = L(t,q) ∀q̂∈Xh(Ω)×Λh ,

d(hh(t),m) =
∫

Ωd

Jd(t) ·m dx ∀m∈Mh(Ωd) ,
(13)

for each 0 < t ≤ T , and satisfying approximated initial conditions

hh(0)≈h0 and λh(0)≈λ0 . (14)

It is important to remark that, as shown in [3, 4], the inverse operator
of curlΓ is involved in the definition of the bilinear form a(·, ·), but it is not
used in the effective calculus of the associated matrix. Therefore, the numerical
method turns out to be implementable and computationally efficient.

The following result is shown in [4, Theorem 7.3].

Theorem 4. Problem (13–14) admits a unique solution.

For the sake of simplicity, we assume that hh(0) ∈ Xh(Ω) is the Nédélec
interpolate of h0 and that λh(0) ∈ Λh is characterized by

∫

Γ

η Vλh dS =
∫

Γ

η Bhh(0) dS ∀η ∈ Λh .

We conclude with two results on the convergence of our numerical method;
cf. [4, Theorem 8.2, Corollaries 8.3 and 8.4].

Theorem 5. Let us assume that the exact solution has the regularity

h(t) ∈ C1([0, T ];Hs(curl, Ω) ∩X(Ω))

for some 1/2 < s ≤ 1. Then,

sup
t∈[0,T ]

‖h(t)− hh(t)‖2L2(Ω) + sup
t∈[0,T ]

‖h(t)×n− hh(t)×n‖2
H

−1/2
× (Γ )

+
∫ T

0

‖h(t)− hh(t)‖2H(curl,Ωc)
dt + sup

t∈[0,T ]

‖λ(t)− λh(t)‖2H−1/2(Γ )

≤ C h
[

sup
t∈[0,T ]

‖h‖2Hs(curl,Ω) + sup
t∈[0,T ]

‖∂th‖2Hs(curl,Ω)

]

.

Corollary 1. Let us assume that the Lagrange multiplier has the regularity

r ∈ L2(0, T ;Hr(Ωd) ∩M(Ωd))
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for some 1/2 < r ≤ 1. Then, under the hypothesis of Theorem 5,

∫ T

0

‖r(t)− rh(t)‖2L2(Ωd) dt

≤ C h
[

sup
t∈[0,T ]

‖h‖2Hs(curl,Ω)+ sup
t∈[0,T ]

‖∂th‖2Hs(curl,Ω)+
∫ T

0

‖r(t)‖2Hr(Ωd) dt
]

.

References

1. Alonso, A., Hitpmair, R., Valli, A.: Mixed finite element approximation of eddy
current problems. IMA J. Numer. Anal., 24, 255–271 (2004)

2. Hiptmair, R.: Symmetric coupling for eddy current problems. SIAM J. Numer.
Anal., 40(1), 41–65 (2002)

3. Meddahi, S., Selgas, V.: A mixed–FEM and BEM coupling for a three–
dimensional eddy current problem. M2AN Math. Model. Numer. Anal., 37(2),
291–318 (2003)

4. Meddahi, S., Selgas, V.: An H–based BEM–FEM formulation for a time depen-
dent eddy current problem. Submitted.



Mixed Boundary Element–Finite Volume
Methods for Thermohydrodynamic Lubrication
Problems∗

J. Durany1, J. Pereira1 and F. Varas1
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Summary. This work is focused on a steady coupled model for pressure and tem-
perature computations in lubricated journal bearing devices, including the thermal
exchange with the environment through the bush and the shaft. The thermohydro-
dynamic problem is decoupled through a fixed point procedure. In this way, a finite
element method for the hydrodynamic Reynolds equation with a cavitation model of
Elrod-Adams is applied. Then, the energy equation in the lubricating film is solved
by a second–order cell–vertex volume method and the heat equation on the bush
by using a P1 collocation boundary element method while the very simple model
considered for the shaft is straightforwardly integrated. Finally, some remarks are
made about the extension of the present algorithm to the corresponding transient
problem.

1 Introduction

In journal bearings modelling, the isothermal theory has often been used as
a simplification of many problems that lead to calculate the pressure distri-
bution. However, the dissipated energy by viscous effects is very significant
when the device operates under high rotation and/or considerable imposed
loads. In these cases, a thermal problem must be solved in the lubricant film
and a coupled system of partial differential equations is obtained. The cou-
pling is given by the viscosity influence in the hydrodynamic equation, and
the velocity field obtained from pressure gradients that it is introduced in the
energy equation. Additionally, the bush and shaft thermal exchange with the
external environment must be included in the model.

Usually, energy equation in the lubricant film is solved with first–order
schemes (due to the simple upwinding used for convective terms) and finite

∗ This work has been supported by projects MTM2004-05796-C02-02 of the MEC
of Spain and PGIDT05PXIC32202PN of Xunta Galicia.
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difference or finite element methods are considered to solve the thermal prob-
lem in the bush (see, for instance, [1, 5, 7, 9] and [10] and references therein).
Both types of approaches lead to a high computational cost if an accurate
solution must be computed.

In this work the steady thermohydrodynamic problem is decoupled through
a fixed point procedure. To solve the hydrodynamic subproblem a finite ele-
ment method (FEM) for the Reynolds equation with the Elrod-Adams cavita-
tion model is applied. The solution of this free boundary problem is obtained
by means of a duality method applied to a maximal monotone operator (see
[4]). Next, the energy equation in the lubricating film is solved by using a
cell–vertex volume method (FVM) (see Morton–Stynes–Süli [8]). The main
advantage of this method lies in the possibility of retrieving second–order
convergence under some assumptions.

The analysis also takes into account the heat transfer by conduction within
the bush and shaft. In the first case the bushing temperature distribution is
computed by using a P1 collocation boundary element method (BEM). This
approximation joined to the symmetry properties lead to a low computational
cost.

Additionally, since the fixed point procedure is formulated through an arti-
ficial time-stepping, we briefly consider the extension of the present algorithm
to the (real) evolution problem.

2 Thermohydrodynamic mathematical model

2.1 Hydrodynamic cavitation model

The non-dimensional fluid domain between the shaft and the bush is first
transformed through a change of variable into Ω1 = [0, 2π]×[0, 1] for the
(θ, z̄) coordinates and the heigh:

h̄ = 1 + εcosθ, (1)

where ε is the journal-bearing eccentricity coefficient which is assumed to be
given (in practice it must be computed by solving an inverse problem related
to the mechanical load acting on the shaft).

So, in the geometrical system (θ, ȳ, z̄) the Reynolds equation for newtonian
fluids with constant density takes the expression (see [6], for example):

∂

∂θ

(

h̄3Ḡ
∂p̄

∂θ

)

+ η2 ∂

∂z̄

(

h̄3Ḡ
∂p̄

∂z̄

)

=
∂

∂θ

(

h̄− h̄
Ī2
J̄2

)

, (2)

where p̄ is the fluid pressure, η = Rs/L, a coefficient relating radius and shaft
length, and
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Ḡ =
∫ 1

0

ȳ

µ̄

(

ȳ − Ī2
J̄2

)

dȳ , Ī2 =
∫ 1

0

ȳ

µ̄
dȳ , J̄2 =

∫ 1

0

dȳ

µ̄
, (3)

where the fluid viscosity, µ̄, depends on the temperature following the behav-
iour law:

µ̄ = e−βT0(T̄−1), (4)

with β the thermoviscous coefficient and T0 the reference temperature.
The mathematical formulation of the cavitation free boundary problem is

posed by means of the so called Elrod-Adams model (see [3], for example). It
introduces an additional unknown to the original problem: the saturation ϑ ,
which represents the lubricating fluid concentration (i.e. the volume fraction
filled with the lubricant fluid, that takes the value 1 for the fluid part, Ω+

1 ,
and takes any other value between 0 and 1 for the cavitated one, Ω0

1). In this
way, the hydrodynamic problem can be written as follows:

To find (p, ϑ) such that:

∂

∂θ

(

h̄3Ḡ
∂p̄

∂θ

)

+ η2 ∂

∂z

(

h̄3Ḡ
∂p̄

∂z

)

=
∂

∂θ

(

h̄

(

1− Ī2
J̄2

))

, (5)

p > 0 and ϑ = 1 in Ω+
1 ,

∂

∂θ

(

1− Ī2
J̄2

)

= 0, p = 0, 0 ≤ ϑ ≤ 1 in Ω0
1 , (6)

h̄3Ḡ
∂p̄

∂n
= (1− ϑ)h̄

(

1− Ī2
J̄2

)

cos(n, i), p = 0 on Σ , (7)

p = 0 in ∂Ω1 , ϑ = ϑ0 on Γ0 , (8)

where Σ represents the free boundary between the lubricated region (Ω+
1 )

and the cavitated one (Ω0
1), n the normal vector to Σ, i the unitary normal

vector pointing to θ-direction and Γ0 the boundary fluid supply (θ = 0).

2.2 Fluid thermal model

In many situations the axial gradients of temperature can be neglected. So,
the dimensionless energy equation for temperature T̄f is posed in terms of
longitudinal and thickness coordinates (θ, ȳ) (see [6], among others):

Pe

[

ū
∂T̄f
∂θ

+
1
h̄

(

v̄ − ū ȳ
∂h̄

∂θ

)
∂T̄f
∂ȳ

]

− 1
h̄2

∂2T̄f
∂ȳ2

= Nd
µ̄

h̄2

(
∂ū

∂ȳ

)2

in Ωf ,

(9)

where Pe is the Peclet number, Nd a nondimensional parameter associated
to viscous dissipation, Ωf = [0, 2π] × [0, 1] the nondimensional longitudi-
nal section and the velocity components, v = (ū, v̄), depending on the fluid
pressure:
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ū = h̄2 ∂p̄

∂θ

(

Ī − Ī2
J̄2

J̄

)

+
J̄

J̄2
; v̄ = −h̄

∫ ȳ

0

(
∂ū

∂θ
− ȳ

h̄

dh̄

dθ

∂ū

∂ȳ

)

dξ , (10)

with Ī2 , J̄2 defined in (3) and the new integrals, Ī , J̄ , given by:

Ī =
∫ ȳ

0

ξ

µ̄
dξ ; J̄ =

∫ ȳ

0

dξ

µ̄
. (11)

The conservation energy equation (9) must be reformulated in the cavitated
region to take into account the mixture vapour-lubricant. Assuming that the
vapour velocity is equal to the lubricant one and the thermal generation in
the vapour is null, the thermal problem can be rewritten in Ωf following the
expression (9), but now Pe and Nd depend on the lubricant concentration:

Pe =
ωC2[ρfcfϑ + ρaca(1− ϑ)]

[kfϑ + ka(1− ϑ)]
; Nd =

µ0ω
2Rs

2

[kfϑ + ka(1− ϑ)]T0
, (12)

with ρf , cf , kf , ρa, ca, ka denoting the density, specific heat and thermal con-
ductivity of the fluid and gas, respectively, ω the rotation speed, C the clear-
ance of the journal-bearing, µ0 the viscosity at the reference temperature, Rs
the journal radius and T0 the reference lubricant temperature.

Equation (9) is completed by adding Dirichlet conditions on the boundary
supply, θ = 0, and on the contact boundaries with shaft, (ȳ = 1), and bush,
(ȳ = 0).

2.3 Bush and shaft thermal models

The bush thermal model can be formulated as a diffusion problem with bound-
ary conditions related to the fluid temperature distribution on the internal
boundary, and the environment temperature on the external one:

−div(kb∇Tb) = 0 in Ωb , (13)

−kb
∂Tb
∂n

= ha(Tb − Ta) on Γ eb , (14)

i) Tb = T0T̄f and ii)− kb
∂Tb
∂n

= k
T0

Ch̄

∂T̄f
∂ȳ

on Γ ib , (15)

where Tb denotes the bush temperature, Ωb the annular bush domain with
the internal boundary Γ ib and the external one Γ eb , kb and k the diffusion
coeficients in the bush and the fluid, respectively, n the unitary normal vector
to the boundaries, Ta the environment temperature and ha the convective
external flux coefficient.

On the other hand, an uniform temperature model is considered for the
shaft due to the fact that it is highly rotating. So, the thermal equilibrium in
the shaft is given by
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∫

Γs

k
T0

Ch̄

dT̄f
dȳ

dl = hs(Ts − Ta) , (16)

where Ts is the shaft temperature, Γs represents the boundary in contact
with the fluid, hs is the environment convective coefficient and the normal
derivative on the boundary is the corresponding vertical one.

3 Numerical solution of hydrodynamic
and fluid thermal models

The numerical solution of the thermohydrodynamic problem in the fluid has
been the subject of some of the previous works developed by the authors. This
section presents an abstract of the outline explained in Durany–Pereira–Varas
[4].

The hydrodynamic problem is solved by means of an algorithm based on
the following elements:

• reformulation of the hydrodynamic problem as an artificial evolution one
including the convective terms into the material derivative through the
corresponding characteristic curves. Next, it will be integrated by means
of an explicit scheme,

• space semidiscretization of the lubrication problem with cavitation by
means of a finite element scheme applied to the Elrod–Adams model (5)–
(8) for the pressure. The solution of the free boundary problem is obtained
by using a duality algorithm applied to a monotone maximal operator (see
[3]).

The discretization of the thermal model in the lubricant is based on:

• spatial semidiscretization by means of a second–order cell–vertex finite
volume scheme (see [8]), that incorporates a fourth–order artificial dissi-
pation term in order to equilibrate the number of equations and degrees
of freedom and also to improve the front–capturing features. This scheme
allows to reduce the oscillations at the fronts adding a minimal numerical
dissipation,

• addition of an artificial thermal inertia to obtain a fictitious evolution
problem to solve the nonlinearity as well as the coupling with the thermal
models in the bush and shaft:

ωl
dThl
dt

= N(Thl ), (17)

where Thl represents the vector of nodal temperature approximations,
N(Thl ) is the matrix with the assignations of the nodal residuals and ωl
denotes the artificial inertia.
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4 Numerical solution in the bush and the shaft

The thermal problem (13), (14),(15ii) can be easily rewritten as an integral
equation

kb c(x)Tb(x) +
∫

Γb

kb Tb
∂Gx
∂n

dΓ −
∫

Γb

Gx kb
∂Tb
∂n

dΓ = 0, (18)

and then it is discretized by using the boundary element method (BEM) with
P1 continuous elements and a collocation scheme. This approximation can use
the exact representation of the geometry by taking the mesh generated from
the edges of the finite volume mesh used for the fluid thermal model. On the
other hand, the boundary condition (15i) is forced by identifying the nodal
values in both discretizations.

To solve the coupling with the lubricant thermal model a new artificial
thermal inertia is introduced. This lead to compute the solution of the follow-
ing pseudo–evolution problem

ωb
dThb
dt

= AThb + BΦh, (19)

where Thb represents the vector of nodal temperature approximations, Φh

the discretized heat flux vector related to the boundary conditions, ωb the
artificial thermal inertia and A , B are the (non–sparse) matrices associated
to the boundary element discretization (the geometrical symmetry allows to
compute only one arrow of each matrix).

Finally, the shaft thermal model (16) is also converted to a fictitious evo-
lution problem by means of another artificial thermal inertia ωs:

ωs
dTs
dt

=
∫

Γs

kf
T0

Ch̄

dT̄f
dȳ
− hs(Ts − Ta) . (20)

5 Numerical solution of the global problem

The global scheme of resolution of the thermohydrodynamic coupled problem
consists of a fixed point procedure. In particular, we consider given an initial
guess of the steady (discrete) temperatures in the lubricant, bush and shaft:
Th,sl,0 , Th,sb,0 and Th,ss,0 , and then proceed as follows:
For k = 1, 2, 3, ..., kmax

(a) calculate Ḡk, Īk2 and J̄k2 , defined by (3), with Th,sl,k−1 in (4), and solve
the hydrodynamic problem (5)–(8) by using the techniques described in
Section 3 to obtain phk and ϑhk .

(b) calculate ūk and v̄k, defined by (10), with phk and Th,sl,k−1, and solve the
global thermal problem by a segregated temporal integration with fixed
time step ∆t = 1:
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For n = 1, 2, 3, ..., nmax
(1) semi–implicit integration scheme for the temperature Th,nl,k in the fluid

(ωlI + Nkl )T
h,n
l,k = ωlT

h,n−1
l,k + Nknl(T

h,n−1
l,k ) + bn−1

k , (21)

where a splitting of N in the linear part Nl (where diffusion terms
responsible for stiffness are included) and the non–linear one Nnl is
used. Here, bn−1

k incorporates the boundary Dirichlet conditions from
Th,n−1
b,k and Th,n−1

s,k ,

(2) computation of fluid–bush and fluid–shaft fluxes: qh,n+1/2
b,k , qn+1/2

s,k ,
(3) explicit integration of the bush thermal scheme:

ωbT
h,n+1
b,k = (A + ωbI)T

h,,n
b,k + BΦh,n+1/2

b,k , (22)

(4) explicit integration of the shaft thermal equation:

ωsT
n+1
s,k = ωsT

n
s,k + q

n+1/2
s,k − hs(Tns,k − Ta), (23)

(5) if the thermal convergence test holds, take Th,n+1
l,k , Th,n+1

b,k and Tn+1
s,k

as Th,sl,k+1 Th,sb,k+1 and T ss,k+1, and go to (c)
(c) if the global convergence test holds stop

The global algorithm is quite robust (typically, convergence of the global
fixed point scheme with relative tolerances in infinite norm of 10−3 takes
no more than 10–15 global iterations) and easy to extend to fully three-
dimensional thermal models (since segregation used in the integration of the
thermal problem allows to decouple them).

At the same time, fictitious thermal inertia coefficients, ωl, ωb and ωs, play
the role of relaxation parameters controlling the convergence of the algorithm
for the thermal problem. More precisely, convergence is attained, for ωl fixed,
if ωb and ωs are large enough.

6 Extension to the evolution problem

The extension of the present model to describe the evolution problem is quite
straightforward, incorporating a transient term ∂

∂t (ϑh) in Elrod-Adams equa-
tion and true thermal inertia terms (in contrast with the fictitious ones pre-
viously considered) in energy equations. Additionally, a model describing the
mouvement of the shaft must be provided (since eccentricity can no longer be
considered as given); if the shaft is considered as a rigid body this model will
consist of an ODE system (relating aceleration of the center of gravity and
the external to pressure loads).

The schemes previously presented to solve the hydrodynamic and fluid
thermal models (Section 3) can be easily extended to the evolution problem
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by modifying the characteristic curves (to incorporate the corresponding tran-
sient term) in the solution of the Elrod-Adams equations, and including the
thermal inertia terms (in the fluid thermal model) in the cell residuals of the
finite volume scheme. On the other hand the thermal and mechanical models
in the shaft are straightforwardly integrated.

Nevertheless, the adaption of the boundary element scheme used for the
thermal model in the bush is not so easy. First, the integral equation asso-
ciated to the evolution problem involves time integration over the boundary
(and then a high computational cost and a large storage, which are precisely
the features to be avoided). Other formulations, as the use of the Laplace
transform, make difficult the coupling with the other schemes. Alternatively,
boundary element – dual reciprocity methods (DRM) can be used to obtain
time–stepping algorithms.

Discretization by DRM has anyway some drawbacks (in addition to the
lack of maximum principle preservation):

• convergence using radial basis functions is rather slow and thus demands
computational costs similar to those needed by finite element methods,

• the system of functions used in DRM can be enriched with eigenfunctions
(with better approximation properties) but the scheme is strongly sensitive
to the (not obvious) choice of the collocation points and the collocation
technique spoils completely the good approximation properties,

• the evolution problem can also be discretized in time before the inte-
gral equation is obtained (see [2]), and the resulting non-homogeneous
Helmholtz problem treated with DRM, but serious consistency drawbacks
for not-so-fine meshes arise.
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Summary. We present two different one-dimensional models for transport of
solutes in soils. We numerically solve the mathematical problems arising from these
models using stabilization techniques, maintaining a low computational cost guar-
anteing the stability of the schemes for any regimen to assure a right parameter
adjustment. The numerical experiments are based on real data from laboratory ex-
periments.

1 Introduction

The suitable use of organic pesticides in agriculture is profitable but the mobil-
ity of these substances in soils represents a potential threat to the environment,
particularly to groundwater resources.

Physically-based environmental simulation models are less expensive and
quicker than other experimental strategies, and their use can be considered
as an essential tool in the decision making.

The problems that we are facing are: the development of appropriate mod-
els, the numerical solution of the mathematical problems arising and the ad-
justment of the parameters.

We present two different one-dimensional models: a classical linear equi-
librium model for transport of non volatile solutes [8]; and a non-equilibrium
sorption model to represent non-equilibrium processes during transport, which
includes the chemical non-equilibrium [6], or two sites models, and the phys-
ical non-equilibrium, or two regions models [10].

The mathematical problem to be solved is basically an unsteady linear
convection-diffusion-reaction one-dimensional problem. The main difficulty in
the numerical approximation of this kind of partial differential equation is the
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accurate modelling of the interaction between convection, diffusion and reac-
tion processes. This forces to work with small time and spaces steps, but if
we want to fit the parameters with a low computational cost we need to work
with coarse meshes, so the solution is to use stabilization techniques. More-
over, if we do not know a-priori the relative weight of the diffusive, convective
and reactive terms, we need to guarantee a scheme stable for any regimen
to assure a right parameter adjustment. The numerical scheme used here is
based on the Link Cutting Bubble strategy (LCB) proposed by Brezzi et al. [4]
for the steady problem, that authors have adapted for the non steady case in
[3] where this scheme is compared to more classical stabilization techniques.

The data used for the numerical experiments are real data from laboratory
experiments carried out by the authors.

2 Laboratory experiments

In this section we briefly describe the laboratory experiments that have pro-
vided the data for the parameter adjustment of the model proposed.

These laboratory experiments study the effect of the modification of two
soils (S2 and S4), with low organic matter content (< 2%) and with vary-
ing clay contents, with a cationic surfactant, octadecyltrimethylammonium
(ODTMA) on the immobilization of different hydrophobic pesticides: Lin-
uron, Atrazina and Metalaxyl. The adsorption and mobility of hydrophobic
pesticides in the soil depends mainly on the content of soil organic matter,
so these clayey soils are bad adsorbents of these compounds. The injection of
cationic surfactant increases the organic matter content of soils and offers a
tool as temporal adsorbent barriers.

For the experiments with no modified soils, glass leaching columns (3cm×
20cm) were packed with 100g of natural soil previously sieved. Each column
was saturated with water and allowed to dry. The pore volume of the packed
columns was estimated. Then, 1mL of a solution of each of the three pesti-
cides at 1000µgmL−1 in methanol was added to the top of the columns. The
columns were then washed by continuously applying 500mL of water with a
peristaltic pump: i.e. under a saturated flow regimen. Leach fractions of 15mL
were successively collected using an automatic fraction collector in which the
concentrations of pesticides were measured. To determine the leaching of pes-
ticides in the soil modified with the surfactant, the soil was first loaded with
ODTMA by pumping through the column an aqueous solution containing
6.4meq of ODTMA for soil S2 or 2.5meq ODTMA for soil S4. The Chloride
was used as a non reactive trazer. For more details about the experiments and
the properties of soils and pesticides see [14].
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3 Models describing leaching of solutes in soils

In this section we summarize two different one-dimensional models describing
the leaching of solutes in soils.

3.1 Linear equilibrium sorption model

The linear equilibrium sorption model describes the one-dimensional transport
of non-volatile solute during steady state flow in homogeneous porous media
and uniform soil moisture distribution. Taking into account degradation of
both phases of solute (dissolved and adsorbed), and linear equilibrium sorption
isotherms, the model can be expressed in dimensionless form as a convection-
diffusion equation as

R
∂C

∂t
− 1

Pe

∂2C

∂z2
+

∂C

∂z
+ µC = 0 (1)

where R is the retardation factor, C is the relative resident solute concentra-
tion in soil, t is the dimensionless time, z is the dimensionless space, Pe is the
Peclet number and µ is the dimensionless first order degradation coefficient,
including both phases.

Equation (1) deals with, in this order, the variation in time of the dissolved
and adsorbed concentration, the hiydrodynamic diffusion flux, the convective
flux and the degradation in both phases. A more detailed explanation of this
model can be found in [8], and a brief resume in [1].

3.2 Non-equilibrium models

When bi-model porosity leads to a two-regions flow or in those situations
where there are different sorption processes, non-equilibrium models must
be considered. Chemical non-equilibrium models consider that adsorption on
some of the sorption sites is instantaneous while adsorption on the remain-
der sites is governed by first-order kinetics. These non equilibrium models are
called two-site models (see [6]) and consider steady flow and degradation in
both phases. On the other hand, physical non-equilibrium is often modelled
using a two-regions dual-porosity type formulation (see [10]). The two-region
transport model assumes that the dissolved phase can be partitioned into mo-
bile and immobile regions. In the mobile region, the solute transport is due
to convection and diffusion, in the immobile region, the convective transport
is null and diffusion is dominant. Solute exchange between the two dissolved
regions is modelled as a first-order process.

Although the concepts are different for both chemical and physical non-
equilibrium models, the processes can be described by the same dimensionless
equations for linear adsorption and steady state conditions (see [9]). These di-
mensionless equations, corresponding to the non equilibrium models, chemical
or physical, are,
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βR
∂C1

∂t
− 1

Pe

∂2C1

∂z2
+

∂C1

∂z
+ w(C1 − C2) + µ1C1 = 0 (2)

(1− β)R
∂C2

∂t
− w(C1 − C2) + µ2C2 = 0 (3)

where the subscripts 1 and 2 refer to the instantaneous and non-instantaneous
adsorption sites for the chemical non equilibrium model (resp. mobile and
immobile regions for the physical non equilibrium model); β is the partitioning
coefficient between the two kind of sites (resp. regions); R, C, t, z, Pe and µ
represent the same dimensionless heading as in the equilibrium model, and w
is the dimensionless mass transfer coefficient.

3.3 Boundary and initial conditions

On the upper boundary we need to represent the application of a total amount
of solute (C0) at a fixed rate for a relative short period of time (t0) that is
much smaller than the time scale of interest. This can be mathematically
represented as,

− 1
Pe
∂C
∂z + C

∣
∣
z=0

= δ(t) and − 1
Pe
∂C1
∂z + C1

∣
∣
z=0

= δ(t) (4)

where δ(t) is a step function (see [1]).
Assuming concentration continuity at the end of the column, we can con-

sider a homogeneous Newmann condition on the lower boundary [12].

∂C
∂z

∣
∣
z=1

= 0 and ∂C1
∂z

∣
∣
z=1

= 0. (5)

Finally, we assume null initial solute concentration for both models.

4 Numerical methods

The two models described, from the mathematical point of view, are basi-
cally an unsteady linear convection-diffusion-reaction one-dimensional prob-
lem. The main difficulty in the numerical approximation of this kind of partial
differential equation is the accurate modelling of the interaction between con-
vection, diffusion and reaction processes. This forces to work with small time
and spaces steps, but if we want to fit the parameters with a low computa-
tional cost we need to work with coarse meshes. In order to maintain a low
computational cost and assure an accurate numerical solution we propose to
use stabilization techniques. Moreover, if we do not know a-priori the relative
weight of the diffusive, convective and reactive terms, we need to guarantee a
scheme stable for any regimen to assure a right parameter adjustment.

Following an idea mentioned in section 14.3.2 of [13], authors proposed
in [2] and [3] a simple and nonstandard approach: to adapt the stabilization
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techniques developed for the steady problem to deal with the unsteady prob-
lem. In particular, one of the approaches proposed by authors consists in first
discretize the time derivative, and then discretize in space the corresponding
family of steady problems (one per each time step), where the reactive term
now depends on the inverse of the time step. The classical stabilization tech-
niques as the Stream-line Upwind Petrov-Galerkin (SUPG) method by Brooks
et al. (see [5]), the Galerkin Least Squares (GaLS) method by Hughes et al.
(see [11]) and the Douglas-Wang (DWG) formulation by Douglas and Wang,
(see [7]), have been compared with the more recent Link Cutting bubbles strat-
egy proposed by Brezzi et al. (see [4]). This last scheme has good behaviour
in all regimes, either convection or reaction dominated. Therefore, this is the
more appropriate scheme for the problem treated here, as maintains a low
computational cost and gives accurate numerical solutions independently of
the regimen.

The idea behind the LCB strategy is to enrich the finite element space Vh
by adding a space of discrete bubbles VB. The space VB is built, element by
element, by taking piecewise linear bubbles on a suitable subgrid of two nodes.
The key point is the location of the extra nodes (i.e., the bubble nodes): this
is done so that the approximation to the solution of the local (bubble) prob-
lems is stable and accurate in all regimes, i.e., either convection or reaction
dominated. We refer to [4] for an explanation of the steady case and other
details.

We describe the numerical scheme for the equilibrium model, for the non-
equilibrium model the scheme is similar, taking into account that the second
equation of this model is an ordinary differential equation.

The problem to be solved for the equilibrium model, given by (1) and the
corresponding initial and boundary conditions, can be written as,






R
∂C

∂t
+ LC = 0 in [0, 1]× (0, T ),

(
− 1

Pe

∂C

∂z
+ C

)∣
∣
z=0

= δ(t) on (0, T ),

∂C

∂z

∣
∣
z=1

= 0 on (0, T ),

C|t=0 = 0 on [0, 1],

(6)

where we denote by L the convection-diffusion-reaction operator,

L := − 1
Pe

∂2

∂z2
+

∂

∂z
+ µI (7)

and I denotes the identity operator.
We first carry out the time discretization of (6), by using Crank-Nicholson

scheme; if N = T/k and k is the time step, we obtain



1180 M.I. Asensio et al.

R

k
Cn+1 +

1
2
LCn+1 =

R

k
Cn − 1

2
LCn, n = 0, 1, . . . , N − 1, C0 = 0, (8)

which yields a family of “steady” convection-diffusion-reaction problems. Ob-
serve that by proceeding in this way, for k small we are led to a family of
reaction-dominated problems. To write (8) in a more compact form, we define
the associated convection-diffusion-reaction operator

L̃ :=
R

k
I +

1
2
L = − 1

2Pe

∂2

∂z2
+

1
2

∂

∂z
+
(
R

k
+

µ

2

)

I, (9)

In this way, (8) can be rewritten as

L̃Cn+1 =
R

k
Cn − 1

2
LCn, n = 0, 1, . . . , N − 1, C0 = 0. (10)

The LCB discretization of (10) is obtained constructing the subgrid for the
bubbles space VB, but now with respect to the operator L̃, (see [3] for details).
Then LCB can be viewed in two different ways: as a plain Galerkin method
or as a stabilized scheme. As the former, the method reduces to,

For n = 0, 1, . . . , N − 1, find Cn+1
E ∈ VE such that, ∀ψE ∈ VE

ã(Cn+1
E , ψE) =

1
2
(δn+1 + δn)ψE(0) +

R

k
(CnE , ψE)− 1

2
a(Cn, ψE),

(11)

where ã(·, ·) (resp. a(·, ·)) is the bilinear form associated to L̃ (resp. L), and
the enriched space VE = Vh ⊕ VB is regarded as a space of piecewise linear
functions on a suitable refined grid.

As to the latter, in the spirit of the augmented spaces, one can directly
compute the approximation on the original coarse grid, i.e., the approximate
solution without the bubble part: by means of static condensation of the bub-
bles degrees of freedom, which entails the solution of the corresponding local
problems, we are led to a scheme involving only the coarse approximation. In
other words, the linear system remains the same size. It is worth pointing out
that operating in the subspace of the coarse grid rather than in the enriched
subspace, the computational cost is kept nearly the same as for a classical
stabilization techniques.

5 Parameter adjustment

The data provided by the laboratory experiments measure the solute amount
over leach fractions successively collected, but the model measures instan-
taneous relative concentrations of the solute. So we need to normalize the
data in order to be able to compare the relative concentration collected un-
til the instant tn, Exp(tn); with the corresponding value computed with the
approximate solution of the model, that is, we compute concentration at z=1
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(column’s end) during all the experimental time C(z = 1, t) solving model
problems, and then we compute the discrete function,

Sol(tn) =
∫ tn

0

C(z = 1, t)dt.

So, the error function to minimize in the parameter adjustment is,

Error =
∑

n

(Sol(tn)− Exp(tn))2.

For the parameter adjustment we use a genetic type algorithm.

6 Examples

The parameter adjustment have been done solving the corresponding problems
with the described numerical scheme for a time step k = 0.005 and mesh size
h = 0.3. The experiments shown in Fig. 1 and Fig. 2 correspond to the meta-
laxyl and soils S4 natural (equilibrium model) and modified (non-equilibrium
model). Left figures shown the approximate relative concentration at the end
of the column experiment, and right figures compare the approximate and
experimental collected solute.
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Fig. 1. Metalaxyl and natural soil S4.
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Summary. We encounter many problems, within which we try to model the
groundwater flow in the disrupted rock massifs using numerical models. So-called
“standard approaches” such as replacement by porous medium or double-porosity
models of discrete stochastic fracture networks appear to have constraints and lim-
itations, which make them unsuitable for the large-scale long-time hydrogeological
calculations. This article presents the mathematical formulation of model based on
a new approach to the modelling of groundwater flow, which combines the two
above-mentioned approaches. The approach considers three substantial types of ob-
jects within a structure of modelled massif important for the groundwater flow –
small stochastic fractures, large deterministic fractures and lines of intersection of
the large fractures. The systems of stochastic fractures are represented by blocks
of porous medium with suitably set hydraulic conductivity. The large fractures are
represented as polygons placed in 3D space and their intersections are represented
by lines. Thus flow in 3D porous medium, flow in 2D and 1D fracture systems, and
communication among these three systems are modelled together.

1 Rock Massif environment

Numerical modelling of the hydraulical, geochemical and transport processes
in fractured rock attracts the attention of many scientists more than forty
years. The first numerical models of such processes were created in late 60’s
of the last century. According to [2], there existed more than thirty software
packages claimed to solve problem of the fluid flow in fractured rock in 1994.

Despite the fact, there is a lot of open and unresolved problems in the
field of research. The reason for that lies in the nature of the problem – lack
of input data, their uncertainty and often low accuracy, high computational

∗ This work was supported with the subvention from Ministry of Education of
the Czech Republic, project code 1M4674788502.
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cost are the main difficulties we encounter when we try to simulate processes
in the fractured rock. Avoiding these difficulties is usually possible only at
a price of simplification of the problem.

The hydrogeological research brought following empirical knowledge about
the rock environment and groundwater flow in them:

• The rock matrix can be considered hydraulically impermeable.
• Even the most compact massifs are disrupted by numerous fractures.
• Most of the fractures are relatively small, with the characteristic length

less than one meter.
• The groundwater flow in the small fractures has significant store capacity

and play important role mainly in the transport processes.
• It is barely possible to obtain exact parameters of all the fractures. They

are treated in statistical way.
• The most of the liquid is conducted by relatively small number of large

fractures. The spatial position of these fractures is usually detectable.
• The fastest groundwater flux is observed on intersections of the large frac-

tures. These intersections behave like “pipelines” in the compact rock mas-
sifs.

These facts lead us to the conclusion that there are in general three different
objects involved in conduction of the groundwater through a compact rock:
small fractures, large fractures and intersections of large fractures.

There are two possible approaches to the modelling of flow in environment
of small fractures: employment of the stochastic discrete fracture networks
or the homogenisation and replacement with porous media. The first one is
more suitable for small problems, see [5]. On the other hand the second ap-
proach is much better applicable for large problems. Fractured rock disrupted
only by small fractures can by relatively well homogenised and replaced by hy-
draulically equivalent porous media environment. The methods of homogeni-
sation and setting the hydraulic parameters of the porous media can be found
for example in [1].

The large fractures are relatively well known. The d iscrete fracture
networks approach works well in this case. Then, the fractures are represented
as 2D objects (polygons) placed in 3D space.

The intersections of large fractures are relatively rare in the rock
massifs, but significant for the flow. The velocity of the flow on the intersec-
tions of fractures can be higher in order of magnitude than velocity on the
fractures. They can be represented by 1D objects placed in 3D space. Similar
way within the model can be represented for example possible borehole.

On the base of our experience in groundwater flow modelling we decided to
build up a model that could treat all the above-mentioned objects. The model
incorporates 3D blocks, considered as pourous medium, 2D fractures, standing
for real rock fractures, and 1D lines, representing significant pipelines in the
underground. Some of the practical aspects of the new model were already
mentioned in [4].
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2 Linear steady Darcy’s flow

In general, the linear steady Darcy’s flow, which we expect in a considered
underground domain, is described by the equations

u = −K∇p , (1)
∇ · u = q , (2)

where u is the vector of velocity of the flow, p is the hydraulic pressure, K is the
second order tensor of hydraulic conductivity (symmetric, positive definite),
and q is a function expressing the density of sources or sinks of the fluid.

For the particular task evaluation we consider Dirichlet’s boundary con-
dition on a part of boundary and Neumann’s boundary condition on the rest
of boundary of considered domain. Additionally, it is also possible to employ
Newton’s boundary condition, which combines the two mentioned.

3 Mathematical formulation of the problem

We consider three domains Ω3, Ω2 and Ω1, Ω3 ⊂ R3, Ω2 ⊂ R3, Ω1 ⊂ R3.
Ω3 is a simply connected three dimensional polyhedral domain. Ω2 is a finite
set of mutually connected polygons placed in 3D space and Ω1 is a finite set
of mutually connected line segments placed in 3D space.

The boundary of each domain is divided into two parts – Dirichlet’s part
and Neumann’s part. Boundary of domain Ω3: ∂Ω3 = Γ3,D ∪ Γ3,N , Γ3,D 	= ∅,
Γ3,D ∩ Γ3,N = ∅. Boundary of domain Ω2: ∂Ω2 = Γ2,D ∪ Γ2,N , Γ2,D 	= ∅,
Γ2,D ∩ Γ2,N = ∅ and Boundary of domain Ω1: ∂Ω1 = Γ1,D ∪ Γ1,N , Γ1,D 	= ∅,
Γ1,D ∩ Γ1,N = ∅. (∂Ω1 is a set of discrete points).

Then, the potential driven flow in Ω3 domain is described by the following
system of equations:

u3 = −K3∇p3 in Ω3 , (3)
∇ · u3 = q3 + q̃23 + q̃13 in Ω3 , (4)

p3 = p3,D on Γ3,D , (5)
u3 · n = u3,N on Γ3,N . (6)

Accordingly, we can write down the systems of equations for the other domains
Ω2 and Ω1.

The flow between different domains is considered as a source of fluid. The
quantity q̃ij stands for the source of fluid due to interactions between different
domains Ωi and Ωj and it is expressed as

q̃ij = (pi − pj)σij , i 	= j ,

σij = 0 in (Ωi ∪Ωj) \ (Ωi ∩Ωj) ,
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pi = 0 in Ωj \Ωi ,
pj = 0 in Ωi \Ωj .

The quantity σij stands for the permeability between domains Ωi and Ωj .
σij = σji so q̃ij = −q̃ji.

The solution of the problem are values of physical quantities p3, p2, p1,
u3, u2, u1 over the considered domains. To be able to solve the task we need
to know values of material parameters K3, K2, K1, σ12, σ13, σ23 and values of
boundary conditions p3,D, p2,D, p1,D, u3,N , u2,N , u1,N .

4 Mixed-hybrid formulation

We consider three domains with their boundaries as it was mentioned above.
Next we define partition of each domain into a set of subdomains. Let denote
τ3,h the partition of the domain Ω3, τ2,h the partition of the domain Ω2 and
τ1,h the partition of the domain Ω1:

τ3,h = {e; e ∈ Ω3,∪e∈τ3,h
ē = Ω3, ei ∩ ej = ∅ for i 	= j} ,

τ2,h = {e; e ∈ Ω2,∪e∈τ2,h
ē = Ω2, ei ∩ ej = ∅ for i 	= j} ,

τ1,h = {e; e ∈ Ω1,∪e∈τ1,h
ē = Ω1, ei ∩ ej = ∅ for i 	= j} .

Next we denote the sets of points on all non-Dirichlet faces in each domain:

Γ3,h = ∪e∈τ3,h
∂e \ Γ3,D ,

Γ2,h = ∪e∈τ2,h
∂e \ Γ2,D ,

Γ1,h = ∪e∈τ1,h
∂e \ Γ1,D .

We do not prescribe any special demands for the mutual position of sub-
domains of of different dimensions.

For each Ω ∈ {Ω1, Ω2, Ω3}, Γh ∈ {Γ1,h, Γ2,h, Γ3,h}, τh ∈ {τ1,h, τ2,h, τ3,h},
e ∈ τh we use next function spaces: We use the standard space of square-
integrable functions L2(Ω) and the standard Sobolev space of scalar func-
tions with square-integrable weak derivatives H1(Ω). We then have the space
H

1
2 (Γh) of functions, that are traces of some functions from the correspond-

ing H1(Ω). For each subdomain e, we denote by H(div, e) the space of vector
functions with square-integrable weak divergences and we define H(div, τh) as
the space of the L2(Ω) functions whose restriction to each subdomain e ∈ τh
is from H(div, e).

In the following expressions, β denotes the inverse of K i.e. hydraulic re-
sistance, fe denotes the restriction of function f on subdomain e, (f, g)e de-
notes the integral form

∫

e
fgmDx and < f, g >∂e denotes the integral form

∫

∂e
fgmDx.
Next we can derive the mixed-hybrid formulation on particular domains.

Considering a particular subdomain e ∈ τ3,h, we need to fulfil equations
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βe3u
e
3 +∇pe3 = 0 ,

∇ · ue3 − q̃e23 − q̃e13 = qe3 .

We use test functions v3 ∈ H(div, τ3,h) and φ3 ∈ L2(Ω3) so way

(βe3u
e
3,v

e
3)e + (∇pe3,v

e
3)e = 0 ,

(∇ · ue3, φe3)e − ((pe2 − pe3)σ
e
23, φ

e
3)e − ((pe1 − pe3)σ

e
13, φ

e
3)e = (qe3, φ

e
3)e .

After application of Green’s formula on the term (∇pe3,v
e
3)e we get

(βe3u
e
3,v

e
3)e − (pe3,∇ · ve3)e+ < ψe3,v

e
3 · ne >∂e = 0 ,

(∇ · ue3, φe3)e − ((pe2 − pe3)σ
e
23, φ

e
3)e − ((pe1 − pe3)σ

e
13, φ

e
3)e = (qe3, φ

e
3)e .

where ψe3 stands for value of pe3 on the boundary of e, i.e. ∂e, and n stands
for outer normal of ∂e.

Next, let us change over from particular subdomain to the whole domain
and proceed to the summation over all subdomains of τ3,h

∑

e∈τ3,h

{(βe3ue3,ve3)e − (pe3,∇ · ve3)e+ < ψe3,v
e
3 · ne >∂e} = 0

∑

e∈τ3,h

{(∇ · ue3, φe3)e − ((pe2 − pe3)σ
e
23, φ

e
3)e − ((pe1 − pe3)σ

e
13, φ

e
3)e} =

=
∑

e∈τ3,h

(qe3, φ
e
3)e .

Considering the whole domain, we need to ensure the balance on internal faces
of the partition τ3,h. For balance of u3 on the internal face, which interconnects
subdomains ek and el, holds

uek
3 · nek + uel

3 · nel = 0 .

Accordingly, we test the equation by the function µ3 ∈ H
1
2 (Γ3,h) and after

the summation over all internal faces of partition τ3,h we get
∑

e∈τ3,h

< ue3 · ne, µe3 >∂e∩(Γ3,h\Γ3,N )= 0 .

We employ the balance equation and boundary conditions and derive the
following system of integral equations on partition τ3,h

∑

e∈τ3,h

{(βe3ue3,ve3)e − (pe3,∇ · ve3)e+ < ψe3,v
e
3 · ne >∂e∩Γ3,h

} =

= −
∑

e∈τ3,h

< p3,D,ve3 · ne >∂e∩Γ3,D
, (7)
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∑

e∈τ3,h

{−(∇ · ue3, φe3)e + ((pe23 − pe3)σ
e
23, φ

e
3)e + ((pe13 − pe3)σ

e
13, φ

e
3)e} =

= −
∑

e∈τ3,h

(qe3, φ
e
3)e , (8)

∑

e∈τ3,h

< ue3 · ne, µe3 >∂e∩Γ3,h
=

∑

e∈τ3,h

< ue3,N , µe3 >∂e∩Γ3,N
. (9)

The same way we derive the system of integral equations on partition τ2,h
and τ1,h:

∑

e∈τ2,h

{(βe2ue2,ve2)e − (pe2,∇ · ve2)e+ < ψe2,v
e
2 · ne >∂e∩Γ2,h

} =

= −
∑

e∈τ2,h

< p2,D,ve2 · ne >∂e∩Γ2,D
, (10)

∑

e∈τ2,h

{−(∇ · ue2, φe2)e + ((pe32 − pe2)σ
e
32, φ

e
2)e + ((pe12 − pe2)σ

e
12, φ

e
2)e} =

= −
∑

e∈τ2,h

(qe2, φ
e
2)e

′ (11)

∑

e∈τ2,h

< ue2 · ne, µe2 >∂e∩Γ2,h
=

∑

e∈τ2,h

< ue2,N , µe2 >∂e∩Γ2,N
, (12)

∑

e∈τ1,h

{(βe1ue1,ve1)e − (pe1,∇ · ve1)e+ < ψe1,v
e
1 · ne >∂e∩Γ1,h

} =

= −
∑

e∈τ1,h

< p1,D,ve1 · ne >∂e∩Γ1,D
, (13)

∑

e∈τ1,h

{−(∇ · ue1, φe1)e + ((pe31 − pe1)σ
e
31, φ

e
1)e + ((pe21 − pe1)σ

e
21, φ

e
1)e} =

= −
∑

e∈τ1,h

(qe1, φ
e
1)e , (14)

∑

e∈τ1,h

< ue1 · ne, µe1 >∂e∩Γ1,h
=

∑

e∈τ1,h

< ue1,N , µe1 >∂e∩Γ1,N
. (15)

Some of the terms have slightly different meaning in 1D. The term ∇ · u
is simply derivative of u and the term < u · n, µ >= (uanx + ubnx)µ, where
ua, ub are values of u on the boundary points and nx is outer normal in the
corresponding boundary point.

In the equations (8), (11), (14) the functions p
ej

ij for ej ∈ τj,h, i 	= j,
i, j ∈ {1, 2, 3} stand for

∑

ei∈τi,h

p
ei,ej

ij , (16)
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where p
ei,ej

ij are any functions fulfilling the following conditions:

for i < j : p
ei,ej

ij ∈ L2(ej) :
∫

ej

p
ei,ej

ij mDx =
∫

ei∩ej

pimDx , (17)

for i > j : p
ei,ej

ij ∈ L2(ei ∩ ej) :
∫

ei∩ej

p
ei,ej

ij mDx =
|ei ∩ ej |j
|ei|i

∫

ei

pimDx ,

(18)

where |e|i means the i-dimensional measure of e.
Next introduce the function space Z:

Z = H(div, τ3,h)×H(div, τ2,h)×H(div, τ1,h)×
×L2(τ3,h)× L2(τ2,h)× L2(τ1,h)×
×H 1

2 (Γ3,h)×H
1
2 (Γ2,h)×H

1
2 (Γ2,h) .

Definition 1. We call the function

z̄ = (u3,u2,u1, p3, p2, p1, ψ3, ψ2, ψ1) ∈ Z

the weak solution of mixed hybrid formulation of the problem of flow in fracture
porous medium, if for all functions

z = (v3,v2,v1, ϕ3, ϕ2, ϕ1, µ3, µ2, µ1) ∈ Z

z̄ satisfies the equations (7)–(15).

5 Finite element approximation

Let τ3,h be a partition of Ω3 into simplex elements, τ2,h be a partition of Ω2

into triangle elements and τ1,h be a partition of Ω1 into line elements.
For the approximation of function spaces H(div, τ3,h), H(div, τ2,h) and

H(div, τ1,h) we use the Raviart-Thomas spaces of piecewise linear functions
RT0

−1(τ3,h), RT0
−1(τ2,h), RT0

−1(τ1,h), for details about the approximation
function spaces, see [3].

For the approximation of function spaces L2(τ3,h), L2(τ2,h), L2(τ1,h)
we use the multiplicator spaces of piecewise constant functions M0

−1(τ3,h),
M0

−1(τ2,h), M
0
−1(τ1,h).

For the approximation of function spaces H
1
2 (Γ3,h), H

1
2 (Γ2,h), H

1
2 (Γ1,h)

we use the multiplicator spaces of piecewise constant functions M0
−1(Γ3,h),

M0
−1(Γ2,h), M0

−1(Γ1,h).
As a result of approximation we get a system of linear algebraic equations,

which can be written in the following form:
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A3V3 +B3P3 +C3Ψ3 = q3D

A2V2 +B2P2 +C2Ψ2 = q2D

A1V1 +B1P1 +C1Ψ1 = q1D

B
T
3 V3 +D3P3 +D32P2 +D31P1 = q3E

B
T
2 V2 +D

T
32P3 +D2P2 +D21P1 = q2E

B
T
3 V1 +D

T
13P3 +D

T
21P2 +D1P1 = q1E

C
T
3 V3 = q3N

C
T
2 V2 = q2N

C
T
1 V1 = q1N

.

The resulting system matrix is symmetric, sparse of characteristic internal
structure, indefinite. The blocks Ai are positive definite. The properties enable
to use specialised solvers of linear equation systems to make the process of
solving more effective.

6 Conclusions

The presented formulation of water flow is based on connection of 1D, 2D, and
3D porous medium systems via only the source terms. It allows to construct
meshes of the three systems independently on each other. This feature is
crucial for ability of modelling large-scale real-world problems.

Actually, we have implemented the model based on this formulation. It is
a subject of testing at the time. The results of small-scale tests, which are not
presented in this article, show qualitatively good behaviour of the model. The
most recent open problems, we are solving, are the identification of σij in real
problems and behaviour of the model in large scale.
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Summary. In this paper we discuss some iterative approaches for solving the non-
linear algebraic systems encountered as fully discrete counterparts of some degene-
rate (fast diffusion) parabolic problems. After regularization, we combine a mixed
finite element discretization with the Euler implicit scheme. For the resulting systems
we discuss three iterative methods and give sufficient conditions for convergence.

1 Introduction

Degenerate parabolic equations appear as models for reactive flow in porous
media, or for phase transitions. By degeneracy we mean nonlinearities in the
diffusion or in the time derivative term, which may vanish for certain values
of the unknown function. To be specific, we consider the Richards’ equation
in the mixed form (see, [9] and [10] for details)

∂tb(u) +∇ · q = f in J ×Ω,
q = −(∇u + k(b(u))l) in J ×Ω,

(1)

where J = (0, T ] denotes the time interval and Ω ⊂ R
d (d = 1, 2, or 3) is a

domain with smooth boundary Γ . To comply with the physical background
of the problem, the partially saturated flow through a porous medium, we
take l as a constant vector, but the discussion can be easily extended to more
general cases. Further, b(·) is an increasing function whose derivative may
vanish, leading to a possible change of type from parabolic to elliptic. The
equation has to be endowed with initial and boundary data.

Due to the degeneracy, the solutions of (1) may lack regularity, restrict-
ing the possible choices of suitable discretization methods. A useful tool in
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the analysis of such kind of problems is the regularization of the nonlineari-
ties, which can also be applied for developing numerical schemes. This is also
the idea we are following here. Further, we discretize the above equation by
combining a mixed finite element method (MFEM) with the backward Euler
scheme. This leads to fully discrete problems that are nonlinear, requiring
suitable iterative algorithms. In this paper we discuss different approaches
related to the Newton method, and give general convergence conditions in
terms of the discretization parameters.

The general framework is introduced in Section 2, as well as the fully dis-
crete nonlinear scheme. In Section 3 we study the convergence of the Newton
method, which is shown to be of order (1 + r), with r being the order of the
Hölder continuity of the first derivative of the coefficient functions. Next we
use the apriori estimates from [10] to show that the solution computed at
the previous time step is a good starting point for the iterations. A similar
approach is considered in Subsection 3.1, this in connection with an explicit
discretization of the convection term. In this case we obtain only a linear con-
vergence. Finally, we consider the scheme proposed by Jäger and Kac̆ur [3, 4],
for which a linear convergence is proved. The conclusions are presented in the
last section.

2 The fully discrete problem

We consider the system (1) together with the initial condition u = u0 at t = 0
and some boundary conditions on Γ . For the ease of presentation we only
consider here homogeneous Dirichlet boundary data, but all the results can
be extended to more general cases. For the nonlinearities and the data we
assume the following:

(A1) b(·) ∈ C1 is nondecreasing and Lipschitz continuous.

(A2) k(b(·)) is continuous, bounded and satisfies

| k(b(z2))− k(b(z1)) |2≤ Ck(b(z2)− b(z1))(z2 − z1), for all z1, z2 ∈ R.

(A3) b(u0) is essentially bounded, and u0 ∈ L2(Ω).

(A4) |b′(x)− b′(y)| ≤ γ1|x− y|r, for all x, y ∈ R, where r ∈ (0, 1].

(A5) |(k ◦ b)′(x)− (k ◦ b)′(y)| ≤ γ2|x− y|r for all x, y ∈ R.

Since b′ vanishes for some arguments, the problem changes its type from par-
abolic to elliptic. To overcome this we replace b in (1) by

bε(u) := b(u) + εu,
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ε > 0 being a small perturbation parameter. In this way the assumptions
on b are applying also for bε. A straightforward consequence of the Hölder
continuity of the first derivative of bε(·) and k ◦ b(·) is the following lemma
(see [5, p. 350]):

Lemma 1. Assuming (A4) and (A5), then for all reals x and y we have

|bε(x)− bε(y)− b′ε(y)(x− y)| ≤ γ1

1 + r
|x− y|1+r, (2)

|k ◦ b(x)− k ◦ b(y)− (k ◦ b)′(y)(x− y)| ≤ γ2

1 + r
|x− y|1+r. (3)

Let N ≥ 1 be an integer giving a time step τ = T/N , tn = nτ
(n = 1, . . . , N) and Th be a triangulation of the domain Ω into closed d-
simplexes. Here h stands for the mesh-size. Further we denote by W the space
L2(Ω), while V = H(div, Ω) is the space of d-dimensional vector functions
having all components and the divergence in L2(Ω). The standard notations
for the Sobolev spaces and the related norms will be used. By (·, ·) we mean
the L2(Ω)-inner product and ‖ · ‖ denotes the norm in L2(Ω). The discrete
subspaces Wh × Vh ⊂W × V are then defined as

Wh := {p ∈W | p is constant on each element T ∈ Th},
Vh := {q ∈ V | q|T = a + bx,a ∈ R

d, b ∈ R for all T ∈ Th}.
(4)

Applying implicit Euler and MFEM to the regularized equations leads to the
following fully discrete problems written in a mixed weak form

Problem Pn. Let n ∈ {1, . . . , N} and pn−1
h ∈ Wh be given. Find (pnh,q

n
h) ∈

Wh × Vh such that for all wh ∈Wh and vh ∈ Vh

(bε(pnh), wh) + τ(∇ · qn
h, wh) = (bε(pn−1

h ), wh), (5)

(qn
h,vh)− (pnh,∇ · vh) + (k(b(pnh))l,vh) = 0. (6)

Once this point is reached there are several possibilities to proceed. First,
the resulting algebraic system can be enlarged by adding Lagrange multipliers
on edges, this being the mixed hybrid finite element method (see [9]). Another
way is to compute the mass matrix using an adequate quadrature formula,
which allows an explicit and global elimination of the flux variable, leading to
an equivalent finite volume scheme (see [1]). Alternatively, a robust lineariza-
tion procedure is proposed in [8]. That scheme is converging linearly even
in the non-regularized case. In the following we discuss some Newton–type
methods for Problem Pn, including convergence results for the Jäger-Kac̆ur
relaxation applied to our problem.

Below i is used to index the iteration, whereas n is indexing the time
step. Accordingly, {pnh,qn

h} denotes the solution pair at the nth time step and
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{pn,ih ,qn,i
h } the solution pair at iteration i. Considering the pressure and the

flux errors
eip := pn,ih − pnh, ei

q := qn,i
h − qn

h, (7)

convergence means that both ‖eip‖ and ‖ei
q‖ vanish as i → ∞. Notice that

proving convergence in the pressure immediately implies the flux convergence.
In what follows we make use of the following elementary lemma, which

can be proved by mathematical induction:

Lemma 2. Let r > 0 and {xn}n≥0 a sequence of real positive numbers satis-
fying

xn ≤ αx1+r
n−1 + βxn−1 ∀n ≥ 1. (8)

Assuming that
αxr0 + β < 1, (9)

the sequence {xn}n≥0 converges to zero.

3 The Newton scheme

The method developed by Newton (1642-1727) in his book “Method of
Fluxions”, written in 1671 and published in 1736, is also called “Newton–
Raphson”, because Raphson was the first who published it in 1690. Applying
the guidelines of the general Newton method to Problem Pn gives:

Scheme Nn,i. Fix n ∈ {1, . . . , N} and i > 0 and assume pn−1
h , and pn,i−1

h

given in Wh. Find (pn,ih ,qn,i
h ) ∈ Wh × Vh such that for all wh ∈ Wh and

vh ∈ Vh

(b′ε(p
n,i−1
h )(pn,ih − pn,i−1

h ), wh) + τ(∇ · qn,i
h , wh)

= (bε(pn−1
h )− bε(p

n,i−1
h ), wh),

(10)

(qn,i
h ,vh)− (pn,ih ,∇ · vh) + ((k ◦ b)′(pn,i−1

h )(pn,ih − pn,i−1
h )l,vh)

= −(k(b(pn,i−1
h ))l,vh),

(11)

Remark 1. The choice of a starting point that is close to the solution is im-
portant for the convergence of the Newton scheme. Therefore we start here
the iterative process with the solution at the previous time step, pn,0h = pn−1

h .
This choice ensures the convergence of the scheme, as we will show below.

Under certain restrictions on the time step τ with respect to the regularization
parameter ε and the mesh size h, and assuming bε(·) and k ◦ b(·) of class C1,r

leads to a order (1 + r) convergent scheme. In particular, if bε(·)′ and k ◦ b(·)′
are Lipschitz continuous, the scheme (10)–(11) is quadratically convergent. In
what follows we make this sentence more precise, by showing first the following
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Proposition 1. Assume (A4) and (A5). For a small enough τ we have

‖eip‖2 +
τ

ε
‖ei

q‖2 ≤ C
γ2
1
ε + τγ2

2

(1 + r)2
h−rdε−1‖ei−1

p ‖2+2r, (12)

where C > 0 does not depend on the discretization parameters.

Proof. Subtracting (5) from (10), respectively (6) from (11) gives

(b′ε(p
n,i−1
h )(pn,ih − pn,i−1

h ), wh) + τ(∇ · (qn,i
h − qn

h), wh)

= (bε(pnh)− bε(p
n,i−1
h ), wh)

(13)

and

(qn,i
h − qn

h,vh)− (pn,ih − pnh,∇ · vh) + ((k ◦ b)′(pn,i−1
h )(pn,ih − pn,i−1

h )l,vh)

= ((k(b(pnh))− k(b(pn,i−1
h )))l,vh),

(14)
for all wh ∈ Wh and vh ∈ Vh. Taking wh = eip and vh = τei

q in the above,
adding the resulting two equalities and observing that pn,ih −pn,i−1

h = eip−ei−1
p ,

qn,i
h − qn

h = ei
q and pn,ih − pnh = eip we obtain

(b′ε(p
n,i−1
h )(eip − ei−1

p ), eip) + τ‖ei
q‖2 = (bε(pnh)− bε(p

n,i−1
h ), eip)

−τ((k ◦ b)′(pn,i−1
h )(eip − ei−1

p )l, ei
q) + τ((k(b(pnh))− k(b(pn,i−1

h )))l, ei
q).

This is further equivalent to

(b′ε(p
n,i−1
h )eip, e

i
p) + τ‖ei

q‖2 = (bε(pnh)− bε(p
n,i−1
h ) + b′ε(p

n,i−1
h )ei−1

p , eip)

+τ((k(b(pnh))− k(b(pn,i−1
h )) + (k ◦ b)′(pn,i−1

h )ei−1
p )l, ei

q)

−τ((k ◦ b)′(pn,i−1
h )eipl, e

i
q).

(15)

Using now Lemma 1 and the inequality |ab| ≤ δa2 + b2/(4δ) (for all reals a
and b, and δ > 0) we estimate the first term on the right as follows

T1 ≤
∫

Ω

|bε(pnh)− bε(p
n,i−1
h ) + b′ε(p

n,i−1
h )ei−1

p ||eip| dx

≤
∫

Ω

γ1

1 + r
|ei−1
p |1+r|eip|dx ≤

γ2
1

ε(1 + r)2
‖ei−1
p ‖2+2r

L2+2r +
ε

4
‖eip‖2. (16)

Similarly, for the second term on the right in (15) we get
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T2 ≤ τ
γ2
2

(1 + r)2
‖ei−1
p ‖2+2r

L2+2r +
τ

4
‖ei

q‖2. (17)

Finally, for the last term in (15) we use the boundedness of (k◦b)′(·) to obtain

T3 ≤ τC2
1‖eip‖2 +

τ

4
‖ei

q‖2. (18)

Using (16)–(18) into (15), since b′ε ≥ ε we obtain

3ε
4
‖eip‖2 +

τ

2
‖ei

q‖2 ≤
γ2
1
ε + τγ2

2

(1 + r)2
‖ei−1
p ‖2+2r

L2+2r(Ω) + τC2
1‖eip‖2. (19)

For τC2
1 ≤ ε

4 , and using the inverse estimate for discrete polynomial spaces
(see [2, p. 111] or [11, p. 705])

‖ei−1
p ‖L2+2r(Ω) ≤ Ch− rd

2+2r ‖ei−1
p ‖, (20)

the estimate (19) becomes

ε

2
‖eip‖2 +

τ

2
‖ei

q‖2 ≤
γ2
1
ε + τγ2

2

(1 + r)2
Ch−rd‖ei−1

p ‖2+2r. (21)

Now (12) follows straightforwardly.

Now we can proceed with the convergence of the Newton iteration.

Theorem 1. Assuming (A1)–(A5), if τ = O(ε
r+2

r hd), then the Newton
scheme (10)–(11) is (1 + r)-order convergent.

Proof. We first recall the stability estimate proved in [10], Proposition 3.5:

‖e0
p‖2 := ‖pnh − pn−1

h ‖2 ≤ C
τ

ε
. (22)

This shows that pn,0h := pn−1
h is a good starting point for the iteration. With

τ = O(ε
r+2

r hd) we get

C(
γ2
1

ε
+ τγ2

2)h−rd τ r

ε1+r
< 1. (23)

Using now the estimate given in Proposition 1, as well as Lemma 2 with β = 0
we obtain that Scheme Nn,i is convergent and of order 1 + r.

Remark 2. In the non-degenerate case ε can be replaced by a constant. Then
the (1 + r)-order convergence is ensured if τ is of order hd.

Remark 3. The Newton method for the mixed finite element discretization of
nonlinear second-order elliptic problems is also studied in [6]. Assuming more
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regularity (p ∈ H5/2+ε0(Ω)), convergence is proved by duality techniques. In
the non-degenerate case, our result is similar to the one in [6].

3.1 A Newton–like scheme

We present now a modification of the Newton scheme that can be applied
whenever the assumption (A5) does not hold. When compared to Scheme
Nn,i, the only difference is in the discretization of the convection term.

Scheme Ln,i. Fix n ∈ {1, . . . , N} and i > 0 and assume pn−1
h , and pn,i−1

h

given in Wh, with pn,0h = pn−1
h . Find (pn,ih ,qn,i

h ) ∈ Wh × Vh such that for all
wh ∈Wh and vh ∈ Vh

(b′ε(p
n,i−1
h )(pn,ih − pn,i−1

h ), wh) + τ(∇ · qn,i
h , wh)

= (bε(pn−1
h )− bε(p

n,i−1
h ), wh), (24)

(qn,i
h ,vh)− (pn,ih ,∇ · vh) + (k(b(pn,i−1

h ))l,vh) = 0. (25)

Due to the discretization of the convection, the above scheme is simpler than
the Newton method. This at the expense of a reduced convergence order,
which becomes linear:

Theorem 2. Assuming (A1)–(A4), if τ = O(ε
r+2

r hd), the Newton–like scheme
(24)–(25) converges linearly.

The proof goes along the lines of Theorem 1, see [9] for details.

3.2 The Jäger and Kac̆ur scheme

In [3, 4], W. Jäger and J. Kac̆ur have proposed a relaxation scheme for doubly
degenerate parabolic problems. The scheme is semi-implicit, and for solving
the emerging nonlinear problems an iterative scheme has been proposed. A
similar scheme is discussed in [7], Section 2.3.2, where convergence is proved
for the conformal discretization and in the absence of convection. In a simpli-
fied version, applied to our specific context, the Jäger–Kac̆ur iteration reads

Scheme JKn,i. Fix n ∈ {1, . . . , N} and i > 0 and assume pn−1
h , and pn,i−1

h

given in Wh, with pn,0h = pn−1
h . Find (pn,ih ,qn,i

h ) ∈ Wh × Vh such that for all
wh ∈Wh and vh ∈ Vh

(λi−1(p
n,i
h − pn−1

h ), wh) + τ(∇ · qn,i
h , wh) = 0, (26)

(qn,i
h ,vh)− (pn,ih ,∇ · vh) + (k(b(pn,i−1

h ))l,vh) = 0, (27)

with λ0 = b′ε(p
n−1
h ) and for i ≥ 1
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λi =
bε(p

n,i
h )− bε(pn−1

h )

pn,ih − pn−1
h

=
∫ 1

0

b′ε(p
n−1
h + s(pn,ih − pn−1

h )) ds.

Theorem 3. Assuming (A1)–(A4) with r = 1, if τ = O(ε3hd), the Jäger and
Kac̆ur scheme (26)–(27) is linearly convergent.

The proof combines some ideas from [4] with the techniques used in the previ-
ous section, details being given in [9]. We only mention here the usage of the
apriori estimate ‖e0

p‖2 ≤ C τε . In some special cases, assuming more regularity
for the solution of (1), the previous estimate becomes ‖e0

p‖L∞(Ω) ≤ C τ
j

εk
, with

j, k > 0 (see [4, Theorem 5.1]). This leads to a substantial improvement in
the restriction on τ , which can now be chosen of order ε3. In other words,
convergence is achieved independent of the mesh diameter h. Unfortunately,
for the general case such an estimate cannot be obtained.

4 Conclusions

The paper deals with some iterative methods for solving the nonlinear systems
resulting after a complete discretization of equation (1) by the MFEM. For
overcoming the difficulties due to degeneracy we first perturb the original de-
generate equation to obtain a regular parabolic one, and then apply an Euler
time stepping. The order of the Newton method depends on the smoothness
of the nonlinearities. In particular, if these are of class C1,1, quadratic conver-
gence has been obtained. Further, a simplified Newton–like scheme, as well as
the Jäger and Kac̆ur approach are considered. Both are converging linearly.
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Summary. The main goal of this paper is to address the numerical solution of
a wave equation with discontinuous coefficients by a finite element method using
domain decomposition and semimatching grids. A wave equation with absorbing
boundary conditions is considered, the coefficients in the equation essentially dif-
fer in the subdomains. The problem is approximated by an explicit in time finite
difference scheme combined with a piecewise linear finite element method in the
space variables on a semimatching grid. The matching condition on the interface is
taken into account by means of Lagrange multipliers. The resulting system of linear
equations of the saddle-point form is solved by a conjugate gradient method.

1 Formulation of the problem

Let Ω ⊂ R
2 be a rectangular domain with sides parallel to the coordinate

axes and boundary Γext (see Fig. 1). Now let Ω2 ⊂ Ω be a proper subdomain
of Ω with a curvilinear boundary and Ω1 = Ω \ Ω̄2. We consider the following
linear wave problem:






ε
∂2u

∂t2
−∇ · (µ−1∇u) = f in Ω × (0, T ),

√

ε µ−1
∂u

∂t
+ µ−1 ∂u

∂n
= 0 on Γext × (0, T ),

u(x, 0) =
∂u

∂t
(x, 0) = 0.

(1)
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Ω

Ω

R

Γext2γ

Fig. 1. Computational domain.

Here ∇u = (
∂u

∂x1
,
∂u

∂x2
), n is the unit outward normal vector on Γext; we

suppose that µi = µ|Ωi
, εi = ε|Ωi

are positive constants ∀i = 1, 2 and, fi =
f |Ωi

∈ C(Ω̄i × [0, T ]).
Let ε(x) = {ε1 if x ∈ Ω1, ε2 if x ∈ Ω2} and µ(x) = {µ1 if x ∈ Ω1, µ2 if x ∈

Ω2}. We define a weak solution of problem (1) as a function u such that

u ∈ L∞(0, T ;H1(Ω)),
∂u

∂t
∈ L∞(0, T ;L2(Ω)),

∂u

∂t
∈ L2(0, T ;L2(Γext)) (2)

for a.a. t ∈ (0, T ) and for all w ∈ H1(Ω) satisfying the equation
∫

Ω

ε(x)
∂2u

∂t2
wdx+

∫

Ω

µ−1(x)∇u ·∇wdx+
√

ε1µ
−1
1

∫

Γext

∂u

∂t
wdΓ =

∫

Ω

fwdx (3)

with the initial conditions

u(x, 0) =
∂u

∂t
(x, 0) = 0.

Note that the first term in (3) means the duality between (H1(Ω))∗ and
H1(Ω).

Now we formulate problem (3) variationally as follows:
Let

W1 ={v∈L∞(0, T ;H1(Ω̃)),
∂v

∂t
∈ L∞(0, T ;L2(Ω̃)),

∂v

∂t
∈ L2(0, T ;L2(Γext))},

W2 = {v ∈ L∞(0, T ;H1(R)),
∂v

∂t
∈ L∞(0, T ;L2(R)))},
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Find a pair (u1, u2) ∈ W1 ×W2, such that u1 = u2 on γ × (0, T ) and for
a.a. t ∈ (0, T )





∫

Ω̃

ε1
∂2u1

∂t2
w1dx +

∫

Ω̃

µ−1
1 ∇u1 · ∇w1dx +

∫

R

ε(x)
∂2u2

∂t2
w2dx

+
∫

R

µ−1(x)∇u2 · ∇w2dx +
√

ε1µ
−1
1

∫

Γext

∂u1

∂t
w1dΓ =

∫

Ω̃

f1w1dx +
∫

R

f2w2dx

for all (w1, w2) ∈ H1(Ω̃)×H1(R) such that w1 = w2 on γ,

u(x, 0) =
∂u

∂t
(x, 0) = 0.

(4)
Now, introduce the interface supported Lagrange multiplier λ (a function

defined over γ × (0, T ) ), problem (4) can be written in the following way:
Find a triple (u1, u2, λ) ∈ W1 ×W2 × L∞(0, T ;H−1/2(γ)), which for a.a.

t ∈ (0, T ) satisfies

∫

Ω̃

ε1
∂2u1

∂t2
w1dx +

∫

Ω̃

µ−1
1 ∇u1 · ∇w1dx +

∫

R

ε(x)
∂2u2

∂t2
w2dx

+
∫

R

µ−1(x)∇u2 · ∇w2dx +
√

ε1µ
−1
1

∫

Γext

∂u1

∂t
w1dΓ +

∫

γ

λ(w2 − w1)dγ

=
∫

Ω̃

f1w1dx +
∫

R

f2w2dx for all w1 ∈ H1(Ω̃), w2 ∈ H1(R);

(5)

∫

γ

ζ(u2 − u1)dγ = 0 for all ζ ∈ H−1/2(γ), (6)

and the initial conditions from (1).

Remark 1 We selected the time dependent approach to capture harmonic
solutions since it substantially simplifies the linear algebra of the solution
process. Furthermore, there exist various techniques to speed up the conver-
gence of transient solutions to periodic ones (see, e.g. [3]).

2 Time discretization

In order to construct a finite difference approximation in time of problem
(5), (6) we partition the segment [0, T ] into N intervals using a uniform dis-
cretization step ∆t = T/N . Let uni ≈ ui(n∆t) for i = 1, 2, λn ≈ λ(n∆t).
The explicit in time semidiscrete approximation to problem (5), (6) reads as
follows:

u0
i = u1

i = 0;
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for n = 1, 2, . . . , N − 1 find un+1
1 ∈ H1(Ω̃), un+1

2 ∈ H1(R) and λn+1 ∈
H−1/2(γ) such that

∫

Ω̃

ε1
un+1

1 − 2un1 + un−1
1

∆t2
w1dx +

∫

Ω̃

µ−1
1 ∇un1 · ∇w1dx

+
∫

R

ε(x)
un+1

2 − 2un2 + un−1
2

∆t2
w2dx +

∫

R

µ−1(x)∇un2 · ∇w2dx

+
√

ε1µ
−1
1

∫

Γext

un+1
1 − un−1

1

2∆t
w1dΓ +

∫

γ

λn+1(w2 − w1)dγ =

∫

Ω̃

fn1 w1dx +
∫

R

fn2 w2dx for all w1 ∈ H1(Ω̃), w2 ∈ H1(R);

(7)

∫

γ

ζ(un+1
2 − un+1

1 )dγ = 0 for all ζ ∈ H−1/2(γ). (8)

Remark 2 The integral over γ is written formally; the exact formulation
requires the use of the duality pairing 〈., .〉 between H−1/2(γ) and H1/2(γ).

3 Fully discrete scheme

To construct a fully discrete space-time approximation to problem (5), (6) we
will use a lowest order finite element method on two grids semimatching on γ
(Fig. 2) for the space discretization. Namely, let T1h and T2h be triangulations
of Ω̃ and R, respectively.

We denote by T1h a coarse triangulation, and by T2h a fine one. Every edge
∂e ⊂ γ of a triangle e ∈ T1h is supposed to consist of me edges of triangles
from T2h, 1 ≤ me ≤ m for all e ∈ T1h

Let V1h ⊂ H1(Ω̃) be the space of the functions globally continuous, and
affine on each e ∈ T1h, i.e. V1h = {uh ∈ H1(Ω̃) : uh ∈ P1(e) ∀e ∈ T1h}.
Similarly, V2h ⊂ H1(R) is the space of the functions globally continuous, and
affine on each e ∈ T2h .

For approximating the Lagrange multiplier space Λ = H−1/2(γ) we pro-
ceed as follows. Assume that on γ, T1h is twice coarser than T2h; then let
us divide every edge ∂e of a triangle e from the coarse grid T1h, which is lo-
cated on γ ( ∂e ⊂ γ), into two parts using its midpoint. Now, we consider the
space of the piecewise constant functions, which are constant on every union
of half-edges with a common vertex (see Fig.2).

Further, we use quadrature formulas for approximating the integrals over
the triangles from T1h and T2h, as well as over Γext. For a triangle e we set
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Fig. 2. Space Λ is the space of the piecewise constant functions defined on every
union of half-edges with common vertex.

∫

e

φ(x)dx ≈ 1
3
meas(e)

3∑

i=1

φ(ai) ≡ Se(φ)

where the ai’s are the vertices of e and φ(x) is a continuous function on e.
Similarly,

∫

∂e

φ(x)dx ≈ 1
2
meas(∂e)

2∑

i=1

φ(ai) ≡ S∂e(φ),

where ai’s are the endpoints of the segment ∂e and φ(x) is a continuous
function on this segment.

We use the notations:

Si(φ) =
∑

e∈Tih

Se(φ), i = 1, 2, and SΓext
(φ) =

∑

∂e⊂Γext

S∂e(φ).

Now, the fully discrete problem reads as follows:
Let u0

ih = u1
ih = 0, i = 1, 2;

for n = 1, 2, . . . , N − 1 find (un+1
1h , un+1

2h , λn+1
h ) ∈ V1h× V2h×Λh such that






ε1

∆t2
S1((un+1

1h − 2un1h + un−1
1h )w1h) + S1(µ−1

1 ∇un1h · ∇w1h)

+
1

∆t2
S2(ε(x)(un+1

2h − 2un2h + un−1
2h )w2h) + S2(µ−1(x)∇un2h · ∇w2h)

+

√

ε1µ
−1
1

2∆t
SΓext

((un+1
1h − un−1

1h )w1h) +
∫

γ

λn+1
h (w2h − w1h)dγ =

S1(fn1 w1h) + S2(fn2 w2h) for all w1h ∈ V1h, w2h ∈ V2h;

(9)

∫

γ

ζh(un+1
2h − un+1

1h )dγ = 0 for all ζh ∈ Λh. (10)
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Note that in S2(ε(x)(un+1
2h − 2un2h + un−1

2h )w2h) we take ε(x) = ε2 if a
triangle e ∈ T2h lies in Ω2 and ε(x) = ε1 if it lies in R \Ω2, and similarly for
S2(µ−1(x)∇un2h∇w2h).

Denote by u1, u2 and λ the vectors of the nodal values of the corresponding
functions u1h, u2h and λh. Then in order to find un+1

1 , un+1
2 and λn+1 for a

fixed time tn+1 we have to solve a system of linear equations such as

Au + BTλ = F, (11)

Bu = 0, (12)

where matrix A is diagonal, positive definite and defined by

(Au,w) =
ε1

∆t2
S1(u1hw1h) +

1
∆t2

S2(ε(x)u2hw2h) +

√

ε1µ
−1
1

2∆t
SΓext

(u1hw1h),

and where the rectangular matrix B is defined by

(Bu,λ) =
∫

γ

λh(u2h − u1h)dΓ,

and vector F depends on the nodal values of the known functions un1h, u
n
2h,

un−1
1h and un−1

2h .
Eliminating u from equation (11) we obtain

BA−1BTλ = BA−1F, (13)

with a symmetric matrix C ≡ BA−1BT .

Remark 3 A closely related domain decomposition method applied to the so-
lution of linear parabolic equations is discussed in [1].

4 Energy inequality

Let hmin denote the minimal diameter of the triangles from T1h ∪ T2h. There
exists a positive number c such that the condition

∆t ≤ c min{√ε1µ1,
√
ε2µ2}hmin (14)

ensures the positive definiteness of the quadratic form

En+1 =
1
2
ε1S1((

un+1
1h − un1h

∆t
)2) +

1
2
S2(ε(

un+1
2h − un2h

∆t
)2)+

1
2
S1(µ−1

1 |∇(
un+1

1h + un1h
2

)|2) +
1
2
S2(µ−1|∇(

un+1
2h + un2h

2
)|2)



Domain Decomposition Methods... 1209

−∆t2

8
S1(µ−1

1 |∇(
un+1

1h − un1h
∆t

)|2)− ∆t2

8
S2(µ−1|∇(

un+1
2h − un2h

∆t
)|2), (15)

which we call the discrete energy.
System (9), (10) satisfies the energy identity

En+1 − En +

√

ε1µ
−1
1

4∆t
SΓext

((un+1
1h − un−1

1h )2) =

1
2S1(fn1 (un+1

1h − un−1
1h )) + 1

2S2(fn2 (un+1
2h − un−1

2h )) (16)

and the numerical scheme is stable: there exists a positive number M = M(T )
such that

En ≤M∆t

n−1∑

k=1

(S1((fk1 )2) + S2((fk2 )2)) ∀n (17)

Remark 4 For more details on the derivation of these energy relations (and
their application to convergence and stability analysis) see [4].

Fig. 3. Finite element mesh (left) and contour plot of the real part of the solution
for f = 0.6 (right). Incident wave is coming from the left.

5 Numerical experiments

In order to solve the system of linear equations (11)–(12) at each time step
we use a Conjugate Gradient Algorithm in the form given by Glowinski and
LeTallec [2].

We consider problem (9)–(10) with a source term given by the harmonic
planar wave:
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uinc = −eik(t−a·x), (18)

where {xj}2j=1, {aj}2j=1, k is the angular frequency and |a| = 1.
For our numerical simulation we consider the following cases: the first

with the frequency of the incident wave f = 0.6 GHz, the second with f = 1.2
GHz,and the third one with f = 1.8 GHz which gives us wavelengths L = 0.5
meters, L = 0.25 meters and L = 0.16 meters respectively.

We performed numerical computations for the case when the obstacle is
an airfoil with a coating (Figure 3) and Ω is a 2 meter × 2 meter rectangle.
The coating region Ω2 is moon shaped and ε2 = 1 and µ2 = 9.

We show in Figure 4 the contour plot of the real part of the solution for
the incident frequency f = 1.2 GHz and f = 1.8 GHz for the case when the
incident wave is coming from the left.

A crucial observation for the numerical experiments mentioned is that de-
spite the fact that a mesh discontinuity takes place over γ together with a weak
forcing of the matching conditions, we do not observe a discontinuity of the
computed fields.

Fig. 4. Contour plot of the real part of the solution for f = 1.2 (left) and f = 1.8
(right). Incident wave is coming from the left.
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Summary. This paper deals with a time-domain mathematical model for a lin-
earized acoustics problem in the presence of an uniform flow. First, the resulting
initial-boundary value problem is rewritten in a suitable functional framework; then
a time discretization is proposed. Finally stability and error estimates are stated.

1 Galbrun’s equation

Propagation of acoustic disturbances in nonuniform flows is a subject of great
interest in many practical problems, particularly in transport engineering with
automotive exhaust systems, aeronautical turbofan engine inlet ducts, etc.
The understanding of this phenomenon is a central feature for the prediction
of noise and for designing components that efficiently attenuate sound.

Galbrun’s equation is used to study sound propagation in flows. It exactly
describes the same physical phenomenon as the linearized Euler’s equations
but is derived from an Eulerian-Lagrangian description and is written only in
terms of the Lagrangian perturbation of the displacement (u).

Let Ω ⊂ IRn, (n = 2, 3) be the (bounded) domain filled with a perfect fluid
(dissipation and heat conduction are neglected) driven by a velocity field vX .

An acoustic disturbance in the fluid at time t0 (which is a small isentropic
perturbation), produces a displacement (u(x, t0)) in the position of a parti-
cle x. By the effect of the fluid flow, that displaced particle follows another
trajectory and occupies at time t1 a position which may differ from the one
that it should be occupying without perturbation in u(x, t1) (see Fig. 1). As
we are in a regime of small disturbances, a linearization of u can be done and
the result models the physical behaviour of the acoustic problem in flows. The
equation governing these small perturbations is
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Fig. 1. Lagrangian perturbation of the displacement of a fluid particle at times t0
and t1.

ρX
D2u
Dt2

= Div
[
ρXc2XDivuI + DivuπXI − πXut

]
+ f , (1)

which is the so-called Galbrun’s equation. Where

• ρX stands for the density of the fluid (associated to the mean flow X),
• cX is the sound speed (associated to the mean flow X),
• πX is the static pressure (associated to the mean flow X),
• D2u

Dt2 represents the second total derivative of the displacement perturba-
tion. Where the total derivative for a vector field is

Dw
Dt

=
∂w
∂t

(x, t) + gradw(x, t)vX(x, t),

which is composed of the partial derivative in time and a convective term
which appears because x is also moving by the effect of the fluid flow. In
the previous equation, vX represents the velocity of the fluid flow (which
is assumed to be time-independent),

• f(x, t) is a volume force over Ω.

A detailed description of all the steps for the deduction of the above men-
tioned equation can be found, for example in [7], but there exist an extensive
bibliography on this topic.

As a first step we assume that the static pressure πX associated to the
mean flow without perturbation is zero. This assumption is justified in [9].
Therefore, our equation is reduced to

ρX
D2u
Dt2

= ∇
[
ρXc2XDivu

]
+ f . (2)

To obtain a complete meaningful problem we will need to impose boundary
and initial conditions:

u · ν = 0, on Γ × (0, T ), (3)
u(x, 0) = u0(x), in Ω, (4)
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Du
Dt

(x, 0) = v0(x), in Ω, (5)

where Γ = ∂Ω. Notice that in (3), viscosity effects have been neglected.
To obtain a weak formulation we multiply by a test function w ∈

H0(Div, Ω), where,

H0(Div, Ω) = {w ∈ H(Div, Ω) : w · ν = 0 on Γ}.

We integrate in Ω and apply Green’s formula to obtain:
∫

Ω

D2

Dt2
u ·w +

∫

Ω

c2XDivu Divw =
∫

Ω

1
ρX

f ·w ∀w ∈ H0(Div, Ω); (6)

for the sake of simplicity we have considered ρX and cX constant parameters.
In what follows we will introduce an abstract functional framework which

will allow us to analyze the problem written above as well as its numerical
approximation.

• Let V = H0(Div, Ω) and H = L2(Ω)n be Hilbert spaces endowed with
respective norms ‖ · ‖ and | · |. Identifying H with its topological dual
space and denoting by V ′ the dual space of V , we have the following dense
inclusions:

V ↪→ H ↪→ V ′.

We also denote by (·, ·) the corresponding inner product on H, by ‖·‖∗ the
corresponding dual norm on V ′, and by 〈·, ·〉 the duality pairing between
V ′ and V .

• Let a : V × V → IR, be the continuous bilinear form:

a(u,w) :=
∫

Ω

c2XDivu Divw.

The bilinear form a is satisfies Garding’s inequality in V , i.e., there exists
λ > 0 and µ > 0 such that

a (u,u) + λ|u|2 ≥ µ ‖u‖2 ∀u ∈ V.

• L(t) ∈ V ′ defined by

〈L(t),v〉 :=
∫

Ω

1
ρX

f · v v ∈ V.

The complete variational problem reads as follows (see [4]).

Problem 1. To find a vector field u : [0, T ]→ V satisfying
〈

D2u
Dt2

(·),w
〉

+ a (u(·),w) = 〈L(·),w〉 ∀w ∈ V,
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and the initial conditions

u(x, 0) = u0 and
Du
Dt

(x, 0) = v0.

2 Characteristic curves

In this section we define the characteristic lines associated to a time-dependent
vector field vX (velocity of the flow without perturbation), and study some
properties satisfied by them. The aim is to numerically solve Problem 1 using
characteristics for time-integration (see [6]). We propose a well posed scheme
for its numerical solution, for which stability and consistency error are stated.

Characteristic lines/curves associated with vector field vX through (x, t)
in ω × (0, T ) are the trajectories of a vector function

X(x, t; ·) : (0, T ) −→ IRn,
τ −→ X(x, t; τ),

which are obtained by solving the initial value problem
{

∂X

∂τ
(x, t; τ) = vX(X(x, t; τ), τ),

X(x, t; t) = x.
(7)

Remark 1. If X(x, t0; τ) is the movement of the fluid and x is the position
of a particle at time t0 (i.e. x = X(x, t0; t0)), at time t1 the particle will be
occupying position X(x, t0; t1).

The basic idea of the characteristics method is well known in convection-
diffusion problems. There exists an extensive bibliography from the begining
of the eighties ([6, 5]) up to now ([1, 2, 8]). For example, if we have a first
order total time derivative, it is usually dicretized by the two point formula

∂

∂τ
φ(X(x, tn+1; τ), τ) discret.−→ φ(X(x, tn+1; tn+1), tn+1)− φ(X(x, tn+1; tn), tn)

∆t

=
φn+1(x)− φn(X(x, tn+1; tn))

∆t
.

Remark 2. Commonly, an approximation is also done to compute the charac-
teristic curves, for example:

X(x, tn+1; tn) ≈ x− v(n+1)
X (x)∆t.

which is an Euler approximation of the ODE (7). Higher order methods have
also been used in order to obtain more accurate approximate solutions (see
for example [1, 8]).

In this work we assume that the characteristic lines are computed exactly.
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Proposition 1. Let the velocity field, vX ∈ C0(0, T ; C(Ω))n, be Lipschitz con-
tinuous with respect to the first variable and vanishing on Γ . Then,

X(x, t; ·) : τ ∈ [0, T ] −→ Ω.

Remark 3. As a consecuence of Proposition 1, our domain Ω is fixed, it is not
time-dependent.

3 Numerical approximation

Let us introduce a time discretization scheme to solve Problem 1. We start
with some notation.

• Let us denote by
Xp,q(x) := X(x, tq; tp)

the characteristic lines.
• We divide the time interval [0, T ] in N equidistant subintervals and we

denote ∆t = T/N the measure of each of those subintervals. We denote
the mesh points tn = n∆t for n = 0, 1, . . . , N .

• In what follows, we use the notation un(x) := u(x, tn) for a function
u(x, t).

• We supose that L ∈ C(0, T ;V ′) can be evaluated at the mesh points.

Lemma 1. Let vX ∈ C0
(
0, T ;W1,∞(Ω)

)n and vX ≡ 0 on Γ . If u ∈ L2(Ω)n,
then

|u ◦Xp,q|2 ≤ e‖vX‖C0(0,T ;W1,∞(Ω))n |tq−tp||u|2, (8)

for p, q = 0, . . . , N .

Corollary 1. Under the same assumptions of previous Lemma, if u ∈ L2(Ω)n

and ‖vX‖C0(0,T ;W1,∞(Ω))n |tq− tp| < 1, then there exists a positive constant C,
such that

|u ◦Xp,q|2 ≤ (1 + C|tq − tp|)|u|2, (9)

for p, q = 0, . . . , N and where C is related to ‖vX‖C0(0,T ;W1,∞(Ω))n and some
residual terms.

The proof of these two previous results can be found in [1].

Remark 4. In our particular case, as Galbrun’s equation is only a second order
equation in time, we will only have that (tq − tp) = 2∆t, i.e. |q − p| = 2,
therefore the time discretization step will need to verify

∆t ≤ 1
2‖vX‖C0(0,T ;W1,∞(Ω))n

.
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3.1 Time discretization

As a first approach we introduce the following algorithm.

Algorithm 1. For u0, v0 ∈ V and Ln ∈ V ′, n = 0, . . . , N , being given data,
let:

• u0 = u0,
• u1 ∈ V be the solution of

u1 = u0 ◦X0,1 + ∆t v0 ◦X0,1, (10)

• and, for n = 1, . . . , N − 1, un+1 ∈ V be the solution of
(

un+1 − 2un ◦Xn,n+1 + un−1 ◦Xn−1,n+1

∆t2
,w
)

+ a
(
un+1,w

)

=
〈
Ln+1,w

〉
∀w ∈ V. (11)

Remark 5. As it can be seen in Section 3.3, it is obvious that this discretizacion
will generate a solution of order ∆t in time.

Remark 6. It is simple to show that this algorithm is well-posed for any
∆t > 0. Consequently, we have existence and uniqueness of the semi-discrete
solution.

Remark 7. Other more complicated schemes can be used by combining the
Newmark method with a higher-order mehtod of characteristics to obtain
second-order methods in ∆t (see [1, 2, 8]).

3.2 Stability

The following results can be obtained:

Lemma 2. If

∆t <
1

2‖vX‖C0(0,T ;W1,∞(Ω))n

,

then
∣
∣u1

∣
∣+

∣
∣
∣
∣

u1 − u0 ◦X0,1

∆t

∣
∣
∣
∣ ≤ C [|u0|+ |v0|] .

Proof.- The result follows by straightforward computations from (10).

Theorem 1. If L ∈ C(0, T ;V ′), then there exists a C > 0 such that, for any
time step ∆t, satistfying

[
∆t + 3λ(∆t)2

]
< 2 and ∆t <

1
2‖vX‖C0(0,T ;W1,∞(Ω))n

, (12)
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we have

∥
∥un+1

∥
∥+

∣
∣
∣
∣

un+1 − un ◦Xn,n+1

∆t

∣
∣
∣
∣

≤ C

[

‖u0‖+ |v0|+ ∆t
n∑

r=1

‖Lr+1‖∗

]

n = 0, . . . , N − 1.

Proof.- The proof of this result follows from combining stability theorems
in [1] and [3].
3.3 Error estimate

The aim of the present section is to estimate the difference between the discrete
solution un and the exact solution of the continuous problem u(x, tn). As
usual, we need to impose some extra regularity assumptions.

We introduce the Banach space for a non-negative integer m

Zm = {ϕ ∈ Cj(0, T ; Hm−j(Ω)n); 0 ≤ j ≤ m}.

The following theorem states error estimates for the approximate solution
obtained with Algorithm 1, provided that the solution of Problem 1 is smooth
enough.

Lemma 3. Let u0,u1 ∈ V and L ∈ C(0, T ;V ′). Let u be the solution of
Problem 1. Let u1 be the solution of our Algorithm 1. If

u ∈ Z2,

then there exists a positive constant C such that
∣
∣u(t1)− u1

∣
∣ ≤ C∆t‖u‖Z2 .

Theorem 2. Let u0,u1 ∈ V , and L ∈ C(0, T ;V ′). Let u be the solution of
Problem 1. Let u1 and un+1, n = 1, . . . , N − 1, be obtained by means of
Algorithm 1 with Ln = L(tn). If

u ∈ Z3

then there exist a positive constant C such that for every time-step ∆t > 0
satisfying constraint (12), the following error estimates hold true for all r =
0, . . . , N − 1:

∣
∣
∣
∣

Du
Dt

(tr+1)−
ur+1 − ur ◦Xr,r+1

∆t

∣
∣
∣
∣ ≤ C∆t‖u‖Z3 , (13)

∥
∥u(tr+1)− ur+1

∥
∥ ≤ C∆t‖u‖Z3 . (14)
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R. Rodŕıguez was partially supported by FONDAP in Applied Mathemat-
ics, Chile. D. Santamarina is partially supported by MEC research project
DPI2004-05504-C02-02, Spain.

References
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2. Bermúdez, A., Nogueiras, M., Vázquez, C.: Numerical analysis of degenerate
convection-diffusion-reaction problems with higher order characteristics/finite
elements. Part II: Fully discretized scheme and quadrature formulas. (To appear
in) SIAM J. Numer. Anal.
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Summary. The subject under study is an open subsystem of a larger linear and
conservative system and the way in which it is coupled to the rest of system. Exam-
ples are a model of crystalline solid as a lattice of coupled oscillators with a finite
piece constituting the subsystem, and an open system such as the Helmholtz res-
onator as a subsystem of a larger conservative oscillatory system. Taking the view of
an observer accessing only the open subsystem we ask, in particular, what informa-
tion about the entire system can be reconstructed having such limited access. Based
on the unique minimal conservative extension of an open subsystem, we construct
a canonical decomposition of the conservative system describing, in particular, its
parts coupled to and completely decoupled from the open subsystem. The coupled
one together with the open system constitute the unique minimal conservative ex-
tension. Combining this with an analysis of the spectral multiplicity, we show, for
the lattice model in particular, that only a very small part of all possible oscilla-
tory motion of the entire crystal, described canonically by the minimal extension, is
coupled to the finite subsystem. Keywords: open system, subsystem, conservative
extension, coupling, delayed response, reconstructible. c©A Figotin, SP Shipman

1 Overview

When one has to treat a complex evolutionary system involving a large number
of, or infinitely many, variables, it is common to reduce it to a smaller system
by eliminating certain “hidden” variables. The reduced system, involving only
the “observable” variables, becomes a non-conservative, or open system, even
if the underlying system is conservative, or closed. This is not surprising since
generically any part of a conservative system interacts with the rest of it. In
the reduced system, the interaction with the hidden variables is encoded in its
dispersive dissipative (DD) properties. For classical material media, including
dielectric, elastic, and acoustic, the interaction between proper fields and the
matter, which constitutes the hidden part of the system, is encoded into the so-
called material relations, making them frequency dependent and consequently
making the open system dispersive and dissipative.
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Often it is an open DD system, described by frequency-dependent material
relations, that we are given to study, and the conservative system in which
the open system is naturally embedded may be very complicated. A natural
question is, how much information about the underlying conservative system
remains in the reduced open one? The answer is provided by the construction
of the minimal conservative extension of the given DD system [2], which is
unique up to isomorphism. This minimal extension is a part of the entire con-
servative system—it is the part that is detectable by the open system through
the coupling to the entire system. We ask, how big a part of the original con-
servative system is this minimal extension? This is a question we address in
this paper. The answer is clearly related to the nature of the coupling between
the observable and hidden variables. Although the term “coupling” is com-
monly used to describe interactions, its precise meaning must be defined in
each concrete problem. We make an effort to provide a general constructive
mathematical framework for the treatment of the coupling.

In this paper, we concentrate on the detection of one part of a system
by another, or, equivalently, the extent of reconstructibility of a conservative
system from the dynamics of an open subsystem. More detailed analysis of
this problem as well as the study of the decomposition of open systems by
means of their conservative extensions will be presented in another work.

Motivating examples

We have already mentioned the classical problems of electromagnetic, acoustic,
and elastic waves in matter. Detailed accounts of the construction of the min-
imal conservative extension are given in [2, 8].

Another important example is of an object coupled to a heat bath through
surface contact. It has been observed for crystalline solids that certain degrees
of freedom do not contribute to the specific heat [3, Section 3.1], [4, Section
6.4]. It appears that some of the admissible motions of the solid cannot be
excited by the heat bath through the combination of surface contact and inter-
nal dynamics. This can be explained though high multiplicity of eigenmodes
arising from symmetries of the crystal.

A concrete toy model consists of an infinite three-dimensional lattice of
point masses as the total system, each mass being coupled to its nearest
neighbors by springs, and a finite cube thereof as the observable subsystem.
The coupling of the cube to the rest of the lattice takes place only between
the masses on the surface of the cube and their nearest neighbors outside the
cube. We discuss this system in Example 1 below, in which we show that the
cube is able to detect only a relatively small part of the entire lattice, the rest
of which remains dynamically decoupled.

One more example is the phenomenon of anomalous acoustic or electro-
magnetic transmission through a material slab, or film, can also be viewed
from the point of view of coupled systems. The governing equation is the
wave equation or the Maxwell system in space. A leaky guided mode in a
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material slab interacts with plane wave sources from outside the slab, giv-
ing rise to anomalous scattering behavior [7, 6]. A single mode of the slab
constitutes a one-dimensional subsystem, which, under weak coupling to the
ambient medium, say air, interacts with a portion of the entire system in
space, decoupled from the rest. We do not analyze this problem in this paper,
but attempt to develop a framework for studying like problems.

List of symbols

H1, H2, H: Hilbert spaces
v1, v2, V, f1, f2, F : Hilbert space-valued functions of time
Γ , Ω1, Ω2, Ω, Ω̊, Γ̊ : operators in Hilbert space
a1, a2: operator-valued functions of time
O: orbit
Ran : range
dim: dimension
C: the complex number field
Z: the ring of integers
Q: a cube in Z

3

∆j : finite difference operators

2 Open systems within conservative extensions

Often an observable open system in a Hilbert space H1 of the form

∂tv1(t) = −iΩ1v1(t)−
∫ ∞

0

a1(τ)v1(t− τ)mDτ + f1(t) in H1, (1)

in which a1(t) is the operator-valued delayed response, or retarded friction,
function, is known to be a subsystem of a linear conservative system in a
larger Hilbert space H, in which the dynamics are given by

∂tV(t) = −iΩV(t) + F(t), V(t),F(t) ∈ H, (2)

where Ω : H → H is the self-adjoint frequency operator. The structure of the
open system within the conservative one can be seen by introducing the space
H2 of hidden variables, defined to be the orthogonal complement of H1 in H:
H2 = H 0H1. With respect to the decomposition H = H1 ⊕H2, Ω has the
form

Ω =
[
Ω1 Γ
Γ † Ω2

]

, (3)

in which Ω1 and Ω2 are the self-adjoint frequency operators for the internal
dynamics in H1 and H2, and Γ : H2 → H1 is the coupling operator. In
this paper, we assume for simplicity that Γ is bounded. The results hold,
essentially unchanged, for unbounded coupling; details of how to treat this
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case are handled in [2]. The dynamics (2) with respect to the decomposition
into observable and hidden variables become

∂tv1(t) = −iΩ1v1 (t)− iΓv2 (t) + f1 (t) , v1(t), f1(t) ∈ H1, (4)

∂tv2 (t) = −iΓ †v1 (t)− iΩ2v2 (t) + f2 (t) , v2(t), f2(t) ∈ H2.

Solving for v(t) gives

∂tv1(t) = −iΩ1v1(t)−
∫ ∞

0

ΓmE−iΩ2τΓ †v1(t− τ)mDτ + f1(t) in H1, (5)

from which we see that the delayed response function a1(t) is related to the
dynamics of the hidden variables and the coupling operator by

a1(t) = ΓmE−iΩ2tΓ †, (6)

and it is straightforward to show that a1(t) satisfies the no-gain dissipation
condition

Re
∫ ∞

0

∫ ∞

0

v (t)a (τ) v (t− τ) mDtmDτ≥0 for all v(t) with compact support.

(7)
A natural question to ask is whether every system of the form (1) whose

friction function a1(t) satisfies the condition (7) is a subsystem of a conserva-
tive system. The answer is positive, and there exists in fact a unique minimal
extension up to isomorphism [2]. This extension, or, equivalently, the form
(6), is canonically constructible through the Fourier-Laplace transform â1(ζ)
of a1(t). It follows that all open systems of this type can be studied as a
subsystem of a larger closed one.

This minimal conservative extension should be viewed as the space H1

of observable variables coupled to the subspace of the original space of hid-
den variables H2 that is detectable by the observable system; we denote this
coupled subspace by H2c. The influence on H1 of this subsystem of hidden
variables is manifest by a1(t) and reconstructible by a1(t), up to isomorphism.
The decoupled part of H2, denoted by H2d = H2 0H2c, is not detectable by
the reduced open system (5) in H1.

The detectable part of the hidden variables may be a very restricted sub-
space of the naturally given space of hidden variables. We will show that, if
the coupling is of finite rank, in particular, if the observable system is finite
dimensional, then the spectral multiplicity of the conservative extension is
finite. This leads to the following observation: Suppose our system of hidden
variables is modeled by nearest-neighbor interactions in an infinite multidi-
mensional lattice or the Laplace operator in continuous space, both of which
have infinite multiplicity, and suppose that our observable system is a finite-
dimensional resonator (perhaps very large, but finite). Then there is a huge
subspace of the hidden variables that is not detected by the resonator, in other
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words, there are many hidden degrees of freedom that are not detected by the
resonator, and which, in turn, do not influence its dynamics.

In this discussion, the roles of H1 and H2 may just as well be switched.
One may solve for v2(t) and obtain an analogous expression to (1) with de-
layed response function a2(t) = Γ †mE−iΩ1tΓ . H1 is then decomposed into its
coupled and decoupled parts: H1 = H1c ⊕H1d.

With respect to the decomposition of H into the coupled and decoupled
parts of the observable and hidden variables,

H = H1d ⊕H1c ⊕H2c ⊕H2d, (8)

the frequency operator Ω for the closed system in H has the matrix form

Ω =







Ω1d 0 0 0
0 Ω1c Γc 0
0 Γ †

c Ω2c 0
0 0 0 Ω2d






. (9)

The minimal conservative extension of the system (5) in H1 within the given
system (H, Ω) is the space generated by H1 through Ω, or the orbit of H1

under Ω, denoted by OΩ(H1). Similar reasoning can be applied to H2. We
therefore obtain

OΩ(H1) = H1 ⊕H2c, (10)
OΩ(H2) = H1c ⊕H2. (11)

The orbit of a subset S of H is

OΩ(S) = closure of {f(Ω)v | f ∈ C∞
0 (R), v ∈ S} .

If Ω is bounded, OΩ(S) is equal to the smallest subspace of H containing S
that is invariant, or closed, under Ω. Equivalently, it is the smallest subspace
of H containing S that is invariant under (Ω − i)−1; this latter formulation
is also valid for unbounded operators. The relevant theory can be found, for
example, in [1] or [5].

The closed subsystem (H1c ⊕H2c, Ωc) with frequency operator

Ωc =
[
Ω1c Γc
Γ †
c Ω2c

]

,

is in fact reconstructible by either of the open subsystems (H1c, Ω1c, a1(t))
or (H2c, Ω2c, a2(t)). Equivalently, (H1c ⊕H2c, Ωc) is the unique minimal con-
servative extension, realized as a subsystem of (H, Ω), of each of its open
components separately. This motivates the following definition.
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Definition 1 (reconstructibility). We call a system (H, Ω) together with
the decomposition H = H1⊕H2 reconstructible if H1d = 0 and H2d = 0, that
is, (H, Ω) is the minimal conservative extension of each of its parts.

The next theorem asserts the existence of a unique reconstructible subsys-
tem of (H, Ω) that contains the images of Γ and Γ † and gives a bound on the
multiplicity of Ω, as we have discussed above. Define

Ω̊ =
[
Ω1 0
0 Ω2

]

, Γ̊ =
[

0 Γ
Γ † 0

]

. (12)

Theorem 1 (system reconstruction). Define

H2c = OΩ(H1)0H1, H2d = H2 0H2c, (13)
H1c = OΩ(H2)0H2, H1d = H1 0H1c. (14)

Then
H1c ⊕H2c = OΩ(H1c) = OΩ(H2c) = OΩ(Ran Γ̊ ). (15)

In particular, H1c ⊕H2c is reconstructible and

multiplicity (Ωc) ≤ min
(
2 rank (Γ ),dim(H1c),dim(H2c)

)
, (16)

in which Ωc denotes the restriction of Ω to H1c ⊕H2c.

Proof. That H1c ⊕H2c is invariant under (Ω − i)−1 (or Ω, if Ω is bounded)
and contains the range of Γ̊ is evident from the decomposition (9) of Ω. To
prove the first equality in (15), let

OΩ(H1c) = H1c ⊕H ′
2c,

in which H2c = H ′
2c⊕H ′′

2c. We see that H1⊕H ′
2c is closed under (Ω−i)−1, and

since H1 ⊕H2c is the smallest subspace of H that is closed under (Ω − i)−1,
we have H ′′

2c = 0. The second equality in (15) is proved similarly.
Since Ran Γ̊ ⊆ H1c ⊕ H2c, we have OΩ(Ran Γ̊ ) ⊆ H1c ⊕ H2c. It remains

to be proved that H1c ⊕H2c ⊆ OΩ(Ran Γ̊ ). First,

OΩ(Ran Γ̊ ) = OΩ,Γ̊ (Ran Γ̊ ) (17)

[because Γ̊ (OΩ(Ran Γ̊ )) = Ran Γ̊ ⊆ OΩ(Ran Γ̊ )]
= OΩ̊,Γ̊ (Ran Γ̊ ) [because Ω̊ = Ω − Γ̊ ] (18)

= OΩ̊(Ran Γ̊ ) (19)

= OΩ̊(RanΓ )⊕OΩ̊(RanΓ †) (20)

[because Ran Γ̊ = RanΓ ⊕ RanΓ †]
= OΩ1(RanΓ )⊕OΩ2(RanΓ †). (21)
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From this we see that OΩ2(RanΓ †) ⊆ H2c. Since
(
H2 0OΩ2(RanΓ †)

)
⊥

Ran (Γ †), we have that H1⊕OΩ2(RanΓ †) is (Ω−i)−1-invariant, so that H2c ⊆
OΩ2(RanΓ †) by the minimality of H1 ⊕ H2c with respect to closure under
(Ω − i)−1. Therefore, H2c = OΩ2(RanΓ †); similarly, H1c = OΩ1(RanΓ ). We
conclude that H1c ⊕H2c = OΩ(Ran Γ̊ ), and this finishes the proof of (15).

To prove (16), note that the multiplicity of Ωc is the minimal number
(which could be infinity) of generating vectors needed to generate H1c ⊕H2c

by Ωc, or, equivalently, by Ω. Thus, by (15), the multiplicity of Ωc is bounded
by the dimension of H1c, the dimension of H2c, and the dimension of the
range of Γ̊ . Since the dimensions of the ranges of Γ and Γ † are equal and
Ran Γ̊ = RanΓ ⊕RanΓ †, we see that the range of Γ̊ has twice the dimension
of the range of Γ . This completes the proof of the Theorem.

Example 1 (lattice). Let H be the Hilbert space of square-summable complex-
valued functions on the integer lattice Z

3 = {n = (n1, n2, n3) |n1, n2, n3 ∈ Z},

H =

{

f : Z
3 → C |

∑

n∈Z

|f(n)|2 <∞
}

,

and let Ω be the discrete Laplace operator:

Ωf =
3∑

j=1

∆jf,

in which (∆jf)(n) = f(n+ej)−2f(n)+f(n−ej) and ej is the j-th elementary
vector in Z

3 (e.g., e1 = (1, 0, 0)).
Let H1 be the finite-dimensional subspace of H consisting of complex-

valued functions on the lattice cube

Q = {n = (n1, n2, n3) | 0 ≤ nj < N, j = 1, 2, 3} ,

which is isomorphic to C
N3

. Since Ω involves only nearest-neighbor interac-
tions, the range of Γ is the space of complex-valued functions on the surface
of Q, which has dimension 6N2 − 12N + 8. Therefore, by Theorem 1, the
multiplicity of the restriction of Ω to the minimal conservative extension of
H1 in H is no greater than 12N2 − 24N + 16. However, the multiplicity of Ω
in H is infinite, showing that the restriction of Ω to H2d, the decoupled part
of H2 = H0H1 has infinite multiplicity. This is a very large space of degrees
of freedom that are not detected by the cube Q and therefore do not influence
its dynamics.
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3 Discussion

Based on the minimal conservative extension of an open system, we develop a
clear mathematical framework for the widely used concept of coupling. In this
paper, we have focused on the amount of information about a conservative
system that is encoded in a given open subsystem and the reconstruction of
that part of the conservative system that is equivalent to the abstract minimal
extension. The efficiency of the construction is demonstrated by a concrete
statement showing, by analysis of spectral multiplicity, that very often this
extension is a very small part of the conservative system. In ongoing work, we
analyze the interaction between the spectral theories of the internal dynamics
of two systems and a coupling operator between them and its bearing on the
decomposition of an open system into dynamically independenty parts.

To give a sense of the potential of the approach, we mention as problems
that are naturally addressed in the framework of conservative extensions (1)
the classification and analysis of eigenmodes and resonances, (2) applications
to the construction of dynamical models for thermodynamics, and (3) trans-
mission of excitations in complex inhomogeneous media.

An interesting conclusion of our studies of coupling of open systems and
the spectral multiplicity is that there can be degrees of freedom which are
completely decoupled from the rest of the system. Since the spectral multi-
plicity is a consequence of a system’s natural symmetries, one can consider
such a decoupling as an explanation for so-called “frozen” degrees of freedom
observed in the treatment of the specific heat for crystalline solids (Dulong-
Petit law) [3, Section 3.1]. The analysis of the specific heat involves the law of
equipartition of energy and the number of degrees of freedom, and in order to
agree with the experiment one has to leave out some degrees as if they were
not excited and can be “frozen”, [3, Section 3.1], [4, Section 6.4].
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