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IIpenuciaoBue

[Tocsie BHesamHoil KoHuuHbl Cepresi AsiekcannpoBuya VBaHeHKO ero ChlH,
[TaBen Cepreesuu, mepenan A.A.UapaxubsiHy KeCTKHH AHCK OT JOMAIIHEro
KOMIIbIOTepa cBoero otia. Ha aucke Obl1 060HApyKeH MOYTH TOTOBBIM K HU3[a-
Huto Kypc Jgekuuil C.A.VIBaHeHKO Ha aHTJIMECKOM si3blke. Hacrosimas moHo-
rpacdus ABJsSeTCS OTPEJAaKTHPOBAHHBIM TEKCTOM 3THUX JeKuuil. PaHee nepBeie
IBe JIeKLHH, NONOJHEHHble IPUMepaMH KOHKPETHBIX aJirOPUTMOB 1Jif CHUCTe-
mbl MATLAB, 6butu ony6ankoBanbl coBmecTHO ¢ Pablo Barrera Sanches u
Guilmer Gonzalez Flores B Buge texHuueckoro otdeta HauuonanbHoro As-
ToHOMHOTO YHuBepcutera Mekcuku (UNAM).

Paboty mo penakTHpoBaHMIO TeKcTa Oblna BeimosHeHa B.H.AsapeHkowm.
OcHOBHasi 4acTb TeKCTa MOABEpIVIaCh YHUCTO PeJaKTOPCKOH MpaBke: Obl-
JIM YCTPaHEHBl OMeyaTKH B (HhOpMysax, YJyulleH aHTJUHCKHE, 3arojioBOK
"Lecture"samenen Ha "Chapteru T.n. OThoesbHble MYyHKTB PYKOMHCH ObLIH
U3JI0’KEHBl CJMIIKOM KoHcreKTuBHO. Hampumep, n. 10.8 cocrosinm u3 nByx
CTPOUEK, B [0C/IeHEH IV1aBe OTCYTCTBOBAJ TEKCT, NOSACHSIOLIME PUCYHKH C pe-
3yJbTaTaMu pacyetoB. [louTH Bo Beex Takux caydasx b.H.Asapenky ynanocs
HaHTH COOTBETCTBYIOLIME MecTa B ony6/aHKOoBaHHBIX padorax C.A.lBaHeHKO
¥ BCTaBUTb UX B TeKCcT MOHorpaduu. Mckmouenue cocrasaser n. 10.9, Teker
KOTOPOro oOpbiBaeTCst NP BbIBOZE (opmys. TeM He MeHee MBI PeLIMJIH OCTa-
BUTb 3TOT NYHKT, TaK KaK €ro coiep:aHue MOXKeT IOMOYb YUTATEJI0 JOBECTH
3T BBIKJAAKH 10 KOHLA.

Tak Kak B PyKOIMCH He OblIO BBEAEHHS, Mbl COYJH BO3MOXKHBIM AOMOJ-
HUTb TEKCT HACTOsIIed MOHOrpauy BBeeHHEM U3 MpeAblIyled MOHOrpahruu
C.A .VBanenko 1997 roga, usnannoi 8 BL[ PAH, ¢ He6GosnbIIMMY HOMOJHEHU-
sIMH 0 HOBBIX pesyibratax. Kpome toro b.H.AzapeHok Hamucan HeGoJbLIOe
IOTIOJIHEHHE K IJIaBe D ¢ ONMUCaHHEeM alropuTMa pacCTaHOBKH IPAHMYHBIX Y3-
JIOB IIPH afanTalld CeTKH.

[Tpu BTOpOIl penakumu, ocyuiectBiaenHod B 2010r., Obin noGaBjeHbl
KOMMEHTapHUH U CCBIIKH, OTPaXKawlihe HeKOTOPble MOCJeNIHHE Pe3y/bTaThl B
06J1aCTH MTOCTPOEHUS CETOK.

A.A Yapaxubsin, B.H.Azapenok



Preface

After a sudden death of Sergey Alexandrovich Ivanenko, his son Pavel
Sergeevich Ivanenko gave a hard disk of his father’s computer to Alexander
Charakhchyan. On that disk, we found a nearly ready course of lectures by
S.Ivanenko in English. The present monograph is an edited text of these
lectures. Earlier, first two lectures, added with examples of algorithms
for the system MATHLAB, were published by S.A.Ivanenko jointly with
Pablo Barrera Sanches and Guilmer Gonzalez Flores as a technical report
of National Autonomous University of Mexico (UNAM).

The editorial work was implemented by Boris Azarenok. A main part
of the text was only slightly corrected: misprints in formulas were removed,
English was corrected, title “Lecture” was substituted by “Chapter”, etc.
Certain sections were set forth rather briefly. For instance, Section 10.8
contained two lines, in the last Chapter there was not text with caption for
figures. Nearly in all cases B.Azarenok could find corresponding text in the
published papers by S.Ivanenko and inserted them into the manuscript. An
exception is Section 10.9 which breaks down during derivation of formulas.
Nevertheless, we decided to include this Section into the manuscript. The
reader may finish derivation.

There was not an introduction and we added the text with the
introduction taken from the monograph by S.A.lvanenko, published at
Computing Center of RAS in 1997 with reference to some new results.
Besides, B.Azarenok wrote an Appendix to Chapter 5, where the algorithm
of boundary node redistribution for adaptive meshes is described.

In the second edition, performed in 2010, it was added comments and
references concerning certain new results on the subject of the monograph.

A.A . Charakhchyan, B.N.Azarenok
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Introduction’

The grid generation methods are intensively developed within last two
decades, but the first works appeared as early as 1960s. It connects with
numerous applications in computational fluids dynamics and adjacent fields.

The basic purpose of grid generation is to provide such a division of the
underlying domain into the cells or elements that we could obtain the most
precise solution of a differential problem. In the one-dimensional case such
an approach was developed by Tikhonov and Gorbunov [145], Bakvalov [16],
Grebennikov [60], Emel’yanov [46], De Boor [25], Pereia and Sewel [104],
Russel and Christiansen [114], Carrey and Dinh [30], and it is based on
error estimate between the approximate and exact solution. It was suggested
and developed the equidistribution principle based on such a mesh nodes
redistribution that some positive weight function multiplied by the grid
spacing was equal to a constant. As a weight function they define the
modulus of a corresponding derivative of the approximate solution (White
[157, 158], Anderson [2], Brackbill and Saltzman [26], etc.).

Generalization to the multidimensional case was executed in two
ways. The first concerns with calculating a priory estimates. Babuska
and Rheinbold [12] suggested a grid generation method to linear elliptic
problems. However, generalization of this method to the nonlinear case
becomes complicated because the error can be unrestricted by a residual of
the equation, i.e., reducing the residual in some norm may not lead the error
to reduce in the same norm. Besides these estimations are global, meanwhile
they are used for local supplementary refinement of the elements.

Moving adaptive grid generation methods, based on approximation
error estimate, were developed by Muller and Muller [98, 99], Dar’in and
Mazhukin [36], Degtyarev and Ivanova [39].

The other approach, based on interpolation error estimate, was
considered by Diaz et al. [40] and Oden et al. [101]. Conceptually it is

ITranslated from the book [73] with additions by Editor



12 Introduction

more simple, however, it includes calculation of derivatives of the unknown
solution in the main problem. These methods are local and they can require
special formulae to compute derivatives, which are known only for a very
narrow class of problems. To the Poisson equation such formulae were
suggested by Babuska and Miller [13] and some its generalization by Oden
et al. [101]. In these works they used the governing equations to calculate
the derivatives. The main difficulty in applying the error estimates is both in
rather a complicate system of nonlinear equations to the grid and necessity
of their regularization so as to obtain a stable numerical solution.

On the other hand the approximation error depends strongly on the
minimal angle, see Thompson et al. [143]. For instance, the quantity, which
is inverse to the sine of the minimal angle, is in the right part of the error
estimate in the finite element method (Strang and Fix [137]). Generally
among the properties, having effect upon the accuracy, we can note the
following (Thompson et al. [143], Brackbill [28]): step size, cell shape
and dimension, homogeneity, smoothness, angle between the grid lines,
angle between the velocity vector and grid line, derivatives of the flow
parameters. Obviously that it is impossible to specify only one property of
the grid from the above list. Besides, some difficulties appear due to various
discretization methods of the original differential formulation in the grid
generation problem.

Thus, grid construction, based on the error estimate, runs into some
difficulties in the multidimensional case. In addition we specify the works
by Ivanenko [69, 72] where the examples of a non-uniqueness solution for
the grid problem, obtained by the error minimization, are suggested.

An alternative grid generation way was developed. It was considered as
the problem of constructing an information-computational medium, partially
by analogy with the real continuum. For instance, in the works by Anderson
and Ray [1], Nakahashi and Deiwert [100], Jaquotte [78], they use a
mechanical analogy (see also the review by Thompson [142]).

This information-computational medium should possess a number of
properties, such as smoothness, simplicity of computer representation, and
adaptivity, i.e., the grid should condense in the subdomains where the
solution undergoes sharp variations. The latter is illustrated in the work
by Thompson et al. [141], when the grid nodes can be represented as a finite
set of observers, placed so that to watch with maximum effectiveness for
the processes in the underlying domain.

The grid generation method should possess the ellipticity property, i.e.,
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determine influence of every observer upon the others, in the sense that if an
observer goes to more profitable position, then his neighbours follow him.
One may image such "clever"observers which can estimate the error and
accumulate in the subdomains where it is great. However, formalization of
this intuitive understanding is not easy and there is a large field for various
assumptions. There appears a lot of difficulties and ways to overcome them,
that is why the number of papers on this subject is rather great.

One of the most large difficulties is that in general the mesh is
constructed in domains of a complex form. A lot of heuristic algorithms
of irregular grid generation were developed. Many algorithms are based
on constructing the Delaunay cells and Voronoi diagrams: Delaunay [38],
Voronoi [154], Belikov [17], Sofronov et al. [129], Boender [24], George
[51], [59], [130], Baker [15], etc.. Other algorithms produce an irregular
mesh with refining the domain by cells: Vabishchevich [152], Baker [14],
Berger and Oliger [20], Blacker [21], Blacker and Meyers [22], Dannenhoffer
[35], Jiang and Carrey [80], Loehner and Parikh [96], Pyke [105], Rank and
Babushka [112]; with further smoothing and adaptation: Meshcheryakov and
Shapeev [97], Frey and Field [49], Kennon and Dulikravich [82], Kennon
and Anderson [83], Pardhanani and Carey [102].

Consider possibilities of the regular and irregular meshes. Under the
regular meshes we mean the grids where node neighbourhood is defined
by numeration. The typical example of such a mesh is a curvilinear grid
obtained using a mapping of the physical domain onto the parametric
square. The nodes are numbered with double indexing in the 2D and triple
indexing in the 3D case. On the irregular mesh, we need to define node
neighbourhood. As a rule irregular grids are used in the finite element
method, and often they consist of triangles in 2D and tetrahedra in the 3D
case.

Since the regular mesh is a special case of the irregular grid, hence,
irregular grids have wider applications, particularly in the domains with
very complicated geometry. On the other hand the regular mesh describes
rather well the properties of the solution or even can be a solution if,
for instance, one family of the coordinate lines coincide with the stream
lines (cf. Thompson et al. [140], Tolstykh [147]). Besides, the regular
grid structure means regularity of the discretized problem that leads the
numerical algorithms to be simplified and can be easily parallelized.

Considering a grid as an information-computational medium, one should
note that there is quite a different opinion concerning practical aspects of the
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adaptive meshes. In the monograph by Godunov et al. [57] the authors note
that "despite of every effort and long time spent on producing curvilinear and
moving meshes for numerical solving the partial differential equations, there
was not elaborated a final point of view relative to principles which should
lay in the basis of grid generation methods". This circumstance, specially
highlighted, from authors’ point of view should attract developers’ attention
to solving the questions formulated (see Prokopov [108]). At present, almost
in twenty years, the situation is nearly the same despite a lot of effort applied
to this problem.

Many formulations of objective functions for grid construction were
suggested and, despite of different points of view, they come to consent that
the mapping, used in grid generation, should be continuously differentiable
and the Jacobian must not be equal to zero (see Godunov and Prokopov [56],
Godunov et al. [57], Thompson et al. [143]). This very important property
guarantees that the mapping is one-to-one. These grids are obtained when
using elliptic equations (see Thompson et al. [143]) at constructing mapping
of the physical domain onto the parametric square in 2D and cube in the 3D
case.

However, as noted by Ivanenko and Charakhch’yan [67], not every
elliptic grid generator possesses the property to be one-to-one at the discrete
level. "If the boundary nodes are given so that the coordinate lines need not
be too bent to provide invertibility of the cells, then all algorithms generate
quite satisfactory meshes. Some grids are a bit better and the others a bit
worse, some algorithms work faster and the others a bit slower, nevertheless
all grids are suitable for modeling. If the coordinate lines should be strongly
bent so as to yield a satisfactory mesh, then the situation changes. Most
of the algorithms produce grids with folded cells, which are not fit for
modeling”. In papers by Ivanenko and Charakhch’yan [66, 67] they compared
the suggested algorithm with others, including Winslow’s method [159], on
a number of domains with complex geometry. These examples have shown
that in the extremal cases the most algorithms produce grids with folded
cells and sometimes interior nodes even overspill the domain.

There are several approaches to overcome this difficulty. The first one
is the use of the orthogonal meshes to increase the minimal angle between
the coordinate lines (see Prokopov [106, 107], Sidorov et al. [126], [128],
Ushakova [148], Serezhnikova et al. [119], Brackbill and Saltzman [26],
Brackbill et al. [27], Ryskin and Leal [115], Steger and Shause [133], Arina
and Tardity [134]). However, it is not clear how the orthogonal mesh can be
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adaptive since there is insufficient number of degrees of freedom (Ryskin and
Leal [115], Brackbill [28]). This is in correspondence with the statement that
increase of orthogonality is achieved at the expense of adaptivity (Brackbill
and Saltzman [26]).

When constructing the orthogonal grids (or close to them), lack of
degrees of freedom can be compensated, for example, by refusing the fixed
node position on the entire boundary or on its part. Permission to move
the boundary nodes sometimes promotes to achieve desirable grids, but can
complicate joining the grids of separate subdomains.

In some cases there is no such a problem. For example, when solving
external problems in aerohydrodynamics, one side of the underlying domain
can be bounded by the body contour, whose shape should be given precisely,
and the other side by the outward shock wave, whose shape is determined
during modeling, or by rather a far external boundary. On these external
boundaries the requirements, imposed on the mesh nodes redistribution, can
be weakened in the interest of grid generation to obtain a high accuracy
first of all near the body. To this end, one may use hyperbolic and parabolic
equations, which are outside of the present study.

When generating regular meshes by constructing the curvilinear
coordinates (may be not orthogonal) in a complex domain one should
pay attention to producing an initial mesh. To obtain it, usually one uses
interpolation formulae. In a complex domain (if it is not cut into the blocks
of a simple geometry), application of the interpolation formulae produces
the initial mesh with folded cells. Eliminating this difficulty is the separate
problem in grid generation.

As an alternative one can use the following rather an universal method.
The iterative process of solving a complex system of the finite difference
grid equations can be considered as solving an unsteady problem. It can
include the artificial process of the domain boundary deformation. A complex
domain, where one needs to produce a grid, is changes by a more simple
domain, where a “good” mesh can be readily generated. Next the simple
domain is gradually deformed onto the initial domain.

Another way of overcoming difficulties, caused by a complex geometry,
is to apply block grids (Godunov et al. [57], Tu and Thompson [144],
Thompson et al. [143], etc.). Very complicated domains are cut into parts
so as to simplify grid construction in every block. The first drawback of
this approach is that the mesh is not smooth in the locations of the blocks
junction. The second drawback is the problem of automatical cutting the
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domain into suitable subdomains even in the 2D case (Prokopov [109],
Charakhch’yan [32, 33]). This way is quite realistic when generating in
dialog mode in a given fixed domain (Shih et al. [122]) and is rather difficult
when treating domains with deforming boundaries (as noted by Prokopov
[108]). This approach is close to producing irregular (unstructured) meshes.
The latter runs into difficulties in the problems with moving boundaries,
when at different time levels the mesh is of different structure.

And finally the last method, where the concept of convex grids is applied
(Ivanenko and Charakhch’yan [67]). The harmonic functional (Dirichlet
functional), used by Brackbill and Saltzman [26], is approximated so that
its minimum is attained on the grid consisting of convex quadrilateral cells.
This method of approximating the functional has advantages, particularly
for the mesh with not a large number of nodes, warranting that all cells are
convex quadrilaterals (of course, provided that there exists at least one such
a mesh). The fact is that in extremal situations, if the number of nodes is not
large, due to approximation error the differential properties, including one-
to-oneness, can be lost at discretization. Examples of failures were presented
by Ivanenko [65], Roach and Steinberg [113].

This approach can be extended to the adaptive meshes, if to use the
theory of the harmonic mappings (see Liseikin [91, 94], Ivanenko [70, 73,
74]). Here the problem of constructing harmonic coordinates on the surface
of graph of the adapted function is formulated. The harmonic coordinates are
generated using the harmonic mapping of the surface onto the parametric
square (or cube in the 3D case). Projection of these coordinates onto the
physical domain gives an adaptive-harmonic mesh (Ivanenko [71]). Similar
auxiliary surfaces were also applied by Dwyer et al. [42], Eiseman [45], and
Speckreijse [132].

Adaptive-harmonic meshes can be applied to the irregular grids (see
Ivanenko [72]). The basic principle can be formulated as follows. The
harmonic coordinates are constructed using the global mapping of the
physical domain onto the parametric square. As a result we obtain the
regular adaptive mesh. The irregular grid is the set of the local coordinates,
and in every cell (or element) we have particular coordinates. Therefore,
every cell, i.e., quadrilateral, can be mapped onto the same parametric
square using the harmonic mapping, and the final irregular mesh with
fixed connections should be sought by minimizing the sum of the harmonic
functionals, written for every cell. It will be the smoothing stage in the
method of irregular mesh generation. If the grid consists of triangles, every
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triangle should be mapped onto the equilateral triangle via the harmonic
mapping and the discrete functional should be fixed as a sum of the harmonic
functionals written for every triangle.

2A variational approach of adaptive mesh generation based on
minimizing the energy density functional depending on two metrics was
suggested by Ivanenko [75]. One metric is responsible for adaptation to the
solution, and the other, in the parametric domain, for grid lines condensing
and orthogonalization near the physical domain boundary. The use of two
metrics was suggested by Godunov and Prokopov [56, 111], however, they
apply the direct mapping and their method does not provide the mesh
from tangling in domains with complex geometry. In the approach used
by Ivanenko, constructing the inverse mapping leads the Jacobian of the
mapping to appear in the denominator of the functional, and this, in turn,
provides the numerical method with the barrier property preventing mesh
folding in the course of grid smoothing.

Simultaneously with Winslow’s method [159] there appeared the papers
concerning variational approaches in grid generation (see Sidorov [125],
Sidorov and Shabashova [126], Sidorov and Ushakova [127], Sidorov et
al. [128], Godunov and Prokopov [55], Yanenko et al. [161], Prokopov
[106, 108], Belinskii et al. [18], Liseikin [93], Sakhabutdinov et al. [116],
Shirokovskaya [123], Anderson [3], Bell and Shubin [19], Brackbill and
Saltzman [26], Brackbill [28], Eiseman [45], Kennon and Dulikravich [82],
Roach and Steinberg [113], Kennon and Anderson [83], Serezhnikova et al.
[119], etc.). Direct generalization of Winslow’s method was suggested by
Yanenko et al. [161], Brackbill and Saltzman [26].

Dvinsky [37] was the first to suggest to apply the theory of the
harmonic mappings in grid generation. Brackbill [28] derived the method of
constructing the adaptive meshes from variational formulation of diffusion
Winslow’s method [160] (cited by [28]) and from the functional with
directional control. The theory of harmonic mappings was used by Brackbill
[28] to derive conditions providing the solution of elliptic equations to exist.
In the works by Dvinsky [37] and Brackbill [28] adaptation is performed
by introducing a special metrics in the solution domain. Liseikin [91, 93]
introduced extension of the harmonic functional to the case of mapping the
surface of the graph of the adapted function onto the parametric square and
presented examples of adaptation by solving numerically the Euler equations.

2This paragraph was added by the Editor.
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The algorithm of minimizing the discrete analogy of this functional was
suggested by Ivanenko [70, 71, 72]. The algorithm of the boundary nodes
redistribution in the course of minimizing the functional was proposed by
Azarenok [6, 8].

Generalization of Winslow’s method [159] in the case of surfaces was
considered in number of works. The methods grid constructing on surfaces
based on solving elliptic equations were considered by Thomas [139], Takagi
et al. [138], Tomphson et al. [143], Warsi and Tiarn [155], Liseikin [92,
93], and based on variational approach by Saltsman [117], Jacquotte [78],
Ivanenko [70].

Elliptic equations are defined via the Gauss and Beltrami formulae
(Tomphson et al. [143], Warsi and Tiarn [155], Warsi [156], Steinberg
and Roach [136], Khamayseh and Mastin [84] or by projecting the
Poisson equations in assumption of orthogonality and zero curvature of the
transverse grid lines family (Thomas [139], Takagi et al. [138]). Adaptation
is performed using the source terms, but it is difficult to determine these
terms on the surface and yet one-to-oneness can be lost. In the variational
methods (Saltsman [117], Pearce [103]), the mesh is constructed from
the condition of minimizing the linear combination of the functionals of
smoothness, orthogonality, and adaptation (Brackbill and Saltzman [26]). In
the papers by Liseikin [91, 93] and Ivanenko [70], the harmonic functional
is used to construct the mapping of the surface onto the parametric square.

Generalization of Winslow’s method [159] for the 3D case was
considered by Shevelev [121], Liseikin [91], Tomphson et al. [143], Tu
and Thompson [144], Eiseman [45], Brackbill et al. [27], Brackbill [28],
Hegmeijer [64], Spekreijse [131], Ivanenko [73, 74], etc.).

3Thus, the harmonic mappings has been used for grid generation
within long time. In the present study, we consider algorithms of grid
construction using the harmonic mapping and its generalization, when
two metrics are used, in plane, surface and space within the frame of a
common approach. It allows to set forth carefully the algorithms, beginning
from theoretical foundation and ending by final computational formulae.
Variational methods possess one more important property: they guarantee
unfolded mesh generation. It means that even in domain with complex
geometry we can produce regular meshes without folded cells.

3This paragraph was corrected by the Editor.



Chapter 1

One-dimensional grid generation
for numerical solution of partial
diiferential equations

1.1 Transformation of independent variables

Consider the transformation of independent variables in general case.

Consider Euclidean space R"™, a bounded and connected homeomorphic
domains Q9,2 C R", and a map p(z) : Qg — Q, where z € Qg and ¢(x) € Q.

I we use o(x) as the transformation of the independent variables in
the system of PDEs, describing the physical process, we need additional
conditions on the transformation in order to provide the equations to be
nonsingular in new variables. This is achieved by introducing additional
constrains for the transformation, such as condition of smoothness and the
condition guaranteeing that the transformation ¢(z) is one-to-one.

In turn, if we consider a numerical solution for the system
of PDEs, we must introduce the discrete transformations " (z)

ﬁg — Q" between QF and Q" approximating the domains o and
correspondingly. Discretization of the domain Qf is obtained by dividing it
into nonintersecting domains QF, i=1,...,m, usually called finite elements
or finite volumes, such that

o = Oﬁh
=1

Convergence of Qf — Qg and Q" — Q is considered at m — oo.
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In the theory of grid generation, the methods of implementing
such discretizations are considered. At the same time, application of the
numerical analysis will help us to find additional conditions, ensuring the
convergence " (z) — o(z) of the approximate solution to the exact solution
simultaneously with convergence of Qf — Qg and Q" — Q.

These questions will be considered below, first in the one-dimensional
case.

We will start with the following example.

Example 1. Consider an ordinary differential equation

d*u du
6@——5, xE(O,l) (1)
with boundary conditions
u(0) =0, wu(l)=1. (2)

An analytical solution of the equation (1) with boundary conditions (2) can

be written as
_ 1 _ e—am
U= T
where a=1/e. This solution has the boundary layer at the left side of the
interval (0,1).

Now we will look for a transformation of the independent variable
x=x(&), which is an invertible mapping of the unit interval (0, 1) onto itself,
such that the equation (1) will be as simple as possible. The following
relations hold

Ug = UgpXe, Uge = um:vg + UgTee.

Substituting these relations into (1) we obtain
EUge = EUgTee — uzxg = ug(exree — x%) (3)

While deriving (3), we suppose that the Jacobian of the transformation
x = x(&) does not vanish, i.e. z¢ # 0. If the right-hand side of (3) is equal
to zero, i.e.,

€Tge — x? =0. (4)

Then the equation (1) will take the form

Uge = 0. (5)
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The solution of the equation (5) is the linear function u(§)=¢. We can see
that in contrast to (1) the equation (4) is a nonlinear differential equation.
[t can be solved directly, but it is better to rewrite it as an equation with
respect to £(z). We use the following relations

oxe =1, weebp + x?ém =0.

Substituting these relations into (4) we obtain

Egmm - _gz .
1
0.9r
0.8¢
07T/
+—
0.6
+
0.5%
1
0.4
E
0.3,
0.2]
1
0.1
E
0 I I I I I I I I I n
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1
Grid solution of problem 1
Fig. L.I:

Geometrically, see Fig.1.1, this is the same equation as (1). Equation
() can be rewritten also as

Ug = TeUy = coNst. (6)
Theorem 1.1 Let
2(€) € C10,1], 2(0) =0, (1) = 1.

If the Jacobian
xe >0, z €[0,1]
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then the mapping will be a homeomorphism (one-to-one and continuous
mapping).

Proof.

Consider two points & < &. It is known there exists such a
point £’ € (&1,&2) that

&
[ wede = a(ee) — a(60) = wel€&2 — €0) > 0.
£1

From this «(§) 1is strictly monotonic, ie. =z(§) is a
homeomorphism.

Example 2. For the ordinary differential equation

d?u _

dz?

consider the transformation of independent variable x=xz(§). After
transforming to the new independent variable £ we obtain

1d1du_
we de \we de )

Boundary conditions are the following
w(0) =0, wu(l)=1.
The solution is written as
u==1a.
Consider the following transformation

_ ) € if 0<€6€<05
T 20 -05a)(€ - 05)+ 050 il 05<E<1

The Jacobian is discontinuous in the point £=0.5, if a#1

[« if £€<05
T 2—a if £€>05
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For such transformation a new problem statement is necessary
d*u
e =0, (£€(0,1)) ﬂ(f #0.5)

1 1
—U, = Uu

¢ 2—a * 0.540
u(0) =0, u(l) =1.

@ os—0
We can see that the transformation of the independent variable, which is not
continuously differentiable, leads to the new problem formulation for the
equation with discontinuous coefficients. Conclusion: we need continuous
differentiability.
Discrete case. As a discrete analog of the smoothness condition for the
transformation, first consider the transformation of three points £—h, & and
&+h onto three points zo=z(£—h), z1=x(§), xo=x({+h), where h is small
enough.
From Taylor series the following expansions can be obtained

h?
xo — 11 = xeh + Tee + O(h?)

h2
1 —xo = xch — :Qg? + O(h3)

(zo —21) — (21 — 20) = Tech® + O(R®).
Consequently,

(x2 —x1) 1+ zeeh? + O(h?)
(r1 —x0) xeh — xeeh? + O(h3)

= 1+ h 402
e

where h=1/N and N is the number of intervals.
If 2¢¢<oo, then in the limit we obtain the following condition on the
ratio of lengths of the neighbor cells

E””Lxl)_dwithh—m.
Tr1 — o

From previous considerations it follows that the transformation of
independent variable x(§) must be
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I. A homeomorphism (z¢ > 0, £ € [0,1]).

II. Smooth (z¢ € C[0,1]) and |z¢e| < oo .

Example 3. Consider the transformation x = ¢2. The uniform grid in the ¢
- axe is defined as

The coordinates of grid nodes in the = - axe are computed as

1 22
IOZO, Ilzm, xgzm
In this case
T2~ _ 4
xr1 — o

and it does not tend to O for any number of grid nodes. The reason is that
the Jacobian is equal to 0 if £€=0. In this case the Taylor series for the
lengths of the first and second cells contain a finite number of terms:

2h?
Tog — 1 = 2h2+ T

xo — 1 = —2h% + h? = —}h?

and their ratio is exactly equal to 3.

1.2 Equidistribution principle

For the monotonic function u(x) we can find such a transformation x=x(¢),
that the function u(z(§))=a(§) will be linear. In this case

Ug = x¢|ug| = const > 0.

For the monotonic function |u,| # 0 and the constant is defined from
the relation

1
const = / |ug|dz = |u(1) — u(0)].
0
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In the case if the derivative w, is a linear function of £ we obtain

d
— (Uy) = TeUgy = const.

dg
The equidistribution principle in this case takes the form,

Te|Ugy| = const > 0.

Example 4.
Consider the boundary-value problem for the ordinary second-order
differential equation
d*u

€3 +u=0, u0)=1, u(1) =1.

The analytic solution can be written as
w= C(efam + ea(acfl))'
where

1—e @
1—e2a’

a=1/ye, C=
The solution has the minimum at the point z=0.5
ug (0.5) = 0.
Variational formulation for the example 4

The variational statement for the problem from example 4 is to find the
minimum of the functional

with boundary conditions u(0) =1, u(1) = 1.
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1.3 Nonstationary problems

1) The following nonstationary problem is considered with the solution of
the problem from example 1 as its stationary solution

@4_ ()@— @
ot ax@x_g(?:ﬁ'

2) The following nonstationary problem is considered with the solution of
the problem from example 4 as its stationary solution

ou 0%u
— tu=¢e¢-— .

ot 0x?

3) If e=0, we obtain the following convection equation of the first order

ou ou
5 + a(x)% =0.

4) The stationary solution of the problem from example 1 is obtained from
the solution of the associated nonstationary problem with the following
boundary and initial conditions

w(0,t) =0, u(l,t) =1, u(x,0) =up(x), a=—-1, t — oo .

The stationary solution of the problem from example 4 is obtained
from the solution of the appropriate nonstationary problem with the
following boundary and initial conditions

u(0,t) =1, u(l,t) =1, u(x,0) =up(z), a=-1, t > o0 .

Modern Numerical Methods
The following numerical methods can be used for solving these problems

e Finite difference method,
e Finite element method,

e Finite volume method.



One-dimensional grid generation 27

Consider the nonuniform grid
O=zg<21 < - - <ay_1<zy =1

We introduce the following notations

1
h:N and hi+1/2:Ii+1—$i,i:O,...,N—l.

1.4 Finite difference method

In the finite difference method all derivatives are replaces by finite-
differences

o Wit1 — Uy ! o Wit1l — U1
U R, U N ———, Uy N ————

3 ) N
Tit1 — T Ti — Ti—1 Tit+1 — Tj—1

For the example 1, the equation

du du
P2
dx dx?
can be approximated as
Uiyl — Uim1 2 [Ui-i—l —u; U — Ui—1:|
- - )
Tit1 — Ti—1 Tit1 — Ti—1 [ Ti+1l — T4 Ti — Ti—1

or

Uipl — Ui 2 {le —U; U — Ui1:|
iyl — T Tigl — Tio1 ([ Tipl — Ty T — Ti1

1.5 Finite element method

In the finite element method all unknown variables are approximated by
expansions

N-1

ul = Zuiz/zi .

i=1
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Variational formulation is used then to obtain discrete analog of
the continuous problem. For the example 4 the corresponding variational
formulation is as follows

=[G

Substituting the expansion u” instead of u we obtain the discrete analog of
the functional

dr — min.

The simplest basis function 1; is the piecewise linear function, which
is linearly increased from O to 1 in the interval from x;_; to x; and linearly
decreased from 1 to O in the interval from z; to z;y1, and it is equal to O
elsewhere.

Substituting these basis functions into the discrete functional, we obtain

N-1

i=1 (Tig1 — x4) 30 e AR Y]

If we use the simplest numerical integration formulas with quadrature
nodes coinciding with the nodes of the grid, we obtain another approximation
of the functional, which satisfies the maximum principle

N-1

Fh (wip1 —w)® 1, 5
"o ; {E Ti+1 — Ty + i(uz +ui+1)(xi+1 N Il) )

The necessary conditions of the minimum of the appropriate functionals
can be obtained as

orh

oI
6ui - 0

0 =
6ui ’

1=1 N-1.

ey
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1.6 Finite Volume Method

1.6.1 Generalized formulation 1

Variational formulation for the convection equation

ou Ju
— +a— =0, a = const. ,

ot ox

can be expressed as

T

ou ou 0 Vi
/ <a +a%) dr = pr /udx—l—a[u(m) —u(z1)] =0,

1 1

for any xo>x .
This leads to the following semidiscrete approximation

0
Eui+1/2+a(ui+1—ui) =0 y 1= 1,...,N—1 .
In the general case a = a(t,x) the upwind differences are used

et S j j
Uity/2 — Witq)2 L Wi — U
At ¢ Ti41 — L4

= 07 CL{ = a(tja Il) )

where . .
J : J
o ) Vi if a; >0
’ ug+1/2 1<0
1.6.2 Generalized formulation 2

The generalized variational formulation is used for constructing numerical
algorithm directly on moving grid without interpolation [57]

ou ou
// (E + aa—x) dxdt = ng(—udx + audt) ,
D

where D is an arbitrary domain in the plane (z,t) and 9D is the domain
boundary.
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Integrating we obtain the following finite-difference relations

J+1 ( J+1 j+1) —’LLJ.-

j+1/2
Uit1/2 ' At

J J
Tip1 — % 112l — @) Fau

= Y YR — (- a2,
[t is convenient to introduce the velocity of grid points

Wl-jﬂ/2 = (:Cfl — :vf)/At

In this case the scheme can be rewritten as
Jj+1 Jj+1 Jj+1 J J J
ui+1/2(xi+l - ) _'U“+1/2(Ii+1 _'xi)

+a— WAt ul P = (- WIT P AT =0

1.6.3 Godunov’s theorem

Very important Godunov’s theorem [53, 54] states that even for linear
convection equation and so for the hyperbolic system of equations a
monotonic scheme of the second order of accuracy must be nonlinear.

Theorem 1.2 Godunov’s theorem. Two-layer linear monotonic scheme for

the equation

8u+ 8u70 = const
ot Yor 4T .

cannot be of the second-order accuracy.



Chapter 2

One-dimensional grid generation:
error estimates

In the unit interval of the axis z, consider nonuniform 1D grid with node
coordinates
i, 1= O, ceey N

satisfying boundary conditions
z0=0, ay=1.

It corresponds to the uniform £-grid

The mapping z(€) is approximated by z : (¢ — z) constructed with
the use of piecewise-linear finite element basis functions

N
a"(€) = Z z9i (&)
=0

Ti = xh(ﬁi) .
The Jacobian of the transformation 2" (&) for & € [i/N, (i+1)/N] is equal to

ﬂ_ Tigr — o hiyiye
d  1/N  1/N
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The Jacobian is positive if and only if
hi+1/2:Ii+1_Ii >0,¢:=0,...,N—1.

A posteriori error estimate
This estimate is obtained for the difference between exact and
approximate solution, measured in particular norm, such as

[|lu —uh|| < F(h,uh) )

The right-hand side in the posteriori estimate is a functional dependent on
approximate solution. This estimate is used in the finite element method, for
the so-called h-refinement.
A priori error estimate

This estimate is obtained for the difference between the exact and
approximate solution, measured in a particular norm, such as

llu—u"|| < F(h,u) .

The right-hand side is a functional dependent on the exact solution. In the
finite element method with linear elements, this estimate takes the form

llu = u"|l; < chllull, .

where h is a maximal diameter of the elements.

2.1 A posteriori error estimates

We will start with the following
Example 2.1

Consider the boundary-value problem (example 4) with two boundary
layers in the solution:

. du
dx?

Variational formulation is the following

1 a2
U
I= - 2
/[E<dx> +u
0

=u, u(0)=1, u(l)=1.

dx — min . (2.1)
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The approximate solution is of the form:
N
ul = Zuﬂ/%(x) with wo=1, uy =1.
i=0

A discrete analog of the functional is the following

pm (i —w)? 1
I" = E E— + —(uf + uiiy1 + U12+1)(xi+1 — ;) .
e Ti41 — T4 3

Now consider the functional:

I =a(u,u)—2(f,u),

1
du d
a(u,v)—/<5£ %—I—uv) dx
0

is the scalar product and

where

1

1
||u||2E:/(5ui—|—u2)da:, (f,u):/fuda:.
0

0

Now we can suppose that the function f is chosen so that the unknown
solution u always satisfies the following boundary conditions

u(0)=0, u(l)=0,
for example
d*u
cm——
dx?

and we will use the following expansion for the approximate solution

:’u,—l, f:u—l

N-1

uh =" wi()

i=1

such that u"(0)=u"(z

0)=0, u"(1)=u"(xx)=0. Let u be a solution to the
minimization problem (2.1)

I =a(u,u) —2(f,u) — min ,
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and let u” be a solution to its discrete analog
I" = a(u”,uh) — 2(f,u") — min .

Consider an arbitrary function v such that v(0)=0, v(1)=]0. Substitution of
u + v instead of w into the expression for I gives

I =alutv,utv)=2(f,u+v) = a(u, u)+2a(u,v)+a(v,v)—2(f,u) —2(f,v)

= I(u) 4+ a(v,v) + 2[a(u,v) — (f,v)] > I(u) .

The inequality is always satisfied if the following necessary condition (weak
formulation of the problem) holds

a(u,v) — (f,v) =0 Yo, such that v(0) =0, v(1) =0 (2.2)
Similarly we can obtain that
a(ul,v") = (f,v") =0 Woh, such that v"(0) =0, v"(1)=0. (2.3)

From this it follows that at the point of minima of the functionals I and I"
the following relations hold

I=—(f,u)=—alu,u), (2.4)
I = —(f,u") = —a(u”,u") . (2.5)
Note that we can substitute v instead of v into (2.2). As a result we obtain
a(u,v™) — (f,o") =0 Yo", such that v"(0) =0, v"(1)=0.  (2.6)
Let u be the solution of the problem (2.1) and for arbitrary v" consider

the difference between u and v" measured in the energy norm
[lu — uh||2E = a(u—v",u—v") = a(u,u) + a(",0") - 2a(u,o") . (2.7)

From (2.4) and (2.6) it follows that

a(u — vl u—o") = a(u,u) + a(,v") = 2a(f,v") = I(v") = I(u) . (2.8)

Hence, we obtain an additional minimization property

a(u —ul,u—u") = mina(u — v, u—o") .

vh
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From (2.8) it follows that
alu —u u—u") =a(u,u) —a(u”,u")=1" -1,

or )
lu—ul|y=1"-T>0.

Grid adaptation can be based on minimization of the functional, obtained
from the posteriori error estimate
min min (Ih(xi, u;) — 1) .

Note: In the case of even number of grid nodes one half of nodes will be
in the left boundary layer, another half in the right boundary layer. But if
the number of nodes is odd, the central node will move to the right or to
the left boundary layer, i.e., the solution is not unique. This also means that
grid solution is not stable.

2.2 A priori error estimates: minimization of
approximation error

2.2.1 Problem formulation

Let u(x) be a smooth function and
ul = Zuizpi(:v) .
Approximation error is defined as follows
Ey= H}}PHU - Zuiz/}i I

Basis functions ; can be piecewise-constant and we can use the norm

1/p
lull,, = </|u|p d:c) .

If ¢; are piecewise-linear, then we can use the norm

1/p
fullg = ([l +ustrae)
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Consider the problem of finding the best approximation. The solution
can be obtained from the minimization of the functional

min £4 = min min|ju — Zuiwi |-

2.2.2 Interpolation error

If the coefficients in expansion
Z Ui
can be computed explicitly, for example as
u; = u(x;) ,
then we can introduce the interpolation error as follows
Er=|lu— ZW% -

It is obvious that
Fa<Er.

Consider the problem of grid generation from the minimization problem

min Ey

with the following constraints
O=xp<z1 <2< - <zNy=1.
The following Lemma holds.

Lemma 2.1 For any function u € Wp1 there is a linear combination

ur = Z Ui+1/21/1?+1/2($)

called the interpolant of the function u such that

1
1 hpr1 [ du P
o=, 5 [ by (%) ae.
0
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where
N-1 1 Tt
ur= Z ul-i—%w?-i—%(x)v Uipl = h 1 / u(x)dx )
i=0 [an-Rd
and y
/p
111y, = / fPda

Proofi.
Let p<oo, then we can write the following inequalities

1 N_1 Tit1
[|u—uy ||’£p:/|u—u1|pdx: Z |u —usPdx
0 =0 5
N_1 Titl . Tit1 P
Z / / u(x')dx'| dx
=  higaye
T Tq
P

Ti+1

:Nz__;f Hm/ (u(z) — u(z))da'| dx

i

z;/ z+1/2/ /d”x

7

N—1 Ti41
5 it o [ o] o
i=0 2 hivijz J
N— Ti41 P
du "
Z i+1/2 dz"

Using the Holder inequality

‘/ Hplald] = (/ '”("””qdf) " ( / |v(x>|de) v
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where
q>1, 1/p+1/qg=1,

we obtain

du
d 1

Tq

Tit1 1/ /p

d u / 1quC/I / ‘d —

k3

/I

Ti+1

o) < s o o
Consequently,
N-1 Tit1 L
luur < S nrzle [ ]9 e s o [t e ae.
=0 i 0
l.q.q.d.

Thus, we obtain the estimate for the first-order approximation error with
respect to h =1/N.
Consider the functional

1
= [(meyuatie
0

the Euler’s equation to which is
Z"H|uI|Z’ = const.

From this we obtain that the asymptotic condition on the Jacobian,
determining the optimal grid in norm L, is the following:

x¢ = constlu|” T

For p — oo we obtain a condition on the Jacobian for the grid, optimal
in the norm L., or if the function is continuous, in the uniform norm

r¢ = const|ug| ™!, xe|ug| = const. |
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where
[|t [|oo= max |ul .
z€([0,1]
For the monotone function u(x), the grid, obtained from the discrete
analog of u¢=ug,, r¢=const,,

u(&iv1) — w(&) = w(@ivr) — w(zi) = u(@;) — u(@i-1)

is the exact solution not only to the best interpolation, but also for the best
approximation, because

1 1

€it1/2 = 5(“($i+1) —u(z;)) = 5(“(%') —u(@i-1)) = €i-1/2

where €;1/5 is the error in uniform norm in the interval x; < < ;4 for
piecewise constant approximation.

Lemma 2.2 For any function u € Wp2 there exists such a linear
combination ur =Y u(x;)y; () that

1
1 d?u|?

p h\2p+1
lu=urll, < 55 [@rr |55 de
0
1

1 d?ul?
P hyp+1
||’LL—U]||W; < m/(xg)p 2 d¢€ .

0

Conditions on the Jacobian for grids, optimal in norms L, and Wl are
the following

— P .
x¢ = constlug,|” 2»+1 in the norm Ly, ,
__Pr_ .
xe = constlug,| 7T in the norm Wp1 .
In the case of norms C and C* we have

Te = const|um|7% in the norm of the space C(0,1) ,

z¢ = const|ug,| " in the norm of the spase C*(0,1) .

Asymptotically the solution of the problem for the best interpolation is
the same as the solution of the problem for the best approximation.
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2.3 C. de Boor’s algorithm

Algorithm for constructing the grid, optimal in the uniform norm, is the
following

T 1 -1

&(x)=c /(|um|+€ V24, = / [tuze| + €)'/ 2 dx ,where ¢ is small enough,
0 0
D?uy if 2o <z<x
ul, =< 0.5(D%uipr + D*uy) i @ <o < i
D?un_y if zyo1<z<zNn
Here
DQUZ- _ Ui+1 — Uy _ Uiy — Uj—1

Tit1 — Xy Tj — Ti—1

First &(z;) are computed, then new values of #; can be obtained from
the formulas

-1 & i
T:Z€Z¢Z(xk)v kzla"'vN_la

1

gi:c/(|uh|—|—51/2da: c= /|uh|+al/2da:)
0 0

Repeat until convergence

|+E 1/2d:c.

o\

It would be good if the algorithm can be extended to the multidimensional
case but seems to be quite difficult or impossible.

2.4 One-dimensional harmonic mappings

Consider the problem of constructing a harmonic mapping of a unit interval
onto the graph of the function f(z).
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The Dirichlet functional has the form

1
1_/1s§d5_/x§(1+f§)dg.
0
0
where .
s(x) :/ V1+ f2de S¢ = Sp¢ .
0

For the inverse mapping we have

1 2 1 1
1 :/ <%> ds = %ds :/ %ds
o \ds 0 S¢ o (sawe)

/1 1 L
= | ———sedé = d¢
o (s02¢)? 0 SaTe

1

[ e
A Te 1+ f% .
Euler equations are identical for both functionals

zer/1+ f2 = const.

To control the number of grid points in the layer of high gradients, we
introduce the scaling factor ¢, and instead of f consider the scaled function

f:f'ca7

and finally returning to the previous notation for f we obtain

xer/1+ 2 f2 = const.

The last expression can be rewritten as

/1
Xe C_ + sz = const.

From this it follows that
xe|fz| = const if ¢, — 00 .

And, thus
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This is also the condition on a grid, optimal in the uniform norm.
Consider the functional for the uniform grid on the curve of the vector
function with the function and it first derivative as the vector components

1

_O/fra L+ 2+ /2)
Introduce two scaling factors ¢; and ¢y

fx = leac ) fmc = CQfacm .

The Euler equation is the following

xg\/l +c2f24 c3f2,) = const.

Condition on a grid, optimal in the C' norm, can be then obtained if
co — 00, and ¢; remains fixed

Te| fzz| = const.

Example 2.2
Consider the piecewise linear function, see Fig.2.1

f(a:)—{ xfe for 0<z<e

1 for e<z<1

The error on the uniform grid is the following

. {1/2 for N<1
eq — 1
TN for N> 2

The error on the grid, optimal in the uniform norm

1
Eopt = ==
PTON
does not depend on e.
The number of grid nodes in the boundary layer for adaptive-harmonic

grid is the following

Ny VETE
T+ /22
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If e<c, then

N, ~ Ca ,
1l+c,—¢
if ¢,=1, then
N
N, ~ 5 -

Thus, the error on adaptive-harmonic grid is the following

1 1- \/c2 2
Eharm—min<_ €+ ca+€>.

" 2N, /2 f¢?

From this it follows, that

Ehu,’rm = { Eeq if Ca = 0

Eope i1 cqg— 00

f(x)

Fig. 2.1: Example of piecewise-linear function with boundary layer



Chapter 3

Nondegenerate two-dimensional
grids

3.1 Topological background

Mappings defined on the closures of bounded domains will be considered.
Conditions for these mappings to be one-to-one will be obtained.

Consider Euclidean space R", a bounded and connected domain Q c R",
and a map ¢ : Q — Q of class C'. The differentiability of ¢ at points of the
boundary 02 of the domain €2 is understood in the usual sense as existence
of amap @ : Q — Q of class C! on a certain domain O © whose restriction
to Q coincides with ¢. The Jacobian matrix of ¢ at a point z is denoted by
¢'(x). The following theorem has been proven in [23].

Theorem 3.1 Suppose that ¢ maps the boundary 0Q of Q
homeomorphically onto itself and

det¢'(z) >0 (x €Q). (3.1)
Then ¢ is a homeomorphism of Q2 onto Q.

For simply connected domains we can avoid the condition on the map
¢ to be homeomorphic between boundaries.

Theorem 3.2 Let Q C RY be a bounded, connected and simply connected
domain. Suppose that ¢ : Q — Q of class C* maps the boundary 95 of
onto itself and satisfies the condition (3.1). Then ¢ is a homeomorphism
of Q onto Q.
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The following theorem is valid with weaker condition than (3.1).

Theorem 3.3 Suppose that ¢ maps the boundary 92 of Q
homeomorphically onto itself,

det o' (z) >0 (x €Q),

and there exists such a point xo€0Q that det ' (zg) > 0. Then ¢ is a
homeomorphism of Q) onto (0.

If we have additional conditions on the boundary 9 of the domain Q
we can avoid the condition that the Jacobian is positive at least at one point
of the boundary.

Theorem 3.4 Suppose that ¢ maps the boundary O of the domain Q
homeomorphically onto itself, boundary 0S) is a n—1-dimensional manifold
of class C! and that

det ¢'(x) > 0 (z € ),
Then ¢ is a homeomorphism of Q onto Q.

Consider mappings from Qg onto Q. The following analog of the theorem
1 can be proved

Theorem 3.5 Suppose that ¢ maps the boundary 9 of the domain Qg
homeomorphically onto the boundary 092 of Q2 and

det o' (z) >0 (z € Q).
Then ¢ is a homeomorphism from Qg onto Q.

Analogs of theorems 3 and 4 are also valid for the mappings between
bounded domains.

Consider the case when the mapping ¢ : Qg — € is only continuous.
The mapping is called a local homeomorphism if for any point x € Q there
exists such a ball B(z,r) of sufficiently small radius » that B — ¢(B) is a
homeomorphism. Then the following result holds

Theorem 3.6 Suppose that the local homeomorphism ¢ maps the boundary
0 of the domain Qo homeomorphically onto the boundary 0K of 2. Then
@ is a homeomorphism from Qq onto Q.
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The theorems 3.1 and 3.6 can be used in the case when the mapping ¢
ia defined in the closure of the domain Qg and its values are in the closure of
the domain Q. Let Qo and Q be two bounded connected and homeomorphic
domains and let ¢ : Q9 — Q be a continuous mapping. Let a domain € is
devided into nonintersecting domains ; (i=1,...,m) such, that

Q.

—:

0=

i=1

_ Let ¢ : Q9 — Q be a continuous mapping which is C' smooth in the
Q;. The restriction of ¢ to the ; will be denoted by ¢; (i=1,...,m).

Theorem 3.7 Let ¢ be a homeomorphism between 0y and 0S) and let for
any number of i=1,...,m, its restriction p; be a homeomorphism between
00, and ¢;(0Q;), and let

det ¢ (x) > 0 (xe), i=1,...,m, (3.2)
then ¢ is a homeomorphism between Qy and ).

These theorems, particularly the theorem 3.7, can be directly used in
the theory of grid generation to formulate sufficient conditions on a mesh
to be nondegenerate.

3.2 Two-dimensional structured (regular) grids

Grid generation problem in two dimensions will be considered in the
following formulation. In a simply connected domain €2 in the plane (z,y),
a grid

(.I,y)ij, izl,...,i*,jzl,...,j*, (33)

must be constructed with given coordinates of boundary nodes

(@ y)it, (@,9)ij<, (@,9)15, (T,9)ir)- (3.4)

The problem can be treated as a discrete analog of the problem of
finding the functions (¢, n) and y(£,n) ensuring a one-to-one mapping of
the parametric square

0<é<1,0<n<1 (3.5)
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2 3
n
1 4
z £

Fig. 3.1: Correspondence of node numbers for a mapping of square cell
i+1/2,j41/2 in plane (£,7n) onto corresponding quadrilateral cell in plane

(z,9)

onto the domain €2, see Fig.3.1, with a given transformation of the square
boundary onto the boundary of 2, associated with the boundary conditions
(3.4), i.e., on each side of the parametric square the following eight functions
are specified:

x(é,()) = xbt(€)7 x({, 1) = Itop(€)7 50(0777) = Ileft(n)v 50(1777) = ITight(n)a

Y(§,0) = yn(§), y(&: 1) = Yrop(§), ¥(0,m) = Yrert(n), y(1,m) = Yrigne(n)-

Instead of the parametric square (3.5) in the plane (£, n) the parametric
rectangle is often introduced to simplify the computational formulas

1<&<i®, 1<n<j¥, (3.6)

associated with the square grid (&, n;) in the plane (¢,n) such that

% %

&‘:i, 7’]]':]', izl,...,l;jzl,...,].

From the theorem 3.5 it follows that the curvilinear coordinate system,
constructed in a domain €2, is nondegenerate if the Jacobian of the mapping
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z(&,m), y(&,m) is positive
J=xeyy —anye >0, 0<6<1, 0<n<1. (3.7)

Thus, the problem of constructing curvilinear coordinates in a domain
Q can be formulated as the problem of finding a smooth mapping of the
parametric square onto the domain Q which satisfies the condition of the
Jacobian positiveness (3.7). The mapping between boundaries must be
one-to-one which can be easily provided from the condition of monotonic
variations of £ and n along the appropriate parts of the boundary of the
domain .

Consequently, in the discrete case for the grid (3.3) a discrete analog
of the Jacobian positiveness must be also applied.

3.3 Discrete analog of the Jacobian positiveness

The mapping z(&,7n) , y(&,n) will be approximated by quadrilateral finite
elements [137].

Let the coordinates (x,y);; of grid nodes be given. To construct the
mapping 2" (£, 7), y"(&,n) of the parametric rectangle (3.6) onto the domain
Q such that 2" (4, j)=x; ; and y"(i, j)=vyi; we use quadrilateral isoparametric
finite elements [34, 67, 68]. The square cell numbered i+1/2,j+1/2 in the
plane (£,n) is mapped onto the quadrilateral cell in the plane (z,y) formed
by nodes with coordinates

(iC,y)i,j, (xay)i,j-i-la (iC,y)i+1,j+17 (iC,y)i+1,j-

The cell vertices are numbered from 1 to 4 in the clockwise manner as
shown in Fig.3.1. The node (4, j) corresponds to the vertex 1, node (z,j+1)
to vertex 2, and so on. Each vertex is associated with a triangle: vertex 1
with Ay1s, vertex 2 with Aq93 and so on. The doubled area Ji, k=1,2,3,4,
of these triangles is introduced as follows

Ji = (va —21)(y2 —y1) — (ya — y1) (22 — 21)

= (@it1,; — Tij) Wig+1 — Yij) — Wit1,5 — i) (@ijr1 — @4j)-
In the first expression, the vertex indices are used and in the second the
corresponding node indices are used. The functions z", y" for i<€<i+1,
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j<n<j+1 are represented in the form
2"(&,n) = w1+ (@a—z1) (E—i)+(22—21) (n—)) + (23— 24— 22+21) (§—1) (=),

v (&n) = v+ (Ya—y1) (E=D)+ (2 —y1) (1=1)+ (Y3 —ya—y2+y1) (E =) (n—3).

(3.8)
Each side of the square is linearly transformed onto the appropriate side
of the quadrilateral. Consequently, the global transformation z , y” is
continuous on the cell boundaries. To check the one-to-one property of
the transformation (3.8) we write out the expression for the Jacobian

h_ hoh  hoh g —w1+ AN —j) w2 —a1+AE—10)
Tt = ey, xnyf_det<y4—y1+3(n—j) ys—y1 +B(E—4) | >

where A=xs—xr4—xo+w1, B=ys—ys—y2+y1. The Jacobian is linear, not
bilinear, since the coefficient at &n in this determinant is equal to zero.
Consequently, if J" > 0 in all corners of the square, it does not vanish
inside this square. At the corner 1 (§=i, n=j) of the cell i+1/2,j+1/2 the
Jacobian

J"(i,5) = (24 — 21)(y2 — 1) — (ya — 1) (22 — 21),

i.e., J"(i,j)=Jy is the doubled area of the triangle /42 introduced above.
From this it follows that the condition of the Jacobian positiveness for

the mapping =" (&,7), y"(¢,n)
alyh —alyt >0, 1<E<i*, 1<n<j*
is equivalent to the system of inequalities
ilivijzgeie >0, k=1,234i=1,...,i*=1; j=1,...,5 —1, (3.9)
where
Je = (-1 — k) Wrr1 — &) — (Y1 — Y&) (Try1 — Tk),

and in expressions for Ji one should put k—1=4 if k=1, and k+1=1 if k=4,
i.e., the index k is cyclic.
From the theorem 3.7 it follows the theorem.
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Theorem 3.8 Let the piecewise-bilinear mapping z"(&,m), y"(&,n) (3.8)
be a homeomorphism between the boundary of the rectangle (3.6) and
its piecewise-linear image. Suppose that this mapping satisfies conditions
(3.9). Then z"(&,n), y"(€,n) will be a homeomorphism.

If conditions (3.9) are satisfied, then all grid cells are convex
quadrilaterals. Hence, if the mapping z(§,7n), y(&,n) is approximated by
piecewise-bilinear functions, then the one-to-one condition is equivalent to
the condition of convexity of all grid cells (3.9). Such grids were called
convex grids [34, 67], and only convex grids can be used in the finite
element method with conforming quadrilateral elements.

The set of grids satisfying inequalities (3.9) was called a convex grid
set and denoted by D [34, 67]. This is a subset of Euclidean space R,
where N=2(:*—2)(j*—2) is the total number of degrees of freedom of the
grid equal to double the number of its internal nodes. In this space D is an
open bounded set. Its boundary 9D is the set of grids for which at least one
of the inequalities (3.9) becomes an equality.

3.4 Unstructured (irregular) two-dimensional
meshes

While constructing irregular meshes we must define a correspondence
between the local (for each element) and global node numeration. In Fig.3.2,
the simplest example of an irregular mesh is shown. Element numbers are
shown in circles. The local numeration is shown only for the element 1. The
global numeration is shown with a bold font.

The function n=n(N,k) is introduced to define a correspondence
between local and global node numbers:

n=n(N,k), n=1,...,N,, N=1,...,N., k=1,2,3,4,

where n is the global node number, N, is the total number of mesh nodes, N
is an element number, N, is the number of elements, k is a local node number
in the element. This function is implemented in the computer program
as a function for a regular grid and as an array for an irregular mesh.
For example, for the irregular mesh shown in Fig.3.2 the correspondence
between local and global numerations is defined as follows

n(l,1) =1, n(1,2) =3, n(1,3) =4, n(1,4) = 2.
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Y

1 2 ¢

Fig. 3.2: Correspondence of node numbers for mapping of unit square in
plane (£,7n) onto quadrilateral cell 1 of irregular mesh in plane (z,y)

For unstructured grids the array n(N,k) is filled in the process of grid
construction, e.g., by a front method. It is often necessary to use another
correspondence functions, e.g., when we must define numbers of two
elements from the number of their common edge or to define the neighbor
numbers for a given node. The choice of these functions depends on the
type of elements used and on the solver peculiarities. We will consider
below only the simplest data structure, defined by n(N, k), which is enough
for our purposes.

For structured grids, it is used the function with the same name instead
of the array n(N, k). It is convenient to use a one-dimensional numeration
instead of double indices. For node numbers of a structured grid, introduced
by (3.3), we have

NG =i+ G-1@G"—=1), i=1,....i" —=1; j=1,...,5—1,
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n(i,j) =i+ (G -1, i=1,...,¢% j=1,...,5%,
where n(i,j) corresponds to the node 4,5, and N(4,5) corresponds to the
cell number i+1/2,j41/2. Then the correspondence function is defined as
follows
n(N(i,j),1) =n(i,j), n(N(i,5),2) =n(i,j+ 1),
n(N(i,j),3) = n(i+1,5+1), n(N(i,j),4) = n(i+1,7).

Now we consider conditions for the mesh node coordinates to assure
a mesh to be nondegenerate. Note that in the case of a structured grid
instead of the mapping z(&,n), y(£,n) of the parametric rectangle (3.5)
onto the domain €, a bilinear mapping of the same unit square onto each
quadrilateral cell can be considered. All argumentation will be true in this
case, since the Jacobian of the mapping 2" (¢,7n), y"(&,7n) does not change if
the square cell is shifted in the plane (£, 7). Hence, for each cell of irregular
mesh a bilinear mapping of the unit square in the plane (£,n) onto this cell
can be introduced (see Fig.3.2). The condition of the Jacobian positiveness
can be written as follows

[Jelv >0, k=1,2,3,4; N=1,..., N, (3.10)
where

Je = (-1 — Tr) Yra1 — Yr) — Wr—1 — Y& ) (Ter1 — 1)

is the area of the triangle written in local numeration. Consequently, all
mesh cells, satisfying the inequalities (3.10), will be convex quadrilaterals.

As in the case of structured grids, unstructured meshes, satisfying the
inequalities (3.10), will be called convex meshes.

As in the previous subsection the set of meshes, satisfying the
inequalities (3.10), is called a convex mesh set and denoted by D. This is a
subset of Euclidean space RNin, where N, is the total number of degrees of
freedom on the mesh equal to double number of its internal nodes. In this
space, D is an open bounded set. Its boundary 0D is the set of meshes for
which at least one of the inequalities (3.10) becomes an equality.



Chapter 4

Barrier methods in
two-dimensions

4.1 Planar harmonic grid generation

The simplest and most investigated elliptic equation is the Laplace
equation. That is why the following system

Tee + gy =0, Yee + Yy =0

or its direct extensions may be considered for grid generation.

However, these equations can not guarantee the generation of a unfolded
grid. A simple example was constructed by Prokopov [110]. Let us consider
the transformation

2 1
z(&,m) = %(52 —n?) — 36 wl&m =+ 58— %n ,

defined on the unit square 0<¢<1, 0<n<1.
Obviously, this transformation satisfies the Laplace’s equation and the
Jacobian is

1

T€n) = zeyy — wpe = (€~ 2)(E = 3)+ 0+ 3)n

Since
2

J€0) = (€~ 3)(E~3) <0

in the interval n=0, %<§<%, the transformation is folded near the image of
the lower part of the square boundary. The example is of interest because
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the image of the square has a very simple form so degeneration of the
transformation and grid folding seems absolutely unexpected (see Fig.4.1).
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Fig. 4.1:

Experience has shown the efficiency and the reliability of the method
based on harmonic mapping, proposed by Winslow [159]. This is consistent
with the theoretical foundation of the method, since the theory guarantees
that the generated curvilinear coordinate system is nondegenerate. This
property follows from the general result on the existence and uniqueness of
the one-to-one harmonic mapping of an arbitrary simply connected domain
onto a parametric square.

Development of the method introduced by Godunov and Prokopov [56]
is based on the use of such additional parameters that there was no loss of
the one-to-one property. This approach was introduced to control the grid
spacing. Further developments of this approach were presented by Thompson
et.al. [143].

The system of two Laplace equations is used for constructing harmonic
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mappings. The natural way to extend this method is to use more common
elliptic equations with right-hand sides. However, in the general case it
is not clear how to obtain conditions on control parameters under which
the generation of a nondegenerate curvilinear coordinate system (structured
grid) is guaranteed.

4.2 Equations for harmonic grid generation

The method of grid generation guaranteeing a one-to-one mapping at the
continuous level was proposed in [159]. Two families of grid lines are
constructed as contours of functions &(x,y), n(z,y) satisfying two Laplace
equations

Soo + &y =0, Maa +1yy =0 (4.1)

with Dirichlet boundary conditions associated with the one-to-one mapping
of a boundary of parametric square (3.6) onto the boundary of domain.

After transforming to the independent variables &, 7, these equations
take the form

Qxge — 20Ten + YTy = 0, ayee — 2Byen + Yyny = 0, (4.2)
where ) )
&+¢
P I}
ExMz + 5 T
B = ey + yeyn = =75 (4.3)
2 2
e + 1
V=T Y= T

The standard approximation of Egs. (4.2) with centered differences for
the first-order derivatives was used in [159, 56]. Computational formulas
for the extension of the method to the case of adaptive planar grids will be
described in detail below.

To extend the Winslow method, Godunov and Prokopov [56] suggested
to use such additional parameters that there was no loss of the one-to-one
property. This was achieved by introducing the transformation £=£(¢p, 1),
n=n(¢, ). Then instead of the system (4.2) we obtain

& Ty — 20Ty + 7 Ty = axy + by,
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&Yoo = 28'Ypp + ¥ Yy = ay, + by, (4.4)

where

o = xi + yi, B = zoxy + Yoy, ¥ = xi + y?m

_ oo — 268y + 7 Epy Mo = 28"y + My
a= Wy — Eys
5«#771/) - m:éw 5@771/) - 77@&/)

b= @lee = 200y + 9 Mgy Loy — 260y +7'Eyy
@:W - 774/751!1 ? @:W - 774/751!1 ?

The grid control can be achieved by specifying functions &(¢, ), n(e, ),
ensuring the one-to-one mapping of the parametric square in the plane (£, 7)
onto the domain in the plane (¢, ).

In spite of the fact that there were no concrete recommendations on
the choice of control functions &(p, ), n(p,¥) in [56], this paper is very
important from the point of view of methodology. Indeed, we can conclude
from the form of Egs. (4.4), that if another equations, e.g., Poisson’s
equations, are used for grid generation instead of Laplace’s equations, then
for successful implementation not only right—hand sides should be specified,
but also the coefficients «, (3, 7. Results of a long—time research on the
employment of the Poisson’s equations for adaptive grid generation are
presented in [143]. The absence of a considerable success in this way can
be explained perhaps by the fact that the property of equations mentioned
above guaranteeing the one-to-one mapping is not taken into account in
such approach. We will demonstrate this on an example of the equations
from [143].

4.3 The use of Poisson equations

Consider a more general system of elliptic equations instead of Laplace’s
equations

0 0
0 0
D)+ 5 (D) = Q. (45)

Multiplying the first equation by z¢, the second by z,, and summing we
obtain
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0

206 + 56| ae | (D) + 5 (D) | 2, = Pae+Qa. (16)

Left-hand side of this equation is transformed as follows
0 0 0 0
—(Dé&,) + =—(D —(Dnz) + (D

0 0 0 o
= %(Dgzxé) + (9_y(D§yx£) + %(D%xn) + 8_y(D77yxn)

0 0 0 0
—Dfx%(xf) - Dgya_y(xé) - Dm%(%) - Dnya—y(%)-

The sum of the first four terms in the right-hand side is transformed with
the use of the following identity

ox
I =1=zle + Ty,
ox
8_y =0=wely + zyny,

and appears to be equal to D,.
The sum of the remaining terms is transformed with the use of the
following formulas

9 _ed 4,2
or "9 Moy
9 9 B

2y fya_g + Wya_n-
As a result we obtain that the left-hand side of the equation (4.6) is equal
to

—D(fi + 5;)1755 = 2D(Eene + Eyny)Ten — D(ni + n;)xnn + Dq.

Substituting (4.3) into the last expression, we finally obtain

2
X — X
it — 2y + gy = LIV Dy u,). (47)
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The equation for y is derived in a similar manner. Multiplying the first
equation in (4.5) by ye, the second by y,, and summing we obtain

505 + 5 (06| e | 5 (D) + 5 (D) 0 = P Qo (05)

Left-hand side of this equation is transformed as follows

0

206+

a (6] e + |5 (D) + 2Dy

B B B B
= 55 (D&ve) + 3—y(D€yys) + %(Dmyn) + 3—y(Dnyyn)

B B ) )
—Dﬁx%(yg) - nya—y(ys) - an%(yn) - Dnya—y(yn)-

The sum of the first four terms in the left-hand side is transformed with the
use of the following identity

dy
a_y =1= yffy + Yn"y,

% = 0=yela + Yya,
and appears to be equal to D,,.

The sum of the remaining terms is transformed with the use of the
above formulas for a% and 6%. As a result we obtain that the left-hand side
of the equation (4.8) is equal to

—D(& + &)yee — 2D(Eana + Eymy)Yen — D0 + 03 ymy + Dy

Substituting (4.3) into the last expression, we finally obtain

(Teyn — Tyye)?

D (Dy = Pye — Qyn). (4.9)

ayee = 2BYen + VYnn =
Comparing now the system (4.7),(4.9) with the system (4.4) we can see
that the form of right—hand side in the last looks like this part of Egs. (4.4),
but the coefficients «, 3,7 in (4.7),(4.9) are the same as in Eqgs. (4.2).
Consequently, in spite of the use of a more general equation, the
resulting system (4.7),(4.9) does not have such a general form as Eqgs. (4.4)
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and, therefore, it can be more limited in adaptive grid generation than Egs.
(4.4). In the other words, the specification of only right-hand side might be
insufficient for successful adaptive grid generation and we need also to have
a procedure for specificating the coefficients «, 3, 7.

As it will be shown below, if a grid is generated by using a harmonic
mapping between surfaces, then the resulting system of equations has the
form, similar to Egs. (4.4) with new coefficients «, 3, 7.

From this viewpoint the harmonic maps approach is well substantiated
and, therefore, will form the basis of all the following considerations.

4.4 Variational approach

In this section, we will consider the problem of unstructured grid smoothing
with the use of harmonic functional. The method can also be used for
structured grid generation, as it was described in [34, 67].

The process of unstructured grid generation usually contains two
stages. The meshes produced at the first stage by automated techniques
often exhibit large variations of mesh cell sizes. The smoothing techniques
are used then to form better shaped cells and yield more accurate analysis.

Various approaches have been developed, but the most promising is,
in our opinion, an approach based on the theory of harmonic mappings.
For regular grids such algorithms were proposed [26, 34, 67, 91, 161]. In
this section we will consider an extension of the method introduced in
papers [34, 67], which guarantees convexity of all grid cells in the case of
unstructured grids.

The Dirichlet (harmonic) functional was considered by Brackbill and
Saltzman [26]

aF + v+ +
1—/ YT T T n ey, (4.10)

B J
The minimum of this functional is attained on the harmonic mapping of the
domain 2 onto the parametric square. This functional and its generalizations
have been used in many papers for regular grid generation.

The problem of irregular mesh smoothing (or relaxation) is formulated
as follows. Let the coordinates of the unstructured grid be given

(@, y)n, n=1,..., N, . (4.11)
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The mesh is formed by quadrilateral elements, i.e. the array n(N,k)
is also defined. The problem is to find new coordinates of the mesh nodes
minimizing functional (4.10) value summed over all mesh cell when using
mapping of the unit square onto each cell of the mesh.

[t is clear that for a regular grid this formulation is reduced to a discrete
analog of the problem of constructing harmonic coordinates & and n on the
domain 2. Now we will consider the approximation of the functional (4.10).

The present algorithm is based on a particular approximation of the
functional (4.10) whereby the minimum ensures all mesh cells to be convex
quadrilaterals and guarantees grid nondegeneracy. While implementing, it
can be explicitly used peculiarity of vanishing Jacobian when the one-to-one
property is lost.

The mapping x(&,7m), y(&,m) is approximated by functions z"(¢,n),
y"(&,n) introduced in Section 3.3. Substituting these expressions into (4.10)
and approximating the integrals over the square cell by the quadrature
formulas with nodes coinciding with the square corners in the plane (&, 7),
the following discrete analog can be obtained:

Ne

Ih:NZZ

=1k=1

[Fr] (4.12)

R

where Fj, is the integrand evaluated in the k-th grid node:
Fr=[(zr41 — 20)” + (@r — 26-1) + W1 — 96)> + (9 — 1)) 1

and Jy is the doubled area of a triangle introduced in Section 3.3.

Note that the approximation (4.12) of the functional (4.10) can be
obtained as follows. The square cell in the plane (&,n) is divided into
two triangles first by the diagonal 13, and then by diagonal 24. For each
subdivision the mapping of the square onto a quadrilateral cell in the plane
(x,y) is approximated by the function which is linear in each triangle.
Denote this function as before z"(&,7) , y"(&, 7).

All derivatives in the integrand of the functional (4.10) are easy to
compute. For example, for one of two triangles obtained by splitting the
quadrilateral cell with the diagonal 13, we have

h h h h
JIE:(E?,—.’IIQ, y§:y3_y27 CE”:J;2—.’I]1, yn:y2_y17

Jh = (21— 22)(y3 — y2) — (y1 — y2) (23 — 72).
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The integral (4.10) over the quadrilateral cell in the plane (& n) is
approximated by half of the sum of values of this integral, computed for
piecewise-linear approximations on triangles, obtained for the first and the
second splitting. The result is the approximation (4.12).

The function I" has the following property, which can be formulated as
a theorem:

Theorem 4.1 The function I" has an infinite barrier on the boundary of
the set of convex meshes, i.e., if at least one of the quantities Jy, tends to
zero for some cell while remaining positive, then 1" — 4oo.

Proof.

In fact, suppose that J, — 0 in the function (4.12) for
some cell, but I does not tend to +oo. Then the numerator
in the function (4.12) must also tend to zero, i.e., the lengths
of two sides of the cell tend to zero. Consequently, the areas
of all triangles that contain these sides must also tend to
zero. Repeating the argument as many times as necessary, we
conclude that the lengths of the sides of all grid cells, including
those at the boundary of the domain, must tend to zero, i.e.,
the mesh compresses into a point, which is impossible. This
completes the proof.

l.q.q.d.

To illustrate the theorem, consider the simplest case of 3x3 grid
generation. Boundary nodes are shown in Fig.4.2a. The problem is to find
coordinates of one internal node (x22,y22). The set of convex grids D is
the unit square, shown in Fig.4.2a. The boundary of the square consists of
straight lines connecting the following boundary nodes: (2,1) and (3,2), (3,2)
and (2,3), (2,3) and (1,2), (1,2) and (2,1). Contours of the function (4.12)
are shown also in Fig.4.2a. Values of the function (4.12) were computed for
each position of the center grid node on the square grid 51x51 inside the
unit square. An infinite barrier of the function (4.12) at the boundary of D
is easy to determine. It is shown also in Fig.4.2b, where the function (4.12)
is represented as a surface.

Thus, if the set D is not empty, the system of the algebraic equations

781’170 o

R,=—=0, = — =
Oy, Y OYn

0,
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has at least one solution which is a convex mesh. To find it one first must
have a certain initial convex mesh, and then use a method of unconstrained
minimization. Since the function (4.12) has an infinite barrier on the
boundary of the set of convex meshes, each step of the method can be
chosen so that the mesh remains convex always.

(1,3)

Wl
I

i
» J
\““:0’:0%’0' /

‘,ﬂ.%:c .'"".{ I
LR ,',"l'l'lllllilllllllllllll" ol

Fig. 4.2: Boundary node distribution for 3x3 mesh and contours of barrier
function (4.12) in set of convex grids (a). Function (4.12) represented as
surface (b).

4.5 Minimization of the functional

First we consider a method of minimizing the function (4.12) assuming that
the initial convex grid has been found. Suppose the mesh at the [th step of
the iterations is determined. We use the quasi-Newtonian procedure when
the (I41)th step is accomplished by solving two linear equations for each
interior node

OR,
oxy,

R,
TR, + (@ —al) + W(yfl —yh) =0,
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OR OR
TR, + 37:(:651“ — k) + W:(yffl —yh) =0. (4.13)

From this it follows

-1
o =:c£,—T(R OR, o 6Rm> (6Rw OR, OR, 6Rm) |

Ty, Y Oy 0x, Oy,  Or, Oy,

OR OR OR, OR, OR,0R,\ '
+1 _ 1 _ T Yy T Yy Yy T
Yo =Yy —T <Ry oz, R, stn> < > , (4.14)

where 7 is the iteration parameter which is chosen so that the mesh remains
convex. To this end, after each step the conditions (3.10) are checked and
if they are not satisfied, this parameter is multiplied by 0.5. Note that
(4.14) is not the Newton-Raphson iteration process, because not all the
second derivatives are taken into account. The rate of convergence is slow
by comparison. However, the Newton-Raphson method gives a much more
complex system of linear equations.

Each derivative in the formulas (4.14) is the sum of a proper number
of terms, in accordance with the number of triangles containing the given
node as a vertex. For example, for the irregular mesh, shown in Fig.3.2, the
number of such triangles for node 3 is equal to 9.

Rather than write out such cumbersome expressions we consider the
first and second derivatives of the terms in the formulas (4.12). Arrays
storing the derivatives are first cleared, and then all mesh triangles are
scanned and the appropriate derivatives are added to the relevant elements
of the arrays. The use of the formulas (4.14) for the boundary node (if its
position on the boundary is not fixed) should be completed by the projection
of this node onto the boundary.

If the initial mesh is not convex, the computational formulas should be
modified so that the initial grid need not belong to the set of convex meshes
[68]. To achieve this, the quantities J; appearing in the expressions for R,
R, and in their derivatives are replaced with new quantities Ji:

Oy Oyn  Oxp Oyn

~ J it Jg > e,
Jk p— .
€ it J, <e,

where ¢>0 is some sufficiently small quantity.
It is important to choose an optimal value of € so that the convex mesh
is constructed as fast as possible. The method used for specifying the value
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of ¢ is based on computing the absolute value of the average area of triangles
with negative areas

£ = max[@Sneqg/(Nneg + 0.01),£1] ,

where S,y is the double absolute value of the total area of triangles with
negative areas, and Npe, is the number of these triangles. The quantity
£1>0 defines a lower bound of £ to avoid very large values appearing in
computations. The coefficient « is chosen experimentally and is in the range
0.3<a<0.7.

In practical implementation an arbitrary set of grid nodes can be marked
as movable during iterations, while all other nodes are considered as fixed.
All the terms in the function (4.12) which become independent on movable
nodes are excluded from computations. Since the boundary nodes are always
marked as fixed, four terms in (4.12) corresponding to “corner” triangles
{(17 2); (17 1); (27 1)}’ {(i*_la 1); (i*a 1); (i*v 2)}’ {(lvj*_l); (Lj*); (2’-]*)}7
and {(i*—1,75%); (¢*,5%); (¢*,7*—1)} are always excluded from computations.
As a result the method becomes applicable to those domains for which the
angle between two intersecting boundaries is greater than or equal to ,
despite of the fact that the corresponding grid cell becomes non-convex
independently on the interior node positions.

Computational formulas for the direct extension of the method in the
case of adaptive planar grids will be described in detail below.



Chapter 5

Adaptive-harmonic grid
generation

5.1 Harmonic maps between surfaces

Recall that for grid generation in a domain Q the auxiliary problem of
constructing a harmonic mapping of this domain onto the parametric square
is involved. A mapping of the domain boundary onto the square boundary is
given. Laplace equations for unknown functions £ and n are “inverted” into
the equations for the functions z and y, which are solved numerically then.
On the other hand, the problem can be stated as a variational minimization
of the harmonic functional dependent on the unknown functions z(&,n) and
y(&,m). The variational approach is convenient for extension of the method to
the case of surfaces. To do it the problem of finding the harmonic mapping
of the surface onto the parametric square is formulated. The one-to-one
mapping between boundaries should be specified.

In the [ollowing subsection a more general problem of constructing
harmonic mapping between manifolds is considered. The emphasis is placed
on the formulation of the conditions, providing the one-to-one mapping.

5.1.1 Theory of harmonic maps

Let M and N be two compact Riemannian manifolds (surfaces) of
dimensions dim M =m, dim N=n, respectively, with metrics g and h defined
in local coordinates u® and £%, i=1,...,m, a=1,...,n. The energy density
of a map &(u):(M,g) — (N,h) is called the function e(¢):M — R(> 0),
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defined in local coordinates as follows

. “(u Blu
(€)= o7 S X, e 5.1)

where the standard summation convention is assumed, ¢;; and h;; are the
elements of the metric tensors G and H of the manifolds M and N, and g%
is the inverse metric

g , 1 it i=k
L% S ¢ S )

This means if g;; are the elements of matrix G, then g are the elements
of the inverse matrix G~1.

The generalization of the Dirichlet functional for a mapping &(u) is
called the energy of the mapping and is defined as follows

E(§)=/e(§)(u)dM, where dM = \/det(G)du' ...du™. (5.2)

M

The following definition is used to introduce the notation of harmonic
mapping.

A smooth map §(u):(M,g) — (N,h) is called harmonic if it is an
extremal of the energy functional F.

The Euler-Lagrange equations, whose solution minimizes the energy
(5.2), are the system of nonlinear partial differential equations and can be
written in the form

19 L0E L 0e™ ogP
g i iy _
/det(G) Ou’ det(G)g oud +97Tag Out Oud 0, (5.3)

where Flg denote the Christoffel symbols of the second kind

o _ Lo [Ohsa | Ohep _ Ohap

of T 9 T T

Partial differential equations (5.3) for a map &£(u):(M,g) — (N, h) are of
considerable interest also in analysis and topology. Note, that in this context
there are no linear equations, since N has no additive structure.

Harmonic mappings have been introduced by Fuller [50]. Later on, in
the fundamental paper by Eells and Sampson [43] the question of existence
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of solutions (5.3) has been considered for closed manifolds M and N
(without boundaries) which are assumed to be smooth of class C®. It has
been proved that in case when N has non-positive curvature, each map from
M to N is homotopic to a harmonic map.

Eells and Sampson [43] approached the problem through the gradient-
line technique, which amounts to replacing the equations (5.3) by a system
of parabolic equations. The local equations are then replaced by global
equations of essentially the same form, embedding N in Euclidean space.
A stability theorem is established showing that a solution of the resulting
parabolic system does in fact produce one-parameter family of mappings
of M onto N. Fundamental solutions of the Laplace equation and the heat
equation on compact manifolds are used to establish a priori derivative
estimates and to construct solutions of the parabolic system. The latter is
transformed into a system of integro-differential equations of the Volterra
type.

Special cases of extremal mappings go back to a very beginning
of differential geometry. They include geodesics, harmonic functions, and
minimal submanifolds.

There are many classical examples of harmonic maps.

(a) The harmonic maps M — R are the harmonic functions.

(b) The harmonic maps R — M are the geodesics.

(c) Every isometry is harmonic.

(d) A conformal map is one which preserves angles. Every conformal
map in 2D is harmonic.

(e) If N is Riemannian manifold and M is a submanifold of least volume,
then the inclusion ¢:M — N is harmonic for the induced metric on M.

The theory of the energy functional and its harmonic extremals is
the first-order case of a general theory of the pth order energy and its
polyharmonic extremals (see [43]).

The result of Eels and Sampson [43] was extended by Hamilton [61] to
the case where both M and N are allowed to have a boundary.

Theorem (Hamilton, 1975 [61]). Let M and N be compact Riemannian
manifolds with boundary, dim M=m, dim N=n, the respectively. Suppose
that N has nonpositive Riemannian curvature and its boundary ON is
convex or empty. Then there exists a harmonic map p:M — N in every
homotopy class.

The condition that ON is convex is a local condition which can
be expressed in terms of the Christoffel symbols. Choose a chart
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(€1, €n) near ON such that N={¢">0}. The condition that ON
is convex is that in such a chart the matrix Fgﬁ(lga,ﬁgn—l) is (weakly)
positive definite. To see the geometric meaning consider a geodesic ¢p=¢“(t)
passing through a point on ON. The equation for a geodesic says

d2¢n " d¢a d(bﬁ

a2 P ar dt
If ¢ is tangent to ON, d¢™/dt=0, and only terms I withl <a,8<n-1
appear. If I'?5(1<a,3<n—1) is positive definite, then d*¢" /dt?*<0. Thus
the condition that ON is convex is that a geodesic tangent to 0N does not
enter inside N. If M=R then the harmonic maps are the geodesics, so the
condition that ON is convex is clearly necessary.

The negative example was mentioned by Hamilton [61]. Harmonic maps
of a sphere into an ellipsoid of revolution are considered, which are of degree
k and axially symmetric. These exist if the ellipsoid is short and fat, but
not if it is tall and thin. Thus as the ellipsoid becomes taller and thinner,
at some point the harmonic map either bifurcates into a family of axially
asymmetric maps, or it ceases to exist at all. Which happens is not known.

For closed manifolds Hartman [63] proved that harmonic map is unique
in each homotopy class if N has strictly negative curvature.

All these resuts have been obtained without constraints on dimensions
of manifolds.

In the case both M and N are two-dimensional manifolds
(surfaces) with boundaries, the fundamental result on existence and
uniqueness of harmonic diffeomorphism (one-to-one smooth mapping)
proved independently by Sampson [118] and Shoen and Yau [124].

Theorem (Sampson 1978 [118], Shoen and Yau 1978 [124])

Let a map ¢:M — N between two-dimensional Riemannian surfaces
M and N be a diffeomorphism, which is also a diffeomorphism between
boundaries OM and ON. Suppose the curvature of the surface N is
nonpositive and its boundary ON is convex, i.e., ON is a union of curves
having nonnegative geodesic curvature with respect to N. Then there exists
a unique harmonic map ¢o:M — N, which is a diffeomorphism, such that
@ is homotopy equivalent to ¢ and p(OM)=¢(OM).

[t should be noted that in case both M and N are bounded simply
connected domains in the plane, the last theorem was an old theorem and
was due to Rado and Choquet (see references in the paper by Shoen and Yau
[124]). In this case, harmonic maps are simply pairs of harmonic functions
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and the linear structure is available. For the properties of univalent harmonic
maps, one should mention the result of Levy [90], who proved the Jacobian
of such a map does not change sign.

In the paper by Joest and Shoen [81] it is shown that in the 2D case any
diffeomorphism from M to N is homotopic to harmonic diffeomorphism if
the boundary of IV is locally convex without restrictions on the curvature of
N. This approach gives only the existence of some diffeomorphic harmonic
map homotopic to the given one. It may be possible that there are other
harmonic maps in the same homotopy class which are not diffeomorphisms.

5.1.2 Examples of non-homeomorphic harmonic maps

Before considering examples of non-homeomorphic harmonic mappings, we
first discuss Borel’s conjecture on existence of homeomorphisms between
manifolds.

Recall, that aspherical manifold is one whose universal cover is
contractible. In paticular, a compact non-positively curved Riemannian
manifold whose boundary is either empty or convex is an aspherical
manifold. Borel made the following conjecture.

Conjecture. Let M and N be compact Riemannian manifolds (with
possibly non-empty boundaries) such that N is aspherical. Let f:M — N
be a homotopy equivalence such that f(OM) € ON and flop:0M — ON
is a homeomorphism. Then f is homotopic to a homeomorphism via a
homotopy which is fixed on OM.

The results of Eells, Sampson [43] and Hamilton [61] would verify
Borel’s conjecture in the important case where N is non-positively curved
with either empty or convex boundary and M is a Riemannian manifold,
provided that the harmonic map they produce is always a homeomorphism.
Although both Sampson [118], and Shoen and Yau [124], have shown that
this is always true when dim N=2, the examples, constructed by Farrell and
Jones [48] show that it is sometimes not true when dim N>2. On the other
hand, Borel’s conjecture has been verified by a different method in [47] in a
large subclass of the above cases, namely, when N is closed (that is, ON is
empty), nonpositively curved and dim N+#3,4. The following Theorem has
been proved in [48].

Theorem (Farrell and Jones 1996 [48]). For each integer m>11,
there exists a pair of compact (connected) m-dimensional Riemmaniam
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manifolds (M, g) and (N, h) with both boundaries convex, and a harmonic
map p:(M, g) — (N, h) with the following properties.

1. The sectional curvatures of (M,g) are all equal to -1, and the
sectional curvatures of (N,h) are all non-positive. Also OM is strictly
convex, that is, its second fundamental form is definite.

2. ¢ is homotopic to a diffeomorphism via a homotopy which is
fixed on OM. In particular, ¢ is homotopy equivalence, and its restriction
Ylom:0M — ON is a diffeomorphism.

3. @ is not a diffeomorphism; that is, there are points x#y in M with
p(@)=¢(y).

[t is still an open problem to find additional conditions for such harmonic
map to be a homeomorphism. Note, that in the 3D case it is still unknown
whether a harmonic map of an arbitrary domain QCR? onto a convex domain
(unit cube) with a given homeomorphic mapping between boundaries is
always a homeomorphism.

From this it follows that the theory of harmonic maps is incomplete in
3D case, most important for applications. This is the reason for additional
investigations directed to the development of variational approaches to grid
generation and optimization.

5.1.3 Derivation of governing equations

We denote by S"" a n-dimensional surface in R™** with a local coordinate
system
(w,...,u")=ueS"CR".

The surface is defined by a nondegenerate transformation
r(u) : 8™ — S, r=(rl,..., "R, (5.4)

The new parameterizations of the surface S™ is defined by a mapping of a
unit cube Q™ : {0<¢i<1, i=1,...,n} in R™ onto a surface S™

r(©) Q" — S, g=(g,....MeqQn, (5:5)
which is the composition of r(u) and some nondegenerate transformation
u(€): Q" — S™. (5.6)

The problem of finding a new parameterizations of the surface is stated as
the problem of constructing this transformation u(¢). The mapping r(u(§))
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defines on a surface S™ a new coordinate system (£'...&")=¢, which
generates a local metric tensor

GTE—{gl} i,j=1,2...,n
whose elements are scalar products of the vectors 7;=0r/0¢" and
=0r/0¢’:

+k
= 9r™ Grm

,—’]"l’]"]— Z 85" 8—@

The elements of the metric tensor defined by the transformation r(u) are
given by
These elements are the scalar products of the vectors dr/du’ and dr/ou’:

+k
&2 9™ Jrm

*J out Jud
m=1

Consider the contravariant metric tensors whose elements form the
symmetric matrices G¢, and G, inverse to the matrices G and G™:

g0 = (1)l ) det(G"S), g = (~1)"Hdii ] det(G™),

where dji and dJi. are the determinants of cofactors of the elements girf and

gi;' in the matrices G"¢ and G™" correspondingly.
Let prove the following relation

_ - ml aé—z %
gfr - Gur dum (?ul .

m,

(5.7)

Indeed, substituting in the following identity the right-hand side of (5.7)
instead of g?; we obtain

or® or® 4, or* or® ou’ oul Ip ru i out dul Bﬁl 85”
7 l 957‘ = 2.t Ak 7 1 gﬁr = 9th Gur Ae; 7 Al oy
8§ o€ out du 8§ o0& o0&t 9 u™ ui
ou' 9P

ru mg5h s grughj 8“‘ 85 8ut 85;0 _ p
9th Gur magl oul th Jur 651 a j t 651 au_] %

51) _ gré lp _
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The summation is performed on repeated indices, here & = 1,2,...,n +
k; i,4,0,p,t,h,m =1,... n. Now taking (5.7) into account, the functional
(5.2) takes the form

I= /g&ds = / Z "Tla T dsm™. (5.8)

Srn Srn i,m,l

In the derivation of the Euler equations the integration domain in (5.8) will
be replaced by S™, and the surface element is transformed as follows

dS™ = det(Gru)dSn — det(GT“)dul Loodu

Consequently the functional (5.8) can be written as:

i,m,l

/\/det (Gr) (Z ;’;l;fm 25 ) dut ... du™. (5.9)

The quantities y/det(G™) and ¢/ in the functional (5.9) are independent
of the functions ¢(u) and their derivatives, and hence remain unchanged
when £(u) is varied. Therefore the Euler equations for the functions &%(u),
minimizing (5.9) are of the form

L(E) =) ai ( det(Gru Z ;”J%) =0,i=1,...,n. (5.10)

The equations which each component u*(£) of the function u(¢) satisfies,
can be derived from (5.10). To achieve this, the ith equation of the system
(5.10) is multiplied by Ou’/0¢* and summed over i. As a result, we have

- 8u3 ) = — 0\ Ou! "9
Z 851 igglau—m <pz_; det(G )%fw) ag > 6u—m(

m=1

G 85' ou? TG 8§i 8§t *ul
Z; A0 5 P6€l> mzp:t ] UGN g um Deiogr =

Here j=1,...,n
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Now, multiplying each equation by 1//det(G™) and taking into

account (5.7) and the relation ) " , gﬁ; ‘?;gz = 6J , we finally obtain

20,7
u 07w

_ 1 i 0 (
g-f?“ 851851& /det(Gru) — 8um

det(GT“)g’u@j) , J=1,...,n.

(5.11)
This is a quasilinear system of elliptic equations which is a direct extension
of the system (4.2). It can be considered as a basis of the algorithms
for structured two-dimensional and three-dimensional adaptive grids, and
also grids on surfaces. For derivation of governing equations in all these
cases we need only to express the contravariant components gg and g%,

as functions on the covariant components gff and g; and substitute the
associate expressions into (5.11) for n=2 and n=3.

5.2 Construction of two-dimensional adaptive-
harmonic structured grids by solving Euler
equations

5.2.1 Derivation of equations

Let Q be a two-dimensional domain in R? and let in an Euclidean space R3
the surface S be given as z = f(z,y). We introduce new notations

r=(r', %% = (x,y,2) = (2,9, f(x,y)) € S C R?,
U= (ul,uz) =(z,y) €QC R2,

£=(4,8") = (&m) € Q° C R, re = (w6, e, %), Ty = (Ty Yy 20) -

The problem formulation is the following. Suppose we are given a
simply connected domain © with a smooth boundary in the plane (z,y).
Consider the surface z=f(z,y) of the graph of the function f € C?(Q). It
is required to find a mapping of the parametric square Q% onto the domain
2 under a given mapping between the boundaries such that the mapping of
the surface onto the parametric square be harmonic (see Fig.5.1). Thus, the
problem is to minimize the Dirichlet functional written for a surface

I= / (gr + g27) dS™2, (5.12)
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where gil, gi? gZ7 are the elements of the contravariant metric tensor Ge,

dependent on the elements of the covariant metric tensor G¢ as follows
gér = 955/ det(G™0), & = gi5/ det(G™), gi; = g&} = —g15/ det(G™),
where
gﬁ = 7‘? = xg +y§ + Z? ) gIS = ggf = (re - my) = TeTy + YeYn + 22y

2
n

det(G™) = 915955 — (915)%, 2e = fae + fyye: 2n = oty + fyyy.  (5.13)

Inverting dependent and independent variables in (5.12) and noting that

2 2 2
ghs =12 =12 +yl+z

dS™ = \/g1i955 — (g15)2dEdn,

we obtain

43 ré
I:/ Dit93  geay . (5.14)
913955 — (975)°

The Euler equation for the functional (5.14) follows from (5.11) for n=2,
k=1. We need only to compute the elements of the covariant metric tensor
2:25 and contravariant metric tensor Gg, of the transform r(u)=r(z,y):Q —

r=(z,y,f(z,y),re = (1,0, fz),7y = (0,1, fy),

git = =142, gis = g5t =va 1y = fufy, 955 =1, =1+ fy,
det(G™) = gii'g5s —(913)" = L+ fo+ [}, det(G™¢) = det(G™) (weyy—wnye)?

Gur = 953/ det(G™) = (L+ f)/(1+ f3 + f)-
Gur = =951/ det(G™) = —fufy /(L + f2 + ),
Gur = 911/ det(G™) = (1 + f2)/ (1 + £ + ;).

Substituting these expressions into (5.11) we obtain equations written in the
form convenient for the practical use

1+ f2 9 fuf
L($)=a$55—2ﬁ$5n+’7$nn—J2D 8—x Dy —a—y Dy ZO,
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9 —fufy | O 1412

— J— J— 2 p—
L(y) = QYee 26y£n + VY — J°D |:3:C D dy D 0, (5-15)
where

D=1+ f2+f2, J=wmcyg—agye , o=, +y.+ [,

B =mexy+Yeyn+ fefn, Y=ai+yi+ 1.

Harmonic
zZ
n
Y
- N
o i x b b b
domain O (&m),y(&m) ¢

Fig. 5.1: Harmonic coordinates on surface of graph of function z=f(x,y).

5.2.2 Numerical implementation

Equations (5.15) are approximated on the square grid of unit size with the
simplest difference relations

we & [welij = 0.5(Tiv1,; — @io15), Ty = [wyli5 = 0.5(2 541 — 24 5-1),

Ye ~ [Yelij = 0.5(Yit1,5 — Yi-1,5)s Yn = [Ynlij = 0.5(yi, 541 — ¥ij—1),
Je = [felij = 0.5(fix1y — fic14), fo = [fn)is = 0.5(fije1 — fij—1)s

Tee = [Teeliy = Tiv1,5 — 2Ti + Tio1j,
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Ten 2 [Tenlij = 0.25(Ti1,j41 = Tit1,j—1 — Tim1,j41 + Tim1,j-1),
Ty R [Tynlij = @ige1 — 2255 + Tigo1, Yee N [Veeliy = Vi1, — 2¥ij + Yi—1,5,
Yen = [Yenlis = 0.25(Yit1,j41 — Yitr1,j—1 — Yio1,j+1 + Yi-1,j—1),
Ynn = [Ynnli = Yig+1 — 29i5 + Yij—1,
a e [zgl5 + [unlsy + [falf B = [welijlmnlis + Welijlunlis + [felis[falis,
7= [xi]?j + [yi]?j + [f&]zzg (5.16)

Substitute these expressions into (5.15) and denote the difference
approximations of L(z) and L(y) as [L(x)];; and [L(y)]:;, respectively.
Suppose that the coordinates of the grid nodes (x,y);; at the Ith step of
iterations are determined. Then the (I41)th step is accomplished as follows

[L(y)]ij
2[afi; + 200

[L(z)]s 141

+1 _ 1 _ 1
T » Yij =Yg+ T

ij =x;; +T

5 Tal, 20T, 40
The expressions in square brackets denote the corresponding approximations
of expressions in the grid node (4, 7) at the Ith iteration step. The value of
iteration parameter 7 is chosen within limits 0<7<1, and usually 7=0.5.

Derivatives [fz];; and [f,]i; in the éjth grid node are evaluated with the
centered differences

(] = (firr,s — fim1, ) Wig+1 — Yig—1) — (figj+r — fij—1) Wit1,5 — ¥i—1,5)
Tt - )
T @iy — i) Wiger — Yig—1) — @ige1 — Tigo1) (Wi — Yio1j)

iy = fimn) @i — i) — (fig — fij—1) (@iv1,j — Tica,y)

(folig = - - e 0,
(@it1,5 — Ti-1,5) Wig+1 — Yig—1) — (Tig+r — Tij—1)(Yit1,; — Yi-1,5)

These formulas must be modified for the boundary nodes. Indices,
“leaving” the computational domain must be replaced by the nearest
boundary indices. For example, if j=1, then (i,j—1) must be replaced by
(i, ).

Note, that if [f¢];;=0 and [f,];;=0, then [f;];;=0 and [f,];;=0 and the
method (5.17) reduces to the Winslow method [159].

The adaptive-harmonic grid generation algorithm is formulated as
follows:

1. Compute the values of the control function at each grid node. The
result is fi;.
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2. Evaluate derivatives (f;):; and (f,):; and other expressions in (5.17)
using the above formulas.

3. Make one iteration step and compute new values of z;; and y;;.

4. Repeat starting with Step 1 to convergency.

The resulting algorithm can be used in the numerical solution of the
partial differential equations. In this case at the first step of the algorithm
the values f;; in each grid node are taken from the finite-difference or finite
element solution of the host equations.

Note, that to control the grid nodes number in the layers of high
gradients it is convenient to use ¢,f instead of f(z,y). The larger the
coefficient ¢,, the greater the number of nodes in the layer of high gradients
of the function f.

5.3 Variational barrier method for two-dimen-
sional adaptive-harmonic grid generation

5.3.1 Problem formulation

In notations of the previous section the problem is formulated as follows.
Suppose a simply connected domain 2 with a smooth boundary in the plane
(x,y) is given. Consider the surface z=f(z,y) of the graph of the function
feC(Q). It is required to find a mapping of the parametric square Q2
onto a domain Q under a given mapping between the boundaries so that
the mapping of the surface onto the parametric square be harmonic (see
Fig.5.1). Thus, the problem is to minimize the harmonic functional (5.14).

Substituting the expressions (5.13) for z¢ and z, into (5.14) we obtain
the functional from [70] to define an adaptive-harmonic grid, clustered in
regions of high gradients of the function f(z,y)

I / (g +2) (4 12) + e +y) (Lt 1)) + 2fafuwee & 2atn) \ 0

(zeyn — xnyé)\/ 1+ f2+ fﬁ
(5.18)

The problem of irregular mesh smoothing and adaption is formulated as
follows. Let the coordinates of an irregular mesh be given. The mesh is
formed by quadrilateral elements, i.e. the array n(N, k) is also defined. The
problem is to find new coordinates of the mesh nodes, minimizing the sum
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of the functional (5.18) values, computed for a mapping of the unit square
onto an each cell of the mesh.

5.3.2 Approximation of the functional

The functional (5.18) possesses the same properties as the functional (4.10),
and it can be also approximated in such a way that its minimum is attained
on a mesh of convex quadrilaterals

4
"= Z% [Fily » (5.19)

where
Di[1+ (fo)i] + D[l + (fy)7] +2D3(f2)6(f)r

e[l 4 (fo)f + (fy)7]/?

Dy = (wp—1 — 21)* + (zr41 — 21)?, Do = (yk—1 — Y&)* + (Wks1 — Yx)*,

F =

D3 = (vp—1 — k) (Yn—1 — Yk) + @rt1 — k) Yrs1 — k)

Je = (Tr—1 — ) Wra1 — Y&) — (Tra1 — 2x) (Y1 — Yk) -

Here (fz)r and (fy,)r are the values of derivatives at the kth node of the
Nth cell.
If the set of convex meshes D is not empty, the system of the algebraic
equations
or

= —— =
oxy,

h
= 2 207
OYn

has at least one solution which is a convex mesh. To find it, one must
first find a certain initial convex mesh, and then use some method of
unconstrained minimization of the function I”. Since this function has an
infinite barrier on the boundary of the set D, each step of the method can
be chosen so that the mesh always remains convex.

0, R,

5.3.3 Minimization of the functional

Suppose the mesh at the ith step of the iterations is determined. We use
the quasi-Newtonian procedure when the (I+1)th step is accomplished as



Adaptive-harmonic grids 79

follows

OR OR,\ (OR, OR, OR,OR,\ *
41 ! B y _ €T X Yy _ Y T

OR OR OR, OR, OR,0R,\ !
[ R T Yy z Uy y Ol 9
o =TT <Ry e, axn) <8:cn Oy Ozn 5yn> » (5:20)

where 7 is the iteration parameter, which is chosen so that the mesh remains
convex. With this purpose after each step conditions (3.10) are checked and
if they are not satisfied, this parameter is multiplied by 0.5. Then conditions
(3.10) are checked for the grid, computed with a new value of 7 and if they
are not satisfied, this parameter is multiplied by 0.25, etc.

The adaptive-harmonic algorithm for r-refinement is formulated as
follows:

1. Generate an initial mesh by the use of a marching method.

2. Compute the values of the control function f, at every mesh node.

3. Evaluate the derivatives (fy)n, (fy)n and other expressions in (5.20).

4. Make one iteration step and compute new values of x,, and y,.

5. Repeat starting with Step 2 to convergency.

Computational formulas for [f;], and [f,], will be presented below.

5.3.4 Derivation of computational formulas

Four triangles, introduced above, are considered for the quadrilateral cell
with number N. Each of these triangles corresponds to a corner with
number k and gives a proper contribution to the functional and also to the
value of its derivatives. Since the integrand in (5.18) does not depend on the
rotation of the coordinate system &, n, then all the computational formulas
will be the same for all triangles. We enumerate nodes of the triangle which
corresponds to the corner with local number & from 1 to 3 as follows:

node 1 corresponds to the local node number k—1 of the Nth cell,

node 2 corresponds to the local node number & of the Nth cell,

node 3 corresponds to the local node number k+1 of the Nth cell.

Then in new numeration the expression for Fj will be

Di[1+ (f2)7] + D[l + (fy)7] + 2D3(f2) e (f)r

P = PATENTArENTRE

(5.21)
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where
Dy = (1 — 22)% + (x3 — 22)°, Da = (y1 —12)° + (y3 — 12)°,

D3 = (z1 — 22)(y1 — y2) + (z3 — 22)(y3 — ¥2),
Jo = (21— 22)(y3 — y2) — (v3 — 22)(y1 — y2).

We introduce notations

o = Dill+ ()R] + Dol + (fy)R] + 2Ds(fa ) (fy)r
[+ (fo)E + (f)R)2 ’

V= (21— 22)(ys — y2) — (x3 — 22)(v1 — ¥2) -

We use the formulas for the derivatives of two functions ratio (chain rule).
Differentiating, we obtain

U
F=—=
V7
U, — FV, U, - FV, Upw — 2F,V, — FV,
R : (5:22)
Fyy:Uyy_2Fﬁ/V;J_FVyy, me:wa:Uwy_Fwa_VFyVm—Fme'

For the triangle vertex with number 1 we should substitute appropriate
expressions instead of U and V, U, and V,, etc. into (5.21) and replace z
and y by z; and y;.

For vertex 1 we have

Vz:yS_yQ; Vy:xQ_IZS;
Vie =0, V=0, Vp, =0.

oL+ (fe)il(@1 — @2) + (fo )k (fy)k(y1 — y2)
[+ (f2)k + (f)R]V? ’

oL+ ()Rl (w1 — y2) + (fo)i(fy)r(@1 — a2)
[+ (f2)k + (F)R]? ’

[+ (f2)f + (fy)R]/2

U, =

Uy, =

L+ (fo)}

Voo =20 2 + (102

Upy =2
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U - 1+ (fy)i
T (fo + (R

For vertex 2 we have
Ve=y1—y3, Vy=23—21,
Vee =0, V=0, V,, =0.

[+ (f)i] (222 — 21 — 3) + (fa)r(fo)1(2y2 — 11 — y3)
[+ (f2)i + (f)R]V? ’

(14 (f)7](2y2 — y1 — y3) + (fo)k(fy)k (222 — 21 — a3)

Uy =2

Vy=2 L+ (7 + (f)212 ’
_ L+ ()2 AN
Voo =4 oz + G0 = i oz + (1)
SO &1 ¢ )

W+ (fo)i 4 (f)R1V2
For vertex 3 we have

Ve=wyp2—y1, Vy=21—22,
Vez =0, V=0, V,, =0.
[1+ (fo)il(xs — 22) + (fo)k(fy)r(ys — v2)

Ve =2 L+ ()2 + ()22 ’
U —9 [+ (f)2l (s — y2) + (fo)i(Fy)r (3 — 22)
Y 1+ (fo)} + (fy)3]12 ’
Uy = L+ (o) 0 o el
T R+ LR T T T (f)E + (fR R

T (fo + (R
Computations are performed as follows. Let F' and its derivatives with
respect to z; and y; be computed via the formulas (5.22) for the Nth
cell and kth triangle number. Then the computed values are added to the
appropriate array elements
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[Racm]n+ = Fwwv [RIU]W+ = Fﬂﬂyv [RUU]H+ = Fyy7

where n=n(N, k—1).

Similarly for vertex 2, the correspondence between local and global
number is n=n(N, k).

Similarly for vertex 3, the correspondence between local and global
number is n=n(N, k+1).

Derivatives [f;], and [f,]. are computed as follow. All triangles of the
mesh are scanned and for the kth triangle of the Nth cell the following
values are computed

fe=(fi—f)(ys —y2) = (fs = f2)(v1 —42) ,

fy= (w1 —22)(f3 — fa) — (¥3 — 22)(f1 — f2) ,
Jo = (21 — 22)(y3 — y2) — (3 — 22)(y1 — ¥2) -

Where fi1, fo and f3 are the values of the function f at the triangle vertices,
numbered as 1, 2 and 3, corresponding to the local numbers of corners
k—1, k, and k+ 1 of a quadrilateral cell. Computed values are added to the
corresponding array elements (which were first cleared)

[felnt = fz, [fylnt+=fy, [J]n+=J2, n=n(Nk).

New values of derivatives are computed as follows

[fx]n/ = [J]m [fy]n/ = [J]n

Here, according to C-language notation, a4+ = b means, that the new value
of a becomes equal to a + b, and a/ = b means, that the new value of a
becomes equal to a/b.

Tt is of importance the matter of boundary nodes redistributing, since a
proper algorithm to the boundary nodes allows for performing more robust
adaptive grid generation and modelling of the flow problems. This matter is
considered in the Appendix.

IThis paragraph was added by the Editor.



Chapter 6

Adaptive-harmonic surface grid
generation

6.1 Finite-difference adaptive-harmonic surface
grid generator

6.1.1 Derivation of equations
Introduce the following notations
r= 'ttt = (2,y,2,f) € S C RY,
u=(u',u?) = (u,v) € Q* C R?,
=8 =(&n) e QP C R
re = (e, ye, 26, fe )y = (Tny Yns 20y )

T = (Tus Yus Zus fu)s "o = (To, Yoy 2oy fo) -

Thus, consider a two-dimensional surface in a four-dimensional space,
defined as z=xz(u,v), y=y(u,v), z=z(u,v), f=f(u,v). Let the functions
¢ = &(u,v), n = n(u,v) be used to define a new parametrization of a
surface.

Note that a harmonic mapping of a surface onto a parametric square
can be defined with the use of the first differential Beltrami’s parameter

_ 9116 — 915 (Gutto + &unu) + 953 8uTlu
9i19zs — (913)?

(ngvsn)

)
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Then the general harmonic functional can be written in the form

1= / (VLEV.48) + (VanVan)ldS™ , (6.1)

where dS™ is the element of a surface S™2.

The problem of constructing the quasiuniform harmonic grid on the
surface is stated as the problem of finding the new parametrization of
a surface u=u(§,n), v=v({,n), minimizing the functional (6.1), when
f(u,v)=0. Inverting dependent and independent variables in (6.1), we have

ruu2+u2 +2 Tu’UJ’U—F’UJ’U + ruv2+v2
I:/gll(f ) + 2915 (ugve + unvy) + g3 (v¢ ")dgdn, (6.2)

911955 — (975)* (uevy — uyve)

ru __ 2 2 2 ru o __ ru __ 2 2 2
gll - Iu + yu =+ Zu? 912 = TyTy + YulYov + Zu v, 922 - I'U + y'u + ZU'

The result of minimization will be a new parametrization u=u(§,n),
v=v(&,n) defining the quasiuniform grid on a surface. Difficulties
encountered in this problem are concerned with uniqueness of the solution
to its discrete analog. This is in spite of the result from the harmonic map
theory that the continuous problem has a unique solution.

To construct an adaptive grid on a surface we introduce a control
function f(u,v) which will define clustering in regions where its gradient is
large. In this case the functional (6.2) is to be minimized with the metric
tensor elements g;* defined as follows

gt =l s+t fo,
912 = TuZo + YuYo + 2020 + fulo (6.3)
g5y =xh +yp+ 2o+ fo

We write out the Euler equations for the functional (6.2) in the case of
adaption. These equations follow from the general equations if n=2, k=2

D g 0 g{%} o

B B 72
L(u) = auge — 2Bugy + yupy — J°D [au D ov D

o _gru 9 gru
L(v) = awee — 20vey + YUy — J’D [% D12 %%} =0, (6.4)
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D =/9it953 — (912)*

J = ugvy — Uy ,

where

a=gD* ) =l +yi+ i+ f7
8= QI§D2J2 = XeXy + YeYy + 2e2n + fefn

y=giiD?J? = af +yi+ 22+ f2.

6.1.2 Numerical implementation

The algorithm similar to the method used for planar harmonic grid
generation is applied for numerical solution of (6.4), where x and y are
replaced by u and v, and [L(u)];; and [L(v)];; are the approximations of the
equations (6.4) at the grid node (3, j).

All derivatives with respect to w and v are computed via the formulas

fulis = (fir1,y = fim1,) i1 —vij—1) = (fig+1 — fij—1)(Vit1,j — vi-1,5)
T (wigr g — wie1g) (Vi — vigo1) — (Wi — Wij—1) Vit — vie1)

)

(fivry = fimrg)(igrr —wij—1) = (fijer — fij—1)(Wiv1j —ui1;)
(Wit1,j — wim1,3)(Vijr1 — Vij—1) = (Wij+1 — Wi j—1)(Vi1,j — Vi-1,5)

[fv]ij =

The adaptive-harmonic surface grid generation algorithm is formulated
as follows:

1. Generate a quasi-uniform harmonic surface grid using the same
algorithm as for adaption, but with f=0.

2. Compute the values of the control function at each grid node. The
result is fi;.

3. Evaluate derivatives (fy);; and (f,);; and other expressions in (6.4)
using the above formulas.

4. Make one iteration step and compute new values of u;; and v;;.

5. Repeat starting with Step 2 to convergency.

The resulting algorithm is simple in implementation but can demand a
special procedure for the choice of the parameter 7 to achieve the numerical
stability.
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6.2 Variational barrier method

6.2.1 Problem formulation
We introduce the following notations
=t et ) = (v, 2, fr, e, fp) € STE CRATP,
u = (u',u?) = (u,v) € Q* C R?,
£=(€) = (& eQ* C R
re = (Tg, Ye, 2 fres -5 Spe) Ty = (@ Uy 20y froms - fpm

Ty = (xuayUuzuufl,ua-'wfp,u) y Tw = (xvuyvazvufl,vu-”afp,v) .

Thus, consider a two-dimensional surface in a (34p)-dimensional space,
defined as x=xz(u, v), y=y(u,v), z=2(u,v), fi=f1(u,v),...,fp="Ffp(u,v). Let
the functions £€=¢(u,v), n=n(u,v) be used to define a new parametrization
of a surface.

Harmonic mapping of a surface onto a parametric square can be defined
with the use of the first differential Beltrami’s parameter

_ 911 vy — g{zu(funv + o) + 955 Eunu
911955 — (91%)?

(ngvsn)

Then the harmonic functional can be written in the form
I= [((9:69.9) + (Vorv.mlas (6.5)

where dS™ is the element of a surface S™2.

The problem of construction the quasiuniform harmonic grid on the
surface of control vector-function is stated as the problem of finding a new
parametrization of a surface u=u(¢,n), v=v(§,n), minimizing the functional
(6.5).

Inverting dependent and independent variables in (6.5), we have

I 9Tt (ug + up) + 2973 (ugve + uyvy) + 955 (v + v;) ded 66
- U TU U\ 2 5 m- ( : )
911955 — (975)* (ugvy — uyue)

To construct an adaptive grid on a surface z=xz(u,v), y=y(u,v),
z=z(u,v), a control vector-function with components fi=f1(u,v),...,
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fp=Sp(u,v) is introduced which will define clustering in the regions where
its gradient is large. In this case the functional (6.6) is to be minimized
with the metric tensor elements g;* defined as follows

g =2l byt 2 e+ SR

9{3 = TyuTy + YulYo + Zu2o + fl,ufl,v + -+ fp,ufp,v , (67)
Gas = ay +y g [yt L)

The problem of irregular surface mesh smoothing and adaption is formu-
lated as follows. Let the coordinates of the irregular mesh in the plane (u,v)
be given

(U, V), n=1,...,N, .

The mesh is formed by quadrilateral elements,i.e., the array n(N,k) is
also defined. The functions z=z(u,v), y=y(u,v), z=z(u,v), fi=f1(u,v),
oy fp=fp(u,v) are assumed to be known. For example, they can be
computed by analytic formulas.
The problem is to find new coordinates of the mesh nodes, minimizing
the sum of the functional (6.6) values, computed for a mapping of the unit
square in the plane (£,n) onto each a cell of the mesh in the plane (z,y).

6.2.2 Approximation of functional

The functional (6.6) possesses all the properties of the functional used for
adaptive-harmonic grid generation and also can be approximated in such a
way that the minimum of its discrete analog is attained on a non-degenerate
grid of convex quadrilaterals in the plane (u,v). The same algorithm can be
used for its approximation and minimization

=3 Rl (68)

where
_ Dagii' + Dagsy + 2D3g1y

Fk J TU ATU ( ru)2
kv 911922 912

)

Dy = (ugp—1 —ug)® + (upp1 —u)? , Do = (vi—1 — v)? + (Vg1 — )2,

D3 = (up—1 — up)(Vp—1 — V) + (U1 — ) (Vk41 — k) ,
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Jie = (up—1 — uk) (kg1 — k) — (U1 — up)(Vp—1 — k) .

Here the values g;j* are computed at the kth node of the Nth cell. Note
that to control the mesh nodes number in the layers of high gradient it
is convenient to use ¢;f; instead of f;(u,v), where ¢; is the coefficient of
adaptation for the ¢th component. The larger the coefficient ¢;, the greater
the number of nodes in the layer of high gradients of the function f;.

If the set of convex meshes D is not empty, the system of the algebraic
equations
orr or"
" Ouy, =0, R”_avn =0
has at least one solution which is a convex mesh. To find it, first one
must find a certain initial convex mesh, and then use some method of
unconstrained minimization of the function I". Since this function has the
infinite barrier on the boundary of the set of convex meshes, each step of
the method can be chosen so that the mesh always remains convex.

R,

6.2.3 Minimization of functional

Suppose the mesh at the ith step of the iterations is determined. We use
the quasi-Newtonian procedure when the (I+1)th step is accomplished by
solving two linear equations for each interior node

a‘Ru I+1 1 a‘R’U« +1 Iy
TR’U« + 8un (un un) + 8’Un (vn Un) =0 ’
6RU +1 l 6RU I+1 l
TR’U + 8un (un un) + 8’Un (vn n) 0

From this it follows

qu o ul g <R 8Rv _ 8Ru> <8Ru 8RU 8R,U 8Ru>1

vy, Ry ovy, ou,, Ovu, B ou,, Ovy,

I ou,, Ovy, B Ou,, Ov,,

Y Ouy, - oun,

where 7 is the iteration parameter, which is chosen so that the mesh remains
convex. With this purpose after each step the conditions of convexity are
checked and, if they are not satisfied, this parameter is multiplied by 0.5.

-1
Wl (R OR., 6Rv) (8Ru OR, OR, 6Ru) (69)
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The adaptive-harmonic algorithm for the mesh relaxation on a surface
is formulated as follows:

1. Generate an initial mesh using a marching method.

2. Compute new values x,, Yn, zn, and (f;), at each mesh node.

3. Evaluate derivatives [z,], and [Zy]n, [Yuln and [Yo]n, [2u]n and [2y]n,
[(fiu]n and [(fiw]n used in (6.9).

4. Make one iteration step (6.9) and compute new values of w,, and v,.

5. Repeat starting with Step 2 to convergency.

Computational formulas for [(f;w]n and [(fi»]n Will be presented below.

6.2.4 Derivation of computational formulas

Note, that the approximation (6.8) of the functional (6.6) can be obtained
also as follows. The square cell in the plane (£,7) is divided into two
triangles, first by the diagonal 13, and then by 24. The mapping of the
square onto a quadrilateral cell in the plane (u,v) is approximated by a
function which is linear in each triangle. Denote these functions as u"(¢,n),
v"(&,n). All derivatives in the integrand of (6.6) is easy to compute as it
was done in the planar case. Then the integral (6.6) over the square cell in
the plane (£,7n) is approximated by a half of the sum of this integral values,
computed for piecewise-linear approximation on the triangles, obtained for
the first and the second splitting. The result is the approximation (6.8).
Four triangles, introduced above, are considered to the quadrilateral
cell with number N. Each of this triangles corresponds to a corner with
number k and gives a proper contribution to the functional and also to
the value of its derivatives. Since the integrand in (6.6) does not depend
on the rotation of the coordinate system &,n, then all the computational
formulas will be the same for all triangles. We enumerate the triangle nodes
corresponding to the corner with local number k from 1 to 3 as [ollows:
node 1 corresponds to local node number k—1 of the Nth cell,
node 2 corresponds to local node number & of the Nth cell,
node 3 corresponds to local node number k+1 of the Nth cell.

Then in new numeration the expression for Fj will be
_ Dugit + Dagsy + 2Dsg17
TV 911955 — (915)?

Dy = (u1 —u2)* + (uz —u2)* , Dz = (v1 —v2)? + (v3 — v3)?,

F

)
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D3 = (uy — ug)(v1 —va) + (uz — u2)(vs —v2) ,
Jr = (u1 — u2)(vs — v2) — (uz — ug)(v1 — v2) .
We introduce notations
_ Dugii' + Dagis + 2D3g17

U 2
91955 — (91%)

)

V= (ul — ’U,g)(’Ug — ’Ug) — (U3 — u2)(U1 — ’Ug) .
For vertex 1 we have
Vi=v3—v2, V,=uz—us,

911 (w1 — u2) + g75 (v1 — va2) g1t (v1 —va) + g15 (ug — ua)

U, =2 Uy, =2 ,
gt g5y — (915)? 911955 — (975)*
Tu Tu
Uy = 2 911 S Uy =2 g12 ,
971955 — (975)? 911955 — (975)?
955

Upw =2

gitgss — (915)%
Vuv:ou Vuv:(), Vu»U:O
For vertex 2 we have
Vu:Ul_U?) ; VL:U3—u1 ,
911 (2ug — u1 — u3) + g73 (2v2 — v1 — v3)
911955 — (91%)?

953 (2v2 — vy — v3) + g5 (2ug — w1 — u3)

U,=2

)

Uv = 2 TU U Tu)2 ’
911953 — (913
_ gii _ 91y
Uuu - 4 U LTU ( Tu\2 ’ qu - 4 TU LTU Tu)2 ’
911922 91%) 911955 — (913
923

Upw =4

)

911955 — (915)?

Vuuzou Vuu:O, Viu = 0.
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For vertex 3 we have
Vi=v2—v1, Vy=us —us2,

U - o9it(us — uz) + g% (v3 — v2) U, 9938 vs —va) + 915 (uz — ug)
u b v
911953 — (913)? 911955 — (913)?

)

ru ru
Uuu = 2 U r%ll ru\2 ’ qu = 2 U T%IQ ru\2 ’
911922 — (912) 911922 — (912)
Upp = 2 92 Vie =0, Vip=0, Vip=0
v T uv b) uv T ) uv T M

gitess — G5
Computations are performed as follows. Let F' and its derivatives on uy

and vy be computed for the Nth cell and kth triangle. Then the computed
values are added to the appropriate array elements

Ih+:F7 [Ru]n+:Fuu [Rv]n+:Fvu

[Ruu]n+ - Fuu 5 [Ruv]n+ - Fuv 5 [Rvu]n+ - F'uv;

where n=n(N, k—1).

Analogous for vertex 2, correspondence between local and global
number is n=n(N, k).

Analogous for vertex 3, correspondence between local and global
number is n=n(N, k+1).

The algorithm for evaluating the derivatives [fu]. and [fu]n is
formulated as follows. All triangles of the mesh are scanned and for the
kth triangle of the Nth cell the following values are computed

fu=(fi = f2)(vs —v2) = (fs — f2)(v1 —v2) ,

Jv=(u1 —u2)(f3 — f2) — (U3 - U2)(f1 — f2)
Jo = (21— 22)(ys — y2) — (¥3 — 22)(y1 — ¥2)

Where f1, f2 and f3 are the values of the function f at the vertices 1,2, and
3 of the triangle corresponding to local numbers k—1, k, k+1 of the corners
in the quadrilateral cell. Computed values are added to the corresponding
array elements (which were first cleared)

[fulnt = fu, [folnt+ = fv, [Jlnt+=J2, n=n(Nk).



92

Adaptive-harmonic surface grids

New values of the derivatives are computed as follows

[fu]n/ = [J]na [fv]n/ = [J]n

Here, a/=b means that the new value of a becomes equal to a/b.

The derivatives [zy]n, and [Ty]n, [Yuln and [yo]n, [2u]n and [z,], are

computed in a similar manner.

Thus, the iteration method for irregular surface mesh relaxation and

adaptation is described in detail.

6.3 Adaptation to curvature of surface

Consider a two-dimensional surface in the 6-dimensional space

r(u,v) = (%, 3 et S 1) (u,v) = (@, Y, 2, g, Ny, n2) (U, v) € S™ c R®,

where n,,n,,n, are the component of the unit normal to the surface S,
computed by formulas

Yuzv — Zulv

Ny = s
’ \/(yuzv - Zuyv)2 + (xuzv - ZuIU)Q + (Iuyv - yuxv)z
LyZy — Zuly
Ny = — ’
Y \/(yuz’u - Zuy'u)2 + (xuz'u - Zuxv)2 + (xuy'u - yuxv)2
TulYv — Yuloy
n, =

\/(yuzv - Zuyv)2 + (‘Tuzv - Zuxv)2 + (‘Tuyv - yuxv)2
The elements of the metric tensor g/ are
ru __ 2 2 2 2 2 2
g11 = Ty =+ Yu + 2y + nx,u + ny,u + nz,u ’
ggj?u = TyTy + YulYv + ZuZo + Mo uNzw + Ny uNyv + Nz uNzw
ru __ .2 2 2 2 2 2
Go2 = Ty + Yo + Zy + nm,v + ny,v + nz,v .
One-dimensional case is

r(s) = (rl,r2,r3,r4)(s) = (z,y,ng,ny)(s) € S™ ¢ R*,
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where s is the length of the flat curve, i.e 22 + 32 = 1. Components of the
unit normal are computed as

Ny = —Ys, Ny = Ts.
The harmonic functional takes the form
[
selrs| ’

where 7y = 22 + y2 + 22, + y2,. The Euler equation for the functional is

sev/ad +y2 +ad, +yi, = const,

From this it follows that if 22, + y2, > 22 4 yZ, then s¢K = const, where
K is the curvature of the flat curve, equal to K = /22, + y2,.

On the other hand, it is the asymptotic condition on a grid, being
optimal in the norm C*. Consider the element of the curve which can be
approximated by the arc of the circle of the radius R=1/K. Let the grid size
along the curve will be equal to h. Then, to obtain the error in the norm C*
on the small part of the curve, corresponding to the small angle a=h/R, it
is necessary to find the difference between the length of the arc and length
of the line segment connecting its ends. From the equidistribution principle
we obtain that this value is the constant along the curve

aR —sinaR

= const.
aR

From this it follows that

a=h/R = s¢K = const.

6.4 Example of nonuniqueness in grid genera-
tion on surface

Consider the flat curve z=x(s), y=y(s), 0<s<L, where s is the curve length.
The harmonic functional is

/sgdg , Wwhere s¢ = :cg —i—yg .
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The functional for the mapping, inverse to harmonic, is

/sg%lu = /sgldg .
The Euler equations are the same
8¢ = const .
The example of nonuniqueness is drawn in [135]. Let the curve
(2—05)2+42=025, y=+yz(1—-2z), 0<z<1,
be given. Consider the one-point grid generation problem
(2 = 21)* + (y2 — y1)° + (22 — 3)° + (y2 — y3)* — min .

In our example z3=y;=y3=0, x3=1. Introduce notation xo=z and
substitute y=+/x(x — 1) instead of y2. We have

2+ (1—2)?+22(1 —x)=1.

Consequently, this problem has infinitely many solutions. If we use the

functional
/ s¢ HdE

the approximation takes the form
eV (1 — )2

After minimization we obtain the unique solution

Tr =

1
5 -



Chapter 7

Adaptive-harmonic
three-dimensional grid
generation

7.1 Three-dimensional regular grids

In the 3D case for constructing a harmonic grid the system of equations,
defining a harmonic mapping of the domain © onto a parametric cube, is
considered

gmz‘i‘gyy'i‘gzz:oa Neae + Nyy T N2z =0, fag + fyy + fzz =0 . (7-1)

These equations are usually inverted to the equations for the functions

x=x(&,n, 1), y=y(&, n,n), z=2(£,n, u) which define one-to-one mapping of
the parametric cube onto the domain 2. Instead of the Laplace equations

the Poisson equations have been also considered

gmm“"gyy'i'gzz:Pl s nmm+77yy+77zz:P27 Nmm+#yy+ﬂzz:P37

and adaptation is achieved by a proper choice of functions P, P, and Ps.

7.1.1 Derivation of equations

We will derive equations for the case of adaptation. Introduce notations

r= (T17T27T37T4) =(z,y,2,f) € S C R47
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u=(u',u? u?) = (z,9,2) € Q C R,

£= (4,66 = (&np) € Q°C R’
re = (¢, ye, ze, fe),
Ty = (Tys Yns 20, [n),
T = (Tps Yy 2 fu)
ry = (1,0,0, fu), 7y, = (0,1,0, f,), 7. = (0,0,1, f,).

The general harmonic functional in the 3D case has the form
I= [ (ot + g2+ o) as™.
where dS™ is the element of the surface S™3.

Let the adapted/control function f(z,y, z) delines a three-dimensional
surface in four-dimensional space. Then this functional can be written as

follows
I= /

913955 — (915)% + 911955 — (915)% + ghs955 — (g55)> dedndy
\/ 911 (955955 — (955)%) — 915915955 — 915955) + 915 (915955 — 955915)
(7.2)
where
g =1 g =72, gis=r2.  gis=gh=(re-m) .
9% = ggf = (Tf ) T,u) ) gg?E, = g§§ = (7"77 'W) )
here

fe = fame+ fyye+ fz2e, fn = famg+ fyyn+ fo2n, fu = fatp+ fyYut+ fazn -

The functional (7.2) can be used for harmonic coordinate generation on
the surface of the graph of the control function f(x,y, z) dependent on three
variables. Projection of these coordinates onto the physical domain gives
an adaptive-harmonic grid, clustered in the regions of high gradients of the
control function f(z,y, z).
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The Euler equations of the functional (7.2) follow from the general
equations for m=3, k=1. We need only to compute the elements of
the covariant metric tensor G"™ and contravariant tensor G, of the
transformation r(u)=r(z,y,2):Q — S"

git =1z =1+ f7,
ghsy =re =1+ f7,
g5y =12 =1+ f2,
913 =931 =T Ty = fuly
915 = g51 =T Tz = [of-,
953 = 935 =Ty T2 = fyfz,
det(G™) = 911955 955 —(953)°)] =915 (915 955 — 915 955 ) +975 (915 955 — 955 915)
U+ A+ 7+ 1) = f2f) - 22 =1+ 2+ 7 + 12,
det(G™) = g15 (955955 — (953)°1— 915 (915955 — 915955 ) + 915 (915955 — gbs915) =
det(G"™)[we(Ynzp — Yp2zn) — Ye(Ty2p — Tpzn) + 2e(Teyn — Tyye)),
g = 953955 — (953)%]/ det(G™),
it = — (975955 — 975955)/ det(G™),
982 = (915955 — 915955)/ det(G™),
987 = l915955 — (915)°)/ det(G™),
g8 = (915955 — 915975)/ det(G™),
98 = 915955 — (g15)°]/ det(G™),
Gar = L+ fo + [2)/ U+ 2+ [+ 12),
Gur = —fufy/(L+ f2 + fy + 2),
Guy = —fuf/ L+ F2+ fo + £2),
Gar = L+ f2 + )/ U+ f2+ [+ f2),
Gog = Lo lo/ U+ F2 4 17+ 12),
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Gus =+ 2+ D/ A+ 2+ 17+ 12).

Substituting these expressions into the general equations, we obtain
L(z) = gérlef + 2951395577 + 29513955# + ggzxnn + 29521%77# + Q?S)‘Tw_

r 2 g2 )
Lo+ fi+ 1 “faly [ O el

B
D|dz D dy D 9z D

L(y) = g&ryee + 2982 0en + 29609en + Gy + 298Ynu + 9enYun—

1 -g_fmfy 21+fz2+fz2 g_fyfz- _
D |0z D dy D to: o |70 (7.3)

11 12 13 22 23 33
L(z) = GerZee T 29¢7%en + 296 2ep + 967 Znm + 298, 2nu + 9oy Zup—

i g_fmfz_’_g_fyfz 21+f§+f5 -0
D |0x D dy D 0z D Y

where

D=1+ 2+ 2+12.

7.1.2 Numerical implementation

The problem of grid generation in three dimensions will be considered in
the following formulation. In a simply connected domain 2 in space z,y, z,
a grid

(Iayvz)ijmv 1= 1571*7 .]: 15"'7].* , M = 17"'5m*5
must be constructed with given coordinates of the boundary nodes
(Ia Y, Z)ijla ({E, Y, Z)ijm* ) (Ia Y, Z)ilm, (ZC, Y, Z)ij*m, (ZC, Y, Z)ljm7 (ZC, Y, Z)i*jm-

Instead of the parametric cube the following parametric domain can be
introduced to simplify the computational formulas

1<é<i™, 1<n<j®, 1< pup<m®,
associated with the cube grid (&, n;, tm) such that

L=t m=7 pm=m, i=1,....4% j=1,....,57%s m=1,...,m".
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Equations (7.3) are approximated on this grid with the use of a simplest
finite-difference relations for derivatives with respect to &, n, u. For example,
derivatives of f(&,n, u) are approximated as follows

fg ~ [fE]ijm = (fi+1,j,m - fifl,j,m)y

I = falijm = 5 (fij+1.m — fiji—1,m);

N~ N = [\Jl»—t

f;t ~ [fu]ijm = (fm m+1 = fi,j,mfl)v
fee = [feelijm = fit1,5m — 2fijm + fim1,,m,

1
ffn ~ [fEn]ijm = Z(fiJrl,jJrl,m - fiJrl,jfl,m - fiJrl,jfl,m + fifl,jfl,m)y

—_

fen = [feulijm = Z(fi+1,j7m+1 = fit1,4m—1 = fi1jm+1 + fi-1,5,m-1),

fon = onlijm = fij+1,m — 2fijm + fij—1,m,
1
Fou % U fapligm = 7 (figrrmer = fijrrm-1 = fig-1mer + fij-1,m-1),
Jun = [fupligm = fijm+1 = 2fijm + fijm—1.

The explicit method is used to numerical solution of the resulting
difference equations

I+1 ! [L(2)]ijm
Lijm = Lijm +7
! ! 2[g¢igm + 2982 im + 2982 ijm

)

1 _ [L(y)]ijm

Yijm = Yijm +7 5 (74)
’ ! 2(gepigm + 20987 im + 2(987igm

A [L(2)]ijm

2(g¢ im + 2(92igm + 298 igm

Consider the formulas for the derivatives transformation in the 3D case
Tefo +yefy +2efz = fe

xnfac +y77fy +anz = fn )
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xufm +yufy +Zufz = fu ,

from this it follows
fo = fe(ynzu — yuzn)/J — fo(Yezn — ypze) /T + fulYezn — ynzu)/J

fy = —fe(gzy — wpuzg) /T + folwez, — wu2¢) [ — fulwezn — anzu) /T
fo = fe(@gyp — 20yy) /T = fo(Teyu — xpye) /T + ful@eyy — o)/ J

where

J = xe(Ynzp — Yuzy) — Tn(Yezu — Yuze) + 2u(Yezn — Yn2u) -

Approximating all the derivatives &, n, u in these expressions with the use of
the above formulas, we obtain the approximation of the derivatives [fz]ijm.,
[fylijm and [fz]ijm, used in (7.4).

The adaptive-harmonic grid generation algorithm in three dimensions
is formulated as follows:

1. Generate a quasi-uniform harmonic grid using the same algorithm
as for adaptation, but with f=0.

2. Compute the values of the control function f;;,, at every grid node.

3. Evaluate derivatives [fu]ijm » [fylijm » [fz)ijm and substitute them
into (7.4).

4. Make one iteration step and compute new values of Zijm, Yijm , Zijm.-

5. Repeat starting with Step 2 to convergence.

The resulting algorithm is simple in implementation and can be used for
meshing 3D domains until the increased complexity of domain or boundary
layers produce the appearance of seli-intersecting cells. Then the special
algorithm should be employed, based on a variational formulation and
guaranteeing nondegenerate grid generation.

7.2 Variational barrier method in 3D

7.2.1 Discrete analog of Jacobian positiveness

The 3D case is much more complicated then 2D case, because simple
conditions of Jacobian positiveness cannot be obtained for the trilinear
mapping of the unit cube onto the hexahedral cell, cf. [149]. The notation
of convexity also cannot be used, since faces of hexahedron are not plane.
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Fig. 7.1: Vertex numeration and decomposition of cube to tetrahedra
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I

Fig. 7.2: Vertex numeration for basis tetrahedron

That is why the approach developed for the 2D meshes cannot be extended
to the 3D case.

Nevertheless, the discrete analog of the Jacobian positiveness for the
mapping of the unit cube onto a hexahedral cell can be obtained. We use
the decomposition of the parametric cube to tetrahedra, which are mapped
onto the corresponding tetrahedra of the decomposed hexahedral cell. The
mapping of every tetrahedra is one-to-one. This approach is analogous to the
technique used in the 2D case for approximation of the harmonic functional
in such a way that it has an infinite barrier at the boundary of the set of
unfolded meshes. Remind that in the 2D case the quadrilateral cell is divided
into two triangles first by the one diagonal and then by the other. In the first
and second decomposition, the mapping is approximated by the functions
which are linear in each triangle. All conditions of Jacobian positiveness for
every such mapping coincide with the condition providing that all the mesh
cells to be convex quadrilaterals.
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Consider a unit cube in R? space of variables &,7, u shown in Fig.7.1.
We decompose it into two prisms by the plane 1584. Then we decompose
the prism shown in Fig.7.1 into three tetrahedra drawing the planes through
the diagonals 14, 25, 58, 45, 46. Denote Ts 54, Tesss> Tigos the obtained
tetrahedra. Note that all these tetrahedra are equal to each other (up to
rotation and reflection) and one of the cube edges corresponds to one of
them. For example, the tetrahedron T%,,, can be referred to the edge 12.
Only one extra tetrahedron is referred to this edge namely T5,;. What is
the difference between the tetrahedra T5E124 and T§126 ? The answer is that
each of them corresponds to a proper type of the coordinate system, right-
hand or left-hand. It is easy to compute the total number of such tetrahedra.
[t is equal to double number of the cube edges, i.e., 24. For the unit cube
the volume of one tetrahedron is equal to 1/6, and the total volume of all
such tetrahedra is equal to 4.

Consider the basis tetrahedron shown in Fig.7.2. Vertices are
enumerated from 1 to 4 as shown in Fig.7.2. Each of this vertex corresponds
to a radius-vector ry, ro, 73, r4, respectively, in space x,y,z. All these
vectors define the tetrahedron in space x,y, z. We introduce the basis vectors

€1 =72 —T1, €2=7T3—T2, €3 =74 —T3.

Note that the coordinate system ej,es,e3 is a right-hand system what is
easy to see from the orientation of the basis tetrahedron in Fig.7.2. Hence,
the volume of the “right” tetrahedron is equal to

Jrright = (€1 X €2) - e3
At the same time, the volume of the “left” tetrahedron is equal to
Jrieft = —(e1 x e2) - e3

Now, by analogy with the 2D case, the condition for the mesh to be
nondegenerate for the 3D hexahedral mesh can be expressed as follows

[(JTleft)m]N > O, [(JTright)m]N > O, m = 1, ey 12; N = 1, .. .,Ne, (75)

where (Jriest)m is a volume of the tetrahedron corresponding to the edge
number m and defining the left-hand coordinate system, (Jrright)m is a
volume of the tetrahedron corresponding to the edge number m and defining
the right-hand coordinate system (every cube has 12 edges), N is the cell
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number, N, is the total number of cells. Conditions (7.5) define the discrete
analog of the Jacobian positiveness in the 3D case. Meshes, satisfying
inequalities (7.5), we will call nondegenerate hexahedral meshes.!

As in the 2D case, we must introduce the correspondence between local
and global node numbers

n=n(N,k), n=1,...,N,, N=1,... N, k=1,...,8,

where n is the global node number, N, is the total number of mesh nodes,
N is the element number, N, is the number of elements, k is the local node
number in the element.

Remark. Fig. 7.3 presents the mesh consisting of one degenerated cell
with positive volume of the corner tetrahedra. This cell is obtained from
the cell, depicted in Fig. 7.1, by rotating top face 5678 through 180 degrees
about its center, directed parallel to x3-axis and passing through the center
of this face. One can see that the volume of all the corner tetrahedra are
positive (e.g. see the tetrahedron with vertices 1235). Consequently, as a
discrete analog of the condition of positiveness to the Jacobian one uses the
condition of positiveness to the corner tetrahedra, and then the cases, like
depicted in Fig. 7.3, are admitted.

That is why we have to use above described division into 24 tetrahedra
and introduce rather a complicated construction of the set of unfolded grids,
defined by the inequalities (7.5). It provides the discrete analog of the
harmonic functional with an infinite barrier on the boundary of the set
of unfolded meshes, see the next subsection for description.

7.2.2 Problem formulation

We use notations

r= (T17T27T37T4) =(z,y,2,f) € 5" C R47

u= (u',u? u?) = (z,9,2) € Q C R,

£= (66,8 =(Enn eQ CR”.

In [10], it was suggested another, more effective, approximate conditions of hex cell and
mesh nondegeneracy. It implies the use of a set of 10 basis tetrahedra for every hex cell.
Comparison of effectiveness of the present nondegeneracy conditions and those of [10] was
performed in [151] (Editor).
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T3

/

T1

Fig. 7.3: Example of hex cell with positive corner Jacobians and zero
Jacobian in the center
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re = (¢, Ye, ¢, fe),
ry = (T, Yy, 20, fn),
T = Ty, Yus 2y [u)s
ry = (1,0,0, fz), 7y = (0,1,0, fy), 7. = (0,0,1, f.).

The harmonic functional in the 3D case has the form
I= [ (ol + g8 + ) as™,

where dS™3 is the element of the surface S™3.
Let the adapted/control function f(z,y, z) defines a three-dimensional
surface in four-dimensional space. Then this functional can be written as

follows
- /

911922 — (912)2 + 911933 — (913)2 + 922933 — (923)2
\/911[922933 - (923)2] - 912(912933 - 913923) + 913(912923 - 922913)

dédndy,
(7.6)

where
911 =T§7 9222722,7 933=Ti g1z =ga1 = (1 - 1y)

g13 = g31 = (Tg : r#) y 923 = g32 = (Tn 'm) .

The functional (7.6) can be used for harmonic coordinate generation on
the surface of the graph of the control function dependent on three variables.
Projection of these coordinates onto the physical domain gives an adaptive-
harmonic grid, clustered in regions of high gradients of the adapted function
f(xv Y, Z)

The problem of irregular 3D mesh smoothing and adaption is formulated
as follows. Let the coordinates of the irregular mesh in space z,y, z be given

(@, y,2)n, n=1,..., Ny , (7.7)

The mesh is formed by hexahedral elements, i.e., the correspondence
n=n(N, k) is also defined. The problem is to find new nodal coordinates,
minimizing the sum of the functional (7.6) values, computed for a mapping
of the unit cube onto every cell of the mesh.
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7.2.3 Approximation of the functional

First consider the case when f(x,y, 2)=0. The functional (7.6) in this case
can be written in a more simple form

2 2 2
I = / (7‘5 X T”]) + (7‘5 X rﬂ) + (T”] X rﬂ) dfdndﬂ, (78)
(re X ry) Ty

@ »

where “x” is a vector product, and “-” is a scalar product,

Te = (‘Tﬁvyfvzfvff)v Ty = (xnuynuznufn)u Tp = (xuuyuuzuufu)'

Let the linear transformation (&, n, u),y™ (€, 1, 1),z (&, 7, 1) maps the basis
tetrahedron Tf234 in space &,m, u onto a tetrahedron Tyo234 in space z,y, 2.
The value of the functional with the linear functions z"(&,n, u), y"(&,n, i),
2" (€,m, 1) can be computed precisely. Consequently, the approximation of
this functional can be written as

N 12
- 1
"= Z Z 24 [(Fm)left + (Fm)right]]v ) (7.9)
N=1m=1
Where h h\2 h h\2 h h\2
(Foess = (7’£ X rn) + (7’£ X TH) + (Tn X TH) |
(Jm)left
h h\2 h h\2 h h\2
WM Sali el il Raki i
(Jm)right
(Jm)left = _(T? X TZ) ' TZv

(Jm)right = (r? X TZ) -T‘Z.

Consider one term in (7.9), for example (F),,)ics+, and suppose that the
Jacobian (J,)ie s+ tends to zero, remaining positive. So as I does not tend to
infinity in this situation it is necessary that the numerator in (F;,)es must
also tend to zero. From the form of the numerator it follows that the vectors
e1=ro—r1, ea=r3—ra, e3=ry—r3 are parallel and, hence, all points rq, rs,
r3, T4 lie on a straight line. Consequently, the volumes of all tetrahedra that
contain corresponding faces must also tend to zero, including tetrahedron
defined by the edge 34 containing edge 23. Repeating argument as many
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times as necessary, we conclude that all mesh nodes, including those at the
boundary of the domain, must lie on a straight line, which is impossible.
From this it follows that the function (7.9) has the infinite barrier at
the boundary of nondegenerate 3D hexahedral meshes, satisfying inequalities
(7.5). Hence, if this set is not empty, the system of the algebraic equations

T oz,

=9 =

h
R, 1 _

R;E — . )

R, 0,

has at least one solution which is a nondegenerate mesh. To find it, one must
first find a certain initial nondegenerate mesh and then use some method of
unconstrained minimization of the function I". Since this function has the
infinite barrier on the boundary of the set of nondegenerate meshes, each
step of the method can be chosen so that the mesh always satisfies the
inequalities (7.5).

For adaptive mesh generation with employing functional (7.2) we use
the same approach. Consider cell decomposition into the 24 tetrahedra,
described above. Then the mapping of the basis tetrahedron onto every
of these tetrahedra is approximated by the linear functions, with assumption
that f is also approximated by a linear function defined by its values at the
tetrahedron vertices. Then the integrand in (7.2) will be equal to constant.
Note that the integrand in (7.2) differs from (7.6). The first one is invariant
relative to orthogonal transformations of the basis tetrahedron. It means that
we need not use two terms in the approximation of (7.2) corresponding to
the right-hand and left-hand coordinate systems. The value of this functional
depends only on nodes numeration in the basis tetrahedron and does not on
its type.

7.2.4 Minimization of functional

Suppose the mesh at the ith step of the iterations is determined. We use
the quasi-Newtonian procedure when the (I+1)th step is accomplished by
solving two linear equations for every interior node

OR, OR, OR,
R, x o 1+l ] T 141 T4 _ Ly — g
The + 5 (zn, " —ay,) + 0, (Yn " —yn) + o7, (zn " = 2n) ;
OR OR OR
TRy, + ax: (b —al) + W:(yfl —yh)+ W:(Zifl —z)=0,
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OR. , , OR OR
R +1 1 Z 41l 22y =0,
TR: t oo (w " — @) + 0. Un' = Yp) + o7, (zn " — 2n)
From this it follows
N
ORy OR. OR. OR OR, OR, OR, OR. OR, OR ORy R,
R (Wa——Wa—) —Ry (WB__WB_) +1: (WB__WT)
det(R)
ytt =yt — 7
ORy OR. OR. OR OR, OR. OR, OR. OR, OR ORy AR,
Ry (Wﬁa—mﬁ) +Ry (mm—mm) It (mﬁ—ﬁfjm
det(R)
S
ORy OR. OR. OR OR, OR, OR, OR. OR, OR ORy R,
R (WW—WW) —Ry (a—w—ww) +1: (a—w—ww)
det(R)
(7.10)
det(r) = O (ORyOR: _ OR:ORy\ O, (0F,OR. OR.0R,\
e = : — 2 : _ :
0y \ OYn Ozp OYn Ozp OYyn \ 0y, 0z,  Ox, O0zy

OR, (OR, OR. OR.OR,
Ozn \ Oxy Oyn  Oxy Oyn )

where 7 is the iteration parameter which is chosen so that the mesh remains

nondegenerate. With this purpose after every step the conditions (7.5) are

checked and if they are not satisfied, this parameter is multiplied by 0.5.
The adaptive-harmonic algorithm for the 3D mesh relaxation and

adaption is formulated as follows:
1. Generate an initial mesh using a marching method.
2. Compute new values f, at every mesh node.

3. Make one iteration step (7.10) and compute new values of zy,yn,2x.

4. Repeat starting with Step 2 to convergency.

Note that the entire algorithm contains computational formulas for

[felns [fyln, [f2]n which will be presented below.
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7.2.5 Derivation of computational formulas

We will obtain computational formulas in the case of adaptation, i.e., we
approximate the functional (7.2). The used approach is similar to the method
in 2D.

Consider the linear transformation (&, n,p), y™(&,m, 1), 2"(&,n, 1)
of the basis tetrahedron shown in Fig.7.2 onto a tetrahedra of the cell
decomposition. The function f will be approximated by the linear function
f(&,m, 1). Derivatives of these functions can be easily computed taking into
account the enumeration of the vertices in the basis tetrahedron

T? = (x?,yé,zg,f?) =ry—r1 = (T2 — 21,42 — Y1,22 — 21, f2 — f1) ,
TZ: (CUZayZaZZaf#) =T33 —Teo = (1'3 _$27y3_y2uz3_227f3_f2) 9
h _

h ,h _h ¢h
Ty = (I;,uyH?Zy,?fH) =T4—T3 = (I4 —X3,Y4 — Y3, 24 _Z3af4 _f3) .

From this it follows
gij = (rig1 —173) - (Tj+1 - Tj)7
that is,
g = (r2 —7“1)2= g22 = (73 —7“2)2, g33 = (14 —7“3)2 )
g12 =921 = ((r3 —r2) - (r2 —11)) ,
g13=g31 = ((ra —r3)-(r2—11)) ,

g23 = g32 = ((ra —13) - (r3 —r2)) . (7.11)

Substituting these expressions into the integrand of (7.2) we obtain
F=U/V,
where

U = g11922 — (912)* + 911933 — (913)% + 922933 — (g23)° , (7.12)

V:\/911[922g33 - (923)2] - 912(912933 - 913923) + 913(912923 - 922913) .
(7.13)
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We use the chain rule to differentiate the ratio of two functions. After
differentiating we obtain

U, — FV, U,—FV, U,—-FYV,
F,=— =, F . L F - =
% v % %
Fzz: )
\%4
F 7Uyy_2Fy‘/y_FVyy
yy — Vv ’
Uzz_2Fz‘/z_F‘/zZ
Fzz: 5 7.14
= (7.14)
Foy = By = D = BVy —FyVo = FVay
1%
zz_Fz z_Fz z_F Tz
sz:sz:U Vi v Vs )
\%
Fyz = Fzy = Uyz — Fz‘/tu _‘/FUVTZ — F‘/tuz

For vertex 1 of the tetrahedron we should substitute the expressions
(7.11), (7.12),(7.13) into (7.14) instead of U, V, and also replace z, y, z by
Z1, Y1, z1 in the resulting formulas.

For vertex 2 x, y, z in (7.14) are replaced by 2, y2, 22.

For vertex 3 x, y, z in (7.14) are replaced by x3, ys3, 23.

For vertex 4 z, y, z in (7.14) are replaced by x4, ya, 24.

When computing derivatives of f; on x;, y;, 25, i=1,...,4, j=1,...,4
we use the formulas for the transformation of derivatives in the 3D space

Tefo +yefy +2efz=Jfe
Ty fo+ynfy + 2nfz=fn
Tufe +ypfy + 2uf = fu -
From this it follows
fo = fe(nzu = yuzn) /T = Fo(Yezu — Yuze) /T + fulyezn — ynze) /7
fy = —felwnzy —xpzn) /T + folwezy — wpze) /T — fulwezn — nze) /T,
fo = fe(@nyu —xuyn) /T = fo(weyy — 2uye) /T + fu(@eyn —wqye) /T, (T-15)
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where

J = e(Ynzp — Yu2n) — Tn(Yezu — Yuze) + Tp(Yezn — Yn2e) -

Note that the derivatives with respect to x, y, z are independent on what
a system of coordinates, right-hand or left-hand, is used. Substituting
expressions for the derivatives of z", y*, 2" with respect to &1, u into
(7.15) we obtain the formulas for computation of the derivatives f, f, f2.
We use the following formulas in computations

9fi {fﬁ if i=j,

Ox; 0 if 7,
ofi [ fb it i=j,
dy; L0 it i,
ofi [ fi il i=j,
9z, |0 il 7,

Computations are performed as follows. Let F' and its derivatives with
respect to x1,y1, and z; in the numeration of the basis tetrahedron be
computed using formulas to the Nth cell and the local node number k. Then
the computed values are added to the appropriate array elements (which were
first cleared)

Ih+:F7 [Rw]n+:qu [Ru]n+:Fuu [Rz]n+:qu

[wa]n+ = mea [Ryy]n+ = Fyyu [Rzz]n+ = FZZ7
[Rwy]n+ = mea [Rmz]n+ = sza [Ryz]n+ = FyZ7

where n=n(N,k;). Here a+=b means that the new value of a becomes
equal to a+b.

Analogous for vertex 2, correspondence between local and global
number is n=n(N, k2).

Analogous for vertex 3, correspondence between local and global
number is n=n(N, k3).

Analogous for vertex 4, correspondence between local and global
number is n=n(N, ky).

Thus, the iteration method for irregular 3D mesh relaxation and
adaptation is described in detail.



Chapter 8

Grid-quality measures

Relevant quality measures for unstructured meshes is still an open problem.
Recent progress is presented in [41, 88, 95].

8.1 Tetrahedron shape measures

First we present the definition of a tetrahedron shape measure [41, 95]

Definition 1.

A tetrahedron shape measure is a continuous function that evaluates
the quality of a tetrahedron. It must be invariant to the translation,
rotation, reflection, and uniform scaling of the tetrahedron, i.e., to a
linear conformal mapping. There is no local maximum other than the
global maximum for a regular tetrahedron and there is no local minimum
other than the global minimum for a degenerate tetrahedron. For easy
comparison it should be scaled in the interval [0,1]. Value I corresponds
to the regular tetrahedron and 0 corresponds to a degenerate tetrahedron.

Degenerate tetrahedron is a tetrahedron whose volume vanishes and
some of the edges do not vanish. When the volume of the tetrahedron is
negative, the tetrahedron is more than degenerate, it is inverted. If the mesh
contains negative tetrahedra, at the first stage the shape optimizer should
try to untangle them.

We use the following notations. T'(rg,r1,72,73) stands for a non-de-
generate tetrahedron 7" with the vertices rg, 72, 73,74, V denotes the volume
of T; so=area(Ary,ra,r3), si=area(Arg,ra,r3), ss=area(Arg,r1,73), and
ss=area(Arg,r1,72) are the areas of the tetrahedron faces, I;;=|r; — rj|,
0<i<j<3, denotes the length of the six edges of T'.
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8.1.1 Radius ratio

The radius ratio RR of a tetrahedron T is defined as RR = N pin/pout, Where
Pin and poy: are the inradius and circumradius of T, respectively, and N is
dimension of the spase. In [95] an easy way to compute this tetrahedron
shape measure in 3D is given

3
pin =3V /> si.
=0

Va+b+e)a+b—c)at+c—b)(b+c—a)

Pout = 24V ’
in 216V2
RR = 3L _ ,
pout

(2

Vie+b+e)a+tb—c)a+c—b)(b+c—a) 3 S
=0

where a, b, c are the products of the lengths of opposite edges of T'.

8.1.2 Mean ratio

Let R be an equilateral tetrahedron and M be the matrix involved in an affine
transformation from R to T'. The mean ratio M R of the tetrahedron T is
the ratio of the geometric mean over the algebraic mean of the eigenvalues
A1, A2, Az of the matrix M7 M. For positive numbers the geometric mean
is less or equal to the algebraic mean. A simple expression involving only
the volume and the edge lengths can be obtained (see [41])

3(det(MTM))/3  3(AAadg)/3  12(9V2)1/3

tr(MTM) M +X+As o<z-<3l?j '
RS AWAS

MR =

Similarly, for the inverse transformation the mean ratio can be defined as
(see the chapter of Weatherill in [62])

g, - Sdet(MTHTMZY)YE 3O IAGYE 4BV

- tr(M-1)TM-1) AT 50,
PEH
=0
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8.1.3 Solid angle

The solid angle 6; at the vertex r; of the tetrahedron T is defined to be
the surface area formed by projecting each point of the face not containing
r; to the unit sphere centered at r;. The area of the unit sphere is 4, the
maximum solid angle for a positive tetrahedron is 27 in the case of a flat
tetrahedron. The solid angle at the corner of rectangular tetrahedron is /2.
The solid angle tetrahedron measure SA = o,,;, can be computed as follows
[41]:
SA = 04in = a min sin(6;/2) |
0<B<3

—1/2

sin(0;/2) = 12V | [ (i +1i)® = 1) ,
ik#i

where
ot =6/9 = 0.2721655

is the value of sin(6;/2) for four solid angles of the regular tetrahedron.

8.1.4 Dihedral angle

Each of six edges of a tetrahedron is surrounded by two triangular faces.
At a given edge, the dihedral angle between two faces is the angle between
the intersection of these faces and a plane perpendicular to the edge. For a
positive tetrahedron, the dihedral angle is bounded between zero and 7. It is
equal to 7 minus the angle between the normals of the faces. The minimum
dihedral angle DA can be computed as

DA = omin = aog%lé?g(w — arccos(nij1 - Nij2)),
where 7,51 and n;jo are normals of the two triangular faces adjacent to the
edge ij and
a_1 =m — arccos(—1/3) = 1.230959
is the value of the six dihedral angles of the regular tetrahedron.

According to Def. 1 of a tetrahedron shape measure the minimum of
dihedral angles DM is not a tetrahedron shape measure.
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8.1.5 Edge ratio

The edge ratio ER of a tetrahedron T is the ratio of the smallest edge to
the largest edge

pin_ L

ER=22022
max l;;

0<B<;j<3
According to Def. I of a tetrahedron shape measure the edge ratio FR is not
a tetrahedron shape measure.

8.1.6 Aspect ratio

Tetrahedron shape measures that are the ratio of two characteristic
sizes of the tetrahedron can be called aspect ratio. They are usually
some quantity vanishing with the volume normalized by something that
does not vanish when the volume vanishes. The aspect ratio can be
proportional to the volume of the tetrahedron, radius, area or volume of
the insphere, or minimum of four solid angles. It can not be a function of
the circumsphere, smallest edge, and minimum dihedral angle because a
degenerate tetrahedron may have non-null circumsphere, smallest edge or
minimum dihedral angle. The aspect ratio may be normalized by the longest
edge, average of edges, sum of edges, sum of area of the faces, radius, area
or volume of the circumsphere, etc. One of such aspect ratio is used at
INRIA, France
AR = jf{ Pin
V6

max hj'
0<B<;j<3

8.1.7 Equivalence of tetrahedron shape measures

One of the deepest analysis of tetrahedron shape measures is available
from Liu and Joe [95]. They define a notion of tetrahedron shape measure
equivalence.

Detinition 2. (see [95])

Let p and q be two different tetrahedron shape measures with values
from [0,1]. They are called equivalent if there exists positive constants co,
c1, €o, e1 such that

cop® < g < cpt .
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Liu and Joe [95] proved the equivalence of the tetrahedron shape measures:
radius ratio RR, mean ratio MR, and solid angle SA. It implies that if
one of these tetrahedron shape measures approaches zero, which indicates
poor shaped tetrahedron, then the others do so. Conversely, if one of these
tetrahedron shape measures approaches unity, then the others do so.

Liu and Joe [95] made a conjecture about how the tetrahedron shape
measures should be equivalent. Another conjecture is proposed in [41].

Conjecture (see [41])

All tetrahedron shape measures that satisfy Definition I are equivalent
in the sense of Definition 2.

But it is obvious that this conjecture is false. Two tetrahedron shape
measures can be constructed such that one approaches zero as V¢, «a > 0,
when V' — 0, another approaches zero as exp(—1/V'), where V is the volume
of a tetrahedron. These measures will satisfy Def.1 but obviously will not
satisfy Def.2.

As it was mentioned in [41] "the more a mesh is optimized with a
given tetrahedron shape measure, the closer to the optimal mesh it is for
any other tetrahedron shape measure. At the limit, if it were possible to
mesh a domain with only equilateral tetrahedra, as it is in 2D, all mesh
optimizers should converge to that mesh, whichever shape measure is used
in the mesh optimizer. The problem is that the optimal mesh does not exist
in 3D. It is impossible to fill the space with regular tetrahedra. So, the
converged state is unknown and depends slightly of the tetrahedron shape
measure used".

8.2 Trilinear mapping

Consider a trilinear mapping of a unit cube in space of variables u, v, w onto

a hexahedral cell in space of variables x,y,z with vertices r"*=r(i, j, k),
i, j, ke{0,1}

r(61,6,8) = (1= &)(1 = &)(1 = &)™ + &(1 - &)(1 — &)r'+

(1= &)&(1 = &)™ + (1 - &)(1 — &)&r™ +

G&E(— &)Y + & (1 - &)&r' 0+

(1= &)&bar®! + &6

Here r=(x1,22,23)T=(z,y,2)T is a spatial position vector.

(8.1)
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Curvilinear coordinates are (&1, &2, &3)=(u, v, w), where u,v, we(0, 1].
Cell vertices are enumerated with triple indices (see fig.8.1)
000 1100 010 1110 1,001 1101 011 111

3 ) ) ) 3 3 3

r

&3
001 011
01
9(1)1 92 g
g1
101 111
00 gél 01
g3 g3
93" 95"
00 000 ggo 010 &
91 10
91
100 110
95"

&

Fig. 8.1: Numeration of vertices in hexahedral cell

Covariant basis vectors are the following
o or
T og

Covariant basis vectors for trilinear mapping are equal to

9i(&. &) = 1= &)1 = &)g)° + & (1 — &)gil® + (1 — &)eng) + kgl
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where {i, j, k} is the cyclic permutation from {1,2,3} and

g =t — 0 mon € {0,1}
ggbn = rmln - rmonv m,n € {07 1} )

g =m0 m o€ {0,1} .

The Jacobian of the trilinear mapping is equal to J=g1-(g2%g3).
Obviously that

1
J = Z Qijkimn 97 - (951 X g3™) ,

%,3,k,l,m,n=0

where
Qigkimn = (1 — &)1 (1 — &)1 95 (1 — &) Feb (1 — &)t

x&(1— &) e (1 - &) e >0,
and the coefficients ;jrimn are strictly positive for the interior points of the
trilinear cell. It means that that if

g - (g8 x g™y > 0, i, 4,k,1,m,n € {0,1} ,

then it follows that the Jacobian of the trilinear mapping is positive in the
interior of the cell. Since on the boundary of cell some of the coefficients
Qijkimn are always positive we obtain that J will be positive on the cell
boundary as well. There are additional conditions on g; (see fig.1)

R+ =9+ 91" B+ =9+, B+ 98 =980+,

g tat = et 9" +es =95 ot 6 +gst =95" +as

Each condition is associated with the corresponding face.

Necessary conditions of nondegeneracy of the trilinear mapping (8.1)
were considered in [10, 85, 86, 149, 150] and sufficient conditions in [149,
150, 153]. The most detailed analysis was performed in [149, 150] and it was
suggested the necessary and sufficient conditions of nondegeneracy which
do not coincide.!

IThis paragraph was added by the Editor.
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8.3 Metric coeificients

Coefficients of the metric tensor are computed as follows

Jr Or
9ij = 9i95 = %g :
i UG5

For the trilinear mapping (8.1) it follows that

0

o= (L= =)' =) + vl — w0 )
—H)w(rlll _ I'Oll) + (1 _ ’L))w(I'lOl _ I'OOl),

0

a_z = (1 — w)(1 — w)(x%10 — £990) 4 4y(1 — w)(ri10 — p100)
+uw(r111 _ I'101) 4 (1 _ ’U,)’LU(I‘OH _ I'OOl),

0

ﬁ = (1 —u)(1 =) (" —r99) 4 4(1 — v)(r!0 - r109)

Fup(r 1 — p110) 4 (1 — ) (r0tt — r010),

Components of the metric tensor are computes as follows

_oeor o oeor o ovor o deor
gi11 = 9000 gi12 = 900’ gi3 = Ju 0w’ g23 = 90w’
Or Or Jr Or

922 = 9000’ 933 = 9w 0w
The Jacobian is equal to

Jr /0r Or
J —_ % (% X %) —xu(yvzw - Zvyw) - Iv(yuzw - Zuyw) + T (yuz'u - Zuy'u)

The Determinant of the metric tensor

g = 911(922933 - 923923) - 912(912933 - 913923) + 913(912923 - 913922)-

can be computed also as g = J? .
Components of the contravariant metric tensor are computes as follows

" = 97 (922933—935), 9" = —g 1 (912933—913923), 9" = 97 (g12923—913922),

23

9% = =g (g11923—913912), 97> = g~ (g11933—973), 9% = g~ (911922 37a)-
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8.4 Quality measures of curvilinear coordinate

systems

In this section we present quality measures for curvilinear coordinate system

from [94]

8.4.1 Aspect ratio

In the 2D case the aspect ratio is the measure of the departure of the cell
from a rhombus. In the 3D case the aspect ratio in the point w,v,w is

computed as follows

Qk:&+@+&+gﬁ+@+gﬁ
° g22 gi1 gs3 g1 933 g22
The normalized aspect ratio
~ 6
Qs = -
° st
8.4.2 Skewness
There are four measures of skewness
Qurr = 9%2 + 9%3 953
sk, 1 — )
g11922 g11933 922933
Qo = 9%2 + 9%3 953
sk,2 — 9
911922 — 9%2 911933 — 9%3 922933 — 933
1212 13\2 2312
Qsk3 = (gl )22 (gl 2’,3 (22 2’,3 ’
g-g g-g g--g
1212 13)2 2312
g g g
s 0™ (") (*)

911922 _ (912)2 gllg33 _ (913)2 922933 _ (923)2 ’

Normalized measures are the following

st,l =1- st,l/g P st,Z = 1/(st,2 + 1) P
Qsis =1—Qer3/3, Qsia=1/(Qska+1).
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8.4.3 Orthogonality

Another quantities, characterizing departure from orthogonality, are as
follows

Qo1 = G11922933/9 , Qo2 = "' ¢*%9%g ,

Qos=gia+ gtz + 033, Qoa=(9"")"+(9")" + (4%)* .
Normalized quantities are

C}O,l = 1/@0,1 s C~20,2 = 1/@0,2 P
Qo,?; = 1/(@0,3 + 1) ) C~20,4 = 1/(@0,4 + 1) .

8.4.4 Conformality
Deviation of the trilinear mapping from conformal can be measured by
Qer1=9"%(g" + 97 +0%) ., Qero=9""(g11 + go2 + gs3) .

Normalized quantities are

Qer1=1/Qcp1 s Qep2=1/Qcp2 .

8.4.5 Warping
Computational formulas for the second derivatives are the following

0%r B
udv

—’U(l _ ’LU)(I‘IOO _ I‘OOO) 4 (1 _ w)(rllo _ 1‘010)

(et = pOILY gp(pl01  p001),
8‘9281' = —(1- u)(row _ rOOO) _ u(rllo _ rlOO)
vow
(et = 0Ly g (1 =) (e01 — p001),
&r 100 000 110 010
W:—(l—v}(r —r) —w(r " =)
udw

+v(r111 _ I'Oll) + (1 _ ’U)(I‘lm _ I'OOl).
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[t is easy to see that
O*r/ou® =0, 0%*r/ov* =0, 9*r/ow*=0.
Components of the vector product for the u, v surface are the following
Sz = YuZv — YoZu , Sy = —(TuZo — ToZu) s Sz = TulYv — Tolu -

Elements of the second fundamental form are

TyvSz + YuvSy + ZuvSz

)
/62 4 g2 1 g2
sy + s, + 82

Determinant of the metric tensor on the w,v surface is

b1 =0, b= bao =0 .

uv 2
g = 911922 — 912 -
Mean curvature squared on the u,v surface is

QU — g83bi1 — 29181 + gi¥b22 |
1 = 2guv :

Gaussian curvature squared is

wo _ (b11b22 - b%2>2
2 gu'U

= a|82r/8u2| =0.

Torsion is
Eccentricity is
Ut — y]0%r/0u?| =0 .
Quality measures are
Qui=0Q1"+ Q1" +Q71" ., Qu2=0Q3"+@5"+@3",

Qus=@Q3" +Q3" + Q3" , Qua=Q" +Q1"+Q;" .

Normalized quantities are
Qua=1/Qu1, Qu2=1/Qua,
Qw,3 = 1/(Qw,3 + 1) ) Qw,4 = 1/(@11},4 + 1) .
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8.5 Hexahedron shape measures

In the case of a hexahedron we can measure the quality of all corner
tetrahedrons. But in some cases it is not enough. There is an example
of a hexahedron which possesses positive corner Jacobians (volumes of the
corner tetrahedrons), but zero Jacobian at the center.

Not all shape measures, developed for measuring the deviation of the
shape of a tetrahedron from the shape of equilateral tetrahedron, presented
in the previous section, can be used in this case.

The mean ratio and condition number, introduced by Knupp [88], can
be used for these purposes. Let R be a tetrahedron (Rg, Ry, Rz, R3) formed
by three orthogonal vectors (R; — Ry), (R2 — Ro), and (R3 — Ryp), each
of unit length, and M be the matrix involved in an affine transformation
from R to T. The mean ratio MR of the tetrahedron T is the ratio of the
geometric mean to the algebraic mean of the eigenvalues A;, A2, Az of the
matrix M7 M. For positive numbers the geometric mean is less or equal to
the algebraic mean. A simple expression involving only the volume and the
edge lengths can be obtained

MR — 3(det(MTM)'/3  3(MdoAs)/3  3(3V)¥/3
T wr(MTM) T Mt et 3,
X &

Similarly, for the inverse transformation the mean ratio can be defined as

MR - 3(det(M—HTM=1)3  3(AT'ATIATHYE  3(3V)4/3
tr(M-1)TM-1) ATEATENT 23: 5
=1

The condition number C'N can be introduced as follows (see [88])
1
(CN)?
9 9(3V)?
A+ + AT+ AT+ A3 T

= (MR)(MR-)

Using the inequality
3(A1A2 4+ Mz + Aads) < (A1 + Ag + Ag)?
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we can obtain the following estimates for the condition number

9A1 A2 A3 S 1

MR_ 3/2 _
( ) V3(A1 A2 + A1z + Aa3)3/2 T (ON)?

27X 1223

> 20— (MR)? .
- (/\1—|—)\2+/\3)3 ( )
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Grid optimization

An approach, presented herein, is based on the principle of the minimal
energy density of a mapping. This also leads to the variational formulation
of an elliptic grid generator.

The main idea is the following. A local shape measure is formulated for
every cell or element. With this purpose a linear mapping, which transforms
points in the simplex element with prescribed objective shape to points
in an arbitrary physical element, is considered. The energy density of a
linear mapping is defined as an averaged energy stored in the right-angled
parallelepiped of the unit volume in the physical space, provided that the
parallelepiped is the image of a cube in computational space. The shape
measure is a quantity inverse to the energy density. Maximum of such
a shape measure corresponds to the minimum of the energy density and
it is attained if and only if the shape of the element is the same as the
corresponding objective shape. For example, only two parameters define the
shape of a triangle: the lengths ratio of two sides and the angle between
them. Two triangles are of the same shape if these two parameters are
identical for the both triangles, which is equivalent to the minimum of the
energy density of the linear transformation between these triangles.

The sum of local energy densities forms the global energy density of
the grid deformation from prescribed objective shapes. This user-defined
grid quality measure is implemented in the optimization-based method for
grid generation and improvement. The approach can be considered as a
generalization of methods, based on constructing a mapping, which are a
composition of the algebraic map and inverse to harmonic mapping [56,
131] and give a guarantee that the composite mapping is invertible at the
continuous level. The present approach gives such a guarantee at the discrete
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level.

The energy density of grid deformation is a discrete functional with
an infinite barrier on the boundary of the set of unfolded grids. This
discrete functional is an extension of the barrier function from [34]. Barrier
functions for grid generation and optimization have been considered also in
[89, 146]. The barrier property is very important in problems with moving
boundaries and in moving adaptive grid technology because such methods
ensure generation of unfolded grids at every time step. Direct control of
cell shape is used to provide mesh orthogonality with prescribed width of
cells near the boundary. Adaptation to the solution of the host equations
can be realized as in the adaptive-harmonic grid generator. In the 3D case
the well known tetrahedron shape measure, such as the mean ratio, can
be obtained from the energy density of the deformation of the equilateral
tetrahedron. The condition number of the Jacobian matrix of [88], measured
in the Frobenius norm, can be obtained as well.

9.1 Energy density of linear transformation in
2D
Consider a linear mapping between two planes (X,Y)—(x,y), where
X n),Y(&n) and x(&,n),y(&,n) are the linear transformations (§,7)—
(X,Y) and (§,n)—(z,y) with matrices C and ¢, respectively (see fig.9.1).
Squared lengths of vectors with coordinates (X,Y) and (z,y) are the
positive-definite quadratic forms
X? +Y? = G1&® 4 2G128n + Gaon®,
2?4y = g€ + 291260 + goan®,

with matrices
G =(Gij)=0TC and g=(gij) =c"c,

respectively. A quadratic form, corresponding to the mapping (X,Y) —
(z,y), is defined with the matrix (C~1)TcTcC~!. The characteristic equation
is of the form

det((C™H)TcTecC™ = AE) = det(C) 2 det(c’c — ACTC) =0,
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where F is the identity matrix. Consequently, if the matrix C' is non-singular,
the characteristic equation for the matrix (C~!)T¢feC~! has the same
solutions Aq2 as the characteristic equation for the pair of the quadratic
forms

det(g — AG) = det(G) det(G™'g — AE) = 0.

A=UDVT

[

Fig. 9.1: Linear transformation of unit square to rectangle

[

X det(ATA - \E) =0 x

The orthogonal invariants dy, ds of a mapping (X,Y) — (z,y) depend
upon eigenvalues \; » of the matrix G™1g

_ Gaz — 2912G12 + g22G11
di = M + Ao = tr(G ' g) = 1222
1 1+ A2 ( q9) det(G) )

_ det(g)
det(G)’

9.1)

do = Mo = det(G1g)

The energy density is defined as an averaged energy stored in the
rectangle of a unit area, provided that the rectangle is the image of a square
[75]. In linear, algebra it is known that any matrix A can be represented
in the form A = UDVT, where U and V are the orthogonal matrices, D
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is a diagonal matrix with diagonal elements equal to singular eigenvalues
of the matrix A. From this it follows that for any linear transiormation
there exists such a unit square which is transformed into a rectangle with
sides length equal to /A1 and /Ay (singular eigenvalues of the matrix
cC~! in our case). The averaged energy, stored in this rectangle, is equal
to 0.5d; = 0.5(\1 + X2). Area of the rectangle is equal to v/da = v A1 2.
Consequently, the energy density can be expressed as

1 d; 1A+ A2
- = > 1. 9.2
2dy 2\ A T ©2)

Substituting expressions (9.1) for d; and dy into (9.2) we obtain the final
expression to the energy density of a mapping (X,Y)—(x,y)

1 tr(Gtg) _ 1 911G22 — 2912G12 + 922G
2\/det(G~1g) 2 v/det(g)+/det(G)

The properties of the energy density of a linear mapping are the
following:

1. The energy density is an orthogonal invariant, which remains
unchanged for orthogonal transformations of planes (X,Y) and (x,y).
Moreover, it is also a conformal invariant, since e(z,y)(X,Y) =
e(azx,ay)(6X,B8Y) for any a, 3 > 0. In the 2D case the energy density is
identical for direct and inverse linear transformations, i.e., e(x,y)(X,Y) =
e(X,Y)(x,y).

2. If a mapping x(X,Y),y(X,Y) becomes singular, i.e., J—0, and if
at least one of the quantities A\ or Ay does not tend to 0, then the energy
density e—oo. If the energy density does not tend to co while J—0, the
transformation degenerates into a point: (X,Y)—(0,0), and in this case
A1 — 0 and A — 0 simultaneously.

3. Optimality principle. Minimum of the energy density e(z,y)(X,Y)
of a linear transformation (X,Y)—(x,y) is equal to I and is attained if
and only if Ay=MXs, i.e., the transformation is conformal.

e(xvy)(Xv Y) =

e(z,y)(X,Y) (9.3)

9.2 Shape measures of triangular and quadrila-
teral cells

Consider a linear transformation of a given triangle in the plane (X,Y’) to an
arbitrary triangle in the plane (z,y). The sides Lq, Lo, l1,l5 and angles ®, ¢
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of the triangles are shown in fig.9.2. Correspondence between the vertices
of the triangles defines a unique linear transformation (X,Y)—(z,y). The
Jacobian of the transformation is equal to the areas ratio

g l1la sinp

"~ LiLysin® '

Note that the conditions of the transformation to be conformal are the
following

li/lo=L1/Ly, o= . (9.4)

This also means that triangles are of the same shape. Our purpose is to
construct such a function e’(ly,ls, , L1, Lo, ®) that its minimum ensures
(9.4).

Consider auxiliary linear transformations (£,7) — (z,y) and (§,7) —
(X,Y) with matrices ¢ and C of the right-angled triangle (half of the unit
square) in the plane (&, 7), shown in fig.9.1, such that

g1 =13, g2a =13, g12 = lilacosp, G11 = L3, Gao = L3, G12 = L1 L cos ®.
In this notations the energy density (9.3) takes the form

o 1L3 + 1313 — 2lilo L1 Ly cospcos @

2 l1lo sin L1 Lo sin ® '

Note that conditions i1,1l3, L1, Ls # 0; ¢, ® # 0 and ¢, P # 7 have been
used in derivation of (9.5).

To check the property of the function (9.5) to have the minimum in the
case when the triangles are of the same shape we introduce notations from

[58].
1§ = pexp(B), Li=Rexp(B), I3=pexp(—f), L3= Rexp(-B).

(9.5)

In these notations the expression (9.5) takes the form independent of p and
R

sh2¥ + sin? @

sin ¢ sin ®
[t is clear that the minimum of (9.6) is attained if =B and =%, i.e., the

conditions (9.4) are satisfied. Note that 1/e’ is a triangular shape measure
according to the definition given in [41] and being applied to triangles.

et =2

+1. (9.6)
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Fig. 9.2: Linear transformation of triangle

Properties of the function (9.5) follow from the properties of the energy
density, formulated in Section 9.1.
The energy density of a quadrilateral element can be expressed as

1
ef = 7(eh +e1+ex+e),
where ¢! is the function (9.5) for the triangle corresponding to the kth
vertex of the quadrilateral element.

9.3 Energy density of grid deformation

Consider an unstructured grid, formed by quadrilateral elements. In this
case the correspondence between local and global enumerations is defined
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as
n=n(N,k), n=1,2,...,N,, N=1,2,...N,, k=0,1,2,3,

where n is the global node number, N,, is the total number of grid nodes,
N is an element number, N, is the number of elements, k is the local node
number in the element.

The energy density of grid deformation can be obtained as an averaged
value

N,

1 1 1.,
eh:ENZ[eZ]N:F Zz[ek]N, (9.7)

=1

Z

where ¢! is defined via (9.5). For a given grid in the plane (z,y) the opti-

mization problem to find the minimum of e” is formulated. Parameters,
defining the objective shapes of the quadrilaterals, expressed in (9.5) with
capital letters, must be specified for every grid cell. The procedure from [74]
is applied for minimization of e”. Note that if the objective shape is a square
for every cell, e reduces to the barrier approximation of the harmonic
functional, described in detail in [34, 74].

There is an interesting property of the function (9.7). Consider a
hypothetical case when the structure of the grid and objective shapes for
every cell, identical to shapes of an existing grid, are known. If we specify
positions of two arbitrary neighboring nodes of the grid, then the positions
of all other nodes can be obtained sequentially from the condition e = 1.
Similarly, if the positions of internal boundary nodes are specified, then all
other nodes can be obtained layer by layer as it can be done by a hyperbolic
method. At the same time the present method is elliptic [75].

Function (9.7) possesses a barrier property, i.e., e/ —oo if the area of
any triangle tends to zero.

9.4 Specification of objective shape near
boundary
To achieve grid orthogonality near the boundary we must specify

corresponding objective shape of cells. First, an “orthogonal” direction has
to be specified to every boundary node. To this end, a point of intersection
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of two lines, parallel to the corresponding parts of the boundary line, is
determined (see fig.9.3a). The vector 71, orthogonal to the interval (i—1,7)
of the boundary (see fig.9.3a), is obtained as

w1 = do(=yi + yi-1)/V (@i1 — )2 + (yim1 — yi)?
y1 = do(xi — zim1) /v (wim1 — )2 + (yio1 — )2 -
Here dy is the width of the layer of cells adjacent to the boundary.

Coordinates of the vector ro are computed similarly. The vector r is
determined from the conditions

ri(r—r1)=0, ro(r—re)=0.
Solving this system of linear equations, we obtain

oyl P = yfre)?
== - - =

- _{E2|’I”1|2 — $1|T2|2
T1Y2 — T2Y1 ’ T1Y2 — T2Y1 '

Cell shape in the next layer can be obtained similarly. For the smooth
transformation of cell shape from the boundary to the internal field a
linear interpolation of the objective shape is used along the corresponding
curvilinear coordinate lines. Shape of two cells at the ends of the layer of
interpolation are known. These cells are scaled and rotated in such a way
that their bottom sides coincide and interpolation is performed along lines,
connecting two top vertices of the cells (see fig.9.3b)

72(7) = (1 — s)rg + srav, 73(j) = (1 — 8)rs + sry . (9.8)

Interpolation coefficient s is determined from the position of the cell in the
interpolation layer: s=(j—1)/(IN;—1), where N; is the total number of cells
in the interpolation layer along j-direction, j is the number of the cell in the
layer.

Coordinates of the objective cell vertices (Xg,Y%), k=0,1,2,3 are
specified as follows

(X07}/0) = (an)v (Xlayl) = (170)a (XQ;}/Q) = (j27g2)7 (X37}/3) = (j37g3)'

Note that many other algorithms can be formulated for specification of
objective shapes. The notation “orthogonality near the boundary” can be
introduced by the user.
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3 2/

1 T2

i—1 i+1 0 1
a b

Fig. 9.3: Cell shape specification for obtaining orthogonality near boundary
(a). Transformation of one cell shape to another by linear interpolation (9.8)

(b).

9.5 Energy density functional

In the continuous level the energy density functional can be written as
follows

SN v e ol

-2
_ _//911G22 912G12 + g22G11 dédn

v/det(g)+/det(G)

Note that the harmonic functional can be written as

i // 911G22 — 2912G12 + 922G 11 dedn.
V/det(g)

Consequently, the mapping delivering minimum to the functional I will be
harmonic if instead of the metric Gy; the “scaled” metric Gy;=G;/+/det(G)
is used. In this case
det(G)=1.

Consider adaptation to the function f(z,y). In this case

g1 = x§ + y? + (foze + fyye)?,

g12 = TeXy + YelYn + (fw$£ + fuyf)(fwxn + fyyn) s
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922 = @) + Yo + (fay + fyyn)®

Substituting these expressions into I, we finally obtain

// a(l+ f2)+28fufy +1(1+ f2) dedn

‘Tﬁyn_xnyf \/1+f2+f2\/ G11Ga2 — G 12

where
o= x%GQQ — 2$£ZZ?77G12 + $727G11 = det(G)[(xg, xn)G_l(xE, In)T],

B = 2eyeGaz — (weyn + nye ) Gra + 2y, G1 = det(G)[(e, 29) G (ye, yn) ],
v = Y Gaz — 2yeynGra + y2G11 = det(G)[(ye, yn) G (e, yn) "]

Here G~! is the matrix inverse to the matrix G.

The minimization problem for the functional is equivalent to the
problem of constructing such a curvilinear coordinate system (structured
grid) on the surface z=f(z,y) that the averaged energy density for the
mapping (X,Y)—(z,y, f(x,y)) is minimized. The mapping (£,7)—(X,Y) is
assumed to be known, and the metric tensor components Gj; are calculated
as

Gu =XZ+YZ, Gio = XX, + YeY,, Goa = X2 4V}

In the case of an unstructured grid, the problem is posed for the
energy density of the mapping of a target cell in the plane (X,Y) to the
corresponding surface cell. In summary, a minimization problem is posed
for the sum of functionals written for every cell, i.e., for the averaged
energy density. To control the number of cells contained in a region of steep
gradient, it was previously proposed to replace the function f(x,y) (e.g., see
[74]) by the function ¢, f(x,y). Here, f(x,y) is scaled so that the difference
of the maximal and minimal values of f equals the diagonal of the rectangle
circumscribed about the domain in the plane z,y:

fma;ﬂ - fmzn = \/(:Emam - xmin)2 + (ymaw - ymin)2

The relative number of grid points, contained in a steep-gradient layer,
increases with rise of the adaptation factor ¢,, whose value is usually set
between 0.1 and 0.5. In the case of an elliptic problem, the relative number
of grid points contained in the layer is approximately equal to ¢,/(cs+1);
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that is about one-third of the points belongs to the steep-gradient layer when
¢c,=0.5.

Practical computations show that when a grid is adapted to a smooth
function, increase of ¢, makes the resulting grid “sensitive” to a larger
domain of sufficiently steep gradient. Furthermore, as ¢, — oo, the grid
adapted to a continuously differentiable function f of one variable is optimal
in the C norm in the sense that the C-norm error of piecewise constant
interpolation is minimized. Indeed, with f replaced by c.f(z), the one-
dimensional functional (in which G;;=4;;) has the form

1
= —— 4
/x@/l—i—cgff :

and the corresponding Euler-Lagrange equation, which determines the
asymptotic behavior of the Jacobian of an adaptive harmonic grid, can be
written as

xe = const(1/c + f2)71/%

At the same time, a grid that is optimal in the C norm under a piecewise

constant interpolation is characterized by a Jacobian asymptotically
expressed as
x¢ = const|f.| 7" .

Therefore, the adaptive harmonic grid is optimal in the C norm as ¢, — oo.

When an adaptive grid is to be generated for a vector function with

components f;(x,y), rather than for a scalar f(z,y), one can write the
functional I in the following generalized form:

agi1 + 26312 + vg22 ded
(Tety — o) v/ G102z — Tl \/G11Gm — G
&Yn nYe)V 911922 — G2 11G22 12

where
g =1+ ch(fi)iu gi2 = ch(fi)m(fi)yu G2 =1+ Zcf(fz)z

The minimization problem for this functional is equivalent to the
problem of constructing such a coordinate system on the surface described
by the vector function

r(z,y) = (c1fr,cafo.) (2, y)
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that the averaged energy density for the mapping (X,Y)—(z,y,r(z,y)) is
minimized. As a result one obtains a surface parametrization in the form
(z,y,c1f1,caf2...)(€,m), which corresponds to a structured grid. In the case
of an unstructured grid, the problem is posed for the energy density for the
mapping of a given cell in the plane (X,Y) to the corresponding surface cell.
When a problem in computational fluid dynamics is to be solved, f;(z,y)
denote either the flow variables w,v,p,p or their functions (e.g., |V| =
Vu? 4+ v?), cf. [5].

A finite-difference analogue of the functional I can be derived as follows.
A square cell in the plane (&,7) is split into triangles by diagonals 02 and
13. The mapping of the square to a quadrilateral cell in the plane (x,y)
is approximated by the half-sum of two functions that are linear on the
triangles resulting from the two partitions. Denote the half-sums of these
functions by x”(¢,m) and y"(€,7), respectively. They define a piecewise
linear mapping of a parametric square onto a quadrilateral cell. Unlike a
bilinear mapping, the inverse mapping of the quadrilateral to the parametric
square will then have derivatives that are discontinuous across the diagonals.
Furthermore, the mapping of a square to a quadrilateral cell in the plane
(X,Y) with vertices having coordinates Xo, Yy, X1,Y7, Xo,Yo, X35,Y5 is
also approximated by the half-sum of two functions that are linear on the
triangles resulting from similar partitions. All derivatives in the integrand
of I are easy to calculate, and the integral over the square cell in the plane
(&,m) is approximated by the half-sum of the integrals of the piecewise
linear approximations of desired functions corresponding to the triangular
partitions of the square. As a result one obtains an approximation of the
integral I in the form

where
o[l + ()R] + 286 (fe)k (f)k + 2 [1 + (fy)7]

b= TeDelL+ (F)7 + (fy)2]172 ’

ar = (Thr1—2k)?(G22) k=2 r1—2k) (Th—1—21) (G12)k+ (T 1 —7%) > (G11 ) ks

Br = (Th+1 — k) (Y1 — yk)(Ga2)k — [(Tr41 — 1) (Yk—1 — Yk)
H(@p—1 — k) Wrr1 — Ye)(Gr2)k + (@r—1 — %) Wk—1 — Y&) (G11)k »
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Ve = W1 Yx)* (G22)k =241 Yk) We—1— k) (G12)k+(Wr—1—k)* (G11)k
e = (@rt1 — 2) Wr—1 — Yi) — (@r—1 = Tk) W1 — Ys)
G = (X1 = X3)? + (Y — Y2)%,
G2 = (Xpg1 — Xi) (Xp—1 — Xi) + (Y1 — Vi) YVe—1 — Ya),
Gao = (Xp—1 — Xp)* + (Vi1 — Yi)%,
Dy = (Xpt1 — Xie) (Vi1 — Yi) = (Xp—1 — Xio) (Vi1 — Yi)

- \/(Gll)k(GQQ)k — (Gu2)i -

The expressions for (f)x and (f,)x are the derivatives of f at the grid
point locally indexed by k in the Nth cell. Approximation I” is minimized
by applying the method described in detail in [74].

9.6 Derivation of computational formulas

Four triangles are considered for the quadrilateral cell with number N.
Each of these triangles corresponds to a corner with number k£ and gives a
proper contribution to the functional and also to the values of its derivatives.
Since the integrand in the functional does not depend on the rotation of the
coordinate system &, n, then all the computational formulas will be the same
for all triangles. We enumerate nodes of the triangle which corresponds to
the corner with the local number & from O to 2 as follows:

node 2 corresponds to the local node number k—1 of the Nth cell,

node O corresponds to the local node number k of the Nth cell,

node 1 corresponds to the local node number k+1 of the Nth cell.

Then in the new numeration the expression for Fj will be

7= oL+ (Fa)i] + 2800 (fy)r + 7 [1 + (fy)i]
2JoDo[1 + (f2)i + (fy)7]1/2 ’

where

a = (z1 — 20)?Gaz — 2(v1 — 20) (22 — 0)G12 + (v2 — 20)* Gy,
B = (r1—20)(y1 — yo)G22 — [(z1 — 20)(¥2 — Yo) + (z2 — 0)(¥1 — ¥0)|G12
+(22 — 20)(y2 — ¥0)G11,
7= (11 — ¥0)*G22 — 2(y1 — %) (y2 — ¥0) G2 + (y2 — ¥0)* G,
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Jo = (@1 — o) (y2 — yo) — (22 — 20)(y1 — vo);
G = (X1 — Xo)2 + (Y1 — Yo)?,
G2 = (X1 — Xo)(X2 — Xo) + (Y1 — Yo) (Y2 — Y0),
Gao = (X2 — X0)? + (Y2 — )2,
Do = (X1 — Xo)(Ya — Yp) — (X2 — Xo)(Y1 — Y0) -

Introduce notations
o all+ (fu)i] + 2B(f2)(fy)r + [l + (f)7]

2Do[1 + (f2)} + (fy)7]'/2 ’
V= (z1—20)(y2 — ¥o) — (z2 — 20)(y1 — Yo) -

We use the chain rule for the derivatives of two functions ratio

U
F=—_
V7
U, — FV, U, —FV,
in x x F Yy Yy
1% Y 1% ’
mez V )
Uyy_2Fy‘/y_FVyy
Fyy = Vv )
oy =y — Usy = FoVy = Fy)Vo = FVay

|4

For the triangle vertex with number 1 we should substitute appropriate
expressions instead of U and V, U, and V, etc. and replace z and y by x;

and 1.
Ve =92 —1y0, Vy=x0— 22,
Us = (11 + (£)Rl(@1 = 20)Gaz = (w2 = 20)Ghral + (fu)ul(fy )i
(1 = 40)Gaz = (y2 = y0)G1z]) / (Dol + (L)} + ()F2) |
Uy = (11 + (£)R)0 = 30)Gaz = (42 = 30)Chra) + ()i (£ )i x

[(z1 —20)Ga2 — (72 — CUO)Glz])/(DO[l + (fa)i + (fy)i]m) ;
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_ [1+ (f2)]Go2 U (f2)k(fy)rGa2
T Dol (fo)i + (F)RV2 T T Doll+ (fa)i + (fy)7]V/2 0

_ [1+ (fy)7]G22
Y Do[L+ (fo)i + (F)R]V2

Vie =0, V=0, V,,=0.

For vertex 0 we have
Ve=uy1—9y2, Vy =x2— 11,

1+ (f2)3][(xo — 1)G22 — (220 — 21 — 22)G12 + (0 — 22)G11] n

Ve = DATENTATENTAHITE
(fo)u(fy)kl(yo — y1)Ga2 — (2y0 — y1 — y2)G1a + (Yo — yz)Gll]
Do[l + (fa)i + (fy)7]1/?
v, = Lt (fy)il[(o = y1)G2z = (20 = y1 = y2)G1z + (yo — y2)Guil

Doll + (fo)i + (fy)7]/?
(f)e(fy)rl(@o — 21)Ga2 — (2o — 1 — 22)G12 + (T — 22)G11]
Dol + (f2)i + (fy)7]'/2 ’

14 (f2)2](G11 — 2G12 + Ga2)
Do[L+ (fo)i + (f)R]Y2 7
(f

UII -

(fo)k(fy)k(G11 — 2G12 + Ga2)
Do[l + (fo)i + (f)7]V? 7
G

1+ (fy)2](G11 — 2G12 + G22)
Dol + (fo)i + (f)RY2 7

Vie =0, V=0, V,,=0.

Uyzy =

Uyy -

For vertex 2 we have

Ve =90 —y1, Vy =1 — o,
Uy = ([1 + (fo)il[(z2 — 20)Gr1 — (21 — 20)Gra] + (fa)k(fy)k X
(Y2 = ¥0)G11 — (y1 — yo)Gl2]/(D0[1 + (fo)i + (fy)i]l/Q) ;
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Uy = (1+ )32 — 90)Grn — (1 — 10)G) + (F)el )i

(2 — 20)G11 — (21 — 30)G12] /( 1+ (f2)7 + (f)} ]1/2) :

1+ (fo)ilGu (fo)u(fy)rG 11
)

Ve = Do+ a2+ A2 " U™ = Dall+ (o + U7

[1+ (fy)F]Gn
D0[1+(f:ﬂ) (fy) ]1/27

Vie =0, V=0, V,,=0.

Uyy =

Computations are performed as follows. Let F' and its derivatives with
respect to z7 and y; be computed using the formulas for the Nth cell
and kth triangle. Then the computed values are added to the appropriate
array elements

'+ = F, [Rz]n+ = Iy, [Ry]n+ = Fy,
[Rzz]n+ = Fiy, [ny]n+ = ny, [Ryy]n"' = Fyya

where n=n(N, k+1).

Similarly to vertex 0, correspondence between the local and global
number is n=n(N, k).

Similarly to vertex 2, correspondence between the local and global
number is n = n(N, k—1).

Derivatives [f;], and [f,], are computed as follow. All triangles of the
mesh are scanned and for the triangle number & of the Nth cell the following
values are computed

fe = (f1 = fo)(y2 — vo) — (f2 — fo)(y1 — o),

fy = (21 —20)(f2 — fo) — (x2 — x0)(f1 — fo),

Jo = (21 — 20)(y2 — yo) — (¥2 — 20) (Y1 — Yo)-
Here fo, f1, f2 are the values of the function f at the triangle vertices,
numbered as 2,0,1, with respect to local numbers of corners k—1, k, k+1 of

a quadrilateral cell. Computed values are added to the corresponding array
elements (which were first cleared)

[fm]n"’:fm ) [fy]n+:fy ) [J]n+ =Jo, nzn(N,k) .
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New values of derivatives are computed as follows

[fz]n/ = [J]n ) [fy]n/ = [J]n :

Here a+=b means that the new value of a becomes equal to a+b, and a/=b
means that the new value of a becomes equal to a/b.
In the case of adaptation to the vector-function we replace

L+ (f)R] by gu. [(fade(f)r] By Gr2, [+ (fy)F] by a2,

and \/1 + (fo)i + (fy)R bY /91192237

Here g11, 12, and goo are computed by using the formulas from Section 9.5.

9.7 Three-dimensional case

Similarly to the 2D case consider a linear mapping (X,Y, Z)—(x,vy, 2),
where (&,n,u)—(X,Y,Z) and (&,n,u)—(x,y,z) are two linear transfor-
mations with matrices C' and ¢. The characteristic equation for the matrix
(C~HTcTeC~1 has the same solutions A1 2 3 as the characteristic equation
for the pair of quadratic forms

det(g — A\G) = det(G) det(G'g — AE) = 0,

where g=c’¢c, G=C"C.

The energy density of a linear transformation is defined as an averaged
energy stored in the right-angled parallelepiped of a unit volume, provided
that the parallelepiped is the image of a cube. Similarly to the 2D case it
can be shown that for any linear transformation there exists such a unit
cube, which is transformed to a right-angled parallelepiped with lengths of
sides equal to /A1, v/ A2, and v/A3. In contrast to the 2D case, the energy
densities are different for the direct and inverse transformations
1A+ X+ A3 1 tr(G_lg)

+ = X,Y,Z) = ==
(& €($7y72)( s 4y ) 3 (A1A2A3)1/3 3(det(G_1g))1/3 )

—1
= e(XY. D)y, 2) = LAt NNtk 1 trlg G)

3 (M) 3(det(¢1G))1B
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It is easy to see that the inverse quantities 1/e* and 1/e™ are tetrahedron
shape measures according to the definition from [41, 95].
The condition number k of the matrix ¢C~!

k2 = |lecCTH P CcH)? = tr(GTHg)tr(97'G)
=+ X+ ) (AT HEAT N
was introduces in [88]. It is easy to see that the condition number £ is

proportional to the geometric mean of energy densities of direct and inverse
transformations, i.e., k?>=9¢*e~. Using the inequality

3(A1A2 4+ MAs + Aads) < (A1 + Az + Ag)?
we can obtain the following estimates for the condition number

a2 _ V3 + A A+ M) s (At e 4 )

9(e—
(8 ) A1 A2A3 - - 3A1 A2 3

=9(e™)?.

Consider energy densities for tetrahedra. Let a tetrahedron in space
(x,y,2) be defined such that one of vertices 7o=0, the other vertices be
defined by three vectors ry, rq, and rs3. Similarly a tetrahedron in space
(X,Y,Z) is defined by Ry=0, R;, Ro, and Rs. If the tetrahedron in space
(X,Y, Z) is formed by orthogonal vectors of the unit length, then the energy
densities for the direct and inverse transformations are the following

(’I”l X ’1”2)2 + (TQ X ’I”3)2 + (’I”g X T1)2

+flr%+r§+r§ 1
- 3 V4/3 ’

3 vs

(& =

where
V:’I”g'(’l”l XTQ)

is the triple tetrahedron volume. For the equilateral objective tetrahedron
in space (X,Y,7) it is easy to obtain that the energy density of the direct
transformation is inverse to the mean ratio, defined in [41]

et = (ri—re)® +(ra—r3)* + (1 —7r3)* +ri + 13 +73
N 12V2/3 '

The energy density of the inverse transformation e~ is proportional to the
ratio of the sum of squared areas of all faces to the corresponding degree of
the volume.
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The energy density of a hexahedron can be defined similarly to the 2D
case as a sum of 8 energy densities e™ of the corner tetrahedrons. In this
case the procedure of minimization of the corresponding functional is also
the same as in 2D, only expressions are more cumbersome. This functional
possesses a barrier property, associated with conditions of positive volumes
of all corner tetrahedrons for all hexahedral grid cells.



Chapter 10

Optimality principle for
nondegenerate grids

10.1 Equidistribution principle

In one space dimension for grid generation it was developed the
equidistribution principle, cf. [143]. The idea is that the Jacobian of the
mapping multiplied by some positive weight function is set equal to a
positive constant

wxe =const >0, w(§) >0, £€(0,1), (10.1a)
and the mapping z(§) satisfies the boundary conditions
z(0)=0, =z(1)=1. (10.1b)

Instead of (10.1a) we may consider the minimization problem for the

functional .

F= [ waide , (10.2)
/

on the class of the functions x(§) satisfying the boundary conditions (10.15).
By differentiating (10.1a) with respect to & we get the Euler equation to the
functional

(wze)e =0 . (10.3)

In practice all the adaptive methods are reduced to the equidistribution
principle. This is due to the function x(¢), being the solution of (10.3) with
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the boundary conditions (10.1b), is one-to-one mapping £ — =z, since from
(10.1a) it follows that the Jacobian is positive. On the other hand, for any
smooth one-to-one mapping z*(£) with the positive Jacobian we can define
the weight function w = const(a:z)_l and then z*(&) will satisfy the equation
(10.3). Therefore, both the variation formulation of minimizing the functional
(10.2) and the Euler equation (10.3) include as solutions all smooth one-to-
one mappings with positive Jacobian. A mapping, being not one-to-one, can
not satisfy the equation (10.3) with a positive weight function.

There are many attempts to extend the equidistribution principle to the
two-dimensional case. As one of many possible approaches the following
system may be considered as the 2D extension

(wize)e + (wary), =0,

(wlyg)g —|— ((,(JQyn)n = O .
However, the class of all solutions of these equations with positive w; and

wo contains functions z(&,n), y(&,n) which cannot ensure that the mapping
to be a homeomorphism.

10.2 Formulation of variational principle

Consider the problem of constructing a smooth mapping of the parametric
square

Q={¢n): 0<&&<1l, 0<n<1}

onto an arbitrary domain Q with the given transformation between the
boundaries

(xF7yF) . 8@ — 00 )

where zr, yr are given functions such that the resulting mapping z(&,n),
y(&,m) is invertible.
The energy density functional is given by

d&dn

(xeyn — Tyye) v/ G11Gaa — Gy

Here {Gim,l,m=1,2} are the elements of the symmetric and positive
definite matrix G(&,7)=GT>0.

11
_ 1// (22 + y2)Gaz — 2xey + yeyn)Grz + (7 + 7)G
2
0 0
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Consider the metric g=(g;,) of the transformation z(&,n), y(¢,n) with
the elements

gu =T+ y;, g12 = g2 = Tely + YeYn , G22 :xfﬂryf, .
The integrand in the above integral can be written as

1 tr(Glg) 1A+

- >1
2 det(Gilg) 2 /A1)

)

where \; and )y are the eigenvalues of the matrix G~'g. The equality is
attained if and only if A\;=MA2. Then it follows that FF’>1 and F' = 1 if and
only if

Gim = 04(5, n)glm )

where a(&,7) is an arbitrary smooth function defined in the unit square.

Instead of G it is convenient to introduce the matrix G with the
elements G =G /+/det(G), such that det(G)=1. The functional takes
the form

11 ~ ~ ~

2 + y2)Gor—2(xex, + Gra+ (22 + 3G

1//( ¢ T Ye ) Gor—2(xewn + Yeyn) Gra+(z; + vy) W gedy. (10.4)
0

F==
J LeYn — TnlYe

The corresponding Euler equations for this functional can be written as!

Qxge — 2ﬁ$5n + YTy = .’L‘f(—Pégz + Qélg) + .’L‘n(Pélg — Qéll) ,

ayee — 20BYen + VYnn = y&(—Pém + Qélz) + yn(Péu - Qéu) ,
where
_ .2 2 _ 2 2
a=z,+y,, B=Texy+yeyy, 7= +Y;,

le <Q3G11 —258G12 +73G22> , Q:l <Q3G11 —258G12 +73G22> '

2 o0& o€ 0& 2 on on on

Consider the class of all homeomorphisms from the unit square onto
a domain €, satisfying the same boundary conditions as (zp,yr) : —0S.

IThis form of the Euler equations is incorrect. Correct Euler equations are given in [11]
(Editor).
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Recall that (zr, yr) : 0Q—0% is a homeomorphism between the boundaries.
We formulate the conjecture in the form of the

Optimality principle. A smooth mapping from the unit square Q onto
a domain Q is a homeomorphism if and only if it is the minimum of the

functional (10.4) for some symmetric and positive definite matrix-function
G.

10.3 Discrete case

On a simply connected domain Q in the plane =,y a grid {(z,v):j,
i=1,...,i*; j=1,...,j*} must be constructed with given coordinates of

boundary nodes (z,y)i, (,9)ij+ (,Y)1j, (T, y)i=5-
Discrete analog of Jacobian positiveness may be written as inequalities

[Jk]i+l/2,j+1/2 >O, k:O,1,2,3, 221,,2*—1, ]:1,,]*—1 y
where

T = (kg1 — k) Wk—1 — Y&) — Wht1 — Yr) (@h—1 — T1),

index k is cyclic.

The class of unfolded grids, with convex quadrilateral cells, satisfying
the conditions for the Jacobian we denote as Wp.

Discrete analog of the functional (10.4) is

=1

3
1
Z 1 [Fk]i+1/2,j+1/2 ) (10.5a)
j=1 k=0

. 1 it =1
P &
("”k+1—Tk)z(G~22)k—2(7"k+1—7”k)(7'k71—Tk)(éu)k"'(rkfl—Tk)Q(éll)k

b= 2[(wh1 — ) (Yh—1 — Y&) — WUk+1 — Y&) (Th—1 — T1)]

)

(10.5b)
where

= (@6, y)", (e — 70)° = (@1 — 2)> + Wetr — vr)°,
(Tht1 — 1) (Th=1 — T%) = (o1 — Tr) (k-1 — T&) + Wrt1 — Yk) (Yk—1 — Yi),

(ri—1 —715)% = (wh—1 — o) + (Ye—1 — vr)* ,
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(élm)k are the elements of the matrix ék:é5>0, det(@k)zl, referred to
as a triangle with number k of the cell i4+1/2, j+1/2.

Consider the set of symmetric positive definite matrices g with the
elements

(10)k = (1 — ), (912)k = (920)k = (Phgr — T8)(Th1 — T)

(g22)k = (Th—1 — T3)* . (10.6)
Substituting (10.6) into (10.5) we obtain

P = tr(élzlgk) _ AL+ Ao >
2\/det(é,zlgk) 2VAAe

3

where A1 and A\ are the eigenvalues of the matrix G',:lgk. The strict equality
is attained if and only if Ay = A9. From this it follows that Fj, > 1 and Fj, = 1

if and only if
(Gim)k = (gim)r/V/det(gr).

The function F* possesses the barrier property.

Lemma For any set of symmetric and positive definite matrices at
every cell {ék(ij), k=0,1,2,3; i=1,...,¢* = 1; j=1,...,5* — 1} such that
det(Gy)=1, the function F" has an infinite barrier on the boundary of the
class of unfolded grids Wp, i.e., if in a cell the area of one of the triangles
tends to zero, at the same time remaining positive, then F" — 4oo.

Proof. Assume that J, — 0 in some cell while F'* does not tend to
+00. Then the numerator in (10.5b) must tend to zero as well. From this
and inequality

(Tk+1 - Tk)2(é22)k—2(7"k+1 - Tk)(qu - Tk)(éu)k—i-(?"kq - Tk)2(éll)k >
Amin (Gr) [(rk+1 — 1) + (rr1 — 7))

it follows that the lengths of two corresponding sides of the cell tend to zero,
and, consequently, the areas of all triangles, including these sides, tend to
zero as well. Reiterating this argumentation as many as necessary one finds
that the lengths of all sides of all cells must tend to zero. In other words
the grid will shrink to a point, and this contradicts the boundary conditions
(the boundary grid nodes belong to the domain boundary).
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10.4 Discrete form of optimality principle

The discrete counterpart of the optimality principle is given by the following
theorem.

Theorem. A structured grid, constructed on a domain ) for the given
coordinates of the boundary nodes is an element of the class of unfolded
grids Wp if and only if it is the minimum of the functional F" for some set
of symmetric and positive definite matrices Gy, (ij), such that det(Gy)=1.

Proof of the necessity. Let a grid satisfying inequalities

[Jk]i+l/2,j+1/2 > 07 k:07172737 Z: 17"'77;* - 17 .7: 17"'aj* _1 )
be given. Let in every cell four matrices Gr, k=0,1,2,3 be introduced as

(G11)k = (rig1 — )% (Gr2)k = (921)k = (T — 70) (Tt — 7)
(GQQ)k = (kal - Tk)2 .

[t is easy to see that

tr(Gilon)  __trigi'oe)

2\/é;1det(gk) 21/det(glzlgk)

Consequently, for every grid from Wp there exists such a set of matrices
G1(ij) that F" takes a minimal value equal 1. Let us show that the grid,
which corresponds to a minimum F"=1, is unique.

Indeed, if F"=1, then each term takes the minimal possible value
equal to Frp=1. Considering the sum of four terms for one cell we can
see that if coordinates of two adjacent vertices are specified, the last two
are determined uniquely from the conditions

Fo=1, k=0,1,2,3.

F, = =1.

Hence, in this case the grid can be constructed sequentially, starting from
the boundary. The constructed grid is unique.

Proof of the sufficiency. The function F* is bounded from below and
has a barrier on the boundary of the set of unfolded grids according to
the Lemma of the barrier property. Since it is a continuous function, there
exists at least one grid which is the minimum of F” and the equations (the
necessary conditions of minimum)

8Fh/6:vij:0, 6Fh/8yij:0,
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have at least one solution which is an unfolded grid. This completes the
proof.

10.5 Conformal invariants
Consider a smooth one-to-one mapping
(&) R =R, x= (..., aMT, = (..., eMmT.
The elements of the Jacobi matrix a are
at = %
A
The metric tensor g corresponding to the mapping z(&) is

n

Ox™ O™ N
gij(f) = Z 8—5’@ = Zai a;,
m=1 m=1

or in matrix form

g=ala .

If det a#0, the symmetric matrix g will be positive definite. The element
of the length (dz)*=(dz')? + --- + (d2™)? is defined with the use of
dé=(det, . .., dé™)T as follows

n

> (da')? = gij(€)dg'de . (10.7)

i=1

(da)?

After the change of variables {=£(n) it is transformed to
(dz)* = gij (n)dn'dn’

where

ok ggm

ot o~

Gij(n) = grm (&)

It is known that
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where \;>0 are the eigenvalues of the matrix g. For the change of variables
£=¢(n) such that at every point the Jacobi matrix b = (b%)=(9¢"/dn’)
is continuous and orthogonal, this change £=£(n) is linear orthogonal
transformation b=const. The condition of orthogonality is bTb=I, where
I is the identity matrix.

The eigenvalues of the matrix g are determined from the characteristic
equation

det(g —AI) =0,

which can be rewritten in the form
N4+ O 4 40,=0. (10.8)

Since the matrix ¢ is symmetric and positive definite, the algebraic
equation (10.8) has n real roots A\;>0, i=1,2,...,n. The coefficients of (10.8)
are called orthogonal invariants Oy of the metric g or quadric form (10.7).
Invariant Oy, is a sum of the determinants of the major minors obtained
from the matrix g by deleting of n—k strings and columns. In particular we
have that

n n

Or=tr(g) =Y gi=» A\, Op=detg=(deta)”=X\... \.

i=1 =1

Consider the “normalized” characteristic equation to A

A=X/(det )™ = A/ (A1 ... d)V™

which can be written as

g ~
det | —=—— -\ | =0
¢ ((detgwn ) ’

or in the equivalent form
N+ ON L O 24 41=0.

The value Ck:Ok/Oﬁ/" is called a conformal invariant of the metric g
because it does not change under invertible conformal transforms £=¢(n),
being the superposition of the orthogonal transformation and dilatation of
the coordinate system by factor of a. Since for the inverse mapping £=¢(x)
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the eigenvalues A\;(g~1)=1/X;(g), then Cj, are invariant under the invertible
conformal transforms y=y(z) as well. Obviously, that any smooth functions
of the conformal invariants are the conformal invariants. Similar is true for
the orthogonal invariants.

The following relations between the conformal and orthogonal invari-
ants are valid

Ourls™) = g1
-1 On—k(97") Ok(9)
Cn-k(g™) = On(g_f)(gn_k)/n - On(g)onk(gg)(k—n)/n = Ck(g) -

Therefore, all invariants of the inverse mapping can be expressed in the
explicit form through the invariants of the direct mapping and, consequently,
through the elements of the matrix g. Further we will use only the invariants
Ok(g) and Ck(g)

Number of independent conformal invariants is equal n—1. Therefore, in
the 2D case there is one conformal invariant and two conformal invariants
in the 3D case. In the 1D case any transformation is conformal, therefore,
the concept of conformal invariant is senseless.

The conformal invariant C} is equal to n multiplied by a ratio of the
arithmetic mean of all possible products of & different A; to their geometric
mean, consequently,

Cr/n>1, k=1,....n—1.

Hence, if the mapping z=x(¢) is conformal (i.e. if all \; are equal to each
other), then Cj, takes the least possible value equal n.

At present the values Og(g) and Cy(g) at n=3 are applied to grid quality
estimate. Moreover, functionals depending on these quantities are used for
grid deformation.

10.6 Dirichlet type functionals

The problem of regular grid generation is considered as a discrete analog of
the problem on finding a homeomorphic mapping of come canonical domain
(e.g. a unit cube) onto a countable domain when the mapping between the
boundaries is defined. The general form of the functionals, invariant under
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orthogonal transformations for the direct z(£) and inverse &(x) mapping, is

Fo(x(g)):/fl(ol,...,on)dgl...dgn,
Fo(g(:zz)):/fg(Ol, ...,0p)(det g)/2det ... dg”:/fg(Ol, o, Op)dat L da™.

Here f1, fo are some given functions of invariants. Note that these
functionals do not change at orthogonal transformations of the both
coordinates ¢ and x. This is due to the Jacobian of transformation is the
orthogonal invariant.

The general form of the functionals, invariant under conformal
transformations for the direct 2(§) and inverse &(x) mapping, is

F.(z(8) = /fl(Cl, o, C)dEY L den, (10.9)

Fe(§(z)) = /fz(cl, .., Cn)(det g)'/2det . dem

:/fg(Cl,...,Cn)dxl...d:v". (10.10)

[t is easy to see that the functional (10.9) is invariant under conformal
transformations of the coordinates x and (10.10) is invariant under conformal
transformations of the coordinates £. The integrands in these functionals
differ by a factor of (det g)'/2, the Jacobian of the transformation z(¢) is
not the conformal invariant. Consequently, there are no functionals invariant
under conformal transformations of the coordinates x and ¢ simultaneously.

If the functional is invariant under some class of transformations of
the coordinates &, consequently, the Euler equations to this functional
are invariant under this class of transformations. Therefore, if z(§) is an
extremal of the functional and y(n) is an extremal of the same functional,
written in new coordinates in the case of the transformation £€=£(n) from
this class, then a new solution is obtained by a simple change of variables
y(n)=x(£(n)). The same is valid for the functionals invariant under some
class of transformations of the coordinates x. If z(£) is an extremal of a
functional of the same kind upon the coordinate transformation §=g(z),
under which the functional is invariant, then a new solution is obtained by
change of the variables y(&)=g(z(&)).
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Examples.
1. Dirichlet functionals in the case n = 2.

F(a(€n).y(&,m) = / (22 + o2 + a2+ 2)dédn (10.11)

where z¢=0x/0¢, etc.

The conformal invariant is equal to the integrand in (10.11) divided by
the Jacobian

C:ﬁ+ﬁ+ﬁ+%'
LeYn — LegYn
Consequently, the integral (10.11) is the functional of kind (10.10) and,

therefore, it is invariant under conformal transformations of the plane (£, 7).
For the inverse mapping £(z,y), n(x,y), the Dirichlet functional is

F(&(z,y),n(z,y)) = /(55 + 02+ &+ np)dady

x2+ 2+$2+ 2
:/ €Y T T T n ey (10.12)
LeYn — LeYn

The integrand in (10.12) is the conformal invariant, therefore, the Dirichlet
functional for the inverse mapping is the functional of kind (10.9) and,
therefore, it is invariant under conformal transformations of the plane (z,y).

2. Dirichlet functionals in the case n > 2. For n-dimensional mappings
x=x(&) the Dirichlet functional is expressed in terms of the first orthogonal
invariant

F(z(€)) _/oldgl...dgn_/zn: <%>2d51...d§".

ij=1

It is easy to see that this functional can be represented neither in
form of (10.9) nor (10.10); therefore it is not invariant under conformal
transformations of both the coordinates x and £. To derive the functional
invariant under conformal transformations of the coordinates £, we use the

relation O/?=C?/?0}/*. Functional of kind (10.10), possessing the required
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property, is of the form

F(z(€)) = /O?/ngl den = /C{L/del . da"

:/ (z": (ggf)n/zdgl...ds".

ij=1

The integral with C{L/z is of kind (10.9) and, therefore, it is invariant under
conformal transformations of the coordinates x

/ cr?agt .

:/ Z (gzj) (detg)*ld:c da

ij=1
For the inverse transformation we have
F(&(z)) = /on_logldxl da = /on_logwdgl C..dem,

which is not also invariant. The following functional possesses this property

F(&(n) = /cﬁ,ld;cl...da:" = /og,ldgl...dg",

where
n

2(n—1)’

is invariant under conformal transformations of &.

The functional
/ dé—l n

is invariant under conformal transformations of z.

3. Euler equations in the case n = 3.

The system of the Laplace equations are the Euler equations for the
Dirichlet functional

p:

Ar=0, Ay=0, Az=0,
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where

are not invariant under conformal transformations of &, 7, u.
The Euler equations

0 ox 0 ox 0 ox

o (Da—J "o (D3_77> o (%) =0
o [ Oy o [y o (.0y\ _
3 (D%) o (D3n> "o (D3u> =0
0 0z 0 0z 0 0z

7 (Da—g) o <D3_77> o <D@) =0

where
D= (af+yi+2i+ai+yl+zi+as+y,+22)"7
are invariant under conformal transformations of &, 7, u.

In the 2D case any conformal transformation is harmonic but this is
not the case in n > 3. Consider the transformation

i £ —&
() == s
D1 (& — &)
This is a conformal transformation but it does not satisfy the system of
Laplace equations.

10.7 Extension to case of manifolds

Consider the smooth invertible transformation
X(é):Rn_)Rn7 X:(X:l?"'?Xn)T? 52(517"'55’”)1-"

Elements of the Jacobi matrix for the mappings z(¢), z(X), and X (&) are

written as ) ) )
, ox' , oz’ ;00X
a, = — . = —— .=

YT ) ¢t AT A
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We have a=AB, and A=aB~!. From this it follows
Gg=A"A=(B""a"aB™".
The characteristic equation for the metric g can be written as
det(§ — M) = (det B)?det(a”a — ABT B) = (det B)*det(g — A\G) =0 .

The mapping X (§) is invertible, therefore, det B#0. We can use the
following characteristic equation for the pair of quadratic forms with the
matrices g and G

det(g — A\G) = det Gdet(gG™' — \I) =0 .
A conformal invariant C; of the metric g=AT A can be written as
C1 = tr(gG™1) det G/ det g=1/™ |

and the functional takes the form
F(a()) = / Cggt . gen
= / (gz-jGﬁ)”/2 (det G)'/2(det g)~/2det .. dem.

Here G’¢ are the elements of the matrix inverse to the matrix G. This
functional is called the energy density functional of the mapping z(X). It
is invariant under conformal transformations of the coordinates z and X
simultaneously.

Consider a mapping between manifolds (M,G)—(N,g) with local
coordinates ¢ and z. Instead of g;; we use the following expression

oo
9km 651 65] B

and obtain the functional of the energy density of the mapping
(M, G)—(N,9)

m n/2
F(x(é))—/(gkmg—?%zj GU> (det )~ /?(det g)~Y/2dM , (10.13)




Optimality principle 159

where dM=(det G)'/2d¢" ... d¢™ is the element of volume of the manifold
M. This functional is invariant under conformal transformations of the
manifolds M and N simultaneously.
More simple form has the functional of the energy, used in the theory
of harmonic mappings
ozk ox™

F.(z(£)) _/<§’“ma_§i 56 G”) (det G)Y/2det ... de™ . (10.14)

The functional (10.14) is called the mapping energy and its extremal is the
harmonic mapping. At present the theory of the harmonic mappings is well
developed and applied in various fields, cf. [44].

10.8 Curvilinear coordinates on manifold

Application of the theory of harmonic mappings for grid generation in the
3D case runs into some problems, since there is no theoretical base for
developing numerical algorithms. This is confirmed by numerical results of
[73]. Meanwhile 2D adaptive harmonic grids were successfully applied in
some applied problems, cf. [4, 5, 6,7, 9, 73, 76].

Possibly, the energy density mapping functional (10.13) will help to
overcome this “dimensionality crisis”. Consider the problem of curvilinear
coordinate construction on the manifold (V,g). Assume that z(&)
(M,G)—(N,g) is the mapping of manifolds with the local coordinates &
and x, respectively. The manifold M is a unit cube 0<£<1 with the defined
metric G; and x€Q, where QCR? is a simply connected domain. Suppose
that a homeomorphic mapping between the boundaries 9M —0N is defined.
[t is necessary to construct a homeomorphic mapping x(§) : (M, G)—(N, g)
at the given mapping between the boundaries; meanwhile the latter is
written as a Dirichlet boundary condition. The mapping constructed in such
a way generates curvilinear coordinates on the manifold (N, g). At the same
time x(&) is a curvilinear coordinate system in the domain §.

We formulate a hypothesis that represents the variational principle
allowing to distinguish a class of homeomorphic mappings among all
possible smooth mappings of a unit cube onto the manifold (N, g).

Optimality principle. A smooth mapping x(§) : (M,G)—(N,g) is a
homeomorphism if and only if it minimizes the energy density functional
F (see (10.13)) with certain “control” metric M.
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In the 2D case a discrete analog of this principle was proved in [77],
see Section 9.4.

The functional (10.13) depends on two metrics. The metric g can be
defined depending on numerical solutions of a physical problem, for instance,
as the metric of the surface of a vector-function graph analogously as it is
executed when generating adaptive-harmonic meshes [73]. The metric G
can be defined so as to provide gride refining and orthogonalization near
the boundary. Realization of this approach in the 2D case is considered in
sec.9.4.

10.9 Approximation of energy density functio-
nal in 3D case
Consider the transformation between two manifolds z(¢) : (Q3,G) — (2, 3),
where
r= (T17T27T37T4) = (x7y’ Z’ f) 6 ST3 C R4’
= (2" 2% 2) = (z,9,2) € Q C R?,
§=(,,8) = (Enp e CR?,
Ty = (17 07 07 fz)v Ty = (07 17 07 fy)7 Ty = (Oa 07 17 fz)

The functional of the energy density in the 3D case can be written as

oxF o™ - .. 3/2
Fp(x(é-)) = / (gkmaig (;'éﬂ Glj) (detg)’l/z(detg)fl/QM,

where M=(det G)'/2dg! ... de™ is the element of volume of the manifold
(@°,G).

Let adapted function f(z,y,z) define a three-dimensional surface in
four-dimensional space. In this case the metric defined by the transformation
Q—S"3 can be computed as follows

gu=ra=1+f2, Gu=r,=1+f7, ga=1=1+f7,
J12=021 ="z Ty = fofy, G13=031 =72 7= fof>,

g23 = 32 =Ty Tz :fy.fz s
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L+ f2 fofy  fof-
faly 1+f§ Tyl= , detg:l—l—fi—l—f;—i-ff-
fofe fyf: 142

QI
Il

The metric g, defined by the transformation Q3 — 53, is

T? (re -my)  (re-74)
g= (re +y) 7’72; (ry - T)
(re -rp)  (ry-7p) be

The control metric G = GT > 0 is the following

éll (;12 é13
(;—1 _ é12 (;22 é23
éw 6;23 633

The energy density of the transformation (Q3,G) — S™ in one point
can be expressed as

(ser(c1))"

pP=——F— ,?19

Here the manifold (Q3, é) is defined as as the unit cube Q3 with the metric
G. Instead of the metric it is convenient to introduce a normalized metric

_ G
(det é) v

. \1/3 L
such that det G = 1. In this case G¥Y = (det G) GY.
Then the energy density can be written as

a3/2

B <1_ ox* Ol
P= 3v3Jy/det g’

3/2
kl —-1/2 ~N—1/2 __
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where J = /det g is the determinant of the Jacobi matrix

Te Iy Ty P
7t
J = det y£ yn y“ = det (8—€k> .

z¢ Zn m

[t is easy to see that the expression for p contains 3x3x3x3=81 terms,
some of them are the same because the matrices g and G are symmetric.

The expression for « is rather cumbersome. The expression, containing
only terms with g11 and g12 can be written as

1 9,1 1 9,1 1 9,1
. (890 oz ot Oz' Oz G22+8i8:v G33)+

0€L 9l €% 92 €3 93
~ oxt ozt ., _Ox'ox' 4 _Ox' dx' 4 ~
ozt 0z ox! 0z2 ozt 0z B ozt 0x2 Ozl 0z2
(G 3" + 5 35" g 5™ ) +200 (G g e gy ) O

Ozt 02% Ozt 0z%\ 13 .. [(Ox'0x® Ox' 0z%\ o8
— =t == 2000 | ===t |G+ ...
o0&l g3 9E3 IEd 0E2 9€3 ~ 9€3 9¢2

Note that in the discretization we will obtain more complicated
expressions. Moreover, wee need also to compute derivatives such, as

+2g12 (

_ 9% 3 1200
* Ox 2 oz’

_ P2 3 _1pp0ada 3y 0%

Y oxoy 1 dr oz 2 dxdy’

In general, these expressions after discretization will be extremely
complicated, that produces additional difficulties in writing and debugging
the computer code.

To simplify these expressions it is necessary to use tensor notations.
Consider the tetrahedron, shown in Fig.10.1. Coordinates of 4 vertices of
the tetrahedron can be denoted as following

i, i=1,2,3, k=0,1,2,3.
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Here ¢ is the coordinate and k is the vertex number.
Consider the linear transformation of the coordinate tetrahedron in
space &1, €2, €3 onto the tetrahedron in space (x!, 22 23). In this case

ock

=z, —xy = Az,

Expression for o in new notations will be the following

a=gi; Nl Ax{le.

/ 2

1
Fig. 10.1: Vertex numeration for the base tetrahedron

We readily obtain the following relations. For n # 0

AN
oxm

=0l op, i k,m=1,2,3.

If n =0, we obtain

BA:C};

ozm

= 6160, where &) =—1 for k=1,2,3.
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In derivation of computational formulas first we consider the case n # 0

9 _ _ _ _

a—o‘ = §i;60 00 A ZiGM + §i;60 57 A 2l GM =
o 4 4

Gmj O x{G"l + Gim A x};Gk" = 2gm; A x{G"l.

D

—_— = 2*miG"k.

Oxmox), g

Note, that we need only the derivatives, corresponding to n = k. From this
we obtain o2
«
Amai 2imiGnn7 ) '7 = 17273'
Ox™moxs, g T

Now consider the case n =0

—6‘10‘,” = 2G;;00.00 A 2GF = —2G,; A o] (GM + GH + G¥).
0
0%a .
= 93,,:07 0/ 1l 21 31y _
Da o Gm;0L0, (G + G= + G*)

2gmj(G11 +2G12 +2G13 + G?2 4+ 2G% + GSB) _
20,000 G, myn, k1 =1,2,3.

At this place the chapter breaks down (Editor).



Chapter 11

Curvilinear grids in finite
element method

Consider an elliptic equation in a simply connected domain € with the
boundary T’

0P D 0w 0 ou 0 ou
oy P s Or pay 9z Oz oy T@y

with the boundary condition

=f, (11.1a)

u|p=0. (11.1b)
We will assume that the input data of the problem is such that the solution
u is smooth enough for the validity all the following transiormations.

To obtain an integral identity, multiply (11.1a) by v, which is equal to 0
on T, integrate over the domain Q and use the Gauss formula. As a result
we obtain

a(u,v) = (f,v), (11.2)
where
juov  ouon ouon ouow
q Oxdx 0Oyody Plos Jy Oy ox

(f,v)= [ fod.

Q

11.1 Standard finite element method

a(u,v) = Q2 ,

Suppose that a structured grid is constructed on a domain €2. Every interior
node (i,j) is associated with the basis function ¢;;(x,y), constructed using
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isoparametric quadrilateral finite elements. An approximate solution of the
problem is represented in the form

i —15"-1

uh = Z Z uijwij(a@,y) . (113)

i=2 j=2

Note that the function w” satisfies the boundary condition (11.1b). Here h
denotes the longest side of the grid cells. Substituting the expression (11.3)
to u” instead of u and the analogous expansion to v" instead of v into (11.2)
and equating the expressions at the coefficients in the series for v" to zero,
we obtain the system of the linear equations for the coefficients wu;; in (11.3)
which can be written in the form

(A" + B"u=1. (11.4)

Elements of matrices A" and B" are calculated as

0Yi; OV O Oy

ki h J J

%ij /Qr ( Oxr Ox + dy Oy ), (11.5)
81/)kl 81/)1 81/)kl 81/)1

Kl _ h i j

biy = /Qp ( ox Oy Oy Ox 2. (11.6)

The components of the vector f are equal to

fii = / £, )y (). (1L.7)
Q

The quantities r* and p" approximate r and p and are expansions in terms

of piecewise-constant basis functions 1/)?“/2 j+1/2(a:,y), which are equal to
one inside the grid cell (i+1/2,j+1/2) and zero elsewhere

i*—175"—1

rt = Z Z Ti+1/2,j+1/2‘f’?+1/2,j+1/2(I,y) )

i=1 j=1

i*—1j5"—1

ph = Z Z pi+1/2=j+1/21/’?+1/2,j+1/2(957y) )

i=1 j=1
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where

Tig1/2,+1/2 = (Tij + Tijr1 + Tiy1j41 + Tit1,5)/4
Piv1/2,j+1/2 = (Pij + Pijr1 + Dit1,j41 + Div1,5)/4

Now consider the structure of non-zero element distribution for the
matrices A" and B". Since the basis functions ¥i;(x,y) are non-zero only
inside quadrilaterals with a common vertex at grid node (i, j), it is easy to
see that these matrices will be block-tridiagonal matrices and each block
will be a tridiagonal matrix of order (i*—2).

Thus, the structure of the matrix of the system of the linear equations
(11.4) corresponds to a finite-difference approximation of the operator of the
problem (11.1) on the nine-point stencil. Because this matrix has a regular
structure, it is required to store in the computer memory only its non-zero
elements. On the other hand, the elements of this matrix can be calculated at
every step of the iteration for its inversion, as it is usual for finite-difference
methods, achieving an even greater saving of computer memory, although
at the expense of increasing the computer time.

The successive over relaxation method is used for the numerical solution
of the system (11.4).

Consider computational formulas. In isoparametric finite elements the
mapping x”,y" of the unit square cell in the plane (&,7) onto the cell
Qi+1/2,j+1/2 in the plane (x,y) is used. Computational formulas for these
elements are valid if all grid cells are convex quadrilaterals.

Inside a square cell in the plane (£,n) the derivatives of the function
u” are computed from the formulas

oul 1 oul oy oul oyl ou 1 oul oz out ozt

or 7o g on o€ oy T ocar T an o)
If these expressions are substituted into the formula (11.5) for the elements
of the matrix A", the integrand in (11.5) will be a polynomial divided by
a linear function of &,n. This integral can be evaluated exactly, but the
expressions obtained are too cumbersome. It is better to use the simple
quadrature formulas.

To evaluate the integral (11.5) over the cell Q;y1/2 4+1/2 in the plane
(x,y), consider the bilinear form

oul ot oul vt
Iy = ——— + ——)duxdy .
A / (8x816+8y By)xy

Qit1/2,5+1/2
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The integral is approximated by a quadrature formula with nodes coincident
with the vertices of the parametric square

It = Z(Vu"Vol T |} +Vu"Voh T |y + VUV T |3 4V V0T )

=

Then the elements of the local matrix corresponding to A" are computed as
follows
o021h

— ,7 =1,2,3,4.
auZaUJ7 Z’.] Y ) Y

Aij = Qji =
To obtain the elements of the matrix B” consider the bilinear form
oul o Gul o™ ol
Ig = —  — — — dady = hZ__ds.
B / (8:10 dy oy (%c) vy / b s
Qit1/2,5+1/2 aQi+1/2,j+1/2
The integral can be calculated exactly

w1 + ug U4—|—U3 U3—|—UQ w1 + Uz

Ip = 5 (va—v1)+ 5 (v3—va)+ (ve—v3)+ 5 (v2—w1).
Introducing the notation
0?1
bij = —bji = 5=, i,j=1234,

e 8ui8vj’
finally we obtain
bi1 =0, bia=1/2, b3 =0, biy=—-1/2, by =0,

baz =1/2, bay =0, b33 =0, bzg=1/2, bag =0.

It is well known, that the expansion with coefficients u;;, defined by
the solution of the linear system (11.4) converges to the exact solution u of
the problem (11.1), and the following estimate holds

lu—u"|lx < ch,

with a constant ¢ independent on h. Here the norm |ul|; is defined as

lully = / (u? + 02+ u2)d) .
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11.2 Upstream finite element method

Note that the first two terms in (11.1a) are expressions dependent only on
u, and u,, and p can be considered as an analog of the stream function.
Indeed, (11.1a) can be rewritten in the form

ou w0 o 0 ou
g qyay ox" 0z’ oy oy’ 7

where ¢,= — 0p/0y and ¢,=0p/0x satisly the continuity equation

9. +%

Ox 8y:O'

This fact can be used to construct such an approximation, which is similar
to the finite-difference scheme with upwind differences. It can be done if the
first two terms in (11.1a) are approximated by a box method, and the second
two terms are approximated by the standard finite element method described
in the previous subsection. These approximations must be conformal in a
sense that the approximate solution to the problem (11.1) converges to the
exact one.

Consider approximations of first two terms in (11.1a). Every grid cell
is divided into four quadrilaterals, joining the mid-point of the opposite
sides by the straight-line sections, as shown in Fig.11.1. Equation (11.1a) is
integrated over the octogonal cell with vertices (11'22’3344), consisting of
the quadrilaterals obtained at subdivision and containing the node (ij) as a
vertex. Denote this octagon by E;;. Integrating, we obtain

dp ou
/(—gu—r%)dS— /fdxdy, (11.8)
Eij

where 9/0n and 9/0s are the derivatives in the normal and tangential

directions to the boundary OF;; of the octagon E;;. The first term in the
left-hand side of (11.4) is approximated as follows

dp ~
/ —%uds =[p —p2]ijui,j+1/2

OE;; i
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+pa — p1lijtiz1/2,; + [P3 — Palijti j—1/2 + [P2 — P3lijUiz1/2,5,  (11.9)
where

ij if —D2lij =
'Ei,jJrl{uj i Py =l 2.0 (11.10)

Ui j+1 if [p1 —p2li; <O.

Here w;y1/2 5, Uj—1/2,5, and u; j_1 /o are calculated similarly. According
to the notation in Fig.11.1

[ ]zg 4i,j+1/2 = Pi+1/2,j+1/2 — Pi—1/2,j+1/2 »
[]32 - Ps]zg ={qi—1/2,j = Pi—-1/2,54+1/2 — Pi—-1/2,5-1/2 »
[p3 —P4]

[p4 _pl]u = qi+1/2,5 = Pi+1/2,j—-1/2 — Pi+1/2,5+1/2 -

ij = Qij—1/2 = Pi—1/2,5-1/2 — Pi+1/2,5-1/2 5

Now, instead of (11.4) consider the system of the linear equations
(A" +B" +CMu=1. (11.11)

The sum of the second and the third terms in (11.11) corresponds to the
approximation (11.9), (11.10) of the first two terms in (11.1a). Matrix B" is
the same as in (11.4) and its elements are computed by formulas introduced
in previous subsection. The matrix C" is symmetric and positive definite.
To show this, we will rewrite (11.9) in the form

/ ——UdS = Qi jy1/2U5511/2
o8,

FGit1/2,jWiv1/2,5 T Qi j—1/2%i—1/2 F Qim1/2,j%i—1/2,5 » (11.12)
1 1
+§|qz',j+1/2|(uij — Ui j41) + §|qi+1/2,j|(uz'j —Uit1j)
1
+§|Qi,j71/2|(uij —ui-1) + §|Qi71/2,j|(uij —Ui—1,j) »
where

(wij + uij-1),

1
Ui j41/2 = 5(“1‘;‘ + Ui j+1)s Wi j—1/2 = B

(wij + ui-1,5)-

1
Uiy172 = 5 (Uij + Uiy1,5), Ui—1/2 = 5
2 2
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The first four terms in the right-hand side of (11.12) correspond to B"u and
can be obtained by the standard procedure of the finite-element method. The
matrix B" is skew-symmetric

(B"u,u) =0 .

The last four terms in the right-hand side of (11.12) correspond to C".
Multiplying (11.12) by u;; and summing over all internal nodes, we obtain

1 1
h
(C'u,u) = Z[Z|Qi,j+1/2|(uij — 1)’ + 19i1/2,51(uij — uit1,5)?
1 1
+Z|qz‘,j—1/2|(uij —uijo1)” + Z|Qi—1/2,j|(uij —ui1,5)%] > 0.

It can be shown that the expansion (11.4) with the coefficients w;;,
defined by the solution of the linear system (11.11), converges to the exact
solution u of the problem (11.1) and the following estimate holds

Hu_uh”l < ch )

with a constant ¢ independent on h. This means that approximations by the
standard procedure of the finite element method and by upstream method
are conformal. This method is used for the numerical solution of the shallow
water equations, described in the next section.

The use of the upstream finite element method with a standard
approximation of the second derivatives on the square grid with the grid
size h for the equation

—Nu+u, =0,

gives a system of finite-difference equations

(BUij = Uim1,j—1 = Wi j—1 = Uit1,j—1 — Uim1,j — Witlj

= Wim1j41 — Wit 41 — Uij+1)/3 4+ h(ug — ui—1,5) =0,

of first order approximation, satisfying the maximum principle.
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(i—1,j+1) (i4+1,j+1)

(6,7 +1)

4 (i+1,5)

'y

(t+1,7-1)

Fig. 11.1: Nine-point stencil and domain of integration E;; in box method
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Test computations

The methods of constructing adaptive-harmonic grids involve computation
of the adapted function at the grid nodes. But if that function is obtained by
numerical solution of a boundary-value problem, the nodal values differ from
the exact ones by a quantity O(h*), where k is the order of convergence.
This gives rise to the following contradiction. If the unknown function is
approximated by means of an expansion in terms of piecewise-constant basis

functions, the function
ufy =Y uip)(x)

obtained by numerical solution cannot be used to construct a uniform grid
over its graph. Moreover, if the values of the function u at cell centers
differ from exact value by O(h), in general case the derivative might be
computed with accuracy O(1), so there might be no convergence for the
grid.

The same is true for approximation by piecewise-linear functions. In
this case a scheme of not higher than second-order approximation is obtained
for a second-order equation, and again convergence of the finite difference
approximation to the second derivative cannot be guaranteed, since it can be
computed only with the accuracy O(1). In order to calculate this derivative
with sufficient accuracy, we must use additional information provided by
the hosted equation. This approach has been developed for the Poisson’s
equation, and formulas can be given to calculate the second derivatives
at grid nodes with the second order accuracy. These formulas contain the
function which approximates the control function with the second order in
the norm Lo.

One possible way of constructing a universal algorithm which does not
suffer of this contradiction is the following. The solution is sought in the
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form of an expansion in terms of piecewise-linear basis functions in the 1D
case and piecewise-linear to triangular and piecewise-bilinear functions and
quadrilateral elements. The grid is generated by projection of the harmonic
coordinates constructed on the curve/surface of the approximate solution. In
this case it is not the error of the piecewise-linear approximation ||u—u"||c or
lu —u”||c1, but the approximation error of the piecewise-constant functions
lu — ul||c, which is minimized. And although the resulting grid will be not
optimal for the piecewise-linear approximation, it does help to improve the
accuracy and is quite suitable for calculations. It should be mentioned that
we usually start with the grid with spacings being clearly larger than the
width of the boundary layer. On this initial grid the error for the function is
of O(1) and for the derivative is of O(1/h). In such a situation such "loss of
the order"at adaptation seems natural. Perhaps it is the only way to perform
adaptation in real-world simulations.
Consider the equation

0? 0? 0
¢ (8—;; + a_y12L> + 8—2 —msin(ry), O<z<1, 0<y<1, (12.1a)
with the boundary conditions

ulp=0. (12.1d)

The analytic solution of the problem (12.1) has the form

u= % sin(my)[(1 — ¢) exp(az) + cexp(bz) — 1] , (12.2)

where

1 1
a= 2—(—1+\/1+47T262), b= —(-1—+1+4n%e?),
€

2¢
c= (expa—1)/(expa — expb).

Fig.12.1a shows the function (12.2) plots. The grid in Fig.12.1b was
constructed by the adaptive-harmonic grid generation method with e=0.05.
This function has a boundary layer on the left-hand side of the square.

The calculations were carried out with four values of the parameter
€=0.2, 0.05, 0.01,0.001 on four embedded grids of 9x9, 17x17, 33x33,
65x65 nodes. The corresponding mesh spacing h=1/N was equal to
h=1/8,1/16,1/32,1/64.
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Fig. 12.1: Function (12.2) plots with €=0.05.

Every step of the iterative method of adaptive harmonic grid generation
consists of two stages. At the first stage, we compute the adapted function
values at the grid nodes. At the second stage, the new grid nodes coordinates
are determined. Once the convergence has been obtained, we estimate four
quantity characterizing the error. The first quantity, referred to as Ey, is
equal to the approximation error in the C norm when approximating by
piece-wise constant functions

max [u — ul|
z,Y
Ey=—
Umax — Umin

)

where

h
Ug

if—15"—-1

Uit1/2,j41/20741/2,541/2(T; Y)

=1 j=

P

Uig1/2,5+1/2 = = (Wi + Ui g1 + i1 41 + Uig1j -
The basis function ¢7,, , j+1/2(x,y) is equal to 1 inside the cell (i4+1/2,

j+1/2) and 0 outside this cell. uyqe and iy, is the maximal and minimal
function value.
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The second quantity is the approximation error in the C norm when
approximating by the quadrilateral finite elements

max |u — u”|
z,y
="
Umaz — Umin
where
—1j"—1

Z Uz]¢1j x y

=2 j=2

u;; is the function value in the node (¢, ), and ¢; ;(x,y) is the basis function
of the quadrilateral isoparametric finite elements.
The quantity
max [u(wij, yij) — i)

Ey =

Umax — Umin
is the maximal difference of the approximate and exact solutions in the grid
nodes.
The error in the C! norm

max(|ug — g, [uy — uyl)
z,y

n;%x \Juz +ud
is the maximal error of derivatives, normalized with respect to the maximal
modulus of the function u(z,y) gradient.

We will now analyze the experimental results. In the first series of
calculations, we used the values of w;; obtained for the analytic solution,
i.e. ujj=u(wi;,yi;), where u(z,y) is the analytic solution of the problem
(12.1). The curves of the error Ey as the function of the spacing h=1/N
are shown for the uniform square grid in Fig.12.2a and for the adaptive grid
in Fig.12.2b. Here and below the labels on the curves correspond to the
following values of the parameter e: curve 1 was obtained with ¢=0.2, 2
with €e=0.05, 3 with e=0.01, and 4 with e=0.001. Obviously, on the uniform
grids when € is small, the error Fy behaves like the approximation error in
the C norm on a uniform grid in the 1D case. On the adaptive grid the error
Ey decreases linearly with h as that of on the adaptive grid in the 1D case.
Hence, adaptive grids help to preserve the correct convergence rate to ul
with practically any number of nodes.

Es =
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The dependence of F; on h for the uniform and adaptive grids are
shown in Figs.12.2¢c,d. Now we have a different situation. The adaptive grid
is highly accurate for small numbers of €, as that of in the above calculations,
but does not give the correct convergence rate, especially with large values
of e. In fact, the error decreases as O(h?) on the uniform grid with e=0.2,
but decreases as O(h) on the adaptive grid for the same value of €. Moreover,
the error Ej is less on the uniform grid than that of on the adaptive grid.
This is because the method minimizes Ey, and does not E;. The results of
the next series of calculations are shown in Fig.12.3. The standard finite
element method, using a scheme with centered differences to approximate
the first derivatives, is used here to obtain the values of w;; in the grid
nodes. The solution is distorted by oscillations for small values of ¢, and the
iteration does not converge at all with e=0.001. That is why the Fig.12.3
does not show any curves corresponding to this value of e.

Graphs of the error Ey as a function of h are shown for the uniform
grid in Fig.12.3a, and for the adaptive grid in Fig.12.3b. As in the case of
the analytic solution, the error Ey decreases as O(h) on the adaptive grid,
and with €=0.001 and h>1/32 it is larger than 0.6 on the uniform grid
due to the presence of spurious oscillations. The behavior of the error Ejy
on the adaptive grid with e=0.01 demonstrates that oscillations are slightly
suppressed. The graphs of the error E; for the uniform and adaptive grids
are shown in Fig.12.3c and Fig.12.3d, respectively. They are similar to the
respective graphs of the analytic solution. Here with e=0.2 the convergence
rate is also higher on the uniform grid than on the adaptive grid and the
error Fy is less on the uniform grid than that of on the adaptive grid.

The graphs of the E, error in the grid nodes are shown for the
structured and adaptive grids in Fig.12.3e and Fig.13.3f, respectively. On
the uniform grid a superconvergence is observed when ¢=0.2, that is E»
decreases as O(h?t%), where a>0. At the same time, on the adaptive grid
the error Fs changes as O(h). Note that on the uniform grid with e=0.01
and h=1/8 we have E5>0.8 due to the fact that the scheme is not-monotone.

The next series of computations was carried out with the upstream
finite element method. The graphs of the errors Ey, E; and Fy against h
for the uniform and adaptive grids are shown in Fig. 12.4. The uniform
grid corresponds to the cases a,c,e, and the adaptive grid to b,d, f. Even
though the scheme is only of the first-order approximation, the algorithm for
constructing a grid operates stably for any e. In fact, the approximation of the
derivatives of the function u(x,y) is fairly accurate, since the corresponding
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estimate shows that they converge with first order with respect to A in the
norm Lo. The fact that the scheme is of the first order is quite clear from
Fig.12.4c for the dependence of E; on h with €¢=0.2 and ¢=0.05. We also
note that when €=0.001 the values of Ey (the error in grid nodes) obtained
on the uniform grid are very small. Hence, with small ¢ and large h the
error in grid nodes does not reflect the accuracy of the method.

We are primarily interested in FEj, the error of approximation by
the finite element method. As we have seen, the adaptive-harmonic grid
generator does not minimize E; and, as a result, the correct rate of
convergence of the error Fj is not achieved for large h and e. It turns
out that the correct convergence rate of the error E; can be obtained if the
grid is constructed as the projection of the harmonic grid constructed on the
graph of the vector-function whose components are the partial derivatives
uy and wu,, rather than on the surface of the graph of the function u(z,y).
However, this means that the values of the derivatives at grid nodes must
be computed with sufficient accuracy.

Figure 12.5a,b shows the graphs of E3 (the error in norm C') against
h for the uniform and adaptive grids, respectively. The adaptive grid was
generated by a harmonic grid on the surface of the graph of the derivatives.
The values of the derivatives at the nodes are computed analytically. First-
order convergence is obtained for the derivatives. Figure 12.5¢ shows the
graphs of Fy against h and Fig.12.5d shows graphs of F; against h. Note
that Ey behaves again as O(h), but correct second-order convergence was
obtained to Ey, at least with values e between 0.01 and 0.2. However, this
method could not be used for the approximate solution for the problem (12.1),
because the derivatives were not calculated with sufficient accuracy of the
function in grid nodes. Moreover, we were not able to obtain a good adaptive
grid, even by computing the derivatives using exact values of the function in
grid nodes using the analytic solution. Clearly, additional information about
the solution must be used to compute the second derivatives with sufficient
accuracy.
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Chapter 13

Model of wind-induced
circulation in shallow water

13.1 Three-dimensional shallow water
equations

The system of three-dimensional Navier-Stokes equations can be written as

ou _ou o _ou  10p
EJFU%“L“a_yHUE__E%JFf” (13.1a)

Faf T+ Wa =

ot ox | oy | 0z Oy
ow 0w 0w _ow 19p

v 0v 0v 0v _1(“)p+fy’ (13.10)

E—i—u%—kva—y +ME:—;£+J27 (1310)
ot 00 0w
o + 7y + 5 = 0. (13.1d)

Here @, © and @ are the velocity components in the z, y, z directions
respectively, p is the density, p is the pressure, f;, f,, and f. represent
components of mass force per unit volume. They can be written in the form

. 821

fm = lCU'i_kz@a
2~

fy = ~loii+ k.20

022’
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fz = —g,
where k, is the coefficient of vertical viscosity, g is the acceleration due to
gravity, l¢ is the Coriolis parameter, defined as

lo = 2wsinb,

where w is the angular speed of the Earth and @ is the latitude.

If we consider that the characteristic horizontal length scale is much
larger than the characteristic vertical length scale, then the equation (13.1c)
can be written as 18

P
- =—g. 13.2
50, 9 (13.2)
This equation is called the hydrostatic equation. Consider the function
¢(z,y,t) defining the iree surface level against the reference plane z=0.
Integrating the equation (13.2) from z to ¢ results in

S
p(z,y,2,t) =g/ pdz + pa. (13.3)

Here p, is the atmospheric pressure. Suppose that p and p, are constants.
Then the pressure term in equations (13.1a) and (13.1b) can be written as
Lop o5 1op_ 0
p Oz =I5 p Oy _gﬁy'
To obtain additional equation for the unknown free surface ¢(z,y,t), we
integrate the continuity equation (13.1d) along the vertical axis

(13.4)

¢ 0t ¢ 0
w(z,y,s,t) —w(x,y, h(x,y),t :—/ —dz—/ —dz, 13.5
@ys.t) — iy b)) =~ [ Frde- [ e (5)
where h(z,y) is water depth below the reference plane z = 0. Changes of the
bed are considered to be small and they are therefore neglected. Thus, h does
not depend on time. Equation (13.5) can be rewritten using substitutions for
w at the free surface and the bottom. For z=¢(x,y,t) we have

ds Os _0s _0g
7 —E—l—u%—kva—y.
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We use also the Leibnitz integration rule

S
/ @dz—ﬂ udz—u?—ﬁah

@d2_3/< vdz — U%—ﬁah
n 0y Ay J_y, dy Iy’

Using all these derivations we obtain the following system of equations
which is called the three dimensional shallow water equations

% T 5% udz + —/ (13.6a)

% + ﬁ% + ﬁg_z + “3% —lct = g + ks ZZ‘, (13.60)
%M%* g;“"g +lot = gg—;wz%, (13.6¢)
% + g—: + Z—f =0. (13.6d)

This system of equations is solved with the following boundary and
initial conditions

Ung + Ony =4, on I} (13.7a)
Ot
k. 8_u = MaV 4?4+ 02  on the bottom z = —h(z,y) (13.7b)
z
kz? = M0V U2+ 92 on the bottom z = —h(z,y) (13.7¢)
2

o
- JW?2 + W2 =
k. . Aw Wiy /W2 + W2 on the free surface z s(z,y,t)  (13.7d)

ov
k. 8—U = AwWy\/W2+ W2 on the free surfacez = ¢(v,y,t)  (13.7¢)
z
C(,T,y,O) - (0(.%' y) ((E Y, z, 0) - U’O(‘T Y,z )7{)(1.73/7270) = ’DO(‘Tuva)a
w(Iayvzvo) :wo(xayvz)' (137f)
Here n, and n, are the components of the external normal to the lateral
boundary T';, @, is a given function, A, is the coefficient of the bottom
friction, Ay is the coefficient of the wind stress friction, W, and W, are
the components of the wind velocity.

The problem (13.6), (13.7) is used in simulation of 3D flows in natural
water bodies.
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13.2 Two-dimensional shallow water equations

Further simplification of the system (13.6) can be obtained by integrating
the equations (13.6b) and (13.6¢) from —h to ¢ along the vertical axis. As a
result we have the following

% n O0Hu n O0Hv
ot Ox oy’

ou ou ou B s 5 3 2 5
o —l—u%—i—va—y —lcv = —ga—x — uvu? + v = Ay Wy /W2 —|—Wy,

(13.8a)

(13.8b)
ov ov ov B s 5 3 2 5
pn —l—u%—i—va—y +lou = _98_y — OV U2+ 02 = Ay Wy /W2 —I—Wy.

(13.8¢)

Here H = h + ¢ and

S N
Hu:/ udz, Hv:/ vdz .
—h —h

13.3 Model of wind-induced circulation in
shallow water

13.3.1 Problem formulation

We consider the model of currents in shallow water body, described by
simplified shallow water equations

ou I B 05 r + Tx

ot T 9 T T

ov O 1 Ty

E—l—lcu— g@y hv—i—h,
0

0
—(h —(hv) =0.
gy () + 5 (ko)
Here u and v are the components of the averaged velocity vector, ¢(z,y,t)
is the free surface level, h(z,y) is the depth, 7, and 7, are the components
of the frictional stress along the axes x and y, respectively, ¢ is the Coriolis
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parameter, equal to l[c=2wsin#, where w is the Earth’s angular velocity, 6
is the latitude, g is the acceleration due to gravity, r=Cyvu2+v?, Cy is the
bottom friction coefficient.

The condition on the boundary is

Up = UNg +vny = 0,

where n, and n, are the components of the external normal to the boundary.
Introduce the integral stream function

ov ov

h, = — h —_
“ oy’ Y Ox

and obtain an equation which we will solve in the simply connected domain
Q with the boundary b&.

0,0 10V 0 10V 0 lcov 0 lcovw
g[%(ﬁa—x)‘*‘a—y(ga—y)]‘f‘a—y(%a—x)—a—x(fa—y)

0 rov o ro¥, 0 T 9 7y
+%(E%)+a—y(ﬁa—y)—a—y(%)—%(ﬁ) (13.9)

The initial and boundary conditions are written in the form
V=0, V|—o= Vo(z,y). (13.10)

We assign the components of the frictional stress of the wind by means of
formula

Te = CowWa/ We + Wy, 1y, = CowWy/ Wy + Wy,

where W, 1 W, are the components of the wind velocity, Cy is a coefficient.

The implicit scheme was used to approximate (13.9) with respect to
time. The resulting elliptic equation for the integral stream function on the
upper time level is solved by the upstream finite element method described
in the previous section.

The input data were the values of the water body depth at nodes of
a square grid and the wind velocity. These values were interpolated to the
adaptive grid at each iteration using bilinear interpolation formulae.

The wind circulation was modelled with the following parameter values:
C;=2.6-1073, Cyy=3.1-10"5, g=9.8m/s>.
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13.3.2 Results of computations

In all the computations, block-structured grids were constructed by the
variational barrier method. Finite difference method cannot be applied here,
because this method does not guarantee the construction of convex grids.

Result of computations presented for the Mojaiskii reservoir
(Figs.13.1-13.6) show that grid generation method with condensation and
orthogonalization near the boundary based on the functional of the energy
density increases the accuracy of computations.

Another example of the simulation of the wind currents in the Piltun
and Chayvo bays is presented in Figs.13.7-13.10.
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Chapter 14

Moving grids in simulation of
free surface flow

In many approaches to numerical solution of iree-surface problems, the
physical domain is transformed onto a computational domain (usually a
rectangle) through the change of variables involving the vertical coordinate
only. However, this approach cannot be applied in certain cases, as in the
presence of steep gradients of free surface level.

For this reason a technique for constructing curvilinear coordinate
system, guaranteeing invertibility at the continuous level and unfolded grid
generation at the discrete level is applied.

To simulate the flow through the overfall dam with discharge controlled
by hosting the gate, the model, based on the Euler equations, is applied. The
numerical method contains barrier method for grid generation and splitting
technique for the numerical solution of equations, describing the physical
process.

14.1 Problem formulation and choice of
mathematical model

The principal goal of this study is to construct a mathematical model that can
predict the overfall dam discharge ratings that correspond to various gate
openings and various head water heights. These ratings represent the dam
underflow and overflow discharge rates Q,(Hin) and Q,(H;y) as functions
of the head water height H;, and various gate openings. For Rublevskii
Dam the ratings cannot be derived from measurements, because just a few
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regimes (data points) can be observed during a calendar year and not all of
them can be quantified.

Rublevskii Dam, across the Moscow River (in operation since 1931), is
a two-span overfall dam. Each 30m span is equipped with roller gates. The
gates were designed and manufactured by the MAN Group company.

The roller gate is designed as a gate with downward leal attached to
the headwater side of the roller and with runoff over its crest. The mass of
each gate is 62 tonnes as specified by the manufacture.

The roller is the hollow cylinder with a circular cross section of diameter
3.1m, covered with steel of thickness varying from 9.6mm at the gate posts
to 13.6mm in the middle of a span.

The downward leal has a curved surface with a curvature radius of
2.946m. The leal is covered with 9.7mm steel sheeting.

The gate is rolled along cog rails inclined at an angle 70 degrees. The
rails are fixed in grooves in the end posts and engaged with the socket
bands attached to the roller ends. Each gate is hosted by the socket chain
being pulled in at one end. The chain runs along a guide fixed to the gate
on the headwater side. The lower end of the chain is attached to a support,
and its upper end bears against a hoist gear. The geometric characteristics
of the Rublevskii Dam (Fig.14.1) we used to prescribe the geometry of the
mathematical model. The bottom profile was prescribed according to the
Rublevskii Dam detailed drawings.

Fig.14.2a shows the computational domain corresponding to the dam
cross section, including the roller gate as a portion of its boundary. The
domain has two geometries. The first one corresponds to a hoisted roller,
which is rotated so that each a point on its surface is displaced by a length
equal to its elevation. This design feature was confirmed by measurements.
Note that the roller opening is measured along the vertical direction. The
right and left boundaries of the computational domain are located 15 and 10m
from the roller axis, respectively. Fig.14.2b shows the computational domain
corresponding to the lowest position of the roller. The initial position of the
free surface (a surface profile is a line in 2D case) is also shown for both
geometries in Fig.14.2.

Let us discuss the physics of the flow in some detail. The runoff current
interacts with the underflow. As a result, a region of aerated turbulent flow
develops on the tail water side, which corresponds to a complex water-air
two-phase motion. However, tailwater turbulence has a little effect on the
underflow discharge rate and no effect on the runoff, because disturbances
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Fig. 14.1:

cannot propagate upstream the supercritical flow. Moreover, a standard dam
is designed so as to minimize the effect of turbulence on the total discharge
rate; otherwise, flow oscillations may prematurely wear out the roller gate.

Let us estimate the Reynolds number Re = UL/v and the Froude
number Fr = U/+/gH, where U is the reference velocity, L is the reference
horizontal length, H is the reference depth, u = 107%m?/s is the kinematic
viscosity, and g is the gravitational acceleration. Using the fact that U and
H vary from U = 0.1m/s and H = 5m at the inlet boundary to U = 2m/s
and H = 0.1m at the roller, and assuming the horizontal reference length
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L = 5m, one finds that the Reynolds number varies from 5-10° to 107 with
the Froude number varies from 0.014 to 2.

The choice of a mathematical model is based on the following
considerations.

1. The shallow water approximation cannot be used because the flow
involves substantial vertical accelerations.

2. The flow through the dam is approximately uniform spanwise, which
makes it possible to restrict considerations to 2D formulation.

3. Preliminary estimates show that viscosity can be neglected.

4. Tailwater aeration can be neglected.

5. The problem must include determination of the free surface geometry,
which controls the overflow velocity distribution.

14.2 Mathematical formulation of problem
A 2D unsteady free surface inviscid incompressible flow is considered in a

coordinate system with horizontal z-axis pointing downstream and y-axis
pointing upwards.
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In a domain © with boundary T' a solution is sought to the Euler
equations for the inviscid incompressible flow.

ou ou ou 10p

E"‘Ua—x‘f'va—y:—;a—x, (141@)
Ov v ov  10p
ou Ov
5oy (14.1c)

Here,u and v are flow velocity components, p = 103kg/m3, g = 9.81m/s3
is the gravitational acceleration due to gravity and p is pressure.

The domain 2 can be either simply connected or doubly connected
(when the rollers are in hoisted position). Its boundary I' = T+ ' + Ty +T's.
Here T', represents the bottom and the roller surface where the following
impermeability conditions are set

Up =ung +vny =0, only . (14.2a)

where n, and n, are the components of the outward normal to the boundary.
T'; and T', are left and right boundaries, defined as z = z; and =z = z,.
The free surface I'; is defined by means of two functions z,(s,t) and
ys(s,t), where s is the length along the boundary, ¢ is time.
Boundary conditions:
Water flows into the domain across the boundary I';, where a boundary
condition for pressure is set and a free-surface level is prescribed

op
on
Condition (14.2b) is used when the convective terms in Egs. (14.1a,b) are
negligible on I';. Otherwise, additional boundary conditions must be set; for
example, both velocity components can be prescribed on T';.
Water flows out of the domain across the boundary I',., where a single
boundary condition for pressure is sufficient

op

on

Two boundary conditions are set on the free surface I';: a kinematic one

and a dynamic one. The kinematic condition is derived from the continuity

0, 9(0,t)=w(t) on I . (14.2b)

0 on T . (14.2¢)
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equation written for the free surface, reflecting the fact that a fluid particle
initially located at the surface cannot move from it at subsequent moments

dzs + %
ot T T M

The dynamics condition implies that the water and air pressure are
equal at the phase boundary (i.e. on the free surface)

Up = UNg + VNy =

on Ty. (14.2d)

p=P"F, on Ty. (14.2¢)

where P, is the atmospheric pressure.
Since the flow may separate from the roller, condition (14.2a) is
supplemented by a condition for pressure analogous to (14.2¢)

p=P, if p<P, on T,. (14.2f)

When the flow separates, part of the boundary adjoining the roller
becomes free and begins to move with a certain velocity. However this
condition is used in unconstrained form, serious difficulties may arise
from the instability of a free-falling jet. For this reason, condition (14.2¢)
is set on a stationary boundary (roller surface). As a consequence, the
mass conservation law is violated, and the tailwater discharge rate is
overpredicted. However, numerical results show that this does not lead to
significant error in discharge rating.

Initial conditions are

w(z,y,0) = uo(z,y), v(z,y,0)=vo(z,y) att=0 in Q. (14.3)
The problem is to find the functions
w(@,y,t), v(z,y,t), p(zyt),

satisfying equations (14.1) and the initial and boundary conditions (14.2) and
(14.3).
14.3 Splitting technique

The splitting technique with respect to physical processes used to solve
Egs.(14.1) is designed as follows. Suppose that all flow variables are known
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at the time level ¢,,. Then, the unknown values at ¢,1=t,+7 are calculated
using the following stages.

Stage I:
u—u" pou™  ou”
- = —Uu E —v a—y 5 (144@)
v — " o™ "
=—u'— —0"— - 14.4b
T “r T Ay 9 ( )
Stage 2:
T (9*ptt  §Zpntt ou  0v
T =24 14.
p<8$2 + Oy > 8:C+(9y’ (14.5)
Stage 3:
wil _ o TOp"
Tt =4 plr e (14.6a)
6pn+l
=5 - L : 14.6b
Py (14.6b)

The physical meaning of this procedure is the following. At stage 1
the intermediate values 4 and o of the velocity components are computed.
In general, they do not satisfy the continuity equation (14.1c). At stage 2
the pressure is calculated by solving the Poisson equation. The resulting
pressure is used at stage 3 to correct the velocity so that the continuity
equation is satisfied by the velocity components at the next time step.

14.4 Choice of grid and representation of
unknown variables

The computations were performed on a moving curvilinear grid constructed
for given coordinates of the boundary grid points at every time step.
The iterative variational barrier method (see Chapter 4) is used for grid
generation.

The choice of approximation of unknown variables is extremely
important for constructing a stable algorithm. The velocity components
u and v are treated as constant inside every cell of the moving grid at
every time level as that of in Godunov’s scheme [57]. The pressure p is
decomposed over the basis functions of the finite element method with
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quadrilateral isoparametric elements, and the values of pressure may be
interpreted as computed at the nodes. This makes the free-surface condition
for pressure easier to use as a boundary condition of the first kind, whereas
the conditions set on the bottom, roller, and fluid boundary are treated
as boundary conditions of the second kind (except for the region of jet
separation at the roller, where a condition of the first kind for pressure is
set).

14.5 Computation of free boundary

Let us now discuss the computation of the boundary. If the values of flow
variables are assumed to remain invariant during underlying time step, then
it is sufficient to calculate the velocities of boundary grid nodes in order
to determine a new location of the free surface. The velocities of boundary
nodes are calculated in terms of flow velocities on the cell edges located
on the free surface. Since velocity components are constant inside every
cell, the velocity component along the normal to the boundary is readily
calculated by projecting the velocity vector of the boundary cell onto the
outward normal to the boundary edge. Thus, a normal velocity component
is obtained for every edge of the open polygon representing the free surface.
The velocity of a vertex in the polygon is calculated as the half-sum of the
velocities of the edges adjoining the vertex on its left and right. At the
right boundary point, the projection of the normal velocity onto the vertical
axis is used. The location of the left boundary point is prescribed by the
boundary condition (14.2b). The known values of the time step and node
velocity are used to calculate new coordinates of the free-surface points.
However, this procedure may result in spurious oscillation of the free
surface, which can be suppressed by applying various smoothing methods.
In the present study a procedure, analogous to that of in [57] is employed.
[t can be explained as follows. The initial distribution of grid nodes over the
free surface is stored and subsequently used at every time step. Once new
coordinates of the boundary nodes have been computed as described above,
the distances between grid nodes in the resulting open polygon are not
equal to that of on the initial free surface. For this reason, the coordinates
of boundary nodes are updated so as to define the distance between grid
nodes equal to their counterparts at the initial moment. This procedure, on
one hand, prevents the the occurrence of very short edges or degeneration
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of boundary cells and, on the other hand, stabilizes the free-surface motion.

Another difficulty arising in the free-surface problem is associated with
wave breakdown. This term refers to a nonuniquely defined free surface,
and special measures must be taken to continue the computation. In the
method used in the present study, wave breakdown is eliminated by using the
following constraint. The angle made by each edge of the open polygon with
x-axis is calculated when a new location of the free surface is computed. If
the resulting angle is close to or greater than m/2, then the right endpoint
of the edge is shifted so as to obtain a prescribed angle. In the present
modeling the limiting angle is prescribed by the condition that its cosine is
0.01.

14.6 Numerical method for stage 1

At stage 1 of the splitting scheme, the two transport equations in (14.4) are
solved for intermediate values @ and o of the velocity components. At this
stage, a grid for the new time step is already constructed, and new values
of the velocity components at the cell centers are sought at the (n+1)th
time step. The grid node coordinates at time ¢, and ¢,41 and the values of
velocity components at ¢,, are used as input data.

At t=0 the free-surface geometry and velocity field must be given.
If zero velocities are defined, the grid may degenerate at the roller crest.
For this reason initial velocities are calculated by solving the equation for
streamfunction. Boundary conditions include impermeability conditions on
the bottom and free surface and uniform velocities distributions at the inlet
and outlet boundaries. The ratio of the underflow and runoff discharge rate
is set at 2/1 in the case of a hoisted roller.

Equations (14.4) are computed with the first-order explicit Godunove-
type scheme, see the monograph [57]. Its implementation on a moving
mesh includes calculation of the normal and tangential velocity components
at every itercell face by solving one-dimensional Riemann problem for the
nonlinear transport equation. These quantities are determined so as to take
into account motion of the cell edge. The calculation formulas and stability
condition can be found in [57].

As a result the velocity components are calculated at the cell centers
at time ¢"*1. The remaining calculation stages are performed on the new
grid.
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Note that running time can be reduced by using the following technique.
Equations (14.4) can be solved within two steps. First, new values of
the velocity components are calculated on the grid constructed at time
t"*T1 by applying an interpolation procedure where the transport equations
are solved with velocity equal to the reversed cell-edge velocity. Then,
Egs.(14.4) are solved on the stationary mesh corresponding to the next
time level. Advantages of this technique is that we use nodes motion at the
separate stage. Since the flow velocity is much higher than the cell-edge
velocities, therefore, at the stage of solving Egs. (14.4) we can perform
several "internal"time steps, that allows for increasing the time step and
reducing the total running time. The main part of time is spent on solving
the Poisson equation for the pressure at the stage 2 of the splitting scheme.

14.7 Method for solving Poisson equation at
stage 2

To solve the equation (14.5) we use the finite element method with
quadrilateral isoparametric elements (for detail description see [71] and
Chapter 11 of the present book). The problem is formulated in a generalized
form. The corresponding integrals are approximated by quadrature formulae,
where the nodes coincide with the grid nodes. As a result a regular
approximation, corresponding to a finite-difference scheme on nine-point
stencil, is obtained to the operator of the problem on the curvilinear mesh.
The matrix elements are obtained in the course of matrix inversion. An
integral of the right-hand part of the Poisson equation is replaced by the
integral over the cell, consisting of quadrilaterals resulting from the partition
of the grid cells adjoining the current grid point by the segments that join
the midpoints of their opposite sides, see Fig.11.1. This integral is replaced
by the contour integral as that of in the finite volume method.

The resulting set of linear equations is solved using a block
overrelaxation method [71]. The pressure from the preceding time level is
used as an initial guess. Iterations are terminated if maximal pressure change
at a node is less than one million of the highest pressure. This approach may
lead to substantial computational cost, which can be reduced by weakening
the accuracy requirement for a solution of the pressure equation.
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14.8 Calculation of velocity components at
stage 3

The velocity components u"*! and v"*! are calculated via the standard
formulae of the finite element method. Recall, that since the pressure is
defined at the grid nodes, the pressure derivatives in (14.6) can be calculated
at any point inside a cell.

The velocity components at ¢t=t,,.1 are obtained via (14.6) at the cell
center. The cell center is defined by the bilinear mapping with parameters
&=n=0.5.

The continuity equation (14.1c) written for u"*! and v"*! (which are
the constant within the cell) can be interpreted only in the weak sense,
i.e. as a system of integral identities. It would be interesting to analyze
alternative formulae for calculating the velocity components.

14.9 Results of computations

The above model can be applied to any flow regime, except for flows with the
surface level located at less than 10 cm above the roller. In this case there
arises the problem on providing grid nondegeneracy, because the [ree-surface
oscillation amplitude associated relaxation to a steady or quasi-steady regime
frequently exceeds 10 cm.

All computations were performed with constant time step equal 0.0025 s
in the case of the finest grid and 0.01 s to the coarsest grid.

Fig.14.3 shows the flow velocities for two regimes with hoisted rollers.
The flow regime, corresponding to a discharge rate of 550 m3/s and a
headwater height of 127.54 m, is illustrated by the grid and flow velocity
map shown in Figs.14.3a and 14.3b, respectively. The variation of the free-
surface height is weak here, and the elevation head (9 e¢m) is consistent
with that of obtained in measurements.

Fig.14.4 shows a grid fragment and the corresponding flow field
obtained by computing only the runoff flow for a free-surface height of
50 c¢m above the rollers. It is clear that a certain free-surface geometry
develops, determining the discharge rate. The separation point is located
at a distance of about 1/3 of the roller diameter from the roller crest. An
attached hydraulic jump is clearly seen on the right of the free-falling jet.
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Table 14.1 shows the discharge rating obtained in serial computations
for headwater heights corresponding to free-surface heights above the roller
crest varying from 15 to 50 e¢m (also shown for convenience).

Now consider the results of computations designed to obtain the
discharge rating for various gate openings in Rublevskii Dam. These
results are shown in table 14.2. The results of measurements are shown
in parentheses to demonstrate good agreement between predictions and
measurements.

Figs.14.5a and 14.5b show, respectively, the grid and flow-field velocity
map for a headwater height of 50 c¢m above the roller and a gate opening of
40 cm. Figs. 14.5¢ and 14.5d show the grid and flow-field velocity map for a
headwater height above the roller equal to 20 ¢m. The graphs demonstrate
the difference in runoff-underflow interaction between the two flow regimes.

Figs.14.6 shows a fragment of the computational domain with results
obtained on a finer grid for a gate opening of 35 e¢m. For comparison,
Fig.14.7 illustrates the case of gate opening equal to 50 c¢m. It is clear
that the basic difference between Figs.14.6 and 14.7 lies in virtual absence
of runoff-underflow interaction for the gate opening of 50 e¢m, due to an
underflow discharge substantially exceeding runoff. At the same time the
free-surface geometry in Fig.14.6 is somewhat different from that of shown
in Fig.14.7 while the tailwater height relative to the roller is substantially
higher in the latter case, which is obvious from a comparison of Figs.14.6
and 14.7.

Table 14.1.
Headwater height, m [ h (cm) | Q, m3/s
128.54 15 7
128.59 20 11
128.64 25 15
128.69 30 20
128.74 35 26
128.79 40 32
128.84 45 38
128.89 50 44.6
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Table 14.2.
Headwater height, m [ h, sm [ Qs m®/s | Qi m®/s | Qu+Q: m®/s
Gate opening A=0.1 m
128.69 20 39 10 49
128.79 30 40 21 61
128.89 40 40.5 32 72.5
128.99 50 41 45 86
Gate opening A=0.15 m
128.74 20 59 11 70
128.84 30 60 21 81
128.94 40 61 33 94
129.04 50 62 45 107
Gate opening A=0.2 m
128.79 20 78 11 89
128.89 30 79.5 22 101.5
128.99 40 81 33 114
129.01 42 83 37 (40) 120 (124)
129.09 50 84 46 130
Gate opening A=0.3 m
128.89 20 122 10 132
128.99 30 122.5 19 141.5
129.09 40 123 33 156
129.17 48 124 48 172 (165)
129.19 50 125 50 176
Gate opening A=0.35 m
128.94 20 151 10 161
129.04 30 152 19 171
129.14 40 158 35 194
129.21 47 162 45 207 (210)
129.24 50 164 48 212
Gate opening A=0.4 m
128.99 20 185 11 197
129.09 30 188 19 207
129.19 40 189 33 222
129.29 50 192 48 240
Gate opening A=0.45 m
129.04 20 216 9.5 225.5
129.14 30 219 20 239
129.24 40 224 33 257
129.28 44 226 36 (31) 262 (265)
129.34 50 228 49 269
Gate opening A=0.5 m
129.09 20 252 13 265
129.19 30 255 26 281
129.29 40 258 32 290
129.39 50 261 49 310
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Appendix. Boundary nodes
redistribution’

There are several ways to redistribute the grid nodes along the boundary
0N of the domain Q during adaptation. The simplest one is a fixed position
of every point on 0f), referred to as “fixed position”. When moving the
interior nodes towards a discontinuity, some instability in mesh generation
and, consequently, in the flow problem solution near the points where the
discontinuity joins 92 can arise. In the next method the boundary nodes
are treated as interior and the vectors of shift are projected onto 99 [79];
we call it “unconstrained minimization”. This way can be used only if the
discontinuity is nearly orthogonal to 9. If not, then, when condensing,
the boundary nodes overlap, adjacent cells degenerate, and modeling breaks.
The next method consists of using the 1-D functional (2.9), referred to as
“1-D minimization”. It is more robust than the two methods discussed above
and can usually be used at adaptation. However, as it has been shown in
[6, 9], the 1-D and 2-D functionals are inconsistent. By this reason the
parameters of adaptation ¢, and 7 should be selected separately. It requires
additional work and is particularly cumbersome when modeling unsteady
flow problems. Sometimes we get undesirable displacement of the boundary
nodes up to their overlap.

Constrained minimization

It is required that we perform redistribution of the interior and boundary
nodes consistently. In the suggested method we perform constrained
minimization of the discrete functional (5.19) under constraints defining
01, referred to as “constrained minimization”. We minimize the functional

IWritten by B. Azarenok
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(6]

imax 4
D3 B S D e
i=1 k=1 leL leL

where the constraints G;=G(z;,y;)=0 define 99, X\, are the Lagrange
multipliers, and £ is the set of the boundary nodes. Since the function
G(z,y) is assumed piecewise differentiable, the functional I" holds the
infinite barrier on the boundary of the set of convex grids as I does if
f € C'. Note that we use the adapted function ¢, f instead of f (as it was
applied in section 5.2.2), where ¢, is the coefficient of adaptation.

If the set of convex grids is not empty, the system of algebraic equations
has at least one solution that is the convex mesh

orr 0G; orr 0G;

B 8IEZ ! 8:171 N 07 RU B 8yz + /\l 8yz
Here A\;=0 if ¢¢L and constraints are defined for the boundary nodes i € L.

Consider the method of minimizing the functional (A.1) assuming the
grid to be convex at the [th step of the iterative procedure. We use the
quasi-Newton procedure to find the coordinates z\™*, 4! of the ith node
from the system (A.2)

R,

+A

-0, Gi=0. (A2

4 = . kS U S Y
TR$+ 8171 (xz xz)+ 8yz (yz y1)+ 8AZ ()\z )‘1) 07
ORy 141 ! ORy 114 ! ORy 141 _
TRy + 0z, (z; ;) + W (y; yi) + s (A; Ai)=0, (A.3)
) 0Gi | 141 ! G | 144 I_
TGi + 92, (z;7 —x) + 90; (yi"™ —y;)=0,
where
OR, 921 +/\‘82Gi OR, 921 ey 0°G; OR,  0G;
or;  0x? "0z 7 Oy, 00y “0x;0y; T 0N Oz
OR, 921 0°G; oR, o1 8%G; oRrR,  0G;

ri 0oy | owmdy’ By OF o On Ow

Resolving the last equation of (A.3) about yf“—yf and substituting it
in the two remaining equations, we get the system

41 I
ail a2 ;T —x; \ _ f a3
I+1 =
a1  G22 )\f —)\é ass )’
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where

_ OR, 0OR, 9G; /0G; _9G;

= 8:51 8yl 6:51- 6yi » M12 = 6:51- ’
OR 0G;

= . Gi Lo— R;E 3

e { yi / yi ]

. _ OR, 0OR,0G; [0Gi G
2 8{EZ 8yz 8{EZ 8yz ’ 2 8yz ’

OR 0G;
=T { 5yf Gi/ Ay _Ry]'

Denoting A = a11a92 — a12a21, N1 = a13a22 — G312, DNo = (11023 — G21013

(since G; = 0, the terms a3, ag3 are simplified), we obtain

et =al+ A/A, AT =N+ A/, (A.4)

2

and yf“ is determined from the third equation of (A.3). If the constraints
are resolved about y in the form G(z,y)=y—g(x)=0, then

8G1 - _891' 8G1 -1

8:@» - 8:51 ’ 6yi o

and above formulas are simplified. Constraints can be resolved about z in
the form G(x,y)=x—g(y)=0 and then (here it is better to resolve the third
equation of (A.3) about ™! —zt)

8:171' - 1, 8y1 - _8% '

These two forms of G(z,y) can substitute for each other. For example, on
the part of 99 that is nearly parallel to the axis = the boundary should be
defined in the form y=g(z), and where 99 is nearly parallel to the axis y it
should be defined as z=g(y).

If 09 is given by parametric functions x=z(t), y=y(t) or tabular
values (z,y);, the following algorithm can be used. When calculating the
coordinates of the ith node, in the interval (x;_1,z;41) we construct an
interpolating parabola ¢t=t(x) using the values in three nodes i—1,4,i+1.

From (A.4) we compute an intermediate value :i:é“, further from the

interpolation formula we determine ¢;=t(#.*') and final values z}™*, y!**

from the parametric formulas.
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Another way of redistributing the nodes along 952, given as parametric
functions or by tabular values, employs a constrained minimization of the
functional in parametric form and is based on solving the following system
of algebraic equations, referred to as “parametric minimization”,

Ry = Rxa—ti +Ry6ti =0,
via the quasi-Newton procedure
TR + Ok (-t =o. (A.5)
ot;
Here
OR, _ ORy (0w \* OR, (0 \* (0R;  OR,\ dx: Oy,
6ti 6:51- 6ti ayl 6ti 6yi 6:51- (%i (%i
82:51- 62yi 6Ih 8Ih

For the analytical control functions constrained and parametric
minimization give similar results. Real-world 2-D flow computations have
shown it is better to perform adaptation along the boundary using
constrained minimization (A.3), (A.4) since the procedure (A.5) does not
always ensure consistent redistribution of the nodes in © and on 99.

The use of the constrained minimization without adaptation (i.e. when
f=const) means that we seek the conformal mapping x(&,n),y(&,n) of the
parametric square onto the domain Q with an additional parameter, so-called
conformal modulus.

Note that constrained minimization can be also used to the boundary
nodes redistribution when we use the functional with two metrics,
considered in Chapter 9.

Examples of modeling

We demonstrate a simple test illustrating the inconsistency of redistributing
the boundary and interior nodes when using various methods of boundary
nodes redistribution described above and vice versa, i.e., their consistency
when using another.
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The 50x50 adaptive mesh is generated in the unit square O<z,y<1
when the control function is defined to be

1 il y<0.5,
f(x’y)_{o il y>05

Fragments of the adapted meshes in the vicinity of the discontinuity
are presented in Fig.A.l. In the first case the coefficient ¢,=0.1; see
Fig. A.1(a)-(c). When we apply fixed position and 1-D minimization methods
of redistributing the boundary nodes (see Fig.A.l(a)-(b)), the horizontal
grid lines are not parallel and in the case of the other 3 methods they
are parallel. In the next case the coefficient ¢,=0.15; see Fig. A.1(d)-(f).
To the fixed position method the coordinate lines become more bent; see
Fig. A.1(d). Using 1-D minimization leads the boundary nodes to overlap (see
Fig. A.1(e)), i.e., the mesh to fold. This happens due to the inconsistency of
the nodes’ redistribution in 2 and on 92 despite the fact that 1-D and 2-D
algorithms separately provide unfolded grid generation, see [6, 9]. In this
test unconstrained minimization gives the same result as constrained and
parametric minimization due to the discontinuity is orthogonal to 992 and
here the horizontal lines almost merge near the discontinuity and remain
parallel, keeping the mesh unfolded; see Fig. A.1(f).

In the next example the discontinuity is not orthogonal to 0. The
control function is defined as

1 i y>bx -2
f(x’y)_{o it y<b5z-2

Fragments of the adapted meshes near the top boundary are presented in
Fig. A.2. Here using unconstrained and 1-D minimization leads the boundary
nodes to overlap in several tenths of mesh iterations (see Fig. A.2(a)-(b)).
Constrained and parametric minimization maintain an unfolded mesh; see
Fig. A.2(c).



222 Boundary nodes redistribution
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Fig. A.l: Fragment of adapted mesh. The boundary nodes are redistributed
using fixed position (a), (d), 1-D minimization (b), (e), and unconstrained or
constrained or parametric minimization (c), (f). Coefficient ¢,=0.1 in cases
(a)-(c) and ¢,=0.15 in cases (d)-(f); iterative parameter 7=0.15.
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1.00
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0.90 f T
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Fig. A.2: Fragment of adapted mesh. The boundary nodes are redistributed
using unconstrained (a), 1-D (b), and constrained or parametric
minimization (c¢) methods. Coefficient ¢,=0.3; iterative parameter 7=0.1.
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