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## Preface

Various aspects of numerical analysis for equations arising in boundary integral equation methods have been the subject of several books published in the last 15 years [95, 102, 183, 196, 198]. Prominent examples include various classes of onedimensional singular integral equations or equations related to single and double layer potentials. Usually, a mathematically rigorous foundation and error analysis for the approximate solution of such equations is by no means an easy task. One reason is the fact that boundary integral operators generally are neither integral operators of the form identity plus compact operator nor identity plus an operator with a small norm. Consequently, existing standard theories for the numerical analysis of Fredholm integral equations of the second kind are not applicable. In the last 15 years it became clear that the Banach algebra technique is a powerful tool to analyze the stability problem for relevant approximation methods [102, 103, 183, 189]. The starting point for this approach is the observation that the stability problem is an invertibility problem in a certain Banach or $C^{*}$-algebra. As a rule, this algebra is very complicated - and one has to find relevant subalgebras to use such tools as local principles and representation theory.

However, in various applications there often arise continuous operators acting on complex Banach spaces that are not linear but only additive - i.e.,

$$
A(x+y)=A x+A y
$$

for all $x, y$ from a given Banach space. It is easily seen that additive operators are $\mathbb{R}$-linear provided they are continuous ${ }^{1}$. As an example, let us mention the one-dimensional singular integral operators with conjugation often arising in mechanics. It is known that the study of such operators can be reduced to $\mathbb{C}$-linear operators, but with matrix-valued coefficients. In passing note that this observation is one of a number of motivations to study singular integral operators with matrix-valued coefficients.

The present book is devoted to numerical analysis for certain classes of additive operators and related equations, including singular integral operators with conjugation, the Riemann-Hilbert problem, Mellin operators with conjugation and the famous Muskhelishvili equation. Until now, most relevant material is only

[^0]found in journal papers, and there is no book offering a systematic study of this topic. Banach algebras play an important role in this book. However, the algebras that arise are not complex but real, and are not as familiar as complex algebras. Therefore, here we present certain results on real algebras and demonstrate their use in stability problems. In particular, we obtain stability conditions for various approximation methods, including spline Galerkin, collocation, qualocation and quadrature methods for equations with additive operators for both smooth and non-smooth data. Error analysis and convergence rates are present only occasionally, since rather more standard.

This book is addressed to a wide audience. We hope that it can be useful for both mathematicians working in theoretical fields of numerical analysis and engineers wishing to have practically realizable concepts for computations. Let us give a short overview of the content of this book.

Chapter 1 contains theoretical background. Here we have collected facts of functional analysis, necessary for understanding the approach proposed. Since real $C^{*}$-algebras play an important role in our investigations, elementary properties of such algebras are discussed. Moreover, a method to obtain real $C^{*}$-algebras by extending complex $C^{*}$-algebras (by adding a special element $m$ ) is described. Features of this procedure have previously been used in the study of one-dimensional singular integral equations with conjugation. As already mentioned, the stability problem for operator sequences can be interpreted as an invertibility problem in suitable real or complex Banach algebras. Thus we are accustomed to studying invertibility in Banach algebras or, more specifically, in $C^{*}$-algebras. Over the last 40 years certain concepts known as local principles were worked out. We present related results with special attention paid to the case of real algebras. The concluding part of Chapter 1 is devoted to the theory of singular integral operators and to Mellin operators. It is notable that all operators in this book have the property that locally they are Mellin operators.

Chapter 2 deals with polynomial and spline approximation methods for the Cauchy singular integral equation

$$
(A \varphi)(t)=a(t) \varphi(t)+\frac{b(t)}{\pi i} \int_{\Gamma_{0}} \frac{\varphi(\tau)}{\tau-t} d \tau+\overline{c(t) \varphi(t)}+\overline{\frac{d(t)}{\pi i} \int_{\Gamma_{0}} \frac{\varphi(\tau)}{\tau-t} d \tau}=f(t)
$$

in the space $L^{2}\left(\Gamma_{0}\right)$, where $\Gamma_{0}$ is the unit circle with center at the origin and the functions $a, b, c, d$ are continuous or piecewise continuous. For operators $A$ without conjugation (i.e., $c=d \equiv 0$ ), there is a vast literature concerning the approximation methods under consideration (see e.g., [102, 183] and comments and remarks for the related chapters of the present book). Thus various complex $C^{*}$-algebras generated by approximation sequences for singular integral operators are completely described. Such algebras can be extended to real $C^{*}$-algebras that contain operator sequences associated with approximation methods for singular integral equations with conjugation. In particular, a real $C^{*}$-algebra generated by paired circulants and by the operator of complex conjugation is studied. This
algebra contains a variety of approximation sequences, including spline Galerkin and spline collocation methods sequences, and others arising in quadrature and qualocation methods. The stability result is that a sequence from this algebra is stable if and only if a family of associated operators consists of invertible elements only. In the case of a simple closed Lyapunov contour $\Gamma$, the study of approximation methods for the operators mentioned can be reduced to the case of $\Gamma_{0}$.

Chapter 3 presents approximation methods for the following Riemann-Hilbert problem: Given an $(m \times m)$-matrix function $G$ and a real vector-function $f$ on $\Gamma_{0}$, find a vector-function $\varphi$ that is analytic in the unit disc $\mathbf{D}:=\{z \in \mathbb{C},|z|<1\}$, and such that $\operatorname{Im} \varphi(0)=0$, and

$$
\frac{1}{2}(G \varphi+\overline{G \varphi})=f
$$

on $\Gamma_{0}$. The new aspect is that the operator corresponding to this problem acts in a pair of spaces, so the algebraic methods used to study the stability of related approximation sequences have to be modified. This is done by using para-algebras. The same concept is employed to study approximation sequences associated with the generalized Riemann-Hilbert-Poincaré problem.

Chapter 4 is again concerned with approximation methods for the Cauchy singular integral equations with conjugation, but more general conditions are imposed on the curve $\Gamma$. Thus we now assume that $\Gamma$ is a simple open or closed piecewise smooth curve in the complex plane $\mathbb{C}$. It is notable that the double layer potential operator is contained in the aforementioned class of operators. Given smooth boundaries, the stability of the corresponding projection methods for the double layer potential operator can be studied without great effort, since this operator is compact. However, if $\Gamma$ is piecewise smooth, the algebras of Mellin operators with conjugation have to be invoked. Using this approach, we study various approximation sequences. As before, the stability of these sequences relies on the invertibility of the members of families of associated operators. The invertibility of the occurring operators is extremely difficult to check, especially if they are connected with corner points, so approximation methods based on cut-off techniques are also studied. This approach allows us to simplify conditions of the applicability of the corresponding methods.

Chapter 5 is devoted to the famous Muskelishvilli equation

$$
\begin{equation*}
(R \varphi)(t)=-k \overline{\varphi(t)}-\frac{k}{2 \pi i} \int_{\Gamma} \overline{\varphi(\tau)} d \log \frac{\bar{\tau}-\bar{t}}{\tau-t}-\frac{1}{2 \pi} \int_{\Gamma} \varphi(\tau) d \frac{\overline{\tau-\bar{t}}}{\tau-t}=f_{0}(t) \tag{1}
\end{equation*}
$$

and its approximate solution. The Muskhelishvili equation arose in investigation and solution of various biharmonic problems, especially in elasticity theory and hydrodynamics. Notwithstanding its exceptional importance, approximation methods for this equation have not been developed, mainly due to the fact that the operator $R$ is not invertible in the functional spaces under interest. Fortunately,


Figure 1: Book structure
this can be corrected by introducing a new operator that possesses all the necessary properties in order to find approximate solutions of the Muskhelishvili equation.

The idea of such correction is due to D.I. Sherman, although he only studied the solvability of the equation - not the invertibility of the associated operator, which is very important for the stability of approximation methods. Here we present all the results needed to construct and study projection methods for equation (1) in spaces $L_{p}$ with weight. Let us note that we again use the fact that locally the operator $R$ is a Mellin convolution operator.

Finally, Chapter 6 presents a few numerical results showing that the proposed approximation methods behave fairly well.

How to read this book? Probably, the best way is to single out a topic of interest and immediately read the related chapter. (If necessary, the reader can consult Chapter 1 for some background.) Of course, the later chapters of the book contain some material from chapters other, then the first but all connections can be easily traced. In particular, Chapter 3 also uses results from Chapter 2. The connection between different parts of the book is shown in Figure 1.

Although the attitudes and approaches of this book are solely the responsibility of the authors, we are indebted to our colleagues, friends, and collaborators for useful suggestions and ideas. It is a pleasure to mention here Roger Hosking and Steffen Roch, who read the early drafts of the manuscript and saved us from a number of embarrassing solecisms and ambiguities with detailed criticisms and generous advises. Ezio Venturino provided numerical examples and graphs presented in Chapter 6 . We are grateful to Wolfgang Sprössig who has significantly facilitated our work. Finally our gratitude is due to an anonymous reviewer who contributed substantial improvement of this book.

## Chapter 1

## Complex and Real Algebras

A complex algebra is an associative $\operatorname{ring} \mathcal{A}$ which is also a complex vector space. It is assumed that vector space addition and ring addition coincide and that the operations of multiplication and multiplication by scalars satisfy the relation

$$
\begin{equation*}
\lambda(x y)=(\lambda x) y=x(\lambda y) \tag{1.1}
\end{equation*}
$$

for all $x, y \in \mathcal{A}$ and for all complex numbers $\lambda$.
Correspondingly, a real algebra is an associative $\operatorname{ring} \mathcal{A}$ which is a real vector space with the ring and vector space additions coinciding, and with relation (1.1) satisfied for all $x, y \in \mathcal{A}$ and for all real numbers $\lambda$.

Obviously, every complex algebra is a real algebra but the reverse inclusion does not always hold. One reason for this is the absence of the operation of multiplication by complex scalars in $\mathcal{A}$. However, many algebras emerging from applications do have this operation but fail to satisfy relation (1.1). As a result, standard tools used in the complex situation either are not available or have to be properly redesigned.

### 1.1 Complex and Real $C^{*}$-Algebras

Definition 1.1.1. A complex algebra $\mathcal{A}$ is called an algebra with involution or a ${ }^{*}$-algebra if there exists a map ${ }^{*}: \mathcal{A} \rightarrow \mathcal{A}$, called involution, such that $(a+b)^{*}=$ $a^{*}+b^{*},(a b)^{*}=b^{*} a^{*},(\lambda a)^{*}=\bar{\lambda} a^{*}$ and $\left(a^{*}\right)^{*}=a$ for all $a, b \in \mathcal{A}$ and for all $\lambda \in \mathbb{C}$.

Definition 1.1.2. A complex Banach algebra is a complex algebra $\mathcal{A}$ equipped with a Banach space norm $\|\cdot\|$ such that

$$
\|x y\| \leq\|x\|\|y\|
$$

for all $x, y \in \mathcal{A}$.

Let $\mathcal{A}$ be a real or complex Banach algebra. A subset $\mathcal{I}$ is called left (right) ideal of $\mathcal{A}$ if:

1. $\mathcal{I}$ is a linear subspace of $\mathcal{A}$;
2. $j a \in \mathcal{I}(a j \in \mathcal{I})$ for all $j \in \mathcal{I}$ and for all $a \in \mathcal{A}$.
$\mathcal{I}$ is referred to as an ideal or two-sided ideal of $\mathcal{A}$ if it is both a left and a right ideal simultaneously. An ideal $\mathcal{I} \subset \mathcal{A}$ is called proper if $\mathcal{I} \neq\{0\}$ and $\mathcal{I} \neq \mathcal{A}$. Finally, a proper ideal $\mathcal{I} \subset \mathcal{A}$ is said to be maximal if, whenever $\mathcal{J} \subset \mathcal{A}$ is an ideal of $\mathcal{A}$ such that $\mathcal{I} \subset \mathcal{J}$, either $\mathcal{I}=\mathcal{J}$ or $\mathcal{J}=\mathcal{A}$. Note that any maximal ideal $\mathcal{I}$ is closed - i.e., the subspace $\mathcal{I}$ is closed.

A Banach algebra $\mathcal{A}$ is called unital if it possesses an identity element $e$. Note that any Banach algebra $\mathcal{A}$ is contained in a unital Banach algebra $\tilde{\mathcal{A}}$, as an ideal of codimension 1 [96]. Therefore, without loss of generality, we may assume that all algebras under consideration possess an identity element $e$ unless otherwise specified.

An element $a \in \mathcal{A}$ is called left (right) invertible if there exists $b \in \mathcal{A}(c \in \mathcal{A})$ such that $b a=e(a c=e)$. If $a$ is left (right) invertible, then the corresponding element $b$ or $c$ is called a left (right) inverse for $a$ and is denoted by $a_{l}^{-1}$ (respectively $a_{r}^{-1}$ ). If $a \in \mathcal{A}$ is both left and right invertible, then it is called invertible. In this case the right and left inverses coincide and their common value is denoted by $a^{-1}$.

To each Banach algebra $\mathcal{A}$ and each closed two-sided ideal $\mathcal{I}$ of $\mathcal{A}$ one can assign another Banach algebra $\mathcal{A} / \mathcal{I}$ which is called the quotient or factor algebra. The elements of $\mathcal{A} / \mathcal{I}$ are the cosets $a+\mathcal{I}, a \in \mathcal{A}$. For instance, it is not hard to see that the product $(a+\mathcal{I})(b+\mathcal{I}):=a b+\mathcal{I}$ is correctly defined. The norm on $\mathcal{A} / \mathcal{I}$ is given by

$$
\|a+\mathcal{I}\|:=\inf _{j \in \mathcal{I}}\|a+j\| .
$$

Throughout this work we use various notions of homomorphisms defined on appropriate algebras. Thus a complex algebra homomorphism is a mapping between complex algebras which preserves addition, multiplication, scalar multiplication and the identity element, whereas a complex *-algebra homomorphism has to preserve the operation of involution as well. Corresponding real algebra homomorphisms are defined similarly.

A complex $C^{*}$-algebra is a complex Banach ${ }^{*}$-algebra such that $\left\|a^{*} a\right\|=\|a\|^{2}$ for all $a \in \mathcal{A}$.

Now let us turn to real $C^{*}$-algebras.
Definition 1.1.3. A real algebra $\mathcal{A}$ is called $a^{*}$-algebra or algebra with involution if there exists a map ${ }^{*}: \mathcal{A} \rightarrow \mathcal{A}$ such that $(a+b)^{*}=a^{*}+b^{*},(a b)^{*}=b^{*} a^{*}$, $(\lambda a)^{*}=\lambda a^{*}$ and $\left(a^{*}\right)^{*}=a$ for all $a, b \in \mathcal{A}$ and for all $\lambda \in \mathbb{R}$.

The definition of a real Banach algebra literally repeats the corresponding definition for the complex case. However, unlike the complex case, the definition of a real $C^{*}$-algebra contains an additional condition.

Definition 1.1.4. A real $C^{*}$-algebra $\mathcal{A}$ is a real Banach *-algebra such that $\left\|a^{*} a\right\|=$ $\|a\|^{2}$ for all $a \in \mathcal{A}$, and such that the element $e+a^{*} a$ is invertible in $\mathcal{A}$ for any $a \in \mathcal{A}$.

The invertibility of the elements $e+a^{*} a, a \in \mathcal{A}$ plays an important role in different aspects of the theory of $C^{*}$-algebras, so initially this condition was included in the definition of any $C^{*}$-algebra, whether real or complex. However, as was shown later, in the complex case other axioms already provide invertibility of the element $e+a^{*} a$ for any $a \in \mathcal{A}$. As far as real $C^{*}$-algebras are concerned, this condition does not follow from other axioms and has to be postulated. Indeed, consider the set of the complex numbers $\mathbb{C}$ as a real Banach *-algebra with the usual absolute value norm $\|a\|:=|a|$ and with the involution $a^{*}:=a$. Such an algebra satisfies all but one axiom of real $C^{*}$-algebras. Thus if $a:=i$, then $b:=1+i^{*} i=0$ and this element $b$ is not invertible.

It turns out that a closed two-sided ideal $\mathcal{I}$ of a $C^{*}$-algebra $\mathcal{A}$ is a *-ideal, that is $a \in \mathcal{I}$ implies $a^{*} \in \mathcal{I}$. Moreover, $\mathcal{A} / \mathcal{I}$ is a $C^{*}$-algebra [66, 96].

An element $a$ belonging to a real or complex $C^{*}$-algebra $\mathcal{A}$ is called selfadjoint if $a=a^{*}$, and normal if $a a^{*}=a^{*} a$.

Let $\mathcal{A}$ and $\mathcal{D}$ be real or complex $C^{*}$-algebras. A homomorphism $\varphi: \mathcal{A} \mapsto \mathcal{D}$ is called ${ }^{*}$-homomorphism if $\varphi\left(a^{*}\right)=\varphi(a)^{*}$ for all $a \in \mathcal{A}$. Notice that any ${ }^{*}$ homomorphism $\varphi$ is automatically continuous, the image $\operatorname{set} \operatorname{im} \varphi$ is again a $C^{*}$ algebra, and an injective *-homomorphism is isometric [66, 96].
Example 1.1.5. Let $\mathcal{A}$ be a real or complex Hilbert space, and let $\mathcal{L}(\mathcal{H})$ denote the collection of all linear bounded operators acting on $\mathcal{H}$. Then $\mathcal{L}(\mathcal{H})$ forms respectively a real or complex $C^{*}$-algebra, where the involution $A \mapsto A^{*}$ is the Hilbert adjunction. The collection $\mathcal{K}(\mathcal{H}) \subset \mathcal{L}(\mathcal{H})$ of all compact operators forms a closed two-sided ideal in $\mathcal{L}(\mathcal{H})$.

We introduce now a class of operators $A \in \mathcal{L}(\mathcal{H})$ which are close to invertible operators.

Let $\mathcal{H}$ be a real or complex Hilbert space. An operator $A \in \mathcal{L}(\mathcal{H})$ is called Fredholm if $\operatorname{dim} \operatorname{ker} A<\infty, \operatorname{dim} \operatorname{ker} A^{*}<\infty$ and the image space $\operatorname{im} A$ is closed, that is $\operatorname{im} A=\overline{\operatorname{im} A}$.

If $A$ is a Fredholm operator, then the number

$$
\operatorname{ind} A:=\operatorname{dim} \operatorname{ker} A-\operatorname{dim} \operatorname{ker} A^{*}
$$

is called the index of the operator $A$.
Let us list some properties of Fredholm operators.
(a) $A$ is Fredholm if and only if there are compact operators $K_{1}, K_{2}$ and an operator $B \in \mathcal{L}(\mathcal{H})$ such that

$$
A B=I+K_{1}, \quad B A=I+K_{2}
$$

The operator $B$ is also called a regularizer of $A$.
(b) $A$ is Fredholm if and only if the coset $A+\mathcal{K}(\mathcal{H})$ is invertible in the Calkin algebra $\mathcal{L}(\mathcal{H}) / \mathcal{K}(\mathcal{H})$.
(c) The set of all Fredholm operators is open in $\mathcal{L}(\mathcal{H})$.
(d) If $A \in \mathcal{L}(\mathcal{H})$ is Fredholm and $K \in \mathcal{K}(\mathcal{H})$, then $A+K$ is Fredholm and

$$
\operatorname{ind}(A+K)=\operatorname{ind} A
$$

(e) If $A, B \in \mathcal{L}(\mathcal{H})$ are Fredholm operators, then $A B$ is a Fredholm operator and

$$
\operatorname{ind}(A B)=\operatorname{ind} A+\operatorname{ind} B
$$

If $\mathcal{H}$ is a complex Hilbert space and $A \in \mathcal{L}(\mathcal{H})$, then the essential spectrum of $A$ is the set

$$
\text { ess } \operatorname{sp} A:=\{\lambda \in \mathbb{C}: A-\lambda I \quad \text { is not Fredholm }\} .
$$

It will follow from the discussion in Section 1.4 that ess $\operatorname{sp} A$ is a non-empty compact subset of $\mathbb{C}$.

### 1.2 Real Extensions of Complex *-Algebras

In many applications the real $C^{*}$-algebras arising have special structures, so that the algebra and properties of its elements can be studied more effectively. One such construction will be considered here.

Let $\mathcal{R}$ be a real algebra. Assume that this algebra contains a complex $C^{*}-$ algebra $\mathcal{A}$ with identity $e \neq 0$, and an element $m$ that does not belong to $\mathcal{A}$ and satisfies the following assumptions:
$\left(A_{1}\right)$ For each $a \in \mathcal{A}$ the element mam belongs to the $C^{*}$-algebra $\mathcal{A}$ as well.
$\left(A_{2}\right)$ For each $a \in \mathcal{A}$ and for each $\lambda \in \mathbb{C}$ the relation $m(\lambda a)=\bar{\lambda} m a$ holds.
$\left(A_{3}\right) \quad m^{2}=e$ and $m e=m$.
$\left(A_{4}\right) \quad$ The null element 0 of the $C^{*}$-algebra $\mathcal{A}$ is also that of the algebra $\mathcal{R}$.
$\left(A_{5}\right)$ For each $a \in \mathcal{A},(\mathrm{mam})^{*}=m a^{*} m$, where "*" means the given involution on $\mathcal{A}$.

Note that the above product $\bar{\lambda} m a, \lambda \in \mathbb{C}$ is well defined. Indeed, $\bar{\lambda} m a=$ $(\bar{\lambda}(m a m)) m$ and by $\left(A_{1}\right)$ the element $m a m$ belongs to the complex $C^{*}$-algebra $\mathcal{A}$.

Let $\mathcal{A} m$ stand for the set of those elements of $\mathcal{R}$ which have the form am with $a \in \mathcal{A}$. The following lemma is an immediate consequence of the assumptions $\left(A_{1}\right)-\left(A_{4}\right)$ and the fact that $\mathcal{R}$ is an algebra.

Lemma 1.2.1. Let the assumptions $\left(A_{1}\right)-\left(A_{4}\right)$ be satisfied. Then

1. For any $b \in \mathcal{A}$ the element $m b$ belongs to $\mathcal{A} m$.
2. $e m=m$.
3. If $a \in \mathcal{A}$ and $a m=0$, then $a=0$.

Corollary 1.2.2. Under the assumptions of Lemma 1.2 .1 one has:

1. $m e m=e$.
2. For any $a, b \in \mathcal{A}$ the element amb belongs to $\mathcal{A} m$.

The proofs of the above results follow from simple computations.
Lemma 1.2.3. The intersection of the sets $\mathcal{A}$ and $\mathcal{A}$ m consists of the element 0 only.

Proof. Let us suppose that there is an element $b \in \mathcal{R}$ such that $b \in \mathcal{A} \cap \mathcal{A} m$ and $b \neq 0$. Then $b$ has the form $b=c m$, where $c \in \mathcal{A}$. Multiplying the last equality by $i$ on the left side and by $(-i e)$ on the right, we obtain $b=-c m$. Comparing these two expressions for $b$ and using Lemma 1.2.1, we see that $b=0$ and $c=0$.

We consider now the subset $\tilde{\mathcal{A}} \subseteq \mathcal{R}$ which consists of all elements $\tilde{a} \in \mathcal{R}$ having the form

$$
\begin{equation*}
\tilde{a}=b+c m, \quad b, c \in \mathcal{A} . \tag{1.2}
\end{equation*}
$$

Lemma 1.2.3 yields the uniqueness of this representation for the elements from $\tilde{\mathcal{A}}$.
Lemma 1.2.4. If an element $\tilde{a} \in \tilde{\mathcal{A}}$ has two representations $\tilde{a}=b_{1}+c_{1} m$ and $\tilde{a}=b_{2}+c_{2} m$, then $b_{1}=b_{2}$ and $c_{1}=c_{2}$.

Indeed, $b_{1}+c_{1} m=b_{2}+c_{2} m$, then $b_{1}-b_{2}=\left(c_{2}-c_{1}\right) m$, hence $b_{1}=b_{2}$ and $c_{1}=c_{2}$.

It should be noted that the set $\tilde{\mathcal{A}}$ possesses operations of addition and multiplication which are inherited from the algebra $\mathcal{R}$. For instance, if $\tilde{a}_{1}, \tilde{a}_{2} \in \tilde{\mathcal{A}}$, $\tilde{a}_{1}=b_{1}+c_{1} m, \tilde{a}_{2}=b_{2}+c_{2} m$, then we can write

$$
\tilde{a}_{1} \cdot \tilde{a}_{2}=\left[b_{1} b_{2}+c_{1}\left(m c_{2} m\right)\right]+\left[b_{1} c_{2}+c_{1}\left(m b_{2} m\right)\right] m .
$$

Additionally, a scalar multiplication can be introduced in the following way: For each $\tilde{a} \in \tilde{\mathcal{A}}, \tilde{a}=b+c m$ and for each $\lambda \in \mathbb{C}$ we put

$$
\lambda \tilde{a}=\lambda b+\lambda c m .
$$

Due to the assumptions $\left(A_{1}\right)-\left(A_{3}\right)$, the result of each of the above operations is in $\tilde{\mathcal{A}}$ again. Besides, it is easily seen that the set $\tilde{\mathcal{A}}$ with these operations is a linear space, and the multiplication is distributive with respect to addition and also associative. However, $\tilde{\mathcal{A}}$ does not become a complex algebra, because in general

$$
\tilde{a}(\lambda \tilde{b}) \neq \lambda(\tilde{a} \tilde{b}), \quad \tilde{a}, \tilde{b} \in \tilde{\mathcal{A}}, \quad \lambda \in \mathbb{C}
$$

But it does form a real algebra. Moreover this set can be made into a real *-algebra by introducing an involution $\star: \tilde{\mathcal{A}} \rightarrow \tilde{\mathcal{A}}$ by

$$
\begin{equation*}
\tilde{a}^{\star}:=b^{*}+m c^{*} \tag{1.3}
\end{equation*}
$$

where $\tilde{a}=b+c m$. Such definition is correct because the elements of $\tilde{\mathcal{A}}$ have unique representation (1.2). Moreover it is easily seen that the operation '*' possesses most of the basic properties for involutions on complex algebras. For instance:

1. For any $\tilde{a} \in \tilde{\mathcal{A}}$ the element $\tilde{a}^{\star}$ belongs to the algebra $\tilde{\mathcal{A}}$ as well.
2. $\left(\tilde{a}^{\star}\right)^{\star}=\tilde{a}$ for any $\tilde{a} \in \tilde{\mathcal{A}}$.
3. For any $\tilde{a}, \tilde{b} \in \tilde{\mathcal{A}}$ and for any $\alpha, \beta \in \mathbb{R}$,

$$
\begin{aligned}
(\tilde{a}+\tilde{b})^{\star} & =\tilde{a}^{\star}+\tilde{b}^{\star}, \\
(\tilde{a} \cdot \tilde{b})^{\star} & =\tilde{b}^{\star} \cdot \tilde{a}^{\star}, \\
(\alpha \tilde{a}+\beta \tilde{b})^{\star} & =\alpha \tilde{a}^{\star}+\beta \tilde{b}^{\star} .
\end{aligned}
$$

Thus the set $\tilde{\mathcal{A}}$ equipped with the above operations of addition, multiplication, scalar multiplication and the involution ${ }^{\text {'*, }}$ becomes a real *-algebra.

In addition, one can see that $m^{\star}=m$, and $a^{\star}=a^{*}$ for any $a \in \mathcal{A}$, therefore it will cause no confusion if we use the same symbol ${ }^{* *}$, to denote the involution on the set $\tilde{\mathcal{A}}$. We emphasize that the above involution on the set $\tilde{\mathcal{A}}$ depends on the element $m$. In the sequel, we study a number of algebras $\tilde{\mathcal{A}}$ which can be defined by different elements $m$. In these cases a special notation is used to make it clear which involution is meant. Thus the corresponding involution is called $m$-involution and the corresponding extension is denoted by $\tilde{\mathcal{A}}_{m}$. We study the uniqueness of this involution and establish conditions when different elements $m$ define the same involution on the algebra under consideration. Meanwhile let us denote by $\mathcal{M}(\mathcal{A})$ the set of all elements $m$ of $\tilde{\mathcal{A}}$ which satisfy axioms $\left(A_{1}\right)-\left(A_{3}\right)$ and axiom $\left(A_{5}\right)$.

A simple example of a pair $(\mathcal{A}, m)$ which satisfies conditions $\left(A_{1}\right)-\left(A_{5}\right)$ is given below. Let $X=\mathbb{C}$, and let $\mathcal{A}$ be the $C^{*}$-algebra of all continuous linear operators acting in $X$. Evidently, $\mathcal{A}$ consists of the multiplication operators by complex numbers only. We define the element $m$ by

$$
m x=\bar{x}, \quad x \in \mathbb{C}
$$

where the over-bar denotes the operation of complex conjugation. It is easily seen that the pair $(\mathcal{A}, m)$ satisfies conditions $\left(A_{1}\right)-\left(A_{5}\right)$ if the set of all additive continuous operators in $\mathbb{C}$ is taken as the corresponding real algebra $\mathcal{R}$.

### 1.3 Uniqueness of Involution in Real Extensions of Complex *-Algebras

Suppose we have two different elements $m_{1}$ and $m_{2}$ of $\mathcal{R}$ possessing the properties $\left(A_{1}\right)-\left(A_{5}\right)$ and producing just the same algebra $\tilde{\mathcal{A}}$. If $\tilde{a} \in \tilde{\mathcal{A}}$, then it is not known whether the corresponding involutions

$$
\begin{array}{rr}
(\tilde{a})_{m_{1}}^{*} & =\left(b_{1}+c_{1} m_{1}\right)_{m_{1}}^{*}=b_{1}^{*}+m_{1} c_{1}^{*} \\
(\tilde{a})_{m_{2}}^{*}=\left(b_{1}, c_{1} \in \mathcal{A}\right), \\
\left.b_{2}+c_{2} m_{2}\right)_{m_{2}}^{*}=b_{2}^{*}+m_{2} c_{2}^{*} & \left(b_{2}, c_{2} \in \mathcal{A}\right)
\end{array}
$$

for the element $\tilde{a}$ coincide. In this section we give some conditions when the equality $(\tilde{a})_{m_{1}}^{*}=(\tilde{a})_{m_{2}}^{*}$ is fulfilled for each $\tilde{a}$ of $\tilde{\mathcal{A}}$ provided that $\tilde{\mathcal{A}}_{m_{1}}=\tilde{\mathcal{A}}_{m_{2}}(=\tilde{\mathcal{A}})$.

Theorem 1.3.1. If $\mathcal{A}$ is a complex $C^{*}$-algebra, and $m_{1}, m_{2} \in \mathcal{M}(\mathcal{A})$, then the following assertions are equivalent:

1. $\tilde{\mathcal{A}}_{m_{1}}=\tilde{\mathcal{A}}_{m_{2}}(=\tilde{\mathcal{A}})$ and, for each $\tilde{a} \in \tilde{\mathcal{A}}$,

$$
(\tilde{a})_{m_{1}}^{*}=(\tilde{a})_{m_{2}}^{*}
$$

2. The element $m_{1} m_{2}$ belongs to the algebra $\mathcal{A}$ and satisfies the relation

$$
\begin{equation*}
\left(m_{1} m_{2}\right)^{*}=m_{2} m_{1} \tag{1.4}
\end{equation*}
$$

Proof. Necessity. Let the algebra $\tilde{\mathcal{A}}_{m_{1}}$ coincide with $\tilde{\mathcal{A}}_{m_{2}}$, and let them both have just the same involution. Then there exist $f, g \in \mathcal{A}$ such that $m_{1}=f+g m_{2}$. Following the proof of Lemma 1.2 .3 we get $m_{1}=-f+g m_{2}$. Hence, $m_{1}=g m_{2}$, or

$$
\begin{equation*}
m_{1} m_{2}=g \tag{1.5}
\end{equation*}
$$

i.e., $m_{1} m_{2} \in \mathcal{A}$.

To establish relation (1.4), let us compute each of the involutions for the element $m_{1}$. Thus we have

$$
\begin{equation*}
\left(m_{1}\right)_{m_{1}}^{*}=m_{1} \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(m_{1}\right)_{m_{2}}^{*}=\left(g m_{2}\right)_{m_{2}}^{*}=m_{2} g^{*} . \tag{1.7}
\end{equation*}
$$

Comparing (1.6) with (1.7) we obtain $m_{1}=m_{2} g^{*}$. Multiplying this equality by $m_{2}$ from the left and recalling (1.5) completes the proof.

Sufficiency. Assume that $m_{1} m_{2}$ is an element from the algebra $\tilde{\mathcal{A}}$ and equality (1.4) is satisfied. Let us show that algebras $\tilde{\mathcal{A}}_{m_{1}}$ and $\tilde{\mathcal{A}}_{m_{2}}$ coincide. If $\tilde{a} \in \tilde{\mathcal{A}}_{m_{1}}$, then there are elements $b$ and $c$ in the algebra $\mathcal{A}$ such that $\tilde{a}=b+c m_{1}$. Hence

$$
\tilde{a}=b+c m_{1}=b+c m_{1} \cdot m_{2}^{2}=b+c \cdot\left(m_{1} m_{2}\right) m_{2}=b+c_{1} m_{2},
$$

i.e., $\tilde{a} \in \tilde{\mathcal{A}}_{m_{2}}$ because $b, c_{1} \in \mathcal{A}$. The inclusion $\tilde{\mathcal{A}}_{m_{2}} \subset \tilde{\mathcal{A}}_{m_{1}}$ is proved analogously. Now we take an element $\tilde{a}$ of $\tilde{\mathcal{A}}$ and find its involutions generated by each of the elements $m_{1}$ and $m_{2}$. We have

$$
(\tilde{a})_{m_{1}}^{*}=\left(b+c m_{1}\right)_{m_{1}}^{*}=b^{*}+m_{1} c^{*}
$$

and

$$
\begin{aligned}
(\tilde{a})_{m_{2}}^{*} & =\left(b+c m_{1}\right)_{m_{2}}^{*}=\left(b+c\left(m_{1} m_{2}\right) m_{2}\right)_{m_{2}}^{*}=b^{*}+m_{2}\left(c\left(m_{1} m_{2}\right)\right)^{*} \\
& =b^{*}+m_{2}\left(m_{1} m_{2}\right)^{*} c^{*}=b^{*}+m_{2}\left(m_{2} m_{1}\right) c^{*}=b^{*}+m_{1} c^{*},
\end{aligned}
$$

i.e., $(\tilde{a})_{m_{1}}^{*}=(\tilde{a})_{m_{2}}^{*}$.

Corollary 1.3.2. Let $m_{1}, m_{2} \in \mathcal{M}(\mathcal{A})$. If there is a unitary element $a \in \mathcal{A}$ such that $m_{2}=m_{1} a$, then $m_{1}$ and $m_{2}$ define the same algebra $\tilde{\mathcal{A}}$, and for each $\tilde{a} \in \tilde{\mathcal{A}}$ one has $(\tilde{a})_{m_{1}}^{*}=(\tilde{a})_{m_{2}}^{*}$.

Indeed, since $m_{1} m_{2}=a \in \mathcal{A}$ we only need to check whether the element $m_{1} m_{2}$ satisfies (1.4). This follows, because

$$
\left(m_{1} m_{2}\right)^{*}=\left(m_{1} m_{1} a\right)^{*}=a^{*}=a^{-1}=m_{2} m_{1} .
$$

The following two assertions give us some methods to construct new elements of $\mathcal{R}$ which belong to the set $\mathcal{M}(\mathcal{A})$ and produce algebras $\tilde{\mathcal{A}}$ with just the same involution.

Corollary 1.3.3. Let $m \in \mathcal{M}(\mathcal{A})$, and let $q$ be a unitary element of $\mathcal{A}$ such that

$$
\begin{equation*}
q^{*}=m q m . \tag{1.8}
\end{equation*}
$$

Then:

1. The element $m_{q}:=m q$ belongs to the set $\mathcal{M}(\mathcal{A})$.
2. $\tilde{\mathcal{A}}_{m}=\tilde{\mathcal{A}}_{m_{q}}(=\tilde{\mathcal{A}})$.
3. For each $\tilde{a} \in \tilde{\mathcal{A}},(\tilde{a})_{m}^{*}=(\tilde{a})_{m_{q}}^{*}$.

Proof. Let us show that $m_{q} \in \mathcal{M}(\mathcal{A})$. Note that $m_{q}$ obviously satisfies axioms $\left(A_{1}\right),\left(A_{3}\right),\left(A_{4}\right)$, and $\left(A_{2}\right)$ is an immediate consequence of (1.8). Moreover, for any element $b \in \mathcal{A}$ we have

$$
\begin{aligned}
\left(m_{q} b m_{q}\right)^{*} & =(m q b m q)^{*}=q^{*}(m q b m)^{*}=q^{*}\left(m b^{*} q^{*} m\right) \\
& =m\left(m q^{*} m\right) b^{*} m\left(m q^{*} m\right)=m q \cdot b^{*} \cdot m q=m_{q} b^{*} m_{q}
\end{aligned}
$$

Thus $m_{q} \in \mathcal{M}(\mathcal{A})$ and reference to Corollary 1.3.2 completes the proof.
Corollary 1.3.4. Let $m \in \mathcal{M}(\mathcal{A})$, and let $q \in \mathcal{A}$ be a self-adjoint element such that $q^{2}=e$. Then for the element $m_{q}=q m q$ all the assertions of Corollary 1.3.3 are true.

Proof. The validity of the relations $\left(A_{1}\right)-\left(A_{3}\right)$ and $\left(A_{5}\right)$ follows by straightforward computation. Let us check the axiom $\left(A_{5}\right)$. For each $b \in \mathcal{A}$ we have

$$
\left(m_{q} b m_{q}\right)^{*}=(q m q b q m q)^{*}=q^{*} m(q b q)^{*} m q^{*}=q m q b^{*} q m q=m_{q} b^{*} m_{q} .
$$

It remains to prove the second assertion of Theorem 1.3.1. Indeed, the element $m m_{q}=(m q m) q$ evidently belongs to the algebra $\mathcal{A}$, and

$$
\left(m m_{q}\right)^{*}=((m q m) q)^{*}=q^{*} m q^{*} m=q m q m=m_{q} m .
$$

This finishes the proof
Let us give examples of complex $C^{*}$-algebras and their extensions generated by different elements satisfying axioms $\left(A_{1}\right)-\left(A_{3}\right),\left(A_{5}\right)$.
Example 1.3.5. Let $\Gamma_{0}$ be the unit circle in the complex plane $\mathbb{C}$, i.e., $\Gamma_{0}=\{t \in \mathbb{C}$ : $|t|=1\}$. By $L_{2}=L_{2}\left(\Gamma_{0}\right)$ we denote the set of all complex-valued Lebesguemeasurable functions $\varphi$ on $\Gamma_{0}$ such that $\int_{\Gamma_{0}}|\varphi(t)|^{2}|d t|<\infty$. Under the scalar product

$$
(\varphi, \psi)=\frac{1}{2 \pi} \int_{\Gamma_{0}} \varphi(t) \overline{\psi(t)}|d t|, \quad \varphi, \psi \in L_{2}\left(\Gamma_{0}\right)
$$

this set actually becomes a Hilbert space. By $M$ we denote the complex conjugation operator, i.e.,

$$
(M \varphi)(t)=\overline{\varphi(t)} \quad \text { for all } \quad \varphi \in L_{2}\left(\Gamma_{0}\right) .
$$

Note that this operator satisfies the axioms $\left(A_{1}\right)-\left(A_{3}\right)$ and $\left(A_{5}\right)$. The above extension $\tilde{\mathcal{A}}$ of the $C^{*}$-algebra $\mathcal{A}=\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$ by the operator $M$ is the algebra of additive continuous operators $\mathcal{L}_{\text {add }}\left(L_{2}\left(\Gamma_{0}\right)\right)$. Indeed, any additive operator $A \in$ $\mathcal{L}_{a d d}\left(L_{2}\left(\Gamma_{0}\right)\right)$ can be represented in the form

$$
\begin{equation*}
A=A_{l}+A_{a}=A_{l}+\left(A_{a} M\right) M \tag{1.9}
\end{equation*}
$$

where $A_{l}=(A-i A i) / 2$ is a linear operator and $A_{a}=(A+i A i) / 2$ is an antilinear operator, i.e., such that

$$
A_{a}(\lambda \varphi)=\bar{\lambda} A_{a} \varphi
$$

for any $\lambda \in \mathcal{C}$ and for any $\varphi \in L_{2}\left(\Gamma_{0}\right)$. Since $A_{a} M \in \mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$ and $M \in$ $\mathcal{M}\left(\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)\right)$, the representation (1.9) implies the inclusion $\mathcal{L}_{\text {add }}\left(L_{2}\left(\Gamma_{0}\right)\right) \subset$ $\tilde{\mathcal{L}}_{M}\left(L_{2}\left(\Gamma_{0}\right)\right)$. On the other hand, the operator $M$ is additive. Therefore, $\tilde{\mathcal{L}}_{M}\left(L_{2}\left(\Gamma_{0}\right)\right) \subset \mathcal{L}_{a d d}\left(L_{2}\left(\Gamma_{0}\right)\right)$.

Of course, $M$ is not the only operator that can be used to introduce an involution on $\mathcal{L}_{\text {add }}\left(L_{2}\left(\Gamma_{0}\right)\right)$. Thus, by Corollary 1.3.4, exactly the same involution on $\mathcal{L}_{a d d}\left(L_{2}\left(\Gamma_{0}\right)\right)$ can be obtained by using the operator $M_{1}=S M S$, where $S$ is the Cauchy singular integral operator

$$
(S \varphi)(t)=\frac{1}{\pi i} \int_{\Gamma_{0}} \varphi(\tau) \frac{d \tau}{\tau-t}, \quad \varphi \in L_{2}\left(\Gamma_{0}\right)
$$

because $S^{*}=S$ and $S^{2}=S$ (cf. [91, Chapter 1]).

Example 1.3.6. Consider the Hilbert space $L_{2}\left(\Gamma_{0}\right)$ again, and take a continuously differentiable function $\alpha=\alpha(t), t \in \Gamma_{0}$ such that

$$
\begin{equation*}
\alpha^{2}(t)=\alpha(\alpha(t))=t \quad \text { for all } \quad t \in \Gamma_{0} . \tag{1.10}
\end{equation*}
$$

Suppose that

$$
\begin{equation*}
\left|\alpha^{\prime}(t)\right|=1 \quad \text { for all } \quad t \in \Gamma_{0} \tag{1.11}
\end{equation*}
$$

An example of the function which satisfies equations (1.10), (1.11) is $\alpha(t)=$ $1 / t, t \in \Gamma_{0}$. By $W_{\alpha}$ we denote the operator of the Carleman shift

$$
\left(W_{\alpha} \varphi\right)(t)=\varphi(\alpha(t)), \quad \varphi \in L_{2}\left(\Gamma_{0}\right), \quad t \in \Gamma_{0}
$$

and by $B_{a}$ the operator of multiplication by a continuous function $a$, i.e.,

$$
\left(B_{a} \varphi\right)(t)=a(t) \varphi(t), \quad \varphi \in L_{2}\left(\Gamma_{0}\right), \quad t \in \Gamma_{0}
$$

Let $\mathcal{A}$ be the smallest closed $C^{*}$-subalgebra of the $C^{*}$-algebra $\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$ containing the operator $W_{\alpha}$ and all operators $B_{a}$ with $a \in \mathbf{C}\left(\Gamma_{0}\right)$. We consider the extensions of this algebra by the elements $M$ and $M_{1}=M W_{\alpha}$.

It is easily seen that $M \in \mathcal{M}\left(\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)\right)$. Therefore, we only have to check the conditions of Corollary 1.3.3 for the operator $W_{\alpha}$. Indeed, it follows from (1.10) and (1.11) that $W_{\alpha}^{2}=I$ and $W_{\alpha}^{*}=B_{|\alpha|} W_{\alpha}=W_{\alpha}$. In addition, a straightforward computation gives

$$
M W_{\alpha} M=W_{\alpha}=W_{\alpha}^{*}
$$

i.e., all conditions of Corollary 1.3.3 are satisfied. Thus the elements $M$ and $M_{1}$ define the same algebra $\tilde{\mathcal{A}}$ and the same involution on this algebra.

Let $\mathcal{H}$ be a complex Hilbert space and let $\mathcal{L}_{a d d}(\mathcal{H})$ be the set of all additive continuous operators acting in $\mathcal{H}$. By $\mathfrak{M}(\mathcal{H})$ we denote the set of continuous additive operators $M$ which act on the space $\mathcal{H}$ and satisfy the conditions:

1. $M^{2}=I$, where $I$ is the identical operator of $\mathcal{L}(\mathcal{H})$.
2. $(M \varphi, \psi)=\overline{(\varphi, M \psi)}$ for all $\varphi, \psi \in \mathcal{H}$.

Lemma 1.3.7. Let $M \in \mathfrak{M}(\mathcal{H})$. Then:

1. $M$ is an antilinear operator, i.e.,

$$
\begin{equation*}
M(\lambda \varphi)=\bar{\lambda} M \varphi \tag{1.12}
\end{equation*}
$$

for all $\lambda \in \mathbb{C}$ and for all $\varphi \in \mathcal{H}$.
2. For each $A \in \mathcal{L}(\mathcal{H})$, the operator $M A M$ belongs to $\mathcal{L}(\mathcal{H})$ again and

$$
(M A M)^{*}=M A^{*} M
$$

3. For each $A \in \mathcal{L}(\mathcal{H})$,

$$
\|M A M\|=\|A\|
$$

Proof. First we show that each operator $M$ satisfying the above conditions is antilinear. Indeed, for any $\varphi, \psi \in \mathcal{H}$ one has

$$
(M(\lambda \varphi), \psi)=\bar{\lambda} \overline{(\varphi, M \psi)}=\bar{\lambda}(M \varphi, \psi)=(\bar{\lambda} M \varphi, \psi)
$$

which implies (1.12). The second assertion can be verified analogously. For the third, one assumes that $A \in \mathcal{L}(\mathcal{H})$ and $\varphi$ is an element of $\mathcal{H}$. Then

$$
\begin{aligned}
\|M A M \varphi\|^{2} & =(M A M \varphi, M A M \varphi)=\overline{\left(A M \varphi, M^{2} A M \varphi\right)} \\
& =(A M \varphi, A M \varphi)=\|A M \varphi\|^{2} \leq\|A\|^{2}\|M \varphi\|^{2} \\
& =\|A\|^{2}(M \varphi, M \varphi)=\|A\|^{2} \overline{\left(\varphi, M^{2} \varphi\right)}=\|A\|^{2}\|\varphi\|^{2}
\end{aligned}
$$

i.e.,

$$
\|M A M\| \leq\|A\| \quad \text { for all } \quad A \in \mathcal{L}(\mathcal{H})
$$

Conversely, set $B=M A M$. Then

$$
\|A\|=\|M B M\| \leq\|B\|
$$

and the proof is complete.
Lemma 1.3 .7 shows that every operator $M \in \mathfrak{M}(\mathcal{H})$ necessarily belongs to $\mathcal{M}(\mathcal{L}(\mathcal{H}))$. Given such an element $M$, one can construct the real extension $\tilde{\mathcal{L}}(\mathcal{H})$ of the algebra of linear continuous operators $\mathcal{L}(\mathcal{H})$. Thus it is important to know whether for a given Hilbert space $\mathcal{H}$, the set $\mathfrak{M}(\mathcal{H})$ contains at least one element.
Theorem 1.3.8. For any Hilbert space $\mathcal{H}$, the set $\mathfrak{M}(\mathcal{H})$ is not empty.
Proof. Let $\Phi$ be an orthonormal basis for $\mathcal{H}$. Then any element $h \in \mathcal{H}$ can be represented in the form [77, pp. 252-253]

$$
\begin{equation*}
h=\sum_{\phi \in \Phi}(h, \phi) \phi, \tag{1.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\|h\|^{2}=\sum_{\phi \in \Phi}|(h, \phi)|^{2} \tag{1.14}
\end{equation*}
$$

Let us now define an operator $M_{\Phi}$ by

$$
\begin{equation*}
M_{\Phi} h:=\sum_{\phi \in \Phi} \overline{(h, \phi)} \phi, \quad h \in \mathcal{H} . \tag{1.15}
\end{equation*}
$$

It is easily seen that $M_{\Phi}$ is an additive operator and

$$
M_{\Phi}^{2}=I
$$

Moreover, using (1.14) one obtains

$$
\left\|M_{\Phi} h\right\|=\|h\|, \quad h \in \mathcal{H}
$$

hence $M \in \mathcal{L}_{a d d}(\mathcal{H})$. It remains to show the validity of the equation

$$
\left(M_{\Phi} h, g\right)=\overline{\left(h, M_{\Phi} g\right)}, \quad h, g \in \mathcal{H} .
$$

Let $h, g \in \mathcal{H}$, the element $h$ have representation (1.13), and let

$$
\begin{equation*}
g=\sum_{\phi \in \Phi}(g, \phi) \phi \tag{1.16}
\end{equation*}
$$

Note that there are at most a countable number of non-zero scalar products $(h, \phi),(g, \phi)$ in the series (1.13), (1.16). Then

$$
\begin{aligned}
\left(M_{\Phi} h, g\right) & =\left(\sum_{\phi \in \Phi} \overline{(h, \phi)} \phi, \sum_{\phi \in \Phi}(g, \phi) \phi\right) \\
& =\sum_{\phi \in \Phi} \overline{(h, \phi)} \overline{(g, \phi)}=\overline{\left(h, M_{\Phi} g\right)}
\end{aligned}
$$

Thus $M_{\Phi} \in \mathfrak{M}(\mathcal{H})$ and the proof is complete.
Example 1.3.9. Consider the Hilbert space $L_{2}\left(\Gamma_{0}\right)$ again. The system $\Phi:=$ $\left\{t^{k}, k \in \mathbb{Z}\right\}$ is an orthonormal basis for $L_{2}\left(\Gamma_{0}\right)$. Then the operator $M_{\Phi}$ defined by (1.15) admits the representation

$$
\left(M_{\Phi} h\right)(t)=\overline{h(1 / t)}
$$

On the other hand, choosing in $L_{2}\left(\Gamma_{0}\right)$ an orthonormal basis $\Psi$ that consists of only real-valued elements, one obtains the operator of complex conjugation

$$
\left(M_{\Psi} h\right)(t)=\overline{h(t)}
$$

Analogously to (1.9), each additive operator $\tilde{A} \in \mathcal{L}_{a d d}(\mathcal{H})$ can be represented in the form

$$
\begin{equation*}
\tilde{A}=A_{1}+A_{2} M \tag{1.17}
\end{equation*}
$$

where $A_{1}$ and $A_{2}=A_{a} M$ are linear continuous operators on the space $\mathcal{H}$. Hence any operator $M \in \mathfrak{M}(\mathcal{H})$ produces an extension of $\mathcal{L}(\mathcal{H})$ by $M$ that coincides with $\mathcal{L}_{\text {add }}(\mathcal{H})$, and furthermore an involution, viz., for each operator $\tilde{A} \in \mathcal{L}_{a d d}(\mathcal{H})$ one can define $\tilde{A}^{*}$ by

$$
\tilde{A}^{*}=A_{1}^{*}+M A_{2}^{*}
$$

Therefore the real algebra $\mathcal{L}_{\text {add }}(\mathcal{H})$ can be considered as an extension of the complex $C^{*}$-algebra $\mathcal{L}(\mathcal{H})$ by any operator $M \in \mathfrak{M}(\mathcal{H})$.

Now we are in a position to show that all such operators produce the same involution on $\mathcal{L}_{\text {add }}(\mathcal{H})$. Indeed, by (1.12) the operator $M_{1} M_{2}$ belongs to $\mathcal{L}(\mathcal{H})$ for any $M_{1}, M_{2} \in \mathfrak{M}(\mathcal{H})$. Moreover, for any $\varphi, \psi \in \mathcal{H}$ one has

$$
\left(M_{1} M_{2} \varphi, \psi\right)=\overline{\left(M_{2} \varphi, M_{1} \psi\right)}=\left(\varphi, M_{2} M_{1} \psi\right)
$$

Thus $\left(M_{1} M_{2}\right)^{*}=M_{2} M_{1}$, and Theorem 1.3.1 finishes the proof.
We see that a wide class of antilinear operators produces just the same involution on $\mathcal{L}_{\text {add }}(\mathcal{H})$ (in the sense of definition (1.3)). Moreover, it turns out that in the case $\mathcal{L}_{\text {add }}(\mathcal{H})$ all possible involutions (1.3) coincide! The proof of this result is given below.

Let $\mathcal{H}_{\mathbb{R}}$ be the same Hilbert space $\mathcal{H}$ considered as a real space. As a scalar product on $\mathcal{H}_{\mathbb{R}}$ we will use the form

$$
\begin{equation*}
\langle\varphi, \psi\rangle=\langle\varphi, \psi\rangle_{\mathcal{H}_{\mathbb{R}}}=\operatorname{Re}(\varphi, \psi), \quad \varphi, \psi \in \mathcal{H}_{\mathbb{R}} \tag{1.18}
\end{equation*}
$$

Note that some features of this real space $\mathcal{H}_{\mathbb{R}}$ will be discussed in Section 1.6.
For each $A \in \mathcal{L}_{a d d}(\mathcal{H})$, let $A_{\mathbb{R}}^{*}$ refer to an operator $B \in \mathcal{L}_{\text {add }}(\mathcal{H})$ which satisfies the relation

$$
\langle A \varphi, \psi\rangle=\langle\varphi, B \psi\rangle \quad \text { for all } \quad \varphi, \psi \in \mathcal{H} .
$$

Let us list elementary properties of these operators:

1. For each $A \in \mathcal{L}_{\text {add }}(\mathcal{H})$, the operator $A_{\mathbb{R}}^{*}$ exists and is uniquely determined;
2. For any $A, B \in \mathcal{L}_{\text {add }}(\mathcal{H}),(A+B)_{\mathbb{R}}^{*}=A_{\mathbb{R}}^{*}+B_{\mathbb{R}}^{*}$ and $(A B)_{\mathbb{R}}^{*}=B_{\mathbb{R}}^{*} A_{\mathbb{R}}^{*}$;
3. For each $A \in \mathcal{L}_{\text {add }}(\mathcal{H}),\left(A_{\mathbb{R}}^{*}\right)_{\mathbb{R}}^{*}=A$;
4. For each $A \in \mathcal{L}(\mathcal{H})$, $A_{\mathbb{R}}^{*}=A^{*}$;
5. For each $M \in \mathcal{M}(\mathcal{L}(\mathcal{H}))$, the operator $M M_{\mathbb{R}}^{*}$ belongs to $\mathcal{L}(\mathcal{H})$.

Theorem 1.3.10. Let $\mathcal{H}$ be a complex Hilbert space. Then any two operators $M_{1}$ and $M_{2}$ from the set $\mathcal{M}(\mathcal{L}(\mathcal{H}))$ produce just the same involution on $\mathcal{L}_{\text {add }}(\mathcal{H})$.

Proof. First of all, we suppose that $\operatorname{dim} \mathcal{H}>1$ and consider an arbitrary operator $M \in \mathcal{M}(\mathcal{L}(\mathcal{H}))$. Let $A \in \mathcal{L}(\mathcal{H})$. On account of properties 1) - 4) one can write

$$
\left(M A^{*} M\right)_{\mathbb{R}}^{*}=M_{\mathbb{R}}^{*} A M_{\mathbb{R}}^{*}
$$

On the other hand,

$$
\left(M A^{*} M\right)_{\mathbb{R}}^{*}=\left(M A^{*} M\right)^{*}=M A M
$$

Therefore, according to condition $\left(A_{3}\right)$ we get

$$
\left(M M_{\mathbb{R}}^{*}\right) A=A\left(M M_{\mathbb{R}}^{*}\right) \quad \text { for all } A \in \mathcal{L}(\mathcal{H})
$$

Since $\operatorname{dim} \mathcal{H}>1$ the algebra $\mathcal{L}(\mathcal{H})$ is irreducible, and $M M_{\mathbb{R}}^{*} \in \mathcal{L}(\mathcal{H})$ is an operator of multiplication by a scalar [66], i.e.,

$$
\begin{equation*}
M M_{\mathbb{R}}^{*}=\lambda I \tag{1.19}
\end{equation*}
$$

for a $\lambda \in \mathbb{C}$. However, the operator $M M_{\mathbb{R}}^{*}$ is self-adjoint. This implies $\lambda \in \mathbb{R}$, and applying axiom $\left(A_{3}\right)$ once again we obtain $M_{\mathbb{R}}^{*} M=\lambda I$, so multiplying the last expression by (1.19) one gets $\lambda^{2}=1$ or $\lambda= \pm 1$. Thus, there may exist only two situations, $M_{\mathbb{R}}^{*}=M$ or $M_{\mathbb{R}}^{*}=-M$.

Let us now show that the second case is impossible. Indeed, if we suppose that $M_{\mathbb{R}}^{*}=-M$, then $I+M M_{\mathbb{R}}^{*}=0$. Therefore for any $\varphi \in \mathcal{H}$ we have

$$
\begin{aligned}
\|\varphi\|^{2} & \leq(\varphi, \varphi)+\left(M_{\mathbb{R}}^{*} \varphi, M_{\mathbb{R}}^{*} \varphi\right) \\
& =\langle\varphi, \varphi\rangle+\left\langle M M_{\mathbb{R}}^{*} \varphi, \varphi\right\rangle \\
& =\left\langle\left(I+M M_{\mathbb{R}}^{*}\right) \varphi, \varphi\right\rangle \\
& \leq\left\|\left(I+M M_{\mathbb{R}}^{*}\right) \varphi\right\|\|\varphi\|
\end{aligned}
$$

using the Cauchy-Schwarz inequality, whence

$$
\|\varphi\| \leq\left\|\left(I+M M_{\mathbb{R}}^{*}\right) \varphi\right\|=0 \quad \text { for all } \quad \varphi \in \mathcal{H}
$$

which is not possible. Hence, for each $M \in \mathcal{M}(\mathcal{L}(\mathcal{H}))$ we obtain $M_{\mathbb{R}}^{*}=M$.
It remains to use the necessary and sufficient condition (1.4). Thus for any $M_{1}, M_{2} \in \mathcal{M}(\mathcal{L}(\mathcal{H}))$ we can write

$$
\left(M_{1} M_{2}\right)^{*}=\left(M_{1} M_{2}\right)_{\mathbb{R}}^{*}=\left(M_{2}\right)_{\mathbb{R}}^{*}\left(M_{1}\right)_{\mathbb{R}}^{*}=M_{2} M_{1} .
$$

Hence if $\operatorname{dim} \mathcal{H}>1$, all the operators of $\mathcal{M}(\mathcal{L}(\mathcal{H}))$ produce just the same involution on $\mathcal{L}_{\text {add }}(\mathcal{H})$. Let us now consider the situation $\operatorname{dim} \mathcal{H}=1$. In this case the algebra $\mathcal{L}(\mathcal{H})$ consists of the operators of multiplication by complex scalars only, and it is a simple matter to check that

$$
\mathcal{M}(\mathcal{L}(\mathcal{H}))=\left\{e^{i \varphi} M: \varphi \in[0,2 \pi)\right\}
$$

where $M$ is the operator of complex conjugation. However, all such elements produce the same involution on $\mathcal{L}_{\text {add }}(\mathcal{H})$.

Remark 1.3.11. Theorem 1.3 .10 can be generalized on further real $C^{*}$-algebras $\tilde{\mathcal{A}}$. Axioms 1) -5) show what assumptions have to be made to guarantee the uniqueness of involution in such algebras.

All the previous considerations have dealt with cases where different elements of $\mathcal{M}(\mathcal{A})$ produced just the same algebra $\tilde{\mathcal{A}}$. However, there are examples where different elements $m_{1}$ and $m_{2}$ generate different real algebras $\tilde{\mathcal{A}}_{m_{1}}$ and $\tilde{\mathcal{A}}_{m_{1}}$.

Example 1.3.12. Assume that a continuous function $\alpha$ satisfies relation (1.10), and let $B_{a}, W_{\alpha}, M$ and $M_{1}$ be the operators considered in Example 1.3.6. By $\mathcal{A}$ we now denote the smallest closed $C^{*}$-subalgebra of $\mathcal{L}\left(L_{2}(\Gamma)\right)$ containing all operators $B_{a}$, with function $a$ being in $\mathbf{C}(\Gamma)$. It is easily seen that

$$
M_{1} B_{a} M_{1}=B_{\overline{a \circ \alpha}} \quad \text { and } \quad\left(M_{1} B_{a} M_{1}\right)^{*}=B_{a \circ \alpha}=M_{1} B_{a}^{*} M_{1}
$$

therefore the element $M_{1}$ generates a real algebra $\tilde{\mathcal{A}}_{M_{1}}$. However, this real extension $\tilde{\mathcal{A}}_{M_{1}}$ of the complex $C^{*}$-algebra $\mathcal{A}$ does not coincide with the extension $\tilde{\mathcal{A}}_{M}$.

### 1.4 Real and Complex Spectrum. Inverse Closedness

Let $\mathcal{A}$ be a unital complex $C^{*}$-algebra, and let $b \in \mathcal{A}$.
Definition 1.4.1. The spectrum of $b$ in $\mathcal{A}$, denoted by $\operatorname{sp}_{\mathcal{A}} b$, is the set of all complex numbers $\lambda$ such that the element $b-\lambda e$ is not invertible in $\mathcal{A}$.

Let us recall some known properties of unital complex $C^{*}$-algebras. If $\mathcal{A}$ is a unital complex $C^{*}$-algebra and $b \in \mathcal{A}$, then
(a) The spectrum $\mathrm{sp}_{\mathcal{A}} b$ is a non-empty compact subset of $\mathbb{C}$.
(b) If $r(b)$ denotes the spectral radius of $b \in \mathcal{A}$, i.e.,

$$
r(b):=\max _{\lambda \in \operatorname{sp}_{\mathcal{A}} b}|\lambda|,
$$

then

$$
r(b)=\inf _{n \in \mathbb{N}}\left\|b^{n}\right\|^{1 / n}=\lim _{n \rightarrow \infty}\left\|b^{n}\right\|^{1 / n}
$$

Moreover, if the element $b$ is self-adjoint or normal, then

$$
r(b)=\|b\| .
$$

(c) If $\mathcal{D} \subset \mathcal{A}$ is a $C^{*}$-subalgebra containing the unit element of $\mathcal{A}$, then $\mathcal{D}$ is inverse closed in $\mathcal{A}$, that is if $b \in \mathcal{D}$ is invertible in $\mathcal{A}$, then $b$ is also invertible in $\mathcal{D}$.
(d) If $b$ is a self-adjoint element of $\mathcal{A}$, then $\mathrm{sp}_{\mathcal{A}} b \subset \mathbb{R}$.

Assume now that $b$ is an element of a real $C^{*}$-algebra. Then for $\lambda \in \mathbb{C}$ the element $\lambda b$ may not be defined, so in the above definition of the spectrum the set of complex numbers $\mathbb{C}$ has to be replaced by the set of real numbers $\mathbb{R}$. However, as already mentioned, real algebras often possess an operation of multiplication by complex scalars. For such algebras one can distinguish between real and complex spectra. More precisely, we define the real spectrum of an element as follows.

Definition 1.4.2. Let $\mathcal{A}$ be a real $C^{*}$-algebra and let $b \in \mathcal{A}$. The real spectrum of $b$ in $\mathcal{A}$, denoted by $\operatorname{sp}_{\mathcal{A}}^{r} b$, is the set of all numbers $\lambda \in \mathbb{R}$ such that the element $b-\lambda e$ is not invertible in $\mathcal{A}$.

If a real $C^{*}$-algebra $\mathcal{A}$ has an operation of multiplication by complex scalars, we will also consider the complex spectrum of elements in $\mathcal{A}$. It is defined analogously to the real spectrum, but the set of real numbers $\mathbb{R}$ in Definition 1.4.2 is replaced by the set of complex numbers $\mathbb{C}$. For the sake of simplicity, for this spectrum we use the same notation as for a spectrum in complex algebras, viz., $\mathrm{sp}_{\mathcal{A}} b$.

It can happen that the real spectrum of an element from a unital real $C^{*}$ algebra is empty. An obvious example of such a situation is provided by the imaginary unit $i \in \mathbb{C}$ when the set of the complex numbers $\mathbb{C}$ is considered as a real $C^{*}$-algebra.

However, there is a nice substitution for the real spectrum of an element $b$ from real $C^{*}$ - or Banach algebra $\mathcal{A}$, viz., the complexified spectrum $\operatorname{sp}_{\mathcal{A}}^{c} b$ defined by

$$
\operatorname{sp}_{\mathcal{A}}^{c} b:=\left\{\alpha+i \beta: \alpha, \beta \in \mathbb{R} \quad \text { and } \quad(\alpha-b)^{2}+\beta^{2} \quad \text { is not invertible in } \mathcal{A}\right\} .
$$

It is clear that if $\alpha+i \beta \in \operatorname{sp}_{\mathcal{A}}^{c} b$, then $\alpha-i \beta \in \operatorname{sp}_{\mathcal{A}}^{c} b$ as well.
There is another definition of the complexified spectrum as the familiar (complex) spectrum in the complexification of the algebra $\mathcal{A}$. We are not going to discuss this construction but mention that it immediately implies that the complexified spectrum of any element from any real algebra is a non-empty compact subset of $\mathbb{C}$. Moreover, the complexified spectral radius

$$
r_{\mathcal{A}}^{c}(b):=\max _{\lambda \in \operatorname{sp}_{\mathcal{A}} b}|\lambda|
$$

is connected with the norm of the element $b$ by

$$
r_{\mathcal{A}}^{c}(b)=\inf _{n \in \mathbb{N}}\left\|b^{n}\right\|^{1 / n}=\lim _{n \rightarrow \infty}\left\|b^{n}\right\|^{1 / n}
$$

If $b$ is a self-adjoint element in a unital real $C^{*}$-algebra $\mathcal{A}$, then $\operatorname{sp}_{\mathcal{A}}^{c} b \in \mathbb{R}$. This leads to the identity

$$
\mathrm{sp}_{\mathcal{A}}^{c} b=\operatorname{sp}_{\mathcal{A}}^{r} b
$$

so that the spectrum $\mathrm{sp}_{\mathcal{A}}^{r} b$ is not empty. Moreover

$$
r_{\mathcal{A}}^{c}(b)=r_{\mathcal{A}}(b)=\inf _{n \in \mathbb{N}}\left\|b^{n}\right\|^{1 / n}=\lim _{n \rightarrow \infty}\left\|b^{n}\right\|^{1 / n}
$$

Finally, if $\mathcal{A}$ is a unital complex $C^{*}$-algebra and $\mathcal{A}_{\mathbb{R}}$ denotes $\mathcal{A}$ considered as a real algebra, then

$$
\operatorname{sp}_{\mathcal{A}_{\mathbb{R}}}^{c} b=\operatorname{sp}_{\mathcal{A}} b \cup\left\{\bar{\lambda}: \lambda \in \mathrm{sp}_{\mathcal{A}} b\right\}
$$

Note that further information and proofs can be found in [96, 131].
We need some known results concerning real algebras.

Theorem 1.4.3 ([96], Chapter 11 or [135], Appendix 1). Let b be a self-adjoint element of a unital (real or complex) $C^{*}$-algebra $\mathcal{A}$, and let $\mathcal{R}(b)$ be the smallest closed real $C^{*}$-subalgebra containing the elements $b$ and $e$. Then $\mathcal{R}(b)$ is isometrically isomorphic to the algebra $\mathbf{C}\left(\operatorname{sp}_{\mathcal{R}(b)}^{r}\right.$ b) of all continuous real functions on $\operatorname{sp}_{\mathcal{R}(b)}^{r} b$.
Lemma 1.4.4. Let a be a self-adjoint element of the complex $C^{*}$-algebra $\mathcal{U}$. Then

$$
\operatorname{sp}_{\mathcal{R}(a)}^{r} a=\operatorname{sp}_{\mathcal{U}} a\left(=\operatorname{sp}_{\mathcal{U}}^{r} a\right)
$$

where $\mathcal{R}(a)$ is the smallest closed real $C^{*}$-algebra of $\mathcal{U}$ generated by the elements a and $e$.

Proof. Since for each self-adjoint element $a \in \mathcal{U}$,

$$
\operatorname{sp}_{\mathcal{U}} a \subset \mathbb{R}
$$

we only have to prove that each self-adjoint invertible element $a$ of $\mathcal{U}$ is also invertible in $\mathcal{R}(a)$. To do this we use the fact that by Theorem 1.4.3 the algebra $\mathcal{R}(a)$ is isometrically isomorphic to the algebra $\mathbf{C}\left(\operatorname{sp}_{\mathcal{R}(a)}^{r} a\right)$ of all real continuous functions on the spectrum $\operatorname{sp}_{\mathcal{R}(a)}^{r} a$. Let us now suppose that the element $a$ is invertible in $\mathcal{U}$ but not in $\mathcal{R}(a)$. Then the point 0 belongs to the $\operatorname{sp}_{\mathcal{R}(a)}^{r} a$. We define the function $f_{n}$ on $\mathrm{sp}_{\mathcal{R}(a)}^{r} a$ in the following way:

$$
f_{n}(t)=\left\{\begin{aligned}
n, & \text { if } t \in \operatorname{sp}_{\mathcal{R}(a)}^{r} a \cap[-1 / n, 1 / n] \\
1 /|t|, & \text { if } t \in\left(\mathbb{R} \cap \operatorname{sp}_{\mathcal{R}(a)}^{r} a\right) \backslash[-1 / n, 1 / n]
\end{aligned}\right.
$$

The function $f_{n} \in \mathbf{C}\left(\operatorname{sp}_{\mathcal{R}(a)}^{r} a\right)$ and $\left|t f_{n}(t)\right| \leq 1$ for all $t \in \operatorname{sp}_{\mathcal{R}(a)}^{r} a$. Hence

$$
\left\|a f_{n}(a)\right\| \leq 1
$$

If the element $a$ is invertible in $\mathcal{U}$, then there exists $b \in \mathcal{U}$ such that $b a=e$, so

$$
\left\|f_{n}(a)\right\|=\left\|b a f_{n}(a)\right\| \leq\|b\| .
$$

We have obtained a contradiction, because the norm of $f_{n}(a)$ can be made sufficiently large.

Corollary 1.4.5. Let $\mathcal{B}$ be a real $C^{*}$-subalgebra of the complex $C^{*}$-algebra $\mathcal{A}$. Then $\mathcal{B}$ is inverse closed in the algebra $\mathcal{A}$, i.e., if an element $b \in \mathcal{B}$ is invertible in $\mathcal{A}$, then it is also invertible in $\mathcal{B}$.

Proof. Let the element $b \in \mathcal{B}$ be invertible in $\mathcal{A}$. Then $b^{*}$ is also invertible in $\mathcal{A}$. Since $b^{*} b$ is a self-adjoint element, by the previous lemma the element $\left(b^{*} b\right)^{-1}$ belongs to the algebra $\mathcal{B}$. Hence the element $c=\left(b^{*} b\right)^{-1} b^{*}$ belongs to the real $C^{*}-$ subalgebra $\mathcal{B}$, and a simple computation shows that $c=b_{l}^{-1}$. The right invertibility of $b$ in the subalgebra $\mathcal{B}$ can be proved analogously.

Below we describe relations between the complex spectrum of elements from the real extensions $\tilde{\mathcal{A}}$ of complex algebras $\mathcal{A}$ and the real spectra of auxiliary elements of a complex algebra.

Let $\mathcal{A}^{2 \times 2}$ be the complex $C^{*}$-algebra of all $2 \times 2$ matrices with entries from $\mathcal{A}$. We consider a subset $E_{\tilde{\mathcal{A}}}^{2 \times 2}$ of $\mathcal{A}^{2 \times 2}$, which by definition consists of all matrices $A$ having the form

$$
A=\left(\begin{array}{cc}
b & c  \tag{1.20}\\
m c m & m b m
\end{array}\right), \quad b, c \in \mathcal{A}
$$

where the element $m$ satisfies axioms $\left(A_{1}\right)-\left(A_{5}\right)$ of Section 1.2.
Provided with natural operations of multiplication, addition, involution and with the norm of $\mathcal{A}^{2 \times 2}$, this set becomes a real $C^{*}$-subalgebra of $\mathcal{A}^{2 \times 2}$. Let us now define a mapping $\Psi: \tilde{\mathcal{A}} \rightarrow E_{\tilde{\mathcal{A}}}^{2 \times 2}$ by

$$
\Psi(\tilde{a})=\Psi(b+c m):=\left(\begin{array}{cc}
b & c  \tag{1.21}\\
m c m & m b m
\end{array}\right) .
$$

Lemma 1.4.6. If $\tilde{a}_{1}, \tilde{a}_{2} \in \tilde{\mathcal{A}}$, then

1) $\Psi(\lambda \tilde{a})=\lambda \Psi(\tilde{a})$ for all $\tilde{a} \in \tilde{\mathcal{A}}$ and for all $\lambda \in \mathbb{R}$.
2) $\Psi\left(\tilde{a}_{1}+\tilde{a}_{2}\right)=\Psi\left(\tilde{a}_{1}\right)+\Psi\left(\tilde{a}_{2}\right)$.
3) $\Psi\left(\tilde{a}_{1} \cdot \tilde{a}_{2}\right)=\Psi\left(\tilde{a}_{1}\right) \cdot \Psi\left(\tilde{a}_{2}\right)$.
4) $\Psi\left(\tilde{a}_{1}^{*}\right)=\Psi\left(\tilde{a}_{1}\right)^{*}$.
5) The mapping $\Psi: \tilde{\mathcal{A}} \rightarrow E_{\tilde{\mathcal{A}}}^{2 \times 2}$ is continuously invertible.

Proof. Properties 1) - 4) immediately follow from the definition of the operations of addition, multiplication and involution on $\tilde{\mathcal{A}}$. It is also clear that $\Psi: \tilde{\mathcal{A}} \rightarrow E_{\tilde{\mathcal{A}}}^{2 \times 2}$ is an isomorphism, and it is closed. By the closed graph theorem of Banach, both the operators $\Psi$ and $\Psi^{-1}$ are continuous.

An immediate consequence of Lemma 1.4.6 and Corollary 1.4.5 is the following result.
Corollary 1.4.7. Let $\widetilde{a} \in \tilde{\mathcal{A}}$. The element $\widetilde{a}$ is invertible in $\tilde{\mathcal{A}}$ if and only if the element $\Psi(\tilde{a})$ is invertible in $\mathcal{A}^{2 \times 2}$.
Remark 1.4.8. From Lemma 1.4 .6 the set $\tilde{\mathcal{A}}$ can be provided with the norm

$$
\begin{equation*}
\|\tilde{a}\|_{\tilde{\mathcal{A}}}:=\|\Psi(\tilde{a})\|_{\mathcal{A}^{2 \times 2}} \tag{1.22}
\end{equation*}
$$

so $\tilde{\mathcal{A}}$ becomes a real $C^{*}$-algebra. Moreover, Lemma 1.4.6 and inclusion $\Psi\left(e+\tilde{a} \tilde{a}^{*}\right) \in$ $\mathcal{A}^{2 \times 2}$ show that the element $e+\tilde{a} \tilde{a}^{*}$ is invertible for any $\tilde{a} \in \tilde{\mathcal{A}}$, since $\mathcal{A}^{2 \times 2}$ is a complex $C^{*}$-algebra. Hence the mapping $\Psi: \tilde{\mathcal{A}} \rightarrow E_{\tilde{\mathcal{A}}}^{2 \times 2}$ is a real $C^{*}$-algebra isomorphism. Thus the norm (1.22) is the most natural norm for $\tilde{\mathcal{A}}$, although in some cases it is more convenient to use an equivalent norm

$$
\|\tilde{a}\|:=\|b\|_{\mathcal{A}}+\|c\|_{\mathcal{A}}
$$

Let $\mathcal{A}$ and $m$ be as before.
Definition 1.4.9. A complex $C^{*}$-subalgebra $\mathcal{C}$ of a real $C^{*}$-algebra $\mathcal{A}$ is called mclosed if

$$
m \mathcal{C} m \subseteq \mathcal{C}
$$

and if the axioms $\left(A_{2}\right)-\left(A_{5}\right)$ with respect to $\mathcal{C}$ and $\mathcal{A}$ are satisfied.
Note that for any $m$-closed $C^{*}$-subalgebra $\mathcal{C}$ one has

$$
m \mathcal{C} m=\mathcal{C}
$$

Corollary 1.4.10. If $\mathcal{C}$ is an m-closed $C_{\tilde{\sim}}^{*}$-subalgebra of an m-closed complex ${\underset{\sim}{\mathcal{A}}}^{*}$ algebra $\mathcal{A}$, then the real $C^{*}$-subalgebra $\tilde{\mathcal{C}}$ is inverse closed in the real algebra $\tilde{\mathcal{A}}$.

This follows by combining Corollary 1.4.5 and Lemma 1.4.6.
Corollary 1.4.11. Let $M \in \mathfrak{M}(\mathcal{H})$ and let $\mathcal{A}$ be an $M$-closed $C^{*}$-subalgebra of $\mathcal{L}(\mathcal{H})$. Then $\widetilde{\mathcal{A}}$ is inverse closed in $\mathcal{L}_{\text {add }}(\mathcal{H})$.

Now, we are in position to give a complete description of the complex spectrum for elements from the real algebra $\tilde{\mathcal{A}}$ in terms of real components of the spectra of elements from the complex algebra $\mathcal{A}^{2 \times 2}$.
Theorem 1.4.12. Let $\tilde{a}=b+c m \in \tilde{\mathcal{A}}$. Then

$$
\operatorname{sp}_{\tilde{\mathcal{A}}} \tilde{a}=\bigcup_{\varphi \in[0,2 \pi)}\left\{\operatorname{sp}_{\mathcal{A}^{2 \times 2}}^{+} \Psi\left(\tilde{a}_{\varphi}\right)\right\} e^{i \varphi}
$$

where

$$
\tilde{a}_{\varphi}=e^{-i \varphi} b+e^{i \varphi} c m \quad(\varphi \in[0,2 \pi))
$$

and

$$
\mathrm{sp}_{\mathcal{B}}^{+} b:=\left\{\operatorname{sp}_{\mathcal{B}} b\right\} \cap\left\{\mathbb{R}^{+} \cup 0\right\} .
$$

Proof. For each $\lambda=|\lambda| e^{i \varphi}$ we have

$$
\tilde{a}-\lambda \mathbf{e}=\left(\tilde{a}_{\varphi}-|\lambda| \mathbf{e}\right) e^{i \varphi},
$$

so the element $\tilde{a}-\lambda \mathbf{e}$ is invertible in $\tilde{\mathcal{A}}$ if and only if all elements $\tilde{a}_{\varphi}-|\lambda| \mathbf{e}$ for $\varphi \in[0,2 \pi)$ are. We consider the subset $E_{\tilde{\mathcal{A}}}^{2 \times 2}$ of $\mathcal{A}^{2 \times 2}$ which consists of all matrices of $\mathcal{A}^{2 \times 2}$ having the form (1.20). By Lemma 1.4.6 an element $\tilde{a}$ is invertible in $\tilde{\mathcal{A}}$ if and only if $\Psi(\tilde{a})$ is invertible in $E_{\tilde{\mathcal{A}}}^{2 \times 2}$. Taking into account the relation

$$
\Psi\left(\tilde{a}_{\varphi}-|\lambda| \mathbf{e}\right)=\Psi\left(\tilde{a}_{\varphi}\right)-|\lambda| \mathcal{E}
$$

where

$$
\mathcal{E}=\left(\begin{array}{cc}
\mathbf{e} & 0 \\
0 & \mathbf{e}
\end{array}\right)
$$

we obtain

$$
\operatorname{sp}_{\tilde{\mathcal{A}}} \tilde{a}=\bigcup_{\varphi \in[0,2 \pi)}\left\{\operatorname{sp}_{E_{\tilde{\mathcal{A}}}^{2 \times 2}}^{+} \Psi\left(\tilde{a}_{\varphi}\right)\right\} e^{i \varphi} .
$$

Reference to Corollary 1.4.5 completes the proof.

Corollary 1.4.13. Let $\tilde{a} \in \tilde{\mathcal{A}}$. Then

$$
\operatorname{sp}_{\tilde{\mathcal{A}}}^{r} \tilde{a}=\operatorname{sp}_{\mathcal{A}^{2 \times 2}} \Psi(\tilde{a})
$$

It should be noted that such an equality is not always true for the complex spectrum $\operatorname{sp}_{\tilde{\mathcal{A}}} \tilde{a}$ of $\tilde{a}$. Consider the following example.
Example 1.4.14. Let $\mathcal{H}=\mathbb{C}, \mathcal{A}$ be the algebra of all operators of multiplications by $a \in \mathbb{C}$, with the involution $a^{*}=\bar{a}$, and let $M(x)=\bar{x}$ for all $x \in \mathbb{C}$. Then

$$
\tilde{\mathcal{A}}=\{b+c M: b, c \in \mathcal{A}\} .
$$

We consider a self-adjoint element $\tilde{a}$ of $\tilde{\mathcal{A}}$. It is clear that $\tilde{a}=b+c M$ is selfadjoint if and only if $\bar{b}=b$. If we exploit transformation (1.21) again, the complex spectrum $\operatorname{sp}_{\tilde{\mathcal{A}}} \tilde{a}$ of the element $\tilde{a}$ is the circle of radius $|c|$ with center at the point $b$, i.e., if $c \neq 0$, then the complex spectrum of $\tilde{a}$ contains complex points.

Remark 1.4.15. Let $\mathcal{B}$ be a complex Banach algebra with identity $e \neq 0$ included into a real algebra $\mathcal{R}$. Assume that the last algebra contains an element $m$, which does not belong to $\mathcal{B}$ and which satisfies the following assumptions:
$\left(\widehat{A}_{1}\right)$ For each $a \in \mathcal{B}$ the element mam belongs to the Banach algebra $\mathcal{B}$ as well.
$\left(\widehat{A}_{2}\right)$ For each $a \in \mathcal{B}$ and for each $\lambda \in \mathbb{C}$ the relation $m(\lambda a)=\bar{\lambda} m a$ holds.
$\left(\widehat{A}_{3}\right) m^{2}=e$ and $m e=m$.
$\left(\widehat{A}_{4}\right)$ The null element 0 of the Banach algebra $\mathcal{B}$ is also that of the algebra $\mathcal{R}$.

Let $\mathcal{B} m$ stand for the set of those elements of $\mathcal{R}$ which have the form am with $a \in \mathcal{B}$. Define a real algebra $\widetilde{\mathcal{B}}$ by $\widetilde{\mathcal{B}}:=\mathcal{B}+\mathcal{B} m$, and consider the mapping $\Psi: \widetilde{\mathcal{B}} \mapsto \mathcal{B}^{2 \times 2}$ defined by (1.21).
Lemma 1.4.16. Let $\tilde{a}_{1}, \tilde{a}_{2} \in \tilde{\mathcal{B}}$. Then

1) $\Psi(\lambda \tilde{a})=\lambda \Psi(\tilde{a})$ for all $\tilde{a} \in \tilde{\mathcal{B}}$ and for all $\lambda \in \mathbb{R}$.
2) $\Psi\left(\tilde{a}_{1}+\tilde{a}_{2}\right)=\Psi\left(\tilde{a}_{1}\right)+\Psi\left(\tilde{a}_{2}\right)$.
3) $\Psi\left(\tilde{a}_{1} \cdot \tilde{a}_{2}\right)=\Psi\left(\tilde{a}_{1}\right) \cdot \Psi\left(\tilde{a}_{2}\right)$.
4) The mapping $\Psi: \tilde{\mathcal{B}} \rightarrow E_{\tilde{\mathcal{B}}}^{2 \times 2}$ is continuously invertible.

Note that the last result is useful in situations when one considers operators in Banach spaces.

### 1.5 Moore-Penrose Invertibility in Algebra $\tilde{\mathcal{A}}$

After introducing operations of multiplication and involution on the algebra $\tilde{\mathcal{A}}$ we may also consider the Moore-Penrose invertibility in this algebra.

Definition 1.5.1. An element $\tilde{a} \in \tilde{\mathcal{A}}$ is said to be $m$-Moore-Penrose invertible in the algebra $\tilde{\mathcal{A}}$ if there exists an element $\tilde{b} \in \tilde{\mathcal{A}}$ such that the relations

$$
\tilde{a} \tilde{b} \tilde{a}=\tilde{a}, \quad \tilde{b} \tilde{a} \tilde{b}=\tilde{b}, \quad(\tilde{a} \tilde{b})_{m}^{*}=\tilde{a} \tilde{b}, \quad(\tilde{b} \tilde{a})_{m}^{*}=\tilde{b} \tilde{a}
$$

hold.
If such an element $\tilde{b}$ exists, then it is called an $m$-Moore-Penrose inverse of $\tilde{a}$ and denoted by $\tilde{a}_{m}^{+}$.

Lemma 1.5.2. Let the elements $m_{1}$ and $m_{2}$ produce just the same algebra $\tilde{\mathcal{A}}$. If $\left(m_{1} m_{2}\right)^{*}=m_{2} m_{1}$, then each element $\tilde{a} \in \tilde{\mathcal{A}}$ is $m_{1}$-Moore-Penrose invertible if and only if it is $m_{2}$-Moore-Penrose invertible and $\tilde{a}_{m_{1}}^{+}=\tilde{a}_{m_{2}}^{+}$. In particular, if $\tilde{a}$ is $m$-Moore-Penrose invertible, then its $m$-Moore-Penrose inverse is unique.

Proof. If $\left(m_{1} m_{2}\right)^{*}=m_{2} m_{1}$, then the $m_{1}$-involution on $\tilde{\mathcal{A}}$ coincides with the $m_{2-}$ involution. It implies the validity of the first assertion of Lemma 1.5.2. The calculation

$$
\begin{aligned}
\tilde{a}_{m_{1}}^{+} & =\tilde{a}_{m_{1}}^{+} \tilde{a} \tilde{a}_{m_{1}}^{+}=\tilde{a}_{m_{1}}^{+}\left(\tilde{a} \tilde{a}_{m_{1}}^{+}\right)_{m_{1}}^{*}=\tilde{a}_{m_{1}}^{+}\left(\tilde{a}_{m_{1}}^{+}\right)_{m_{1}}^{*} \tilde{a}_{m_{2}}^{*} \\
& =\tilde{a}_{m_{1}}^{+}\left(\tilde{a}_{m_{1}}^{+}\right)_{m_{1}}^{*} \tilde{a}_{m_{2}}^{*}\left(\tilde{a}_{m_{2}}^{+}\right)_{m_{2}}^{*} \tilde{a}_{m_{2}}^{*}=\tilde{a}_{m_{1}}^{+}\left(\left(\tilde{a}_{m_{1}}^{+}\right)_{m_{1}}^{*} \tilde{a}_{m_{1}}^{*}\right)\left(\tilde{a}_{m_{2}}^{+}\right)_{m_{2}}^{*} \tilde{a}_{m_{2}}^{*} \\
& =\tilde{a}_{m_{1}}^{+} \tilde{a} \tilde{a}_{m_{1}}^{+}\left(\tilde{a} \tilde{a}_{m_{2}}^{+}\right)_{m_{2}}^{*}=\tilde{a}_{m_{1}}^{+} \tilde{a} \tilde{a}_{m_{2}}^{+}=\left(\tilde{a}_{m_{1}}^{+} \tilde{a}\right)_{m_{1}}^{*} \tilde{a}_{m_{2}}^{+}=\tilde{a}_{m_{1}}^{*}\left(\tilde{a}_{m_{1}}^{+}\right)_{m_{1}}^{*} \tilde{a}_{m_{2}}^{+} \\
& \left.=\tilde{a}_{m_{2}}^{*}\left(\tilde{a}_{m_{2}}^{+}\right)_{m_{2}}^{*} \tilde{a}_{m_{2}}^{*}\left(\tilde{a}_{m_{1}}^{+}\right)_{m_{1}}^{*} \tilde{a}_{m_{2}}^{+}=\left(\tilde{a}_{m_{2}}^{+} \tilde{a}\right)_{m_{2}}^{*}\left(\tilde{a}_{m_{1}}^{+} \tilde{a}\right)_{m_{1}}^{*} \tilde{a}_{m_{2}}^{+} \tilde{a}\right) \tilde{a}_{m_{2}}^{+}=\tilde{a}_{m_{2}}^{+} \tilde{a}_{2}^{+}=\tilde{x}_{2}^{+} \\
& 0
\end{aligned}
$$

implies the second assertion. Setting $m=m_{1}=m_{2}$ one obtains the uniqueness of the $m$-Moore-Penrose inverse if it exists.

Corollary 1.5.3. Let $\mathcal{H}$ be a complex Hilbert space, and let $M_{1}, M_{2} \in \mathcal{M}(\mathcal{L}(\mathcal{H}))$. Then an operator $A \in \mathcal{L}_{\text {add }}(\mathcal{H})$ is $M_{1}$-Moore-Penrose invertible if and only if it is $M_{2}$-Moore-Penrose invertible and $A_{M_{1}}^{+}=A_{M_{2}}^{+}$.

The proof of this corollary immediately follows from Theorem 1.3.10.
Thus in the case of the real $C^{*}$-algebra $\mathcal{L}_{a d d}(\mathcal{H})$, Moore-Penrose inverses do not depend on the element $M$. However, extensions of arbitrary complex $C^{*}$ algebras may not possess this property. Therefore, in the following we always assume that the element $m$ is fixed or that any element $m$ of $\mathcal{M}(\mathcal{A})$ produces the same involution, so we can write $\tilde{a}^{*}$ and $\tilde{a}^{+}$instead of $\tilde{a}_{m}^{*}$ and of $\tilde{a}_{m}^{+}$, respectively.

Let us recall that the Moore-Penrose invertibility in complex $C^{*}$-algebras can be studied via spectral characteristics of suitably chosen self-adjoint elements [103]. However, as Example 1.4.14 shows, self-adjoint elements in real algebras do not always have the properties that are customary for complex algebras. It means that the respective "complex" results cannot be immediately used to study the Moore-Penrose invertibility in general real algebras with involution. Nevertheless, if we confine our study to the above extensions of complex $C^{*}$-algebras, the results
obtained are quite complete. Thus using the mapping (1.21), one can translate the problem of Moore-Penrose invertibility for $\tilde{\mathcal{A}}$ into a similar problem for a real subalgebra of the complex algebra $\mathcal{A}^{2 \times 2}$.
Proposition 1.5.4. The element $\tilde{a} \in \tilde{\mathcal{A}}$ is Moore-Penrose invertible if and only if the element $\Psi(\tilde{a})$ is Moore-Penrose invertible in $E_{\tilde{\mathcal{A}}}^{2 \times 2}$ and

$$
\begin{align*}
\Psi(\tilde{a})^{+} & =\Psi\left(\tilde{a}^{+}\right),  \tag{1.23}\\
\Psi^{-1}(A)^{+} & =\Psi^{-1}\left(A^{+}\right) . \tag{1.24}
\end{align*}
$$

Relations (1.23), (1.24) show that Moore-Penrose invertibility in $\tilde{\mathcal{A}}$ is equivalent to Moore-Penrose invertibility in $E_{\tilde{\mathcal{A}}}^{2 \times 2}$. However, the latter is a real subalgebra of the complex algebra $\mathcal{A}^{2 \times 2}$ that makes our task simpler.
Proposition 1.5.5. An element $\tilde{a}=b+c m \in \tilde{\mathcal{A}}$ is Moore-Penrose invertible in $\tilde{\mathcal{A}}$ if and only if the element $\hat{A}=\Psi\left(\tilde{a}^{*} \tilde{a}\right)$,

$$
\hat{A}=\left(\begin{array}{ll}
b^{*} b+m c^{*} c m & b^{*} c+m c^{*} b m \\
c^{*} b+m b^{*} c m & c^{*} c+m b^{*} b m
\end{array}\right)
$$

is invertible in the real algebra $E_{\tilde{\mathcal{A}}}^{2 \times 2}$ or if 0 is an isolated point of the real spectrum of $\hat{A}$ in $E_{\tilde{\mathcal{A}}}^{2 \times 2}$.
Proof. Necessity. Suppose that the element $\tilde{a}$ is Moore-Penrose invertible in $\tilde{\mathcal{A}}$, and let $\tilde{a}^{+}$be the Moore-Penrose inverse for $\tilde{a}$. By $B$ we denote the element $\Psi\left(\tilde{a}^{+}\right)$. Evidently, $B$ belongs to $E_{\tilde{\mathcal{A}}}^{2 \times 2}$, so for all real $\lambda$ such that $0<|\lambda|<\left\|B B^{*}\right\|^{-1}$, the element $\mathcal{E}-\lambda B B^{*}$ is invertible in $E_{\tilde{\mathcal{A}}}^{2 \times 2}$. Since $\lambda$ is a real number, the element

$$
\begin{equation*}
\left(\mathcal{E}-\lambda B B^{*}\right)^{-1} B B^{*}-\frac{1}{\lambda}\left(\mathcal{E}-B B^{*}\right) \tag{1.25}
\end{equation*}
$$

also belongs to $E_{\mathcal{A}}^{2 \times 2}$. However, as noted in [193], the element (1.25) is the inverse for $\hat{A}-\lambda \mathcal{E}$, i.e., $\hat{A}$ is invertible or 0 is an isolated point of the spectrum of the element $\hat{A}$ in $E_{\hat{\mathcal{A}}}^{2 \times 2}$. (Note that $\mathcal{E}$ denotes the identity element of $\mathcal{A}^{2 \times 2}$.)

Sufficiency. If $\hat{A}$ is invertible in $E_{\tilde{\mathcal{A}}}^{2 \times 2}$, then $B=(\hat{A})^{-1} A^{*}$ belongs to $E_{\tilde{\mathcal{A}}}^{2 \times 2}$ and is the Moore-Penrose inverse for $\tilde{A}=\Psi(\tilde{a})$. Assume that 0 is an isolated point of $\operatorname{sp}_{E_{\mathcal{A}}^{2 \times 2}} \hat{A}$ and consider the real $C^{*}$-algebra $\mathcal{R}(\hat{A})$ generated by the selfadjoint element $\hat{A}$ and by the unit $\mathcal{E}$. It is clear that $\mathcal{R}(\hat{A}) \subseteq E_{\hat{\mathcal{A}}}^{2 \times 2}$ and from Theorem 1.4.3 the algebra $\mathcal{R}(\hat{A})$ is isometrically isomorphic to the algebra of all real continuous functions on $\operatorname{sp}_{\mathcal{R}(\hat{A})} \hat{A}$. The rest of the proof runs analogously to [192], Proposition 3.2.
Corollary 1.5.6. The element $\tilde{a} \in \tilde{\mathcal{A}}$ is Moore-Penrose invertible if and only if the element $\Psi\left(\tilde{a}^{*} \tilde{a}\right)$ is invertible in $\mathcal{A}^{2 \times 2}$ or 0 is an isolated point of the spectrum of $\Psi\left(\tilde{a}^{*} \tilde{a}\right)$ in $\mathcal{A}^{2 \times 2}$.

Proof. It is clear that

$$
\operatorname{sp}_{\mathcal{A}^{2 \times 2}} \Psi\left(\tilde{a}^{*} \tilde{a}\right) \subseteq \operatorname{sp}_{E_{\tilde{\mathcal{A}}}^{2 \times 2}} \Psi\left(\tilde{a}^{*} \tilde{a}\right) \subseteq \operatorname{sp}_{\mathcal{R}\left(\Psi\left(\tilde{a}^{*} \tilde{a}\right)\right)} \Psi\left(\tilde{a}^{*} \tilde{a}\right)
$$

Since $\Psi\left(\tilde{a}^{*} \tilde{a}\right)$ is self-adjoint, we have

$$
\begin{equation*}
\operatorname{sp}_{\mathcal{A}^{2 \times 2}} \Psi\left(\tilde{a}^{*} \tilde{a}\right)=\operatorname{sp}_{\mathcal{R}\left(\Psi\left(\tilde{a}^{*} \tilde{a}\right)\right)} \Psi\left(\tilde{a}^{*} \tilde{a}\right) \tag{1.26}
\end{equation*}
$$

from Lemma 1.4.4, and Proposition 1.5.5 completes the proof.
An important property of complex $C^{*}$-subalgebras of complex $C^{*}$-algebras is that they are inverse closed with respect to the Moore-Penrose invertibility. In the case of real extensions, we have to impose an additional condition on the corresponding $C^{*}$-subalgebra. More precisely, the following corollary is true.

Corollary 1.5.7. Let $\mathcal{C}$ be an $m$-closed $C^{*}$-algebra with identity of a $C^{*}$-algebra $\mathcal{A}$. Then $\tilde{\mathcal{C}}$ is inverse closed with respect to Moore-Penrose invertibility, i.e., if an element $\tilde{a} \in \tilde{\mathcal{C}}$ has a Moore-Penrose inverse in $\tilde{\mathcal{A}}$, then this one also belongs to $\tilde{\mathcal{C}}$.

Corollary 1.5.8. Let $\mathcal{U}$ be a complex $C^{*}$-algebra of a $C^{*}$-algebra $\mathcal{A}$, which contains a real $C^{*}$-algebra $\mathcal{B}_{\mathbb{R}}$. The element $b \in \mathcal{B}_{\mathbb{R}}$ is Moore-Penrose invertible in $\mathcal{B}_{\mathbb{R}}$ if and only if it is Moore-Penrose invertible in $\mathcal{U}$.

The proof of these two results follows from relation (1.26).
As usual, an element $\tilde{p} \in \tilde{\mathcal{A}}$ is said to be a projection if $\tilde{p}^{2}=\tilde{p}$ and $\tilde{p}^{*}=\tilde{p}$. The following results as well as their proofs literally repeat the corresponding formulations for complex $C^{*}$-algebras. It should be noted that in order to prove the uniqueness of the below arising projection $\tilde{p}$ we have to use the connection between the algebras $\tilde{\mathcal{A}}$ and $E_{\tilde{\mathcal{A}}}^{2 \times 2}$.

Proposition 1.5.9. Let $\tilde{\mathcal{A}}$ be the real extension of a unital complex $C^{*}$-algebra $\mathcal{A}$ by an element $m$. If $\tilde{a} \in \tilde{\mathcal{A}}$, then the following assertions are equivalent:

1) $\tilde{a}$ is Moore-Penrose invertible.
2) $\tilde{a}^{*} \tilde{a}$ is invertible or 0 is an isolated point of the real spectrum of $\tilde{a}^{*} \tilde{a}$.
3) There exists a projection $\tilde{p}$ in $\mathcal{R}_{\tilde{\mathcal{A}}}\left(\tilde{a}^{*} \tilde{a}\right)$ such that $\tilde{a}^{*} \tilde{a} \tilde{p}=0$ and $\tilde{a}^{*} \tilde{a}+\tilde{p}$ is invertible.
4) There exists a projection $\tilde{q}$ in $\tilde{\mathcal{A}}$ such that $\tilde{a} \tilde{q}=0$ and $\tilde{a}^{*} \tilde{a}+\tilde{q}$ is invertible.

If one of these conditions is satisfied, then $\tilde{q}$ is uniquely determined and $\tilde{a}^{+}=$ $\left(\tilde{a}^{*} \tilde{a}+\tilde{q}\right)^{-1} \tilde{a}^{*}$.

In connection with Proposition 1.5.9, let us list some elementary properties of projection elements in the algebra $\tilde{\mathcal{A}}$.
Proposition 1.5.10. Let $f, g \in \mathcal{A}$. The element $\tilde{p}=f+g m \in \tilde{\mathcal{A}}$ is a projection if and only if the elements $f$ and $g$ satisfy the following four relations:
i) $f^{*}=f$;
ii) $g^{*}=m g m$;
iii) $f=f^{2}+f g^{*}$;
iv) $(f-g) g^{*}=0$.

For the proof, one can exploit the transformation (1.21).
Proposition 1.5.10 allows one to obtain the following description of projection elements in the algebra $\tilde{\mathcal{A}}$.

Corollary 1.5.11. Let $\tilde{p}=f+g m$ be a projection in $\tilde{\mathcal{A}}$. Then one and only one of the following assertions holds:
a) The element $g$ is not invertible from the left side.
b) $\tilde{p}=\frac{1}{2}(e+e m)$, where $e$ is the identity element in $\mathcal{A}$.

Proof. If the element $g$ is invertible from the left, then relation $i v$ ) implies $f=g$. Using the equality $g=g^{*}$, one obtains $g=e / 2$.

### 1.6 Operator Sequences: Stability

Let $X, Y$ be real or complex Banach spaces, and let $\left(P_{n}^{X}\right),\left(P_{n}^{Y}\right)$ be sequences of projection operators such that these sequences and the sequences $\left(\left(P_{n}^{X}\right)^{*}\right),\left(\left(P_{n}^{Y}\right)^{*}\right)$ converge strongly to the identity operators in the corresponding Banach spaces.

Consider the operator equation

$$
\begin{equation*}
A x=y, \quad x \in X, \quad y \in Y, \quad A \in \mathcal{L}(X, Y) \tag{1.27}
\end{equation*}
$$

To solve equation (1.27) approximately, let us construct the sequence of equations

$$
\begin{equation*}
A_{n} P_{n}^{X} x_{n}=P_{n}^{Y} y, \quad x_{n} \in \operatorname{im} P_{n}^{X}, n=1,2, \ldots, \tag{1.28}
\end{equation*}
$$

where $A_{n}$ is a linear and bounded operator defined on the space im $P_{n}^{X}$ and taking its values in im $P_{n}^{Y}$. We say that the approximation method (1.28) applies to the operator $A$ and write $A \in \Pi\left\{A_{n}, P_{n}^{Y}\right\}$ if there is an $n_{0} \in \mathbb{N}$ such that for all $n \geq n_{0}$ equations (1.28) are solvable and for any right-hand side $y \in Y$, solutions of (1.28) converge to the solution of equation (1.27).

Let us assume that the operators $A_{n}$ are connected with $A$ in the following sense:

The sequences $\left(A_{n} P_{n}^{X}\right),\left(A_{n}^{*}\left(P_{n}^{Y}\right)^{*}\right)$ converge strongly to $A$ and $A^{*}$, respectively.

Note that for the strong limit of a sequence $\left(A_{n}\right)$ we usually use the notation $s-\lim A_{n}$.

Assume that the operator $A$ is invertible, the operators $A_{n}$ are invertible for all $n \geq n_{0}$ and the inverses $A_{n}^{-1}, n \geq n_{0}$ are uniformly bounded. Then the sequence $\left(A_{n}^{-1} P_{n}^{Y}\right)_{n \geq n_{0}}$ converges strongly to $A^{-1}$. Indeed, for any $y \in Y$ we have

$$
\left\|A^{-1} y-A_{n}^{-1} P_{n}^{Y} y\right\| \leq\left\|A_{n}^{-1} P_{n}^{Y}\right\|\left\|A_{n} P_{n}^{X} A^{-1} y-P_{n}^{Y} y\right\|
$$

so the claim follows from the boundedness of the sequence $\left(\left\|A_{n}^{-1} P_{n}^{Y}\right\|\right)_{n \geq n_{0}}$. Thus the (unique) solution of equation (1.27) can be approximated as close as desired by the elements $A_{n}^{-1} P_{n}^{Y} y$. Moreover, it is not hard to estimate the speed of the convergence, viz., if $A x=y$ and $A_{n} x_{n}=P_{n}^{Y} y$, then for any $n \geq n_{0}$ one has

$$
\begin{align*}
\left\|x-x_{n}\right\| & \leq \inf _{v \in \operatorname{im} P_{n}^{X}}\left(\|x-v\|+\left\|v-x_{n}\right\|\right) \\
& \leq \inf _{v \in \operatorname{im} P_{n}^{X}}\left(\|x-v\|+\left\|A_{n}^{-1} P_{n}^{Y}\right\|\left\|A_{n} v-P_{n}^{Y} y\right\|\right) \\
& \leq \inf _{v \in \operatorname{im} P_{n}^{X}}\left(\|x-v\|+\left\|A_{n}^{-1} P_{n}^{Y}\right\|\left(\left\|A_{n} v-A x\right\|+\left\|y-P_{n}^{Y} y\right\|\right)\right) . \tag{1.29}
\end{align*}
$$

In particular, for the projection operators $A_{n}=P_{n}^{Y} A P_{n}^{X}$, inequality (1.29) leads to the estimate

$$
\left\|x-x_{n}\right\| \leq \inf _{v \in \operatorname{im} P_{n}^{X}}\left(\|x-v\|+\left\|A_{n}^{-1} P_{n}^{Y}\right\|\left\|P_{n}^{Y} A\right\|\|x-v\|\right)
$$

that is

$$
\begin{equation*}
\left\|x-x_{n}\right\| \leq C \inf _{v \in \operatorname{im} P_{n}^{X}}\|x-v\|, \tag{1.30}
\end{equation*}
$$

so the sequence $x_{n}=A_{n}^{-1} P_{n}^{Y} y$ converges quasi-optimally to the solution $x=$ $A^{-1} y$.

The previous considerations show that the uniform boundedness of the sequence $\left(A_{n}^{-1}\right)$ plays a very important role in the study of approximation methods. This motivates us to introduce the following characteristic of approximating sequences.
Definition 1.6.1. A sequence $\left(A_{n}\right), A_{n}: \operatorname{im} P_{n}^{X} \mapsto \operatorname{im} P_{n}^{Y}$ of linear and bounded operators is called stable if for $n$ large enough (say for $n \geq n_{0}$ ) the operators $A_{n}$ are continuously invertible and

$$
\sup _{n \geq n_{0}}\left\|A_{n}^{-1}\right\|<\infty
$$

Remark 1.6.2. If $\left(A_{n}\right)$ is stable, then

$$
\begin{equation*}
\left\|A_{n} P_{n}^{X} x\right\| \geq C\left\|P_{n}^{X} x\right\| \tag{1.31}
\end{equation*}
$$

for $n$ large enough, where the constant $C>0$ does not depend on $n$ and $x$. If $A_{n} P_{n}^{X}$ converges strongly to $A$, then (1.31) implies the inequality

$$
\|A x\| \geq C\|x\|
$$

that is $\operatorname{ker} A=\{0\}$ and $\operatorname{im} A$ is closed. If $A_{n}^{*}\left(P_{n}^{Y}\right)^{*}$ also tends strongly to $A^{*}$, then the same argumentation shows that $\operatorname{ker} A^{*}=\{0\}$ and $\operatorname{im} A^{*}$ is closed. Hence $A$ is necessarily invertible.

Let $\mathbf{Z}$ be any unbounded subset of the set of non-negative integers. By $S=S\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right), \mathcal{P}^{X}:=\left(P_{n}^{X}\right), \mathcal{P}^{Y}:=\left(P_{n}^{Y}\right)$ we denote the collection of all sequences $\left(A_{n}\right)_{n \in \mathbf{Z}}$ of linear bounded operators $A_{n}: \operatorname{im} P_{n}^{X} \mapsto \operatorname{im} P_{n}^{Y}$ such that $\sup _{n}\left\|A_{n} P_{n}\right\|<\infty$; on defining $\left(A_{n}\right)+\left(B_{n}\right):=\left(A_{n}+B_{n}\right), \lambda\left(A_{n}\right):=\left(\lambda A_{n}\right)$ and the norm

$$
\left\|\left(A_{n}\right)\right\|_{\mathcal{S}}=\sup \left\|A_{n} P_{n}^{X}\right\|
$$

the set $\mathcal{S}$ becomes a (real or complex) Banach space. Further, let $\mathcal{S}_{C} \subset \mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right)$ be the closed subspace of $S$ consisting of all sequences $\left(A_{n}\right)$ such that $\left(A_{n} P_{n}^{X}\right)$ and $\left(A_{n}^{*}\left(P_{n}^{Y}\right)^{*}\right)$ possess strong limits in $\mathcal{L}(X, Y)$ and $\mathcal{L}\left(Y^{*}, X^{*}\right)$, respectively. The Banach spaces $\mathcal{S}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right), \mathcal{S}_{C}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right), \mathcal{S}\left(\mathcal{P}^{X}\right):=\mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{X}\right), \mathcal{S}_{C}\left(\mathcal{P}^{X}\right)$ and $\mathcal{S}\left(\mathcal{P}^{Y}\right), \mathcal{S}_{C}\left(\mathcal{P}^{Y}\right)$ are defined analogously. Note that for elements $\left(A_{n}\right) \in$ $\mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right),\left(B_{n}\right) \in \mathcal{S}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right)$ the products $\left(B_{n}\right)\left(A_{n}\right):=\left(A_{n} B_{n}\right) \in \mathcal{S}\left(\mathcal{P}^{X}\right)$ and $\left(A_{n}\right)\left(B_{n}\right):=\left(A_{n} B_{n}\right) \in \mathcal{S}\left(\mathcal{P}^{Y}\right)$ are well defined and

$$
\begin{aligned}
& \left\|\left(A_{n}\right)\left(B_{n}\right)\right\| \leq\left\|\left(A_{n}\right)\right\|\left\|\left(B_{n}\right)\right\|, \\
& \left\|\left(B_{n}\right)\left(A_{n}\right)\right\| \leq\left\|\left(B_{n}\right)\right\|\left\|\left(A_{n}\right)\right\| .
\end{aligned}
$$

Let us also note that $\mathcal{S}\left(\mathcal{P}^{X}\right)$ and $\mathcal{S}\left(\mathcal{P}^{Y}\right)$ actually form Banach algebras with the unit elements $\left(P_{n}^{X}\right)$ and $\left(P_{n}^{Y}\right)$, respectively. Clearly, everything that was said concerning the spaces $\mathcal{S}$ remains true for the spaces $\mathcal{S}_{C}$.

Let $\mathcal{G} \subset \mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right)$ be the collection of all sequences $\left(A_{n}\right)$ such that the norms $\left\|A_{n} P_{n}^{X}\right\|$ tend to 0 as $n$ tends to $\infty$. For the remaining spaces $\mathcal{S}\left(\mathcal{P}^{X}\right), \mathcal{S}\left(\mathcal{P}^{Y}\right), \mathcal{S}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right)$ the set $\mathcal{G}$ is defined analogously. Moreover, the symbol $\mathcal{G}$ is again used for every set $\mathcal{G}\left(\mathcal{P}^{X}\right), \mathcal{G}\left(\mathcal{P}^{Y}\right)$, and $\mathcal{G}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right)$. Note that $\mathcal{G}$ is a closed subspace in each space $\mathcal{S}$ and $\mathcal{S}_{C}$.

For cosets $\left(A_{n}\right)+\mathcal{G}$ and $\left(B_{n}\right)+\mathcal{G}$ that respectively belong to the quotient spaces $\mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right) / \mathcal{G}$ and $\mathcal{S}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right) / \mathcal{G}$, their products are defined by

$$
\begin{aligned}
& \left(\left(A_{n}\right)+\mathcal{G}\right)\left(\left(B_{n}\right)+\mathcal{G}\right):=\left(A_{n}\right)\left(B_{n}\right)+\mathcal{G} \in \mathcal{S}\left(\mathcal{P}^{Y}\right) / \mathcal{G}, \\
& \left(\left(B_{n}\right)+\mathcal{G}\right)\left(\left(A_{n}\right)+\mathcal{G}\right):=\left(B_{n}\right)\left(A_{n}\right)+\mathcal{G} \in \mathcal{S}\left(\mathcal{P}^{X}\right) / \mathcal{G} .
\end{aligned}
$$

It is easily seen that these products are correctly defined, and the related sets $\mathcal{G}$ form closed two-sided ideals in Banach algebras $\mathcal{S}\left(\mathcal{P}^{X}\right)$ and $\mathcal{S}\left(\mathcal{P}^{Y}\right)$. Of course, the spaces $\mathcal{S}$ can again be replaced by the spaces $\mathcal{S}_{C}$, so all the previous statements hold. According to the language used in operator theory, an element $\left(A_{n}\right) \in \mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right)$ is called invertible, if there is an element $\left(B_{n}\right) \in \mathcal{S}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right)$ such that $\left(B_{n}\right)\left(A_{n}\right)=\mathcal{P}^{X}$ and $\left(A_{n}\right)\left(B_{n}\right)=\mathcal{P}^{Y}$. By $\mathbf{G} \mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right)$ we denote the set of all invertible elements from $\mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right)$. Similar definitions and notations are used for the spaces $\mathcal{S}_{C}$, as well as for the associated quotient spaces $\mathcal{S} / \mathcal{G}$ and $\mathcal{S}_{C} / \mathcal{G}$.

Let $\pi$ and $\pi_{C}$ denote the canonical homomorphisms $\pi: \mathcal{S} \mapsto \mathcal{S} / \mathcal{G}$ and $\pi_{C}$ : $\mathcal{S}_{C} \mapsto \mathcal{S}_{C} / \mathcal{G}$, respectively.

Proposition 1.6.3. Suppose $P_{n}^{X} \rightarrow I, P_{n}^{Y} \rightarrow I,\left(P_{n}^{X}\right)^{*} \rightarrow I$ and $\left(P_{n}^{Y}\right)^{*} \rightarrow I$ strongly as $n \rightarrow \infty$, the sequence $\left(A_{n}\right)$ belongs to $\mathcal{S}_{C}$, and let $A$ denote the strong limit of $\left(A_{n}\right)$. Then the following statements are equivalent:
(a) The sequence $\left(A_{n}\right)$ is stable.
(b) $A$ is continuously invertible and $\pi_{C}\left(A_{n}\right) \in \mathbf{G}\left(\mathcal{S}_{C} / \mathcal{G}\right)$.
(c) $A$ is continuously invertible and $\pi\left(A_{n}\right) \in \mathbf{G}(\mathcal{S} / \mathcal{G})$.

Proof. (a) $\Rightarrow$ (b): This was proved earlier.
(b) $\Rightarrow$ (c): Obvious.
(c) $\Rightarrow$ (a): Let for instance $\mathcal{S}=\mathcal{S}\left(\mathcal{P}^{X}, \mathcal{P}^{Y}\right)$. Suppose there is a sequence $\left(B_{n}\right) \in \mathcal{S}\left(\mathcal{P}^{Y}, \mathcal{P}^{X}\right)$ such that

$$
B_{n} A_{n}=P_{n}^{X}+C_{n}, \quad A_{n} B_{n}=P_{n}^{Y}+D_{n}
$$

where $\left(C_{n}\right) \in \mathcal{G}\left(\mathcal{P}^{X}\right),\left(D_{n}\right) \in \mathcal{G}\left(\mathcal{P}^{Y}\right)$. Then there is an $n_{0}$ such that $\left\|C_{n} P_{n}^{X}\right\|<$ $1 / 2$ and $\left\|D_{n} P_{n}^{Y}\right\|<1 / 2$ for all $n \geq n_{0}$. Thus by the Neumann series theorem, the operators $P_{n}^{X}+C_{n}$ and $P_{n}^{Y}+D_{n}$, regarded as acting on $\operatorname{im} P_{n}^{X}$ and im $P_{n}^{Y}$ respectively, are invertible for $n \geq n_{0}$ and the norms of their inverses are uniformly bounded. This proves the claim.

The importance of this result is that the stability problem for $X=Y$ is indeed an invertibility problem in a Banach algebra, viz. in algebra $\mathcal{S} / \mathcal{G}$ or in $\mathcal{S}_{C} / \mathcal{G}$, hence all results on invertibility in Banach algebras can now be used to study the stability of approximation sequences. If $X=Y$ but $\mathcal{P}^{X} \neq \mathcal{P}^{Y}$, or if $X \neq Y$, the set $\mathcal{S}$ does not necessarily form an algebra. Nevertheless, some kind of algebraization is still possible. Thus, the concept of para-algebra introduced in [184], gives us all tools to handle this situation.

From now on and to the end of this section, we assume that $X=Y$ and $\mathcal{P}^{X}=\mathcal{P}^{Y}$. We write $P_{n}$ for $P_{n}^{X}$ and $\mathcal{P}$ for $\mathcal{P}^{X}$.

Proposition 1.6.4. Let $\mathcal{K}(X)$ denote the ideal of all compact operators in $\mathcal{L}(X)$. Then the collection of sequences

$$
\mathcal{J}_{1}:=\left\{\left(A_{n}\right) \in \mathcal{S}_{C}: A_{n}=P_{n} T P_{n}+C_{n}, \quad T \in \mathcal{K}(X) \quad \text { and } \quad\left(C_{n}\right) \in \mathcal{G}\right\}
$$

forms a closed two-sided ideal in $\mathcal{S}_{C}$. Moreover, the mapping $W: \mathcal{S}_{C} \mapsto \mathcal{L}(X)$, $\left(A_{n}\right) \mapsto s-\lim A_{n} P_{n}$, is a Banach algebra homomorphism and the sequence $\left(A_{n}\right) \in$ $\mathcal{S}_{C}$ is stable if and only if $W\left(A_{n}\right)$ is invertible in $\mathcal{L}(X)$ and the $\operatorname{coset}\left(A_{n}\right)+\mathcal{J}_{1}$ is invertible in $\mathcal{S}_{C} / \mathcal{J}_{1}$.

Proof. The fact that $\mathcal{J}_{1}$ forms an ideal is a consequence of the following well-known result:

If sequences $\left(A_{n}\right)$ and $\left(B_{n}^{*}\right)$ converge strongly to operators $A$ and $B^{*}$, respectively, and if $K$ is a compact operator, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|A_{n} K B_{n}-A K B\right\|=0 \tag{1.32}
\end{equation*}
$$

The closedness of $\mathcal{J}_{1}$ can be shown immediately. Let us consider the invertibility statement. The necessity is obvious. The sufficiency can be proved as follows. Since $\left(A_{n}\right)+\mathcal{J}_{1}$ is invertible in $\mathcal{S}_{C} / \mathcal{J}_{1}$ there is a sequence $\left(B_{n}\right) \in \mathcal{S}_{C}$ such that

$$
\begin{aligned}
& A_{n} B_{n}=P_{n}+P_{n} T_{1} P_{n}+C_{n} \\
& B_{n} A_{n}=P_{n}+P_{n} T_{2} P_{n}+D_{n}
\end{aligned}
$$

where $T_{1}, T_{2} \in \mathcal{K}(X)$ and $\left(C_{n}\right),\left(D_{n}\right) \in \mathcal{G}$. Then

$$
\begin{gathered}
W\left(A_{n} B_{n}\right)=W\left(A_{n}\right) W\left(B_{n}\right)=I+T_{1} \\
W\left(B_{n} A_{n}\right)=W\left(B_{n}\right) W\left(A_{n}\right)=I+T_{2} .
\end{gathered}
$$

Therefore $W\left(A_{n}\right)$, and also $W\left(B_{n}\right)$, are Fredholm operators. The invertibility of $W\left(A_{n}\right)$ allows us to consider the operators

$$
B_{n}^{\prime}:=B_{n}-P_{n} W\left(A_{n}\right)^{-1} T_{1} P_{n},
$$

so

$$
A_{n} B_{n}^{\prime}=P_{n}+C_{n}^{\prime}, \quad\left(C_{n}^{\prime}\right) \in \mathcal{G}
$$

Analogously, there is a sequence $\left(B_{n}^{\prime \prime}\right) \in \mathcal{S}_{C}$ such that

$$
B_{n}^{\prime \prime} A_{n}=P_{n}+C_{n}^{\prime \prime}, \quad\left(C_{n}^{\prime \prime}\right) \in \mathcal{G},
$$

hence $\left(A_{n}\right)+\mathcal{G}$ is invertible in $\mathcal{S}_{C} / \mathcal{G}$ and Proposition 1.6.3 yields the stability of the sequence $\left(A_{n}\right)$.

The idea of this proof also applies in more general situations. Thus if $\mathcal{H}$ is a separable Hilbert space and $\left\{\ldots, e_{-1}, e_{0}, e_{1}, \ldots\right\}$ is a complete orthonormal basis in $\mathcal{H}$, then by $P_{n}$ we denote the orthogonal projection onto $\operatorname{span}\left\{e_{-n}, e_{-n+1}, \ldots, e_{0}, e_{1}, \ldots, e_{n-1}, e_{n}\right\}$. Consider the related algebras $\mathcal{S}$ and $\mathcal{S}_{C}$, which proved to be $C^{*}$-algebras. Let $a=\sum_{k=-n}^{n} a_{k} e_{k}$, where $a_{i} \in \mathbb{R}$ or $a_{i} \in \mathbb{C}$ in dependence on whether $\mathcal{H}$ is a real or complex space. We define the operators $W_{n}: \operatorname{im} P_{n} \mapsto \operatorname{im} P_{n}$ by

$$
W_{n}(a)=a_{-1} e_{-n}+\ldots+a_{-n} e_{-1}+a_{n} e_{0}+a_{n-1} e_{1}+\ldots+a_{0} e_{n}
$$

Then $W_{n}^{2}=P_{n}$, and $W_{n}$ tends weakly to 0 . The last assertion is a consequence of the fact that for any $\varphi \in \mathcal{H}$ the scalar products $\left\langle e_{k}, \varphi\right\rangle \rightarrow 0$ as $k \rightarrow+\infty$ or $k \rightarrow-\infty$.

Introduce now the collection $\mathcal{A}$ of all sequences $\left(A_{n}\right) \subset \mathcal{S}_{C}$, such that in addition to the previous requirements, the sequences $W_{n} A_{n} W_{n} \rightarrow \widetilde{A}:=\widetilde{W}\left(A_{n}\right)$ and
$W_{n} A_{n}^{*} W_{n} \rightarrow \widetilde{A^{*}}$ strongly. The collection $\mathcal{A}$ actually forms a unital $C^{*}$-subalgebra of $\mathcal{S}_{C}$ and the mappings

$$
W: \mathcal{A} \mapsto \mathcal{L}(\mathcal{H}), \quad \widetilde{W}: \mathcal{A} \mapsto \mathcal{L}(\mathcal{H})
$$

are *-homomorphisms. Note that the involution in $\mathcal{A}$ is defined by

$$
\left(A_{n}\right)^{*}:=\left(A_{n}^{*}\right)
$$

In addition to the above-defined ideal $\mathcal{J}_{1}$, there is another ideal $\mathcal{J}_{2}$ inside of the algebra $\mathcal{A}$, viz.,

$$
\mathcal{J}_{2}:=\left\{\left(A_{n}\right) \in \mathcal{A}: A_{n}=W_{n} T W_{n}+C_{n}, \quad T \in \mathcal{K}(\mathcal{H}), \quad\left(C_{n}\right) \in \mathcal{G}\right\} .
$$

To see that $\mathcal{J}_{2}$ is really an ideal in $\mathcal{A}$, one has to use the fact that compact operators transform the weakly convergent sequences into strongly convergent.

Note that such algebras play an important role in the study of approximation methods for different classes of operators. For example, the following proposition holds.

Proposition 1.6.5. Let $\mathcal{J}$ be the smallest closed two-sided ideal containing the ideals $\mathcal{J}_{1}$ and $\mathcal{J}_{2}$. A sequence $\left(A_{n}\right) \in \mathcal{A}$ is stable if and only if the operators $W\left(A_{n}\right)$, $\widetilde{W}\left(A_{n}\right)$, and the $\operatorname{coset}\left(A_{n}\right)+\mathcal{J} \in \mathcal{A} / \mathcal{J}$ are invertible.

The proof of Proposition 1.6.5 runs parallel to the proof of Proposition 1.6.4 and is omitted here.

Let us also consider a modification of this result. This modification will be used in the first two sections of Chapter 2. If $\mathcal{H}$ is a complex Hilbert space and the operators $P_{n}$ and $W_{n}$ are defined as above, then the underlying algebra $\mathcal{A}$ is a complex $C^{*}$-algebra. On the other hand, the space $\mathcal{H}$ can also be viewed as a real Hilbert space. Recall that such a real Hilbert space $\mathcal{H}_{\mathbb{R}}$ is provided with the scalar product $<h_{1}, h_{2}>_{\mathcal{H}_{\mathbb{R}}}:=\operatorname{Re}\left(h_{1}, h_{2}\right)$, cf. (1.18). If $\left\{e_{k}\right\}_{k \in \mathbb{Z}}$ is a complete orthogonal basis in $\mathcal{H}$, then $\left\{e_{k}, i e_{k}\right\}_{k \in \mathbb{Z}}$ forms a complete orthogonal basis in $\mathcal{H}_{\mathbb{R}}$. Indeed, since

$$
\begin{aligned}
\|h\|_{\mathcal{H}}^{2} & =\sum_{k \in \mathbb{Z}}\left|\left(h, e_{k}\right)\right|^{2}=\sum_{k \in \mathbb{Z}}\left(\left(\operatorname{Re}\left(h, e_{k}\right)\right)^{2}+\left(\operatorname{Im}\left(h, e_{k}\right)\right)^{2}\right) \\
& \left.=\sum_{k \in \mathbb{Z}}\left(<h, e_{k}>_{\mathcal{H}_{\mathbb{R}}}\right)^{2}+\left(<h, i e_{k}>_{\mathcal{H}_{\mathbb{R}}}\right)^{2}\right)=\|h\|_{\mathcal{H}_{\mathbb{R}}}^{2},
\end{aligned}
$$

the completeness of $\mathcal{H}_{\mathbb{R}}$ follows.
On real Hilbert space $\mathcal{H}_{\mathbb{R}}$ we consider modified operators $W_{n}$ and $P_{n}$, viz., if $h \in \mathcal{H}_{\mathbb{R}}$, then $h=\sum_{k \in \mathbb{Z}}\left(a_{k} e_{k}+i b_{k} e_{k}\right)$, so we set

$$
\begin{aligned}
W_{n} h:= & \left(a_{-1} e_{-n}+i b_{-1} e_{-n}\right)+\ldots+\left(a_{-n} e_{-1}+i b_{-n} e_{-1}\right) \\
& +\left(a_{n} e_{0}+i b_{n} e_{0}\right)+\ldots+\left(a_{0} e_{n}+i b_{0} e_{n}\right)
\end{aligned}
$$

and $P_{n}:=\left(W_{n}\right)^{2}$. It is clear that $\left(P_{n}\right)^{2}=P_{n}$, and $P_{n}, n \in \mathbb{N}$ are orthogonal projections such that on the space $\mathcal{H}_{\mathbb{R}}$ the sequence $\left(P_{n}\right)$ strongly converges to the identity operator. Moreover, the sequence $\left(W_{n}\right)$ weakly converges to zero. Notice that, as mappings, the operators $P_{n}, W_{n}$ in $\mathcal{H}_{\mathbb{R}}$ coincide with the operators $P_{n}, W_{n}$ in $\mathcal{H}$. Of course, Proposition 1.6.5 remains valid in this situation. Consider now the bounded and linear operator $M: \mathcal{H}_{\mathbb{R}} \mapsto \mathcal{H}_{\mathbb{R}}$ which is defined on the basis elements $e_{k}, i e_{k}$ by

$$
M\left(e_{k}\right)=e_{-k}, \quad M\left(i e_{k}\right):=-i e_{-k}, \quad k \in \mathbb{Z}
$$

Now let $\mathcal{A}_{\mathbb{R}}$ be the algebra associated with the operators $P_{n}, W_{n}, n \in \mathbb{N}$ considered on the real Hilbert space $\mathcal{H}_{\mathbb{R}}$. It is easily seen that the previously defined algebra $\mathcal{A}$ is a complex $C^{*}$-subalgebra of the real algebra $\mathcal{A}_{\mathbb{R}}$. Let us further notice that $M P_{n}=P_{n} M$ for all $n \in \mathbb{N}$ and that the sequence $\left(W_{n} M W_{n}\right)$ strongly converges to the operator $\widehat{M}=M \mathcal{U}$, where $\mathcal{U}$ is the unitary operator defined on the Hilbert space $\mathcal{H}$ by

$$
\mathcal{U} e_{k}:=e_{k+1}, \quad k \in \mathbb{Z}
$$

Because of the relation $\left(W_{n} M W_{n}\right)^{*}=W_{n} M W_{n}$, the sequence of the adjoint operators $\left(\left(W_{n} M W_{n}\right)^{*}\right)$ strongly converges to the same operator $\widehat{M}$. This also leads to the equality $\mathcal{U} M=M \mathcal{U}(=\widehat{M})$. The sequence $\left(P_{n} M P_{n}\right)$ does not belong to the $C^{*}$-algebra $\mathcal{A}$, however $\left(P_{n} M P_{n}\right) \in \mathcal{A}_{\mathbb{R}}$. In addition, the element $m:=\left(P_{n} M P_{n}\right)$ satisfies the axioms $\left(A_{1}\right)-\left(A_{5}\right)$ from Section 1.2 with respect to the algebras $\mathcal{A}$ and $\mathcal{A}_{\mathbb{R}}$. Let $\tilde{\mathcal{A}}$ denote the extension of the algebra $\mathcal{A}$ by the element $m$. Using ideas from Section 1.3.5 it is not difficult to prove that $\tilde{\mathcal{A}}=\mathcal{A}_{\mathbb{R}}$.

Next we consider another generalization of Proposition 1.6.5, which plays an extremely important role in applications considered below. Let $\mathcal{H}$ be an infinitedimensional Hilbert space, and let $\mathcal{H}_{n}$ be a sequence of closed subspaces such that the orthogonal projections $P_{n}$ from $\mathcal{H}$ onto $\mathcal{H}_{n}$ converge strongly to the identity operator $I$ on $\mathcal{H}$. Further, let $T$ be a possibly infinite index set, and suppose that for every $t \in T$ we are given an infinite-dimensional Hilbert space $\mathcal{H}^{t}$ with the identity operator $I^{t}$, as well as a sequence $\left(E_{n}^{t}\right)$ of partial isometries $E_{n}^{t}: \mathcal{H}^{t} \mapsto \mathcal{H}$ such that:

- the initial projections $P_{n}^{t}$ of $E_{n}^{t}$ converge strongly to $I^{t}$ as $n \rightarrow \infty$,
- the range projection of $E_{n}^{t}$ is $P_{n}$,
- the separation condition

$$
\left(E_{n}^{s}\right)^{*} E_{n}^{t} \rightarrow 0 \quad \text { weakly as } \quad n \rightarrow \infty
$$

holds for every $s, t \in T$ with $s \neq t$.
Recall that an operator $E: \mathcal{H}^{\prime} \mapsto \mathcal{H}^{\prime \prime}$ is a partial isometry if $E E^{*} E=E$. Then $E^{*} E$ and $E E^{*}$ are orthogonal projections, which are respectively called the initial and range projections. For the sake of brevity, we will write $E_{-n}^{t}$ instead of $\left(E_{n}^{t}\right)^{*}$.

Let $\mathcal{S}^{T}$ stand for the set of all sequences $\left(A_{n}\right) \in \mathcal{S}$ such that for every $t \in T$, the strong limits

$$
s-\lim E_{-n}^{t} A_{n} E_{n}^{t} \quad \text { and } \quad s-\lim \left(E_{-n}^{t} A_{n} E_{n}^{t}\right)^{*}
$$

exist, so one can define the mappings $W^{t}: \mathcal{S}^{T} \mapsto \mathcal{L}\left(\mathcal{H}^{t}\right)$ by

$$
W^{t}\left(A_{n}\right):=s-\lim E_{-n}^{t} A_{n} E_{n}^{t}
$$

It is easy to check that $\mathcal{S}^{T}$ is a $C^{*}$-subalgebra of $\mathcal{S}$ and the mappings $W^{t}$ are *-homomorphisms, i.e., $W^{t}\left(A_{n}\right)^{*}=\left(W^{t}\left(A_{n}\right)\right)^{*}$ for each $\left(A_{n}\right) \in \mathcal{S}^{T}$. Moreover, the separation condition ensures that, for every $t \in T$ and for every compact operator $K^{t} \in \mathcal{K}\left(\mathcal{H}^{t}\right)$, the sequence $\left(E_{n}^{t} K^{t} E_{-n}^{t}\right)$ belongs to the algebra $\mathcal{S}^{T}$, and

$$
W^{s}\left(E_{n}^{t} K^{t} E_{-n}^{t}\right)=\left\{\begin{array}{ccc}
K^{t} & \text { if } & s=t  \tag{1.33}\\
0 & \text { if } & s \neq t
\end{array}\right.
$$

for all $s \in T$. Introduce the smallest closed ideal $\mathcal{J}^{T}$ of $\mathcal{S}^{T}$ which contains all sequences $\left(E_{n}^{t} K^{t} E_{-n}^{t}\right)$ with $t \in T$ and $K^{t} \in \mathcal{K}\left(\mathcal{H}^{t}\right)$, as well as all sequences $\left(C_{n}\right) \in \mathcal{G}$.
Theorem 1.6.6. (a) A sequence $\left(A_{n}\right) \in \mathcal{S}^{T}$ is stable if and only if the operators $W^{t}\left(A_{n}\right)$ are invertible in $\mathcal{L}\left(\mathcal{H}^{t}\right)$ for every $t \in T$ and the coset $\left(A_{n}\right)+\mathcal{J}^{T}$ is invertible in the quotient algebra $\mathcal{S}^{T} / \mathcal{J}^{T}$.
(b) If $\left(A_{n}\right) \in \mathcal{S}^{T}$ is a sequence with invertible coset $\left(A_{n}\right)+\mathcal{J}^{T}$, then all operators $W^{t}\left(A_{n}\right)$ are Fredholm on $\mathcal{H}^{t}$, and among the operators $W^{t}\left(A_{n}\right), t \in T$ there is only a finite number of operators that are non-invertible.

The proof of this result is similar to the proof of Proposition 1.6.4 (cf. also [102]).

Usually, it is not easy to show that for a given operator $A$ the corresponding approximation sequence $\left(A_{n}\right)$ belongs to an algebra of the type $\mathcal{S}^{T}$. However, if it is shown, the above theorem applies and one is concerned with the invertibility of the operators $W^{t}\left(A_{n}\right)$ and with the invertibility of the $\operatorname{coset}\left(A_{n}\right)+\mathcal{J}^{T}$. Note that local principles often prove to be very efficient in studying the invertibility of $\left(A_{n}\right)+\mathcal{J}^{T}$.

### 1.7 Asymptotic and Weak Asymptotic Moore-Penrose Invertibility of Additive Operators

Let $\mathcal{H}$ be a complex Hilbert space, and let $\mathcal{L}_{\tilde{A} d d}(\mathcal{H})$ be the set of all continuous additive operators on $\mathcal{H}$. We suppose that $\tilde{A} \in \mathcal{L}_{\text {add }}(\mathcal{H})$ and unless otherwise stated (until further notice) we assume that the sequence $\left(\tilde{A}_{n}\right), \tilde{A}_{n} \in \mathcal{L}_{\text {add }}(\mathcal{H})$ converges strongly to the operator $\tilde{A}$, i.e.,

$$
\lim _{n \rightarrow \infty} \tilde{A}_{n} x=\tilde{A} x \quad \text { for all } x \in \mathcal{H}
$$

Suppose we are given an involution on $\mathcal{L}_{\text {add }}(\mathcal{H})$. The sequence $\left(\tilde{A}_{n}\right)$ is called
 $\tilde{A}_{n}$ are Moore-Penrose invertible and

$$
\sup _{n \geq n_{0}}\left\|\tilde{A}_{n}^{+}\right\|<+\infty
$$

The operator $\tilde{A}$ is said to be asymptotically Moore-Penrose invertible by the sequence $\left(\tilde{A}_{n}\right)$ if the operators $\tilde{A}_{n}$ are Moore-Penrose invertible for all $n>n_{0}$ and the sequence of their Moore-Penrose inverses $\left(\tilde{A}_{n}^{+}\right)$converges strongly.

Now we will show how to use the previous results to study the Moore-Penrose invertibility of additive operators. Recall that for any Hilbert space $\mathcal{H}$ the set $\mathcal{L}_{\text {add }}(\mathcal{H})$ can be considered as an extension of the complex $C^{*}$-algebra $\mathcal{L}(\mathcal{H})$ by an antilinear operator $M=M_{\Phi}$ and, correspondingly, any additive continuous operator $\tilde{A}$ admits the representation

$$
\tilde{A}=A_{1}+A_{2} M
$$

where $A_{1}$ and $A_{2}=A_{a} M$ are linear continuous operators on the space $\mathcal{H}$, see (1.17). Therefore, $\mathcal{L}_{\text {add }}(\mathcal{H})$ possesses a natural operation of involution, viz., for every operator $\tilde{A} \in \mathcal{L}_{\text {add }}(\mathcal{H})$ one sets

$$
\tilde{A}^{*}:=A_{1}^{*}+M A_{2}^{*},
$$

so one can use the results of Section 1.5 to study Moore-Penrose invertibility in $\mathcal{L}_{\text {add }}(\mathcal{H})$.
Proposition 1.7.1. Let $\tilde{A} \in \mathcal{L}_{\text {add }}(\mathcal{H})$, and let the sequences $\left(\tilde{A}_{n}\right)$ and $\left(\tilde{A}_{n}^{*}\right)$ converge strongly to $\tilde{A}$ and $\tilde{A}^{*}$ respectively, as $n \rightarrow \infty$. The operator $\tilde{A}$ is asymptotically Moore-Penrose invertible by the sequence $\left(\tilde{A}_{n}\right)$ if and only if the operator $\tilde{A}$ is Moore-Penrose invertible and the sequence $\left(\tilde{A}_{n}\right)$ is Moore-Penrose stable. In this case, $\left(\tilde{A}_{n}^{+}\right)$strongly converges to $\tilde{A}^{+}$as $n \rightarrow \infty$.

Proof. Necessity is completely analogous to the corresponding linear case, cf. [192, Theorem 1]. Let the operator $\tilde{A}$ be Moore-Penrose invertible and the sequence $\left(\tilde{A}_{n}\right)$ be Moore-Penrose stable. For simplicity, we suppose that $n_{0}=0$ and show that the sequence $\left(\tilde{A}_{n}^{+}\right)$converges strongly as $n \rightarrow \infty$. Let $\mathcal{F}$ denote the set of all bounded sequences of bounded linear operators acting on the Hilbert space $\mathcal{H}$. Given natural operations of addition, multiplication, the norm

$$
\begin{equation*}
\left\|\left(A_{n}\right)\right\|=\sup _{n}\left\|A_{n}\right\|, \tag{1.34}
\end{equation*}
$$

and also with the involution $\left(A_{n}\right)^{*}=\left(A_{n}^{*}\right)$, the set $\mathcal{F}$ becomes a $C^{*}$-algebra with identity. We consider the subalgebra $\mathcal{B}$ of $\mathcal{F}$ consisting of all sequences $\left(A_{n}\right)$ such that the sequences $\left\{A_{n}\right\}$ and $\left\{A_{n}^{*}\right\}$ converge strongly as $n \rightarrow \infty$. It follows from Lemma 1.3 .7 that $\mathcal{B}$ is an $M$-closed $C^{*}$-subalgebra of the $C^{*}$-algebra $\mathcal{F}$.

Furthermore, by Corollary 1.5.7 the subalgebra $\tilde{\mathcal{B}}$ is inverse closed with respect to Moore-Penrose invertibility, i.e., if $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{B}}$ is Moore-Penrose stable then $\left(\tilde{A}_{n}\right)$ is Moore-Penrose invertible in $\tilde{\mathcal{F}}$ and so in $\tilde{\mathcal{B}}$. Hence, the sequences $\left(\tilde{A}_{n}^{+}\right)$and $\left(\tilde{A}_{n}^{+}\right)^{*}$ converge strongly as $n \rightarrow \infty$.

The notion of asymptotic Moore-Penrose invertibility is very restrictive. In our opinion, the notion of weak asymptotic Moore-Penrose invertibility defined below is more suitable for numerical analysis, because it not only contains the asymptotic Moore-Penrose invertibility but is also stable under some perturbations (cf. Remark 1.7.5).

Let us proceed to study the weak asymptotic Moore-Penrose invertibility for additive continuous operators. Let $\Pi=\left(P_{n}\right)$ be a sequence of linear orthogonal projection operators on the complex Hilbert space $\mathcal{H}$ which converges strongly to the identity operator $I$ as $n \rightarrow \infty$. By $\mathcal{F}^{\Pi}$ we denote the set of all bounded sequences $\left(A_{n}\right)$ of bounded linear operators $A_{n}$ acting in im $P_{n}$, and according to the above considerations we provide $\mathcal{F}^{\Pi}$ with the operations of addition, multiplication, involution, multiplication by scalars and with the norm (1.34). Consequently, the set $\mathcal{F}^{\Pi}$ becomes a complex $C^{*}$-algebra with identity.

Let us consider an $M$-closed subalgebra of $\mathcal{F}^{\Pi}$. Assume we are given a set $T$ and a family of sequences of unitary operators $\left(E_{n}^{t}\right), E_{n}^{t}: \operatorname{im} P_{n} \rightarrow$ $\operatorname{im} P_{n},\left(E_{n}^{t}\right)^{-1}=\left(E_{n}^{t}\right)^{*}=: E_{-n}^{t}, t \in T$, such that for any $s, t \in T, s \neq t$ the sequence $E_{-n}^{s} E_{-n}^{t} P_{n}$ weakly converges to zero as $n \rightarrow \infty$. In addition, suppose also that

$$
M\left(\operatorname{im} P_{n}\right) \subset \operatorname{im} P_{n} \quad \text { for all } n \in \mathbb{N} .
$$

Let $\mathcal{F}_{T}$ be the set of all sequences $\left(A_{n}\right) \in \mathcal{F}^{\Pi}$ such that there exist the strong limits

$$
\begin{aligned}
s-\lim E_{-n}^{t} A_{n} E_{n}^{t} P_{n}, & s-\lim E_{-n}^{t} A_{n}^{*} E_{n}^{t} P_{n}, \\
s-\lim E_{-n}^{t} M A_{n} M E_{n}^{t} P_{n}, & s-\lim E_{-n}^{t} M A_{n}^{*} M E_{n}^{t} P_{n},
\end{aligned}
$$

as $n \rightarrow \infty$.
It is easily seen that

1) $\mathcal{F}_{T}$ is an $M$-closed $C^{*}$-subalgebra of the $C^{*}$-algebra $\mathcal{F}^{\Pi}$.
2) The mappings $W_{t}: \mathcal{F}_{T} \rightarrow \mathcal{L}(\mathcal{H}), W_{t}\left(A_{n}\right)=s-\lim E_{-}^{t}{ }_{n} A_{n} E_{n}^{t} P_{n}$ are *-homomorphisms.

Now we introduce the notion of weak asymptotic Moore-Penrose invertibility in $\tilde{\mathcal{F}}_{T}$. Let $\mathcal{G}$ be the set of all operator sequences $\left(G_{n}\right) \in \mathcal{F}$ such that $\left\|G_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. We say that the sequence $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{F}}_{T}$ is weakly asymptotically MoorePenrose invertible if there exists a sequence $\left(B_{n}\right) \in \tilde{\mathcal{F}}_{T}$ such that the four sequences

$$
\begin{array}{cl}
\left(\tilde{A}_{n} \tilde{B}_{n} \tilde{A}_{n}-\tilde{A}_{n}\right), & \left(\tilde{B}_{n} \tilde{A}_{n} \tilde{B}_{n}-\tilde{B}_{n}\right), \\
\left(\left(\tilde{A}_{n} \tilde{B}_{n}\right)^{*}-\tilde{A}_{n} \tilde{B}_{n}\right), & \left(\left(\tilde{B}_{n} \tilde{A}_{n}\right)^{*}-\tilde{B}_{n} \tilde{A}_{n}\right),
\end{array}
$$

belong to the ideal $\tilde{\mathcal{G}}$ or, in other words, if the coset $\left(\tilde{\mathcal{A}}_{n}\right)+\tilde{\mathcal{G}}$ is Moore-Penrose invertible in the quotient algebra $\tilde{\mathcal{F}} / \tilde{\mathcal{G}}$ [192, 193]. We still need a special ideal of the $C^{*}$-algebra $\mathcal{F}_{T}$, generated by those sequences $\left(J_{n}\right) \in \mathcal{F}_{T}$ which have the form

$$
J_{n}:=\sum_{t \in T} E_{n}^{t} P_{n} K_{t} E_{-n}^{t}+G_{n}, \quad\left(G_{n}\right) \in \mathcal{G}
$$

where $K_{t}$ are compact operators in $\mathcal{L}(\mathcal{H})$ that are not equal to zero for a finite number of indices. Let us denote this ideal by $\mathcal{J}_{T}$. We also consider the homomorphisms $\mathbf{W}_{t}: \mathcal{F}_{T}^{2 \times 2} \rightarrow \mathcal{L}^{2 \times 2}(\mathcal{H}), t \in T$ defined by

$$
\mathbf{W}_{t}:=\left(\begin{array}{cc}
W_{t} & 0 \\
0 & W_{t}
\end{array}\right) .
$$

Theorem 1.7.2. Let $\mathcal{B}$ be an $M$-closed $C^{*}$-subalgebra of the $C^{*}$-algebra $\mathcal{F}_{\mathcal{T}}$, and let the homomorphisms $\left(\mathbf{W}_{t}\right)_{t \in T}$ possess the property
(S) For each sequence $\left(B_{n}\right) \in \mathcal{B}^{2 \times 2}$ the coset $\left(B_{n}\right)^{\circ}:=\left(B_{n}\right)+\mathcal{J}_{T}^{2 \times 2}$ is invertible in the quotient-algebra $\left(\mathcal{B}^{2 \times 2}+\mathcal{J}_{T}^{2 \times 2}\right) / \mathcal{J}_{T}^{2 \times 2}$ whenever all operators $\mathbf{W}_{t}\left(B_{n}\right), t \in T$, are Fredholm.
Then for the sequence $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{B}}$ the following assertions are equivalent:

1) The sequence $\left(\tilde{A}_{n}\right)$ is weakly asymptotically Moore-Penrose invertible.
2) The operators $\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)$ are normally solvable for all $t \in T$, and the norms of these Moore-Penrose inverses are uniformly bounded.
Proof. 1) $\rightarrow 2$ ). Let the sequence ( $\tilde{A}_{n}$ ) be weakly asymptotically Moore-Penrose invertible. Then there is a sequence $\left(\tilde{B}_{n}\right) \in \tilde{\mathcal{B}}$ such that $\left(\tilde{A}_{n} \tilde{B}_{n} \tilde{A}_{n}-\tilde{A}_{n}\right) \in \tilde{\mathcal{G}}$, so

$$
\Psi\left(\tilde{A}_{n} \tilde{B}_{n} \tilde{A}_{n}-\tilde{A}_{n}\right) \in \Psi(\tilde{\mathcal{G}})
$$

Since $\Psi$ and $\mathbf{W}_{t}$ are homomorphisms and $\Psi(\tilde{\mathcal{G}}) \subset \operatorname{ker} \mathbf{W}_{t}$ for each $t \in T$, we obtain

$$
\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right) \mathbf{W}_{t}\left(\Psi\left(\tilde{B}_{n}\right)\right) \mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)=\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)
$$

The second condition in the definition of Moore-Penrose invertibility can be established analogously. Thus the operators $\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)$ are generalized invertible, so by [91] they are normally solvable. In addition, the norms of $\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)$ are uniformly bounded because $W_{t}$ are *-homomorphisms and [66]

$$
\left\|W_{t}\left(A_{n}\right)\right\| \leq\left\|\left(A_{n}\right)\right\| \quad \text { for all } t \in T \text { and for all }\left(A_{n}\right) \in \mathcal{F}_{T}
$$

so by Lemma 1.4.6 the homomorphism $\Psi$ is bounded.
$2) \rightarrow 1$ ). Let $\mathcal{C}(T)$ stand for the $C^{*}$-algebra of all bounded functions on $T$ with values in $\mathcal{L}^{2 \times 2}(\mathcal{H})$, and let $S(T)$ be the smallest closed subalgebra of $\mathcal{C}(T)$ which contains all functions

$$
\begin{equation*}
t \rightarrow \mathbf{W}_{t}\left(B_{n}\right), \quad\left(B_{n}\right) \in\left(\mathcal{B}^{2 \times 2}+\mathcal{J}_{T}^{2 \times 2}\right) \tag{1.35}
\end{equation*}
$$

The function (1.35) is usually called the symbol of $\left(B_{n}\right)$ and denoted by $\operatorname{smb}\left(B_{n}\right)$. Then, by [193, Lifting theorem, Part 3], condition (S) implies that the quotientalgebra $\left(\mathcal{B}^{2 \times 2}+\mathcal{J}_{T}^{2 \times 2}\right) / \mathcal{G}^{2 \times 2}$ is isometrically ${ }^{*}$-isomorphic to $S(T)$. Now let all the operators $\mathbf{W}_{t}\left(\tilde{A}_{n}\right)$ be normally solvable, and the norms of their Moore-Penrose inverses be uniformly bounded. Then the function $\operatorname{smb}\left(\tilde{A}_{n}\right)$ is Moore-Penrose invertible in $\mathcal{C}(T)$, and consequently also in $S(T)$, so the coset $\Psi\left(\tilde{A}_{n}\right)+\mathcal{G}^{2 \times 2}$ is Moore-Penrose invertible in $\left(\mathcal{B}^{2 \times 2}+\mathcal{J}_{T}^{2 \times 2}\right) / \mathcal{G}^{2 \times 2}$. Since $\mathcal{B}$ is an $M$-closed subalgebra of $\mathcal{F}_{T}$, we can state that

$$
\left(E_{\tilde{\mathcal{B}}}^{2 \times 2}+\mathcal{G}^{2 \times 2}\right) / \mathcal{G}^{2 \times 2} \subset\left(\mathcal{B}^{2 \times 2}+\mathcal{J}_{T}^{2 \times 2}\right) / \mathcal{G}^{2 \times 2} .
$$

Recalling that the real algebra $E_{\tilde{\mathcal{B}}}^{2 \times 2} /\left(E_{\tilde{\mathcal{B}}}^{2 \times 2} \cap \mathcal{G}^{2 \times 2}\right)$ is isometrically isomorphic to $\left(E_{\tilde{\mathcal{B}}}^{2 \times 2}+\mathcal{G}^{2 \times 2}\right) / \mathcal{G}^{2 \times 2}$ [66] and using Corollary 1.5.8, we obtain that the coset $\Psi\left(\tilde{A}_{n}\right)^{\circ}$ is Moore-Penrose invertible in $E_{\tilde{\mathcal{B}}}^{2 \times 2} /\left(E_{\tilde{\mathcal{B}}}^{2 \times 2} \cap \mathcal{G}^{2 \times 2}\right)$, i.e., $\Psi\left(\tilde{A}_{n}\right)$ is weakly asymptotically Moore-Penrose invertible in $E_{\tilde{\mathcal{B}}}^{2 \times 2}$. To complete the proof we use Proposition 1.5.4 once more.

Remark 1.7.3. There are examples which show that the condition of the uniform boundedness cannot be dropped. However, if all the operators $\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)$ are Fredholm, then this condition is automatically satisfied [193].
Remark 1.7.4. If all the operators $\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)$ are invertible, then the sequence $\left(\tilde{A}_{n}\right)$ is stable.
Remark 1.7.5. The assertion 2) of Theorem 1.7 .2 and the theory of normally solvable operators (e.g. [91]) shows that weakly asymptotically Moore-Penrose invertible sequences are stable under different kinds of perturbation. Specifically, if all the operators $\mathbf{W}_{t}\left(\Psi\left(\tilde{A}_{n}\right)\right)$ are semi-Fredholm, then the operator sequence $\left(\tilde{A}_{n}\right)$ remains weakly asymptotically Moore-Penrose invertible even if it is perturbed by sequences from the ideal $\tilde{\mathcal{J}}_{T}$ or by sequences of $\mathcal{B}$ which have small norms.

Let us now discuss another description of weak asymptotic Moore-Penrose invertibility in the algebra $\tilde{\mathcal{F}}$. It was shown in [194] that whenever a sequence $\left(A_{n}\right) \in \mathcal{F}$ is weakly asymptotically Moore-Penrose invertible, the spectrum $\operatorname{sp}\left(A_{n}^{*} A_{n}\right)$ of $A_{n}^{*} A_{n}$ can be split in two parts, one of which is bounded from zero by a positive constant (independent of $n$ ), while the other part tends to zero if $n$ tends to infinity. We are going to show that this property is also valid for elements of the real algebra $\tilde{\mathcal{F}}$. However, in our case the spectrum $\operatorname{sp}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)$, which does coincide with the real spectrum of $\tilde{A}_{n}^{*} \tilde{A}_{n}$ for complex $C^{*}$-algebras, should be replaced by the real spectrum $\operatorname{sp}^{r}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)$ of $\tilde{A}_{n}^{*} \tilde{A}_{n}$.
Theorem 1.7.6. A sequence $\left(\tilde{A}_{n}\right)$ is weakly asymptotically Moore-Penrose invertible in $\tilde{\mathcal{F}}$ if and only if there exist non-negative numbers $d$ and $r_{n}$ with $d>0$ and $r_{n} \rightarrow 0$ as $n \rightarrow \infty$ such that

$$
\begin{equation*}
\operatorname{sp}^{r}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right) \subseteq\left[0, r_{n}\right] \cup[d, \infty] \tag{1.36}
\end{equation*}
$$

for all sufficiently large $n$.

To prove this assertion one can exploit the scheme of the proof of the corresponding result for complex $C^{*}$-algebras [194]. Let us comment on auxiliary results that we need.

In the theory of complex $C^{*}$-algebras an "almost projection" lemma is well known (cf. [224, Lemma 5.1.6]). A careful consideration of its proof shows that this lemma is also true for real $C^{*}$-algebras. More precisely, we have the following lemma.

Lemma 1.7.7. Let $\mathcal{B}$ be a real $C^{*}$-algebra with identity, and let $b \in \mathcal{B}$ be a selfadjoint element with $\left\|b^{2}-b\right\|<1 / 4$. Then there exists a self-adjoint element $g \in \mathcal{B}$ such that $b+g$ is a projection and $\|g\| \leq 2\left\|b^{2}-b\right\|$.

To verify this result, one can exploit the isometrical isomorphism between the real algebras $\mathcal{R}(b)$ and $C_{\mathbb{R}}\left(\operatorname{sp}^{r} \mathcal{R}(b)\right)$ (cf. Theorem 1.4.3) and follow the corresponding proof for complex algebras, since this proof uses only real-valued functions.

Let $\left(\tilde{\mathcal{A}}_{n}\right)$ be in $\tilde{\mathcal{F}}$. By $\left(\tilde{\mathcal{A}}_{n}\right)^{\circ}$ we denote the coset of $\tilde{\mathcal{F}} / \tilde{\mathcal{G}}$ which contains the sequence $\left(\tilde{\mathcal{A}}_{n}\right)$, i.e., $\left(\tilde{\mathcal{A}}_{n}\right)^{\circ}:=\left(\tilde{\mathcal{A}}_{n}\right)+\tilde{\mathcal{G}}$. Suppose that $\left(\tilde{\mathcal{A}}_{n}\right)$ is weakly asymptotically Moore-Penrose invertible. Then there is a sequence $\left(\tilde{P}_{n}\right) \in \tilde{\mathcal{F}}$ such that the element $q=\left(\tilde{P}_{n}\right)^{\circ}$ satisfies the assertion 4) of Proposition 1.5.9. In particular, $\left(\left(\tilde{P}_{n}\right)^{\circ}\right)^{2}=$ $\left(\tilde{P}_{n}\right)^{\circ}$ and $\left(\left(\tilde{P}_{n}\right)^{\circ}\right)^{*}=\left(\tilde{P}_{n}\right)^{\circ}$, so it is possible to find a sequence $\left(\tilde{P}_{n}\right) \in\left(\tilde{P}_{n}\right)^{\circ}$ such that $\tilde{P}_{n}^{*}=\tilde{P}_{n}$ and $\left\|\tilde{P}_{n}^{2}-\tilde{P}_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Together with Lemma 1.7.7, this implies that one can choose a sequence $\left(\tilde{\Pi}_{n}\right) \in\left(\tilde{P}_{n}\right)^{\circ}$ such that each member of this sequence is a projection, i.e., $\tilde{\Pi}_{n}^{2}=\tilde{\Pi}_{n}$ and $\tilde{\Pi}_{n}^{*}=\tilde{\Pi}_{n}$ for all $n \in \mathbb{N}$.

Applying Proposition 1.5.9 once more, we obtain the following lemma.
Lemma 1.7.8. A sequence $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{F}}$ is weakly asymptotically Moore-Penrose invertible if and only if there exists a sequence $\left(\tilde{\Pi}_{n}\right)$ of projections on $\mathcal{H}$ such that the sequence $\left(\tilde{A}_{n}^{*} \tilde{A}_{n}+\tilde{\Pi}_{n}\right)$ is stable and $\left\|\tilde{A}_{n} \tilde{\Pi}_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. The sequence $\left(\tilde{\Pi}_{n}\right)$ is unique modulo $\tilde{\mathcal{G}}$ and $\left(\left(\tilde{A}_{n}^{*} \tilde{A}_{n}+\tilde{\Pi}_{n}\right)^{-1} A_{n}^{*}\right)^{\circ}=\left(\left(\tilde{A}_{n}\right)^{+}\right)^{\circ}$.

It should be noted that in place of $\tilde{q}$ in assertion 4) of Proposition 1.5.9 the element $\tilde{a} \sqcap=e-\tilde{a}^{+} \tilde{a}$ can be chosen. According to this designation, we denote by $\mathcal{P}\left(\tilde{A}_{n}\right)$ the set of all projections in $\left(\left(\tilde{A}_{n}\right)^{\circ}\right)^{\Pi}$.
Lemma 1.7.9. Let $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{F}}$ be weakly asymptotically Moore-Penrose invertible. Then there is a sequence $\left(\tilde{\Pi}_{n}\right) \in \mathcal{P}\left(\tilde{A}_{n}\right)$ such that $\tilde{\Pi}_{n} \in \mathcal{R}_{\mathcal{L}_{\text {add }}(\mathcal{H})}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)$ for all $n \in \mathbb{N}$. The sequence $\left(\tilde{\Pi}_{n}\right)$ is unique in the following sense: If $\left(\tilde{\Pi}_{n}^{(1)}\right),\left(\tilde{\Pi}_{n}^{(2)}\right) \in$ $\mathcal{R}_{\mathcal{L}_{\text {add }}(\mathcal{H})}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)$ for all $n>n_{0}$, then $\left(\tilde{\Pi}_{n}^{(1)}\right)=\left(\tilde{\Pi}_{n}^{(2)}\right)$ for all sufficiently large $n$.

The proof of this lemma also follows the corresponding proof in [194, Theorem 3], and the only additional result needed here is the Gelfand-Naimark theorem for commutative real $C^{*}$-algebras [96].

Proof of Theorem 1.7.6. After proving Lemmas 1.7.8 and 1.7.9, we can use Theorem 1.4.3 to obtain relation (1.36). However, as shown before, in real algebras the spectral properties of self-adjoint elements can be different from those in complex
algebras. Therefore we first show that the real spectrum of $\tilde{A}_{n}^{*} \tilde{A}_{n}$ does not contain negative points. Indeed, from Corollary 1.4.13 we have

$$
\operatorname{sp}_{\mathcal{L}_{a d d}(\mathcal{H})}^{r}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)=\operatorname{sp}_{\mathcal{L}^{2 \times 2}(\mathcal{H})}\left(\Psi\left(\tilde{A}_{n}\right)^{*} \Psi\left(\tilde{A}_{n}\right)\right)
$$

However, the self-adjoint operator $\Psi\left(\tilde{A}_{n}\right)^{*} \Psi\left(\tilde{A}_{n}\right)$ does not have any negative points in its spectrum since it belongs to the complex $C^{*}$-algebra $\mathcal{L}^{2 \times 2}(\mathcal{H})$, so

$$
\operatorname{sp}_{\mathcal{L}_{a d d}(\mathcal{H})}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right) \subset[0,+\infty)
$$

Let $\left(\tilde{A}_{n}\right)$ be weakly asymptotically Moore-Penrose invertible. From Lemmas 1.7.8 and 1.7.9, there is a sequence of projections $\left(\tilde{\Pi}_{n}\right)$ such that $\left(\tilde{A}_{n}\right) \in \mathcal{R}\left(\tilde{A}_{n}^{*} \tilde{\tilde{A}}_{n}\right)$, $n \in \mathbb{N}$, the sequence $\left(\tilde{A}_{n}^{*} \tilde{A}_{n}+\tilde{\Pi}_{n}\right)$ is stable, and $\left\|\tilde{A}_{n}^{*} \tilde{A}_{n} \tilde{\Pi}_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Then there exists a number $d>0$ such that

$$
\left\|\left(\left(\tilde{A}_{n}^{*} \tilde{A}_{n}+\tilde{\Pi}_{n}\right)^{\circ}\right)^{-1}\right\|_{\tilde{\mathcal{F}} / \tilde{\mathcal{G}}}<\frac{1}{d},
$$

and we put

$$
\begin{equation*}
r_{n}:=\left\|\tilde{A}_{n}^{*} \tilde{A}_{n} \tilde{\Pi}_{n}\right\| . \tag{1.37}
\end{equation*}
$$

Using the definition of the norm in $\tilde{\mathcal{F}} / \tilde{\mathcal{G}}$, we can choose a number $n_{0}$ such that

$$
\begin{equation*}
\left\|\left(\tilde{A}_{n}^{*} \tilde{A}_{n}+\tilde{\Pi}_{n}\right)^{-1}\right\|_{\mathcal{L}_{a d d}(\mathcal{H})}<\frac{1}{d} \quad\left(n>n_{0}\right) \tag{1.38}
\end{equation*}
$$

We fix now an $n>n_{0}$. Due to the isometrical isomorphism between $\mathcal{R}:=\mathcal{R}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)$ and $\mathbf{C}\left(\operatorname{sp}_{\mathcal{R}}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)\right)$ (cf. Theorem 1.4.3), the element $\tilde{A}_{n}^{*} \tilde{A}_{n}$ can be identified with the function $x \rightarrow x$, and the projection $\tilde{\Pi}_{n}$ with the function $x \rightarrow p_{n}(x)$, where $p_{n}$ takes the values 0 and 1 only. Then it follows from (1.37) and (1.38) that

$$
x+p_{n}(x)>d \quad \text { and } \quad x p_{n}(x)<r_{n} \quad\left(x \in \operatorname{sp}_{\mathcal{R}}\left(\tilde{A}_{n}^{*} \tilde{A}_{n}\right)\right)
$$

completing the proof.
Now we consider the notion of asymptotical Moore-Penrose invertibility for sequences of $\tilde{\mathcal{F}}$. We recall that a sequence $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{F}}$ is said to be asymptotically Moore-Penrose invertible if there is an $n_{0}$ such that the operators $\tilde{A}_{n}$ are MoorePenrose invertible for all $n>n_{0}$ and if $\sup _{n>n_{0}}\left\|\tilde{A}_{n}^{+}\right\|<+\infty$.
Theorem 1.7.10. A sequence $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{F}}$ is weakly asymptotically Moore-Penrose invertible if and only if it can be represented as a sum of an asymptotically MoorePenrose invertible sequence and a sequence of $\tilde{\mathcal{G}}$.
Proof. Necessity: Let $\left(\tilde{A}_{n}\right) \in \tilde{\mathcal{F}}$ be weakly asymptotically Moore-Penrose invertible, and let ( $\tilde{\Pi}_{n}$ ) be the projection sequence defined in the proof of Theorem 1.7.6. By ( $\tilde{B}_{n}$ ) we denote the operator

$$
\begin{equation*}
\tilde{B}_{n}=\tilde{A}_{n}\left(I-\tilde{\Pi}_{n}\right) . \tag{1.39}
\end{equation*}
$$

From the proof of Theorem 1.7.6, the real spectrum of $\tilde{B}_{n}^{*} \tilde{B}_{n}+\tilde{\Pi}_{n}$ is contained in the set $(1) \cup[d,+\infty)$, so the operator $\tilde{B}_{n}$ is Moore-Penrose invertible, $\tilde{B}_{n}^{+}=\left(\tilde{B}_{n}^{*} \tilde{B}_{n}+\tilde{\Pi}_{n}\right)^{-1} \tilde{B}_{n}^{*}$ and $\left\|\tilde{B}_{n}^{+}\right\| \leq 1 / \sqrt{d}$. Henceforth the sequence $\left(\tilde{B}_{n}\right)$ is asymptotically Moore-Penrose invertible. In addition, we have $\left\|\tilde{A}_{n} \tilde{\Pi}_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$ (cf. Lemma 1.7.8). Finally, from (1.39) we obtain

$$
\tilde{A}_{n}=\tilde{B}_{n}+\tilde{G}_{n} \quad \text { with }\left\|\tilde{G}_{n}\right\| \rightarrow 0 \text { as } n \rightarrow \infty
$$

The proof of the sufficiency is evident.

### 1.8 Approximation Methods in Para-Algebras

Let $X$ and $Y$ be Banach spaces. If $X \neq Y$, then the space $\mathcal{L}_{a d d}(X, Y)$ does not have the operation of multiplication that causes additional problems in investigation of approximation methods for operators from $\mathcal{L}_{\text {add }}(X, Y)$. However, one can use objects which are immediate generalizations of Banach algebras. Let us recall some necessary notions.

Consider a system $\mathfrak{M}$ of four abelian groups $\mathfrak{N}_{1}, \mathfrak{S}_{1}, \mathfrak{S}_{2}, \mathfrak{N}_{2}$. Each group operation is called addition and is denoted by ' + '. The system $\mathfrak{M}$ is called a para-group and denoted by

$$
\mathfrak{M}=\left(\begin{array}{lll} 
& \mathfrak{S}_{1} & \\
\mathfrak{N}_{1} & & \mathfrak{N}_{2} \\
& \mathfrak{S}_{2} &
\end{array}\right)
$$

or by $\mathfrak{M}=\left(\mathfrak{N}_{1}, \mathfrak{S}_{1}, \mathfrak{S}_{2}, \mathfrak{N}_{2}\right)$ if it possesses a second operation called multiplication, and satisfies the following conditions:

1. If $n_{1}, n_{1}^{\prime} \in \mathfrak{N}_{1}, n_{2}, n_{2}^{\prime} \in \mathfrak{N}_{2}, s_{1} \in \mathfrak{S}_{1}, s_{2} \in \mathfrak{S}_{2}$, then the following products exist and belong to the designated groups of the system $\mathfrak{M}$ :

$$
\begin{array}{lll}
n_{1} n_{1}^{\prime} \in \mathfrak{N}_{1}, & n_{2} n_{2}^{\prime} \in \mathfrak{N}_{2}, \quad s_{1} s_{2} \in \mathfrak{N}_{2}, & s_{2} s_{1} \in \mathfrak{N}_{1} \\
s_{1} n_{1} \in \mathfrak{S}_{1}, & n_{1} s_{2} \in \mathfrak{S}_{2}, & n_{2} s_{1} \in \mathfrak{S}_{1},
\end{array} s_{2} n_{2} \in \mathfrak{S}_{2}
$$

2. If multiplication is feasible, then it is associative and distributive with respect to the addition.

An element $x$ is said to belong to a para-group $\mathfrak{M}=\left(\mathfrak{N}_{1}, \mathfrak{S}_{1}, \mathfrak{S}_{2}, \mathfrak{N}_{2}\right)$ if $x \in \mathfrak{N}_{1} \cup \mathfrak{S}_{1} \cup \mathfrak{S}_{2} \cup \mathfrak{N}_{2}$. If each of the groups $\mathfrak{N}_{1}, \mathfrak{S}_{1}, \mathfrak{S}_{2}, \mathfrak{N}_{2}$ is a Banach space, and for any $x, y \in \mathfrak{M}$ such that the product $x y$ is defined the inequality

$$
\|x y\| \leq\|x\|\|\mid y\|
$$

holds, then $\mathfrak{M}$ is called para-algebra. Note that here and in the following all norms in a para-algebra are defined by the same symbol.

Example 1.8.1. If $X$ and $Y$ are Banach spaces, then the system

$$
\mathfrak{M}=\left(\begin{array}{ccc} 
& \mathcal{L}_{\text {add }}(X, Y) & \\
\mathcal{L}_{\text {add }}(X) & & \mathcal{L}_{a d d}(Y) \\
& \mathcal{L}_{\text {add }}(Y, X) &
\end{array}\right)
$$

constitutes a para-algebra with the usual operations of addition and multiplication and with operator norms.

A para-algebra

$$
\mathfrak{M}^{\prime}=\left(\begin{array}{lll} 
& \mathfrak{S}_{1}^{\prime} & \\
\mathfrak{N}_{1}^{\prime} & & \mathfrak{N}_{2}^{\prime} \\
& \mathfrak{S}_{2}^{\prime} &
\end{array}\right)
$$

is referred to as a subpara-algebra of a para-algebra $\mathfrak{M}$ if $\mathfrak{N}_{j}^{\prime} \subset \mathfrak{N}_{j}, \mathfrak{S}_{j}^{\prime} \subset \mathfrak{S}_{j}$, $j=1,2$ and the operations in $\mathfrak{M}^{\prime}$ and $\mathfrak{M}$ coincide.

A subpara-algebra $\mathfrak{I} \subset \mathfrak{M}$ is called a two-sided ideal of the para-algebra $\mathfrak{M}$ if for any $x \in \mathfrak{I}$ and for any $y, z \in \mathfrak{M}$ such that the products $x y$ and $z x$ are defined, the elements $x y$ and $z x$ belong to the sub-para-algebra $\mathfrak{I}$.

A para-algebra $\mathfrak{M}=\left(\mathfrak{N}_{1}, \mathfrak{S}_{1}, \mathfrak{S}_{2}, \mathfrak{N}_{2}\right)$ is called unital if $\mathfrak{N}_{1}$ and $\mathfrak{N}_{2}$ are unital algebras. The unit elements in the algebras $\mathfrak{N}_{1}$ and $\mathfrak{N}_{2}$ are denoted by $e_{1}$ and $e_{2}$, respectively. (The symbol $e$ means that unity which is relevant for the situation under consideration.) For unital para-algebras one can introduce the invertibility notion. Thus an element $x \in \mathfrak{M}$ is called right (left) invertible in $\mathfrak{M}$ if there is $y \in \mathfrak{M}$ such that $x y=e(y x=e)$. An element $x \in \mathfrak{M}$ is invertible if it is right and left invertible.

Let $\mathfrak{M}=\left(\mathfrak{N}_{1}, \mathfrak{S}_{1}, \mathfrak{S}_{2}, \mathfrak{N}_{2}\right)$ be a unital para-algebra, and let $\mathfrak{I}=\left(\mathfrak{I}_{\mathfrak{N}_{1}}, \mathfrak{I}_{\mathfrak{S}_{1}}\right.$, $\mathfrak{I}_{\mathfrak{S}_{2}}, \mathfrak{I}_{\mathfrak{N}_{2}}$ ) be a two-sided ideal of $\mathfrak{M}$. Consider the quotient groups $\left[\mathfrak{N}_{j}\right]:=\mathfrak{N}_{j} / \mathfrak{I}_{\mathfrak{N}_{j}}$, $\left[\mathfrak{S}_{j}\right]:=\mathfrak{S}_{j} / \mathfrak{I}_{\mathfrak{S}_{j}}, j=1,2$ defined by the corresponding ideals of $\mathfrak{I}$. Then the system $\mathfrak{M} / \mathfrak{I}:=\left(\left[\mathfrak{N}_{1}\right],\left[\mathfrak{S}_{1}\right],\left[\mathfrak{S}_{2}\right],\left[\mathfrak{N}_{2}\right]\right)$ is a para-algebra with respect to the operations induced by the operations from $\mathfrak{M}$. This para-algebra is usually called a factor or quotient para-algebra. An element $x \in \mathfrak{M}$ is said to be $\mathfrak{I}$-invertible if the coset $[x]:=x+\mathfrak{I} \in \mathfrak{M} / \mathfrak{I}$ that contains the element $x$, is invertible in the quotient para-algebra $\mathfrak{M} / \mathfrak{I}$.

Let $X$ and $Y$ be Banach spaces. Consider the operator equation

$$
\begin{equation*}
A x=y, \quad x \in X, \quad y \in Y, \quad A \in \mathcal{L}_{a d d}(X, Y) \tag{1.40}
\end{equation*}
$$

and in spaces $\mathcal{L}_{\text {add }}(X)$ and $\mathcal{L}_{\text {add }}(Y)$ consider sequences of projection operators $\left(P_{n}^{X}\right)$ and $\left(P_{n}^{Y}\right)$, respectively. It is assumed that these sequences, and the sequences $\left(\left(P_{n}^{X}\right)^{*}\right)$ and $\left(\left(P_{n}^{Y}\right)^{*}\right)$ that consist of the corresponding adjoint operators, converge strongly to the identity operators in the corresponding Banach spaces.

To solve approximately equation (1.40) let us consider the sequence of equations

$$
A_{n} P_{n}^{X} x_{n}=P_{n}^{Y} y, \quad x_{n} \in \operatorname{im} P_{n}^{X}, \quad n=1,2, \ldots
$$

where $A_{n}$ is an additive continuous operator defined on the space im $P_{n}^{X}$ and taking its values in $\operatorname{im} P_{n}^{Y}$. In the spaces $\mathcal{L}_{\text {add }}(X)$ and $\mathcal{L}_{\text {add }}(Y)$ we, respectively, consider operator sequences $\left(W_{n}^{X}\right)$ and $\left(W_{n}^{Y}\right)$ which satisfy the relations:

1. $W_{n}^{X} P_{n}^{X}=W_{n}^{X}, \quad\left(W_{n}^{X}\right)^{2}=P_{n}^{X}, \quad n=1,2, \ldots$
2. $W_{n}^{Y} P_{n}^{Y}=W_{n}^{Y}, \quad\left(W_{n}^{Y}\right)^{2}=P_{n}^{Y}, \quad n=1,2, \ldots$
3. The sequences $\left(W_{n}^{X}\right),\left(W_{n}^{Y}\right),\left(\left(W_{n}^{X}\right)^{*}\right),\left(\left(W_{n}^{Y}\right)^{*}\right)$ weakly converge to zero.

If such sequences exist, then $\mathcal{A}^{X Y}$ denotes the set of all sequences $\left(\tilde{A}_{n}\right), A_{n}$ : $\operatorname{im} P_{n}^{X} \mapsto \operatorname{im} P_{n}^{Y}$ such that there are operators $A, \tilde{A} \in \mathcal{L}_{\text {add }}(X, Y)$ satisfying the limit relations:

$$
\begin{array}{ll}
s-\lim _{n \rightarrow \infty} A_{n} P_{n}^{X}=A, & s-\lim _{n \rightarrow \infty} W_{n}^{Y} A_{n} W_{n}^{X}=\tilde{A}, \\
s-\lim _{n \rightarrow \infty} A_{n}^{*}\left(P_{n}^{Y}\right)^{*}=A^{*}, & s-\lim _{n \rightarrow \infty}\left(W_{n}^{Y} A_{n} W_{n}^{X}\right)^{*}\left(P_{n}^{Y}\right)^{*}=\tilde{A}^{*}
\end{array}
$$

The set $\mathcal{A}^{X Y}$ can be provided with the operations of addition, scalar multiplication and with a norm, similarly to the set $\mathcal{A}^{X}$. For any two sequences $\left(A_{n}\right) \in \mathcal{A}^{X Y}$ and $\left(B_{n}\right) \in \mathcal{A}^{Y X}$ one can also define an operation of multiplication by

$$
\left(A_{n}\right)\left(B_{n}\right):=\left(A_{n} B_{n}\right), \quad\left(B_{n}\right)\left(A_{n}\right):=\left(B_{n} A_{n}\right) .
$$

Lemma 1.8.2. The system $\mathcal{A}:=\left(\mathcal{A}^{X}, \mathcal{A}^{X Y}, \mathcal{A}^{Y X}, \mathcal{A}^{Y}\right)$ is a unital para-algebra with respect to the defined operations and norm.

For the proof one has to check all the definitions involved. Note that the sequences $\left(P_{n}^{X}\right)$ and $\left(P_{n}^{Y}\right)$ serve as the identity elements in $\mathcal{A}^{X}$ and $\mathcal{A}^{Y}$, respectively.

Let $\mathcal{J}^{X Y}$ stand for the set of sequences $\left(J_{n}\right)$ for which there exist compact additive operators $T_{1}, T_{2} \in \mathcal{K}_{a d d}(X, Y)$ such that the operators $J_{n} \in$ $\mathcal{L}_{\text {add }}\left(\operatorname{im} P_{n}^{X}, \operatorname{im} P_{n}^{Y}\right)$ can be represented in the form

$$
J_{n}=P_{n}^{Y} T_{1} P_{n}^{X}+W_{n}^{Y} T_{2} W_{n}^{X}+C_{n}, \quad n=1,2, \ldots
$$

where $\left\|C_{n}\right\|$ tends to zero as $n \rightarrow \infty$.
Lemma 1.8.3. The above defined sets $\mathcal{J}^{X Y}$ and $\mathcal{J}^{Y X}$ are closed and the system $\mathcal{J}:=\left(\mathcal{J}^{X}, \mathcal{J}^{X Y}, \mathcal{J}^{Y X}, \mathcal{J}^{Y}\right)$ is an ideal of the para-algebra $\mathcal{A}$.

Theorem 1.8.4. Let the $A: X \rightarrow Y$ be an additive continuous operator, the sequence $\left(P_{n}^{Y} A_{n} P_{n}^{X}\right) \in \mathcal{A}^{X Y}$ and ${\underset{\sim}{A}}_{n}^{Y} A_{n} P_{n}^{X} \rightarrow A$ as $n \rightarrow \infty$. Then $A \in \Pi\left(A_{n}, P_{n}^{Y} y\right)$ if and only if the operators $A, \tilde{A} \in \mathbf{G}(X, Y)$ and the element $\left(P_{n}^{Y} A_{n} P_{n}^{X}\right)$ is $\mathcal{J}$ invertible.

The proofs of Lemmas 1.8.2, 1.8.3 and Theorem 1.8.4 mainly follow the proofs of Section 1.6, (cf. also [102, 103, 183, 207, 208]) and are omitted here.

### 1.9 Local Principles

At present local principles are among the most convenient and powerful tools in operator theory and in numerical analysis to study Fredholmness or stability. The method of freezing coefficients, widely used in partial differential equations, can also be interpreted as a local principle. The essence of this method is to assign a variety of possibly simpler problems to the problem under consideration and then to study them and glue the results together to obtain information concerning the initial problem. This section presents some general relevant ideas that fit the theoretical background required later.

### 1.9.1 Gohberg-Krupnik Local Principle

Definition 1.9.1. Let $\mathcal{A}$ be a real or complex Banach algebra with identity e. $A$ subset $M \subset \mathcal{A}$ is called a localizing class if it satisfies the following two conditions:
$\left(L_{1}\right) 0 \notin M$.
$\left(L_{2}\right)$ For any $f_{1}, f_{2} \in M$ there exists a third element $f \in M$ such that

$$
f_{j} f=f f_{j}=f, \quad j=1,2
$$

Two elements $a, b \in \mathcal{A}$ are said to be $M$-equivalent from the left (right) if

$$
\inf _{f \in M}\|(a-b) f\|=0 \quad\left(\inf _{f \in M}\|f(a-b)\|=0\right)
$$

An element $a \in \mathcal{A}$ is called $M$-invertible from the left (right) if there are elements $b \in \mathcal{A}$ and $f \in M$ such that

$$
b a f=f, \quad(f a b=f)
$$

A system $\left\{M_{\tau}\right\}_{\tau \in T}$ of localizing classes is said to be covering if for each set $\left\{f_{\tau}\right\}_{\tau \in T}, f_{\tau} \in M_{\tau}$ there are a finite number of elements $f_{\tau_{1}}, \ldots, f_{\tau_{m}}$ whose sum is invertible in $\mathcal{A}$.

Now suppose that $T$ is a topological space. Then a system $\left\{M_{\tau}\right\}_{\tau \in T}$ of localizing classes is said to be overlapping if
$\left(L_{3}\right)$ Each $M_{\tau}$ is a bounded subset of $\mathcal{A}$;
$\left(L_{4}\right) f \in M_{\tau_{0}}\left(\tau_{0} \in T\right)$ implies that $f \in M_{\tau}$, for all $\tau$ from an open neighbourhood of $\tau_{0}$;
( $L_{5}$ ) The elements of $\mathcal{F}=\bigcup_{\tau \in T} M_{\tau}$, commute pairwise.
Let $\left\{M_{\tau}\right\}_{\tau \in T}$ be an overlapping system of localizing classes. The commutant of $\mathcal{F}$ is the set $\operatorname{Com} \mathcal{F}:=\{a \in \mathcal{A}: a f=f a \quad$ for all $f \in \mathcal{F}\}$. It is clear that $\operatorname{Com} \mathcal{F}$
is a closed subalgebra of $\mathcal{A}$. For $\tau \in T$, let $\mathcal{Z}_{\tau}$ denote the set of all elements in $\operatorname{Com} \mathcal{F}$ which are $M_{\tau}$-equivalent to zero, both from the left and from the right. By virtue of $\left(L_{3}\right), \mathcal{Z}_{\tau}$ is a closed two-sided ideal of $\operatorname{Com} \mathcal{F}$ which does not contain the identity $e$. If $e \in \mathcal{Z}_{\tau}$, then there are $f_{n} \in M$, such that $\left\|f_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$; and since there exists a $g_{n} \neq 0$ in $M$ such that $f_{n} g_{n}=g_{n}$, it follows that $\left\|f_{n}\right\| \geq 1$, which is a contradiction. For $a \in \operatorname{Com} \mathcal{F}$, let $a^{\tau}$ denote the coset $a+\mathcal{Z}_{\tau}$ from the quotient algebra $\operatorname{Com} \mathcal{F} / \mathcal{Z}_{\tau}$.

Let us also recall that a function $f: Y \rightarrow \mathbb{R}$ given on a topological space $Y$ is called upper semi-continuous at $y_{0} \in Y$, if for each $\varepsilon>0$ there is a neighbourhood $U_{\varepsilon} \subset Y$ of $y_{0}$ such that $f(y)<f\left(y_{0}\right)+\varepsilon$ whenever $y \in U_{\varepsilon}$. The function $f$ is said to be upper semi-continuous on $Y$ if it is upper semi-continuous at each $y \in Y$. Equivalently, $f$ is upper semi-continuous on $Y$ if and only if $\{y \in Y: f(y)<\alpha\}$ is an open subset of $Y$ for every $\alpha \in \mathbb{R}$. Notice that if $Y$ is a compact Hausdorff space and $f: Y \rightarrow \mathbb{R}$ is a bounded upper semi-continuous function on $Y$, then there is a $y_{0} \in Y$ such that $f\left(y_{0}\right)=\sup _{y \in Y} f(y)$.

Lemma 1.9.2. (a) Let $M$ be a localizing class, let $a, a_{0} \in \mathcal{A}$, and suppose $a$ and $a_{0}$ are $M$-equivalent from the left (right). Then a is $M$-invertible from the left (right) if and only if $a_{0}$ is so.
(b) Let $\left\{M_{\tau}\right\}_{\tau \in T}$ be a system of localizing classes having property $\left(L_{3}\right)$, let $\tau \in T$ and $a \in \operatorname{Com} \mathcal{F}$. Then $a$ is $M_{\tau}$-invertible in $\operatorname{Com} \mathcal{F}$ from the left (right) if and only if $a^{\tau}$ is invertible in $\operatorname{Com} \mathcal{F} / \mathcal{Z}_{\tau}$ from the left (right).

Proof. (a) Let $a$ be $M$-invertible from the left. Then there are elements $b \in \mathcal{A}$ and $f \in M$ such that $b a f=f$. Since $a$ and $a_{0}$ are $M$-equivalent from the left, there is a $g \in M$ such that $\left\|\left(a-a_{0}\right) g\right\|<1 /\|b\|$. Choose $h \in M$ so that $f h=g h=h$. Then

$$
b a_{0} h=b a h-b\left(a-a_{0}\right) h=b a f h-b\left(a-a_{0}\right) g h=h-u h=(e-u) h,
$$

where $u:=b\left(a-a_{0}\right) g$. Note that $e-u$ is invertible in $\mathcal{A}$ because $\|u\|<1$. Thus, if one sets $v:=(e-u)^{-1} b$, then $v a_{0} h=h$, i.e., the element $a_{0}$ is $M$-invertible from the left.
(b) Let $a^{\tau}$ be left invertible in $\operatorname{Com} \mathcal{F} / \mathcal{Z}$. Then there is an element $b \in$ $\operatorname{Com} \mathcal{F}$ such that $b a-e \in \mathcal{Z}_{\tau}$. This implies that $b a$ is $M_{\tau}$-equivalent to $e$ from the left, and from part (a) we deduce that $b a$ and hence $a$ is $M_{\tau}$-invertible from the left. Analogously, if $a^{\tau}$ is right invertible, then $a$ is $M_{\tau}$-invertible from the right. Conversely, if there are $b \in \operatorname{Com} \mathcal{F}$ and $f \in M$, such that baf $=f$, then $(b a-e) f=0$, hence $b a-e \in \mathcal{Z}_{\tau}$, and thus $b^{\tau} a^{\tau}=e$. It can be shown similarly that $a^{\tau}$ is right invertible in case $a$ is $M_{\tau}$-invertible from the right.

The following theorem is the local principle of Gohberg and Krupnik.
Theorem 1.9.3. Let $A$ be a Banach algebra with identity, let $\left\{M_{\tau}\right\}_{\tau \in T}$ be a covering system of localizing classes, and let $a \in \operatorname{Com} \mathcal{F}$.
(a) Suppose that for each $\tau \in T$, a is $M_{\tau}$-equivalent from the left (right) to $a_{\tau} \in \mathcal{A}$. Then $a$ is left (right) invertible in $\mathcal{A}$ if and only if for every $\tau \in T$ the element $a_{\tau}$ is $M_{\tau}$-invertible from the left (right).
(b) Suppose the system $\left\{M_{\tau}\right\}_{\tau \in T}$ has property $\left(L_{3}\right)$. The element a is invertible in $\mathcal{A}$ if and only if the elements $a^{\tau}$ are invertible in $\operatorname{Com} \mathcal{F} / \mathcal{Z}_{\tau}$ for all $\tau \in T$.
(c) If the system $\left\{M_{\tau}\right\}_{\tau \in T}$ is overlapping, then the mapping

$$
T \rightarrow \mathbb{R}^{+}, \quad \tau \mapsto\left\|a^{\tau}\right\|
$$

is upper semi-continuous.
Proof. (a) If $a$ is left-invertible, then $a$ is $M_{\tau}$-invertible from the left for all $\tau \in T$ and hence, by Lemma 1.9 .2 the element $a_{\tau}$ is $M_{\tau}$-invertible from the left for all $\tau \in T$.

Conversely, suppose $a_{\tau}$ is $M_{\tau}$-invertible from the left for all $\tau \in T$. It again follows from Lemma 1.9.2 that the element $a$ is $M_{\tau}$-invertible from the left for all $\tau \in T$. Thus there are elements $b_{\tau} \in \mathcal{A}$ and $f_{\tau} \in M_{\tau}$ such that $b_{\tau} a f_{\tau}=f_{\tau}$. Since $\left\{M_{\tau}\right\}_{\tau \in T}$ is a covering system one can find elements $f_{\tau_{1}}, \ldots, f_{\tau_{m}}$ so that $\sum_{i=1}^{m} f_{\tau_{i}}$ is invertible in $\mathcal{A}$. Set

$$
s:=\sum_{i=1}^{m} b_{\tau_{i}} f_{\tau_{i}}
$$

Then

$$
s a=\sum_{i=1}^{m} b_{\tau_{i}} f_{\tau_{i}} a=\sum_{i=1}^{m} b_{\tau_{i}} a f_{\tau_{i}}=\sum_{i=1}^{m} f_{\tau_{i}},
$$

which results in the element $\left(\sum_{i=1}^{m} f_{\tau_{i}}\right)^{-1} s$ being a left-inverse for $a$.
(b) If $a^{\tau}$ is invertible from the left for all $\tau \in T$, then by virtue of part (b) of Lemma 1.9.2 and part (a) of the present theorem the element $a$ is invertible from the left in $\operatorname{Com} \mathcal{F}$ and $\mathcal{A}$. On the other hand, if $a$ is invertible from the left and one of its left inverses belongs to $\operatorname{Com} \mathcal{F}$, then it is obvious that $a^{\tau}$ is invertible from the left. If $a$ is invertible in $\mathcal{A}$, then clearly $a$ is invertible in $\operatorname{Com} \mathcal{F}$.
(c) Let $\tau_{0} \in T$ and $\varepsilon>0$. Choose an element $z \in \mathcal{Z}_{\tau_{0}}$ such that $\|a+z\|<$ $\left\|a^{\tau_{0}}\right\|+\varepsilon / 2$. Since $z$ is $M_{\tau_{0}}$-equivalent to zero from the left there is an element $f \in$ $M$, such that $\|z f\|<\varepsilon / 2$. From $\left(L_{5}\right)$ we deduce that $f \in M_{\tau}$ for all $\tau$ in some open neighbourhood $U\left(\tau_{0}\right)$ of $\tau_{0}$. Put $y=z-z f$. If $\tau \in U\left(\tau_{0}\right)$, then by $\left(L_{2}\right)$ there exists an element $g \in M_{\tau}$ such that $f g=g$. Consequently, $y g=z g-z f g=z g-z g=0$, and since $y \in \operatorname{Com} \mathcal{F}$ (cf. ( $L_{5}$ ), it follows that $y \in \mathcal{Z}_{\tau}$, for all $\tau \in U\left(\tau_{0}\right)$. Hence, $\left\|a^{\tau}\right\| \leq\|a+y\|$ for $\tau \in U\left(\tau_{0}\right)$. Thus, if $\tau \in U\left(\tau_{0}\right)$, then

$$
\left\|a^{\tau}\right\|-\left\|a^{\tau_{0}}\right\|<\|a+y\|-\|a+z\|+\varepsilon / 2 \leq\|y-z\|+\varepsilon / 2=\|z f\|+\varepsilon / 2<\varepsilon
$$

which proves the upper semi-continuity of $\tau \mapsto\left\|a^{\tau}\right\|$ at $\tau_{0}$.

### 1.9.2 Allan's Local Principle

Now we are going to prove a variant of Allan's local principle [1]. The proof is mainly based on Theorem 1.9.3.
Definition 1.9.4. Let $\mathcal{A}$ be a real or complex Banach algebra with the identity $e$. The center Cen $\mathcal{A}$ of $\mathcal{A}$ is the set of all elements $z \in \mathcal{A}$ with the property that $z a=a z$ for all $a \in \mathcal{A}$.

Clearly, Cen $\mathcal{A}$ is a closed commutative subalgebra of $\mathcal{A}$. Let $\mathcal{B}$ be a closed subalgebra of Cen $\mathcal{A}$ containing $e$. Thus $\mathcal{B}$ is also commutative. If $\mathcal{N} \subset \mathcal{B}$ is a maximal ideal, then $\mathcal{J}_{\mathcal{N}}$ denotes the smallest closed two-sided ideal of $\mathcal{A}$ containing $\mathcal{A}$, i.e.,

$$
\mathcal{J}_{\mathcal{N}}:=\operatorname{clos}\left\{\sum_{k=1}^{m} x_{k} a_{k}: x_{k} \in \mathcal{N}, a_{k} \in \mathcal{A}, m \in \mathbb{N}\right\} .
$$

Suppose that $\mathcal{B}$ is a complex $C^{*}$-algebra if $\mathcal{A}$ is a complex Banach algebra, and that $\mathcal{B}$ is a strictly real $C^{*}$-algebra if $\mathcal{A}$ is a real Banach algebra. The latter means that the involution in $\mathcal{B}$ is the identity operator. This makes sense because $\mathcal{B}$ is commutative. Equivalently, $\mathcal{B}$ is a commutative real Banach algebra such that

$$
\left\|b^{2}\right\|=\|b\|^{2} \quad \text { and } \quad e+b^{2} \quad \text { is invertible for all } \quad b \in \mathcal{B}
$$

Notice that in both cases there is a Hausdorff compact $\mathfrak{M}$ such that $\mathcal{B}$ is isometrically isomorphic to the algebra of all continuous complex- or real-valued functions on $\mathfrak{M}$. For the complex case, this is the well-known Gelfand-Naimark Theorem [66]. For the real case the reader can consult [96, Chapter 11]

In what follows we identify algebra $\mathcal{B}$ with the related function algebra. Recall that the maximal ideals of $\mathcal{B}$ are precisely the sets $\mathcal{N}=\mathcal{N}_{\tau}, \tau \in \mathfrak{M}$ where

$$
\mathcal{N}_{\tau}:=\{f \in \mathcal{B}: f(\tau)=0\}, \quad \tau \in \mathfrak{M} .
$$

Theorem 1.9.5. Let $\mathcal{A}$ be a real or complex Banach algebra with identity $e$, and let $\mathcal{B} \subset \operatorname{Cen} \mathcal{A}$ be a subalgebra of the specified type containing $e$.
(a) If $a \in \mathcal{A}$, then a is right (left, respectively, two-sided) invertible in $\mathcal{A}$ if and only if for each $\mathcal{N} \in \mathfrak{M}$ the coset $a_{\mathcal{N}}:=a+\mathcal{N}$ is left (right, respectively, two-sided) invertible in the quotient algebra $\mathcal{A}_{\mathcal{N}}:=\mathcal{A} / \mathcal{J}_{\mathcal{N}}$.
(b) The mapping

$$
\mathfrak{M} \mapsto \mathbb{R}^{+}, \quad \mathcal{N} \mapsto\left\|a_{\mathcal{N}}\right\|
$$

is upper semi-continuous.
(c) If, in addition, $\mathcal{A}$ is a $C^{*}$-algebra, then

$$
\bigcap_{\mathcal{N} \in \mathfrak{M}} \mathcal{J}_{\mathcal{N}}=\{0\}
$$

$$
\begin{equation*}
\|a\|=\max _{\mathcal{N} \in \mathfrak{M}}\left\|a_{\mathcal{N}}\right\| . \tag{d}
\end{equation*}
$$

Proof. (a) and (b): For $\mathcal{N}_{0} \in \mathfrak{M}$ let $L_{\mathcal{N}_{0}}$ be the collection of all elements $b$ of $\mathcal{B}$ such that $b(\mathcal{N})=1$ for all $\mathcal{N}$ in some neighbourhood of $\mathcal{N}_{0}$ and $b$ vanishes outside another neighbourhood of $\mathcal{N}_{0}$. It is clear that the system $\left\{L_{\mathcal{N}}\right\}_{\mathcal{N} \in \mathfrak{M}}$ forms a covering and overlapping system of localizing classes and Theorem 1.9.3 applies to any element of $\mathcal{A}$. Obviously, the assertions $(a)$ and $(b)$ will be proved if we show that the ideals $\mathcal{Z}_{\mathcal{N}}$ defined in Section 1.9.1 coincide with the ideals $\mathcal{J}_{\mathcal{N}}$. Let $c$ belong to $\mathcal{Z}_{\mathcal{N}}$. Then there exists a sequence $\left(f_{n}\right) \subset L_{\mathcal{N}}$ such that $\left\|f_{n} c\right\| \rightarrow 0$ as $n \rightarrow \infty$. Write $c=f_{n} c+\left(e-f_{n}\right) c$. Since $\left(e-f_{n}\right) c$ belongs to $\mathcal{J}_{\mathcal{N}}$ the element $c$ can be approximated in the norm by elements from $\mathcal{J}_{\mathcal{N}}$. Hence, $\mathcal{Z}_{\mathcal{N}} \subset \mathcal{J}_{\mathcal{N}}$. Conversely, let $c \in \mathcal{J}_{\mathcal{N}}$. Then $c$ can be approximated in the norm by elements of the form $\sum_{i=1}^{m} x_{i} a_{i}$, where $x_{i} \in \mathcal{B}, a_{i} \in \mathcal{A}$ and every $x_{i}, i=1,2, \ldots, m$ vanishes on a certain neighbourhood of $\mathcal{N}$ (Recall that each closed ideal in $\mathbf{C}(\mathfrak{M})$ is of the form $\{f \in \mathbf{C}(\mathfrak{M}): f(x)=0 \quad$ for all $x$ belonging to a closed subset $F$ of $\mathfrak{M}\})$. Then we can find an element $f \in \mathbf{C}(\mathfrak{M})$ such that

$$
f\left(\sum_{i=1}^{m} x_{i} a_{i}\right)=\sum_{i=1}^{m}\left(f x_{i}\right) a_{i}=0 .
$$

This proves that $\sum_{i=1}^{m} x_{i} a_{i} \in \mathcal{Z}_{\mathcal{N}}$. Since $\mathcal{Z}_{\mathcal{N}}$ is closed we get $c \in \mathcal{Z}_{\mathcal{N}}$ and $\mathcal{J}_{\mathcal{N}} \subset$ $\mathcal{Z}_{\mathcal{N}}$. Moreover, $e \notin \mathcal{J}_{\mathcal{N}}$ because $e \notin \mathcal{Z}_{\mathcal{N}}$.
(c) and (d): Since $\mathcal{A}$ is a $C^{*}$-algebra, by part (a) of the present theorem, assertion (d) is valid for any self-adjoint element. In particular, assertion (d) holds for the elements $a a^{*}$ and $a^{*} a$ which implies its validity for any $a \in \mathcal{A}$.

Now let us assume that $b \in \cap_{\mathcal{N} \in \mathfrak{M}} \mathcal{J}_{\mathcal{N}}$. Then $b_{\mathcal{N}}=0$ for all $\mathcal{N} \in \mathfrak{M}$. By part (d) we get $b=0$, and the proof is complete.

### 1.9.3 Local Principle for Para-algebras

In many cases the question concerning $\mathcal{J}$-invertibility can be resolved by using a localization technique. In this section a generalization of the Gohberg-Krupnik localization method [91] is given in the case where Banach algebras are replaced by para-algebras.

Let $\mathfrak{X}=\left(\mathfrak{X}_{1}, \mathfrak{X}_{2}, \mathfrak{X}_{3}, \mathfrak{X}_{4},\right)$ be a unital para-algebra. A set $M^{l} \subset \mathfrak{X}_{1}$ is called a left-localizing class of the para-algebra $\mathfrak{X}$ if $M^{l}$ does not contain the zero element and for any two elements $a_{1}, a_{2} \in M^{l}$ there is $a \in M^{l}$ such that

$$
a_{j} a=a a_{j}=a, \quad j=1,2 .
$$

Elements $x, y \in \mathfrak{X}_{2}$ are said to be $M^{l}$-equivalent if

$$
\inf _{a \in M^{l}}\|(x-y) a\|=0
$$

Analogously, a set $M^{p} \subset \mathfrak{X}_{4}$ is called a right-localizing class of the para-algebra $\mathfrak{X}$ if $M^{p}$ does not contain the zero element and for any two elements $b_{1}, b_{2} \in M^{p}$ there is $b \in M^{p}$ such that

$$
b_{j} b=b b_{j}=b, \quad j=1,2
$$

Elements $x, y \in \mathfrak{X}_{2}$ are said to be $M^{p}$-equivalent if

$$
\inf _{a \in M^{p}}\|b(x-y)\|=0
$$

Elements $x, y \in \mathfrak{X}_{2}$ are called $\left(M^{l}, M^{p}\right)$-equivalent if they are simultaneously $M^{l}$ and $M^{p}$-equivalent. An element $x \in \mathfrak{X}_{2}$ is said to be $M^{l}$-invertible ( $M^{p}$-invertible) if there exist elements $z \in \mathfrak{X}_{3}$ and $a \in M^{l}\left(z \in \mathfrak{X}_{3}\right.$ and $\left.a \in M^{p}\right)$ such that

$$
z x a=a \quad(b x z=b) .
$$

If an element $x \in \mathfrak{X}_{2}$ is simultaneously $M^{l}$ - and $M^{p}$-invertible, then it is called ( $M^{l}, M^{p}$ )-invertible.

The following lemma can be proved analogously to the corresponding result of [91].

Lemma 1.9.6. Let $M^{l}$ be a left-localizing class of the para-algebra $\mathfrak{X}$, and let elements $x, y \in \mathfrak{X}_{2}$ be $M^{l}$-equivalent. Then the element $x$ is $M^{l}$-invertible if and only if the element $y$ is $M^{l}$-invertible.

Note that a similar statement holds for $M^{p}$-invertible elements.
Let $A$ be an index set. Following [91], the system $\left\{M_{\alpha}\right\}_{\alpha \in A}$ of the left- or right-localizing classes is called covering if any set $\left\{a_{\alpha}\right\}_{\alpha \in A}, a_{\alpha} \in M_{\alpha}$ has a finite number of elements $a_{1}, a_{2}, \ldots, a_{N}$ the sum of which is an invertible element.

Systems $\left\{M_{\alpha}^{l}\right\}_{\alpha \in A}, M_{\alpha}^{l} \in \mathfrak{X}_{1}$ and $\left\{M_{\alpha}^{p}\right\}_{\alpha \in A}, M_{\alpha}^{p} \in \mathfrak{X}_{4}$ are reciprocally interchangeable with an element $x \in \mathfrak{X}_{2}$ if:

1. For any $a_{\alpha} \in M_{\alpha}^{l}$ there exist $b_{\alpha} \in M_{\alpha}^{p}$ such that

$$
x a_{\alpha}=b_{\alpha} x
$$

2. For any $b_{\alpha} \in M_{\alpha}^{p}$ there exist $a_{\alpha} \in M_{\alpha}^{l}$ such that

$$
b_{\alpha} x=x a_{\alpha} .
$$

Lemma 1.9.7. Let $\left\{M_{\alpha}^{l}\right\}_{\alpha \in A}, M_{\alpha}^{l} \in \mathfrak{X}_{1}$ and $\left\{M_{\alpha}^{p}\right\}_{\alpha \in A}, M_{\alpha}^{p} \in \mathfrak{X}_{4}$ be the systems of localizing classes which are reciprocally interchangeable with respect to an element $x \in \mathfrak{X}_{2}$, and let $\left\{M_{\alpha}^{l}\right\}_{\alpha \in A}$ be covering system. Then the element $x$ is left-invertible if and only if it is $M_{\alpha}^{l}$-invertible for all $\alpha \in A$.

Proof. Necessity is obvious, so let us assume that $x \in \mathfrak{X}_{2}$ is $M_{\alpha}^{l}$-invertible for any $\alpha \in A$. Then for any $\alpha \in A$ there exist elements $z_{\alpha} \in \mathfrak{X}_{3}$ and $a_{\alpha} \in M_{\alpha}^{l}$ such that

$$
z_{\alpha} x a_{\alpha}=a_{\alpha} .
$$

However $\left\{M_{\alpha}^{l}\right\}_{\alpha \in A}$ is supposed to be covering. Therefore any set of elements $\left\{a_{\alpha}\right\}_{\alpha \in A}$ contains a finite subsystem $a_{\alpha_{1}}, a_{\alpha_{2}}, \ldots, a_{\alpha_{N}}$ such that the element $\sum_{j=1}^{n} a_{\alpha_{j}}$ is invertible. Since the systems $\left\{M_{\alpha}^{l}\right\}_{\alpha \in A}$ and $\left\{M_{\alpha}^{p}\right\}_{\alpha \in A}$ are reciprocally interchangeable with respect to $x$, there exist elements $b_{\alpha_{j}} \in M_{\alpha_{j}}^{p}, j=1,2, \ldots, N$ such that

$$
x a_{\alpha_{j}}=b_{\alpha_{j}} x, \quad j=1,2, \ldots, N .
$$

Set

$$
u:=\sum_{j=1}^{N} z_{\alpha_{j}} b_{\alpha_{j}},
$$

so

$$
u x=\left(\sum_{j=1}^{N} z_{\alpha_{j}} b_{\alpha_{j}} x\right)=\sum_{j=1}^{N} z_{\alpha_{j}} x a_{\alpha_{j}}=\sum_{j=1}^{N} a_{\alpha_{j}} .
$$

It follows that the element $x$ is left-invertible and $x_{l}^{-1}=\left(\sum_{j=1}^{N} a_{\alpha_{j}}\right)^{-1} u$. The right-invertibility can be proved analogously.

Lemmas 1.9.6 and 1.9.7 implies the following result.
Theorem 1.9.8. Let $\left\{M_{\alpha}^{l}\right\}_{\alpha \in A}, M_{\alpha}^{l} \in \mathfrak{X}_{1}$ and $\left\{M_{\alpha}^{p}\right\}_{\alpha \in A}, M_{\alpha}^{p} \in \mathfrak{X}_{4}$ be systems of covering localizing classes which are reciprocally interchangeable with respect to an element $x \in \mathfrak{X}_{2}$, and let $x$ be $\left\{M_{\alpha}^{l}, M_{\alpha}^{l}\right\}$-equivalent to $y_{\alpha}$ for all $\alpha \in A$. Then the element $x$ is invertible if and only the elements $y_{\alpha}$ are $\left\{M_{\alpha}^{l}, M_{\alpha}^{l}\right\}$-invertible for all $\alpha \in A$.

### 1.10 Singular Integral and Mellin Operators

We give a brief overview in singular integral and Mellin operators, without proofs and in a form appropriate to the theory of approximation methods for related operator equations. General references to the theory of one-dimensional singular integral operators are [9, 92], although the first book is devoted to very general operators which are not considered in this book. Our exposition mainly follows [102] and [190], where relevant proofs are presented.

### 1.10.1 Singular Integrals

Throughout this section, let $p$ and $\alpha$ denote fixed real numbers satisfying the inequalities $p>1$ and $0<1 / p+\alpha<1$ and, given a (possibly unbounded)
subinterval $I$ of the real axis $\mathbb{R}$, let $L_{p}(I, \alpha)$ refer to the weighted Lebesgue space endowed with the norm

$$
\begin{equation*}
\|f\|=\left(\int_{I}|f(t)|^{p}|t|^{\alpha p} d t\right)^{1 / p} \tag{1.41}
\end{equation*}
$$

Clearly $L_{p}(I, \alpha)$ can be viewed as a closed subspace of $L_{p}(\mathbb{R}, \alpha)$, and this allows us to identify the identity operator on $L_{p}(I, \alpha)$ with the operator $\chi_{I}$ of multiplication by the characteristic function $\chi_{I}$ of $I$ acting on $L_{p}(\mathbb{R}, \alpha)$. Analogously, a linear bounded operator $A$ on $L_{p}(I, \alpha)$ can be identified with the operator $\chi_{I} A \chi_{I}$ on $L_{p}(\mathbb{R}, \alpha)$. This identification will be often used without additional comments. Further, we always identify the dual space $L_{p}(I, \alpha)^{*}$ with the space $L_{q}(I,-\alpha)$, where $1 / p+1 / q=1$, and let $(\cdot, \cdot)$ refer to the sesqui-linear form $(u, v)=\int_{I} u(t) \bar{v}(t) d t$.

The singular integral operator $S_{I}$ on $I$ is defined by

$$
\left(S_{I} f\right)(t)=\frac{1}{\pi i} \int_{I} \frac{f(s)}{s-t} d s, \quad t \in I
$$

The kernel singularity as $s \rightarrow t$ means that this integral does not exist in the usual sense, but it does exist as a Cauchy principal value integral almost everywhere. If parameters $p$ and $\alpha$ satisfy the above conditions, then the operator $S_{I}$ is bounded on $L_{p}(I, \alpha)$. Two important properties of the singular integral operator $S_{\mathbb{R}}$ are as follows:

1. $S_{\mathbb{R}}$ is its own inverse, i.e.,

$$
S_{\mathbb{R}}^{2}=I
$$

2. $S_{\mathbb{R}}$ is a Fourier convolution operator.

To make the second assertion more accurate, let $F$ denote the Fourier transform acting on the Schwartz space $S(\mathbb{R})$ via

$$
(F f)(z)=\int_{\mathbb{R}} e^{-2 \pi i x z} f(x) d x, z \in \mathbb{R}
$$

and write $F^{-1}$ for the inverse Fourier transform

$$
\left(F^{-1} f\right)(x)=\int_{\mathbb{R}} e^{2 \pi i x z} f(z) d z, x \in \mathbb{R}
$$

The Fourier transform extends by continuity to a unitary operator on the Hilbert space $L_{2}(\mathbb{R}, 0)$, and is denoted by $F$ again. Now one can show that the restriction of the singular integral operator $S_{\mathbb{R}}$ onto $L_{p}(\mathbb{R}, \alpha) \cap L_{2}(\mathbb{R}, 0)$ coincides with the restriction of the Fourier convolution operator $F^{-1} a_{0} F$ with generating function $a_{0}(z)=\operatorname{sgn} z$ (the sign function) on the same space, viz.,

$$
S_{\mathbb{R}}=F^{-1} a_{0} F
$$

Moreover, if $b$ is a bounded function, then the operator $F^{-1} b F$ is well defined on $L_{p}(\mathbb{R}, \alpha) \cap L_{2}(\mathbb{R}, 0)$. If this operator extends boundedly onto all of $L_{p}(\mathbb{R}, \alpha)$, then this extension is called the Fourier convolution operator and denoted by $W^{0}(b)$, and the function $b$ is referred to as an $L_{p}(\mathbb{R}, \alpha)$-Fourier multiplier. Each $L_{p}(\mathbb{R}, \alpha)$-multiplier is a bounded function, and

$$
\begin{equation*}
\|b\|_{\infty} \leq\left\|W^{0}(b)\right\|_{\mathcal{L}\left(L_{p}(\mathbb{R}, \alpha)\right)} \tag{1.42}
\end{equation*}
$$

Conversely, if $b$ is a bounded function with finite total variation $V(b)$, then $b$ is an $L_{p}(\mathbb{R}, \alpha)$-multiplier for each $p>1$ and $\alpha \in(-1 / p, 1-1 / p)$, and

$$
\begin{equation*}
\left\|W^{0}(b)\right\|_{\mathcal{L}\left(L_{p}(\mathbb{R})\right)} \leq C_{p, \alpha}\left(\|b\|_{\infty}+V(b)\right) \tag{1.43}
\end{equation*}
$$

(Stechkin's inequality, see [11], 9.3(e)). Further, the set of $L_{2}(\mathbb{R}, 0)$-multipliers coincides with the algebra $L_{\infty}(\mathbb{R})$ of all essentially bounded and measurable functions, and

$$
\left\|W^{0}(a)\right\|_{\mathcal{L}\left(L_{2}(\mathbb{R}, \alpha)\right)}=\|a\|_{\infty}
$$

### 1.10.2 The Algebra $\sum^{p}(\alpha)$

Let $\sum^{p}(\alpha)$ denote the smallest closed subalgebra of $\mathcal{L}\left(L_{p}(\mathbb{R}, \alpha)\right)$ containing the operator $S_{\mathbb{R}^{+}}$and the identity operator. There is an alternative description of the algebra $\sum^{p}(\alpha)$ that dominates the whole theory of this algebra. We define the Mellin transform $M$ (depending on $p$ and $\alpha$ ) by

$$
(M f)(z)=\int_{0}^{\infty} x^{1 / p+\alpha-z i-1} f(x) d x, \quad z \in \mathbb{R}
$$

and the inverse Mellin transform $M^{-1}$ by

$$
\left(M^{-1} f\right)(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} x^{z i-1 / p-\alpha} f(z) d z, \quad x \in \mathbb{R}^{+}
$$

Further, we introduce operators $E_{p, \alpha}$ by

$$
\left(E_{p, \alpha} f\right)(x)=\frac{1}{2 \pi} f\left(\frac{1}{2 \pi} \ln x\right) x^{-1 / p-\alpha}, \quad x \in \mathbb{R}^{+}
$$

One can easily check that

$$
\left\|E_{p, \alpha} f\right\|_{L_{p}\left(\mathbb{R}^{+}, \alpha\right)}=(2 \pi)^{1 / p-1}\|f\|_{L_{p}(\mathbb{R}, 0)}
$$

and that $M E_{p, \alpha}=F$. If $b$ is an $L_{\mathbb{R}}^{p}(0)$-multiplier then the operator

$$
M^{0}(b):=E_{p, \alpha} W^{0}(b) E_{p, \alpha}^{-1}
$$

is bounded on $L^{p}\left(\mathbb{R}^{+}, \alpha\right)$, and we call $M^{0}(b)$ the Mellin convolution by $b$ or the Mellin convolution operator, or simply the Mellin operator. The function $b$ is
also called the symbol of the corresponding Mellin operator $M^{0}(b)$. For another representation of Mellin convolutions see Section 1.10.3. As a consequence of (1.42) one has

$$
\|b\|_{\infty} \leq\left\|M^{0}(b)\right\|_{\mathcal{L}\left(L_{p}\left(\mathbb{R}^{+}, \alpha\right)\right)}
$$

for each multiplier, and (1.43) implies the Stechkin inequality for Mellin convolutions:

$$
\left\|M^{0}(b)\right\|_{\mathcal{L}\left(L_{p}\left(\mathbb{R}^{+}, \alpha\right)\right)} \leq C\left(\|b\|_{\infty}+V(b)\right)
$$

where $b$ is a bounded function with finite total variation. Moreover,

$$
\left\|M^{0}(b)\right\|_{L_{2}\left(\mathbb{R}^{+}, 0\right)}=\|b\|_{\infty}
$$

The algebra $\sum^{p}(\alpha)$ can be characterized as follows.
Theorem 1.10.1 (I.B. Simonenko, Chin Ngok Min', [214]). $\sum^{p}(\alpha)$ is the smallest closed subalgebra of $\mathcal{L}\left(L_{p}(\mathbb{R}, \alpha)\right)$ which contains all Mellin convolution operators $M^{0}(b)$, where $b$ is a continuous function of finite total variation that possesses finite limits at $\pm \infty$.

Let us mention a few operators belonging to the algebra $\sum^{p}(\alpha)$ that can be easily verified with the help of Theorem 1.10.1. For each complex number $\beta$ with $0<\operatorname{Re} \beta<2 \pi$, the generalized Hankel operator

$$
\left(N _ { \beta } f \left((t)=\frac{1}{\pi i} \int_{\mathbb{R}^{+}} \frac{f(s)}{s-e^{i \beta} t} d s, \quad t \in \mathbb{R}^{+}\right.\right.
$$

belongs to $\sum^{p}(\alpha)$, since $N_{\beta}$ is the Mellin convolution operator $M^{0}\left(n_{\beta}\right)$ with the symbol

$$
n_{\beta}(z)=\frac{e^{(z+i(1 / p+\alpha))(\pi-\beta)}}{\sinh \pi(z+i(1 / p+\alpha))},
$$

cf. [97]. Moreover, the operators $S_{\mathbb{R}^{+}}$and $N_{\beta}$ are related by the identity

$$
S_{\mathbb{R}^{+}}^{2}-I=N_{\beta} N_{2 \pi-\beta}
$$

Further, the weighted singular integral operator

$$
\left(S_{\mathbb{R}^{+}, \gamma} f\right)(t)=\frac{1}{\pi i} \int_{\mathbb{R}^{+}}\left(\frac{t}{s}\right)^{\gamma} \frac{f(s)}{s-t} d s, \quad t \in \mathbb{R}^{+}
$$

belongs to the algebra $\sum^{p}(\alpha)$ for parameters $\gamma$ satisfying the condition $0<$ $\operatorname{Re}(1 / p+\alpha+\gamma)<1$. In addition, if $0<\operatorname{Re} \beta<2 \pi$ then the weighted generalized Hankel operator

$$
\left(N_{\beta, \gamma} f\right)(t)=\frac{1}{\pi i} \int_{\mathbb{R}^{+}}\left(\frac{t}{s}\right)^{\gamma} \frac{f(s)}{s-e^{i \beta} t} d s, \quad t \in \mathbb{R}^{+}
$$

also lies in $\sum^{p}(\alpha)$, and

$$
\begin{gathered}
S_{\mathbb{R}^{+}, \gamma}=M^{0}\left(s_{\gamma}\right) \text { with } s_{\gamma}(z)=\operatorname{coth} \pi(z+i(1 / p+\alpha+\gamma)) \\
N_{\beta, \gamma}=M^{0}\left(n_{\beta, \gamma}\right) \text { with } n_{\beta, \gamma}(z)=\frac{e^{(z+i(1 / p+\alpha+\gamma))(\pi-\beta)}}{\sinh \pi(z+i(1 / p+\alpha+\gamma))} .
\end{gathered}
$$

The weighted operators $S_{\mathbb{R}^{+}, \beta}$ and $N_{\pi, \gamma}$ are connected by

$$
S_{\mathbb{R}^{+}, \beta} S_{\mathbb{R}^{+}, \gamma}-\cos \pi(\beta-\gamma) N_{\pi, \beta} N_{\pi, \gamma}=I
$$

Let us denote the operator $N_{\pi}$ simply by $N$, and let $N^{p}(\alpha)$ refer to the smallest closed two-sided ideal of $\sum^{p}(\alpha)$ which contains $N$. Then:
(a) An operator $M^{0}(b) \in \sum^{p}(\alpha)$ belongs to the ideal $N^{p}(\alpha)$ if and only if $b( \pm \infty)=0$.
(b) (i) $N^{p}(\alpha)$ is the smallest closed two-sided ideal of $\sum^{p}(\alpha)$ which contains any operator $N_{\beta}$ with $0<\operatorname{Re} \beta<2 \pi$.
(ii) $N^{p}(\alpha)$ is the smallest closed two-sided ideal of $\sum^{p}(\alpha)$ which contains $N^{2}$.
(iii) $N^{p}(\alpha)$ is the smallest closed subalgebra of $\sum^{p}(\alpha)$ which contains the operators $N^{2}$ and $S_{\mathbb{R}^{+}} N^{2}$.
(iv) $N^{p}(\alpha)$ is the smallest closed subalgebra of $\sum^{p}(\alpha)$ which contains the operators $N$ and $S_{\mathbb{R}^{+}} N$.
(c) The algebra $\sum^{p}(\alpha)$ decomposes into the direct sum $\mathbb{C} I+\mathbb{C} S_{\mathbb{R}^{+}}+N^{p}(\alpha)$, M. Costabel, [28].
(d) The maximal ideal space of commutative Banach algebra $\sum^{p}(\alpha)$ is homeomorphic to the two-point compactification $\overline{\mathbb{R}}$ of the real axis. In particular, the Mellin convolution operator $M^{0}(b) \in \sum^{p}(\alpha)$ is invertible in $\sum^{p}(\alpha)$ if and only if $b(z) \neq 0$ for all $z \in \mathbb{R}$ and if $b( \pm \infty) \neq 0$. Thus $\sum^{p}(\alpha)$ is an inverse closed subalgebra of $\mathcal{L}\left(L_{p}(\mathbb{R}, \alpha)\right)$.
(e) The algebras $\sum^{p}(\alpha)$ and $\sum^{p}(0)$ are isometrically isomorphic. The isomorphism sends the singular integral operator $S_{\mathbb{R}^{+}} \in \sum^{p}(\alpha)$ into the weighted singular integral operator $S_{\mathbb{R}^{+}, \alpha} \in \sum^{p}(0)$.

### 1.10.3 Integral Representations

Let $\mathcal{N}$ denote the smallest (not necessarily closed) subalgebra of the algebra of all continuous functions on $\mathbb{R}$ containing all functions $b$ which are, together with their Mellin images $k=M^{-1} b$, continuously differentiable and for which there exist constants $M_{1}$ and $M_{2}$ and polynomials $P_{1}$ and $P_{2}$ such that

$$
\sum_{x \in \mathbb{R}}\left|b(z)(1+|z|) \leq M_{1}, \sup _{z \in \mathbb{R}}\right| b^{\prime}(z)(1+|z|)^{2} \mid \leq M_{2}
$$

and

$$
|k(x)(1+x)| \leq P_{1}(|\ln x|),\left|k^{\prime}(x)(1+x)^{2}\right| \leq P_{2}(|\ln x|) .
$$

Obviously, the set $M^{-1}(\mathcal{N})$ is an algebra with respect to the Mellin convolution

$$
\left(k_{1} \star k_{2}\right)(x)=\int_{\mathbb{R}^{+}} k_{1}\left(\frac{x}{s}\right) k_{2}(s) \frac{d s}{s}, \quad x \in \mathbb{R}^{+}
$$

as multiplication, and a function $k$ belongs to $M^{-1}(\mathcal{N})$ if and only if $k$ is the kernel function of a Mellin convolution operator $M^{0}(b)$ with $b \in \mathcal{N}$, i.e.,

$$
\left(M^{0}(b) f\right)(x)=\int_{\mathbb{R}^{+}} k\left(\frac{x}{s}\right) f(s) \frac{d s}{s}, \quad x \in \mathbb{R}^{+}
$$

### 1.10.4 The Algebra $\sum^{p}(\alpha, \beta, \nu)$

Given real numbers $0 \leq \beta_{1}<\beta_{2}<2 \pi$, let $\Gamma$ be the subset of $\mathbb{C}$ defined by $\Gamma:=e^{i \beta_{1}} \mathbb{R}^{+} \cup e^{i \beta_{2}} \mathbb{R}^{+}$. Each half-axis $e^{i \beta_{j}} \mathbb{R}^{+}$can be provided with one of the two possible orientations and we put $\nu_{j}:=1$ if $e^{i \beta_{j}} \mathbb{R}^{+}$is directed away from zero and $\nu_{j}:=-1$ if $e^{i \beta_{j}} \mathbb{R}^{+}$is directed towards 0 . Notice that the case where one half-axis is directed away and the other towards 0 is of special interest throughout this book.

We consider the space $L_{p}(\Gamma, \alpha):=L_{p}\left(\Gamma,|t|^{\alpha}\right)$. It is well known that if $1<$ $p<\infty$ and $0<1 / p+\alpha<1$, then the singular integral operator

$$
\left(S_{\Gamma} f\right)(x):=\frac{1}{\pi i} \int_{\Gamma} \frac{f(t)}{t-x} d t
$$

is well defined and bounded on $L_{p}(\Gamma, \alpha)$. Notice that $S_{\Gamma}$ depends on the chosen orientation $\left(\nu_{1}, \nu_{2}\right)$. Denote by $L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$ the Banach space of all pairs $\left(f_{1}, f_{2}\right)^{T}$ of functions $f_{1}, f_{2} \in L_{p}\left(\mathbb{R}^{+}, \alpha\right)$ endowed with the norm

$$
\left\|\left(f_{1}, f_{2}\right)^{T}\right\|:=\left(\left\|f_{1}\right\|^{p}+\left\|f_{2}\right\|^{p}\right)^{1 / p}
$$

and let $\eta: L_{p}(\Gamma, \alpha) \mapsto L_{p}\left(\mathbb{R}^{+}, \alpha\right)$ refer to the mapping

$$
(\eta f)(t):=\left(f\left(e^{i \beta_{1} t}\right), f\left(e^{i \beta_{2} t}\right)\right)^{T}, t \in \mathbb{R}^{+} .
$$

It is easily seen that the mapping $A \mapsto \eta^{-1} A \eta$ is an isometrical isomorphism between the algebras $\mathcal{L}\left(L_{p}(\Gamma, \alpha)\right)$ and $\mathcal{L}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right)$. Write $\chi_{1}$ for the operator of multiplication by the characteristic function of $e^{i \beta_{1}} \mathbb{R}^{+}$, and consider the smallest subalgebra of $\mathcal{L}\left(L^{p}(\Gamma, \alpha)\right)$ which contains the operators $\chi_{1}, S_{\Gamma}$, and the identify operator. This subalgebra is denoted by $\sum^{p}(\alpha, \beta, \nu)$, where $\nu=\left(\nu_{1}, \nu_{2}\right)$ indicates the chosen orientation, and $\beta=\left(\beta_{1}, \beta_{2}\right)$ - the angles of the rays $e^{i \beta_{j}} \mathbb{R}^{+}, j=1,2$. The following proposition describes the image of the algebra $\sum^{p}(\alpha, \beta, \nu)$ under the isomorphism generated by the mapping $\eta$.

Proposition 1.10.2. $\eta \sum^{p}(\alpha, \beta, \nu) \eta^{-1}$ is the algebra of all operators $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in$ $\mathcal{L}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right)$ with $A, D \in \sum^{p}(\alpha)$ and $B, C \in N^{p}(\alpha)$.
Example 1.10.3. For the operator $\left(A_{i j}\right)_{i, j=1}^{2}:=\eta S_{\Gamma} \eta^{-1}$, straightforward computation yields

$$
A_{i j}=\left\{\begin{array}{lll}
\nu_{j} S_{\mathbb{R}^{+}} & \text {if } \quad i=j, \\
\nu_{j} M^{0}\left(n_{\beta_{i}-\beta_{j}}\right) & \text { if } \quad i>j, \\
\nu_{j} M^{0}\left(n_{2 \pi+\beta_{i}-\beta_{j}}\right) & \text { if } \quad i<j .
\end{array}\right.
$$

This proposition allows us to conclude that the algebra $\sum^{p}(\alpha, \beta, \gamma)$ does not depend on the values of the angles $\beta_{j}$ or the orientation of the axis $e^{i \beta_{j}} \mathbb{R}^{+}$. Moreover, this algebra does not even depend on the weight $|t|^{\alpha}$, as property (e) of Section 1.10.2 shows.

Since the entries of a matrix $\left(\begin{array}{cc}A & B \\ C & D\end{array}\right) \in \eta \sum^{p}(\alpha, \beta, \nu) \eta^{-1}$ commute with each other, one has an effective invertibility criterion for operators from the algebra $\sum^{p}(\alpha, \beta, \nu)$. Thus an operator $E \in \sum^{p}(\alpha, \beta, \nu)$ is invertible if and only if $\eta E \eta^{-1}=$ $\left(\begin{array}{ll}A & B \\ C & D\end{array}\right)$ is invertible or if and only if

$$
\operatorname{det}\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right)=A D-B C\left(\in \Sigma^{p}(\alpha)\right)
$$

is invertible, and it remains to apply property $(d)$ of Section 1.10.2.

### 1.10.5 Singular Integral Operators with Piecewise Continuous Coefficients

A bounded Lyapunov arc is an oriented bounded curve $\Gamma$ in the complex plane $\mathbb{C}$ which is homeomorphic to the closed interval $[0,1]$ and which satisfies the Lyapunov condition - i.e., the first derivative of the parameter representation $t:[0, l] \rightarrow \Gamma$ by its arc length must be a Hölder continuous function. The points $t(0)$ and $t(l)$ are called the start and endpoint of $\Gamma$, respectively. We shall assume that $\Gamma$ is oriented according to the natural orientation of $[0, l]$. A curve $\Gamma$ is called a simple closed piecewise Lyapunov curve if:

- $\Gamma$ is closed, i.e., $\Gamma$ divides the complex plane into two parts, each having $\Gamma$ as its boundary and located at one side of $\Gamma$.
- $\Gamma$ is the union of a finite number $m$ of Lyapunov arcs $\Gamma_{1}, \ldots, \Gamma_{m}$ such that the endpoint of $\Gamma_{i}$ coincides with the starting point of $\Gamma_{i+1}, i=0, \ldots, m-1$ with $\Gamma_{m+1}:=\Gamma_{0}$. Further, we assume that $\Gamma_{i} \cup \Gamma_{i+1}$ is either Lyapunov or the tangents of $\Gamma_{i}$ and $\Gamma_{i+1}$ at $z_{i}$ (the endpoint of $\Gamma_{i}$ ) differ from each other.
- The orientation from the collection $\Gamma_{1}, \ldots, \Gamma_{m}$ induced for $\Gamma$ is the "counterclockwise", i.e., if the curve is traced out in accordance to the induced orientation, the bounded part of the plane with boundary $\Gamma$ lies on the left.

Let $\Gamma$ be a piecewise Lyapunov curve. The singular integral operator $S_{\Gamma}$ is defined by

$$
\left(S_{\Gamma} f\right)(t):=\frac{1}{\pi i} \int_{\Gamma} \frac{f(z)}{z-t} d z, t \in \Gamma
$$

where the integral is understood as the Cauchy principal value. Further, let $t_{1}, \ldots, t_{n} \in \Gamma, \alpha_{1}, \ldots, \alpha_{n} \in \mathbb{R}$, and put

$$
\begin{equation*}
w(z):=\prod_{i=1}^{n}\left|z-t_{i}\right|^{\alpha_{i}} \tag{1.44}
\end{equation*}
$$

By $L_{p}(\Gamma, w)$ we denote the weighted Lebesgue space on $\Gamma$ with the norm

$$
\|f\|:=\left(\int_{\Gamma}|f(z)|^{p} w^{p}(z)|d z|\right)^{1 / p}
$$

A theorem of Khvedelidze [124] claims that the singular integral operator $S_{\Gamma}$ is bounded on $L_{p}(\Gamma, w)$ if and only if

$$
1<p<\infty \text { and } 0<\alpha_{i}+\frac{1}{p}<1, i=1, \ldots, n
$$

A piecewise continuous function on $\Gamma$ is a function which at each point $z_{0}$ of $\Gamma$, has finite one-sided limits. By $\mathbf{P C}(\Gamma)$ we denote the Banach algebra of all piecewise continuous functions on $\Gamma$ provided with the supremum norm. For each $a \in \mathbf{P C}(\Gamma)$ the operator of multiplication by $a$ is a bounded linear operator on $L_{p}(\Gamma, w)$, so it makes sense to introduce the smallest closed subalgebra $\mathcal{O}_{p}(\Gamma, w)$ of $\mathcal{L}\left(L_{p}(\Gamma, w)\right)$ containing the operator $S_{\Gamma}$ and the algebra $\mathbf{P C}(\Gamma)$.

By $\mathcal{K}\left(L_{p}(\Gamma, w)\right)$ we denote the ideal of all compact operators on $L_{p}(\Gamma, w)$. It is well known that

$$
\mathcal{K}\left(L_{p}(\Gamma, w)\right) \subset \mathcal{O}_{p}(\Gamma, w)
$$

Let $\pi$ refer to the canonical homomorphism from $\mathcal{O}_{p}(\Gamma, w)$ onto the quotient algebra

$$
\mathcal{O}_{p}^{\pi}(\Gamma, w):=\mathcal{O}_{p}(\Gamma, w) / \mathcal{K}\left(L_{p}(\Gamma, w)\right)
$$

Finally, let us write $\mathbf{C}(\Gamma) \subset \mathbf{P C}(\Gamma)$ for the Banach algebra of all functions which are continuous at each point of $\Gamma$.

Recall that if $a \in \mathbf{C}(\Gamma)$ then $a S_{\Gamma}-S_{\Gamma} a \in \mathcal{K}\left(L_{p}(\Gamma, \alpha)\right)$ cf. [91, 157].
Our next goal is to describe the algebra $\mathcal{O}_{p}(\Gamma, w)$ and to present a Fredholm criterion for its elements. Let $\Gamma$ be a closed piecewise Lyapunov curve and let $z \in \Gamma$ be any (fixed) point. Choose a neighbourhood $\mathcal{U} \subset \mathbb{C}$ of $z$ such that $\mathcal{U} \cap \Gamma$ is the union of two Lyapunov arcs $L_{1}$ and $L_{2}$ which have only one common point $z$. One arc is directed towards $z$ and the other away from $z$. By $\beta_{i}(z), i=1,2$ we denote the angle between the tangents $L_{1}$ and $L_{i}$ at the point $z$. Without loss we
can assume that $0=\beta_{1}<\beta_{2}<2 \pi$. Let us mention that this definition does not depend on which arc is directed towards $z$. Given the weight function $w$ by (1.44) we put

$$
\alpha(z)=\left\{\begin{array}{cc}
\alpha_{i} & \text { if } \\
0 & \text { otherwise }
\end{array}\right.
$$

Now define a new weight function depending on $z$ by $w_{z}(t):=|t|^{\alpha(z)}$ and set $\nu_{i}(z)=1$ if $\Gamma_{i}$ is directed away from $z$ and $\nu_{i}(z)=-1$ if $\Gamma_{i}$ is directed to $z$.

Let $\sum_{2}^{p}(\alpha) \subset \mathcal{L}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right)$ refer to the Banach algebra of all $2 \times 2$ matrices $\left(A_{i j}\right)_{i, j=1}^{2}$ with entries $A_{i j} \in \sum^{p}(\alpha)$, and let $\widetilde{\sum}_{2}^{p}(\alpha)$ be the subalgebra of $\sum_{2}^{p}(\alpha)$ such that the entries $A_{12}$ and $A_{21}$ belong to the ideal $N_{p}(\alpha)$.
Theorem 1.10.4. a) For each $z \in \Gamma$ there exists a homomorphism $A \mapsto$ $\operatorname{smb}(A, z)$ from $\mathcal{O}_{p}(\Gamma, w)$ onto the algebra $\widetilde{\sum}_{2}^{p}(\alpha(z))$. In particular, for the generators $S_{\Gamma}$ and $a \in \mathbf{P C}(\Gamma)$ of $\mathcal{O}_{p}(\Gamma, w)$ we have

$$
\operatorname{smb}\left(S_{\Gamma}, z\right)=\left(\begin{array}{cc}
S_{\mathbb{R}^{+}} & N_{2 \pi+\beta_{1}-\beta_{2}} \\
N_{\beta_{2}-\beta_{1}} & S_{\mathbb{R}^{+}}
\end{array}\right) \cdot \operatorname{diag}(1,-1)
$$

and, if we abbreviate $a_{i}(t):=\lim _{\substack{t \rightarrow z \\ t \in \Gamma_{i}}} a(t)$ for each $a \in \mathbf{P C}(\Gamma)$, then

$$
\operatorname{smb}(a I, z)=\operatorname{diag}\left(a_{1}(z) I, a_{2}(z) I\right) .
$$

b) An operator $A \in \mathcal{O}_{p}(\Gamma, w)$ is Fredholm if and only if $\operatorname{smb}(A, z)$ is invertible for all $z \in \Gamma$.
c) If $\pi(A)$ stands for the image of the operator $A$ in the Calkin algebra, then

$$
\|\pi(A)\|=\sup _{z \in \Gamma}\|\operatorname{smb}(A, z)\|
$$

d) The radical of $\mathcal{O}_{p}^{\pi}(\Gamma, w)$ is trivial and $A$ is compact if and only if

$$
\operatorname{smb}(A, z)=0 \text { for all } z \in \Gamma
$$

The proof of this theorem is based on the local principle of Allan. The main point is to show that the local algebra assigned to $z \in \Gamma$ is isometrically isomorphic to $\sum^{p}(\alpha(z), \beta(z),(+1,-1))$. Here we assume that $L_{2}$ is directed towards $z$ and $L_{1}$ away from $z$. Let us also note that we still use the notation $\beta_{1}$ and $\beta_{2}$ despite the fact that $\beta_{1}=0$. This is because we want to keep our notation in accordance with the crucial Example 1.10.3.
Remark 1.10.5. Using results of Sections 1.10 .2 and 1.10 .4 we obtain effective tools to study invertibility of $\operatorname{smb}(A, z)$.
Corollary 1.10.6. Let $\Gamma_{1}, \Gamma_{2}$ be closed piecewise Lyapunov curves. Consider $\mathcal{O}_{p}\left(\Gamma_{1}, w_{1}\right)$ and $\mathcal{O}_{p}\left(\Gamma_{2}, w_{2}\right)$. Then $\mathcal{O}_{p}^{\pi}\left(\Gamma_{1}, w_{1}\right)$ and $\mathcal{O}_{p}^{\pi}\left(\Gamma_{2}, w_{2}\right)$ are isometrically isomorphic.

A remarkable consequence of Theorem 1.10.4, b) is whether an operator $a I+b S_{\Gamma}$ is Fredholm or not does not depend on the values of the angles: indeed, put $\delta:=1 / p+\alpha(z)$ and consider the matrix

$$
D(t):=\operatorname{diag}\left(1, e^{(t+\delta) \beta_{2}(z)}\right)
$$

Then it is easy to see that $D^{-1} \operatorname{smb}\left(a I+b S_{\Gamma}, z\right) D$ dos not depend on $\beta_{2}$, which gives the assertion; recall that $\beta_{1}=0$.

### 1.10.6 Singular Integral Operators with Conjugation

The study of the smallest closed algebra $\mathcal{E}_{p}(\Gamma, w)$ generated by the algebra $\mathcal{O}_{p}(\Gamma, w)$ and by the operator of conjugation $(M f)(t):=\overline{f(t)}$ can be reduced to the study of the algebra $\mathcal{O}_{p}^{2 \times 2}(\Gamma, w)$, where $\mathcal{O}_{p}^{2 \times 2}(\Gamma, w)$ is the algebra of all $2 \times 2$ matrices with entries from $\mathcal{O}_{p}(\Gamma, w)$. Notice that $\mathcal{E}_{p}(\Gamma, w)$ is a real algebra. For simplicity, let us assume that $p=2$ and note the nontrivial fact that $\mathcal{O}_{2}(\Gamma, w)$ is a $C^{*}$-algebra, so results from Section 1.4 can now be used to examine the algebra $\mathcal{E}_{2}(\Gamma, w)$. However, first one must check whether the element $M \in \mathcal{L}_{\text {add }}\left(L_{2}(\Gamma, w)\right)$ and the complex $C^{*}$-algebra $\mathcal{O}_{2}(\Gamma, w)$ satisfy conditions $\left(A_{1}\right)-\left(A_{5}\right)$ of Section 1.2. The only nontrivial condition is that $M S_{\Gamma} M$ belongs to the same algebra $\mathcal{O}_{2}(\Gamma, w)$. This is indeed the case, and its symbol is given by

$$
\operatorname{smb}\left(M S_{\Gamma} M, z\right)=-\left(\begin{array}{cc}
S_{\mathbb{R}^{+}} & N_{\beta_{2}-\beta_{1}} \\
N_{2 \pi+\beta_{1}-\beta_{2}} & S_{\mathbb{R}^{+}}
\end{array}\right) \cdot \operatorname{diag}(+1,-1)
$$

Moreover, $S_{\Gamma}+M S_{\Gamma} M$ is compact if and only if $\Gamma$ is a closed Lyapunov curve without corners. The operator $V_{\Gamma}:=\frac{1}{2}\left(S_{\Gamma}+M S_{\Gamma} M\right)$ is then the double layer potential operator (cf. Section 4.4 for the definition).

Using the terminology of Section 1.2, we have

$$
\mathcal{E}_{2}(\Gamma, w)=\tilde{\mathcal{O}}_{2}(\Gamma, w)
$$

Let us write $\mathcal{A}$ instead $\mathcal{O}_{2}(\Gamma, w)$ and introduce the set

$$
E_{\tilde{\mathcal{A}}}^{2 \times 2}:=\left\{\left(\begin{array}{cc}
b & d \\
M d M & M b M
\end{array}\right): b, d \in \mathcal{A}\right\} \subset \mathcal{A}^{2 \times 2}
$$

According to Section 1.4, the real algebras $\tilde{\mathcal{A}}$ and $E_{\tilde{\mathcal{A}}}^{2 \times 2}$ are isometrically isomorphic, where the isometric isomorphism $\Psi$ is given by

$$
\Psi(\tilde{a})=\Psi(a+b M):=\left(\begin{array}{cc}
a & b \\
M b M & M a M
\end{array}\right) .
$$

Moreover, $\tilde{a} \in \tilde{\mathcal{A}}$ is invertible if and only if $\Psi(\tilde{a})$ is invertible in $\mathcal{A}^{2 \times 2}$ (Corollary 1.4.7), so the following theorem holds.

Theorem 1.10.7. a) For each $z \in \Gamma$ there exists a homomorphism $A \mapsto$ $\operatorname{smb}(A, z)$ from $\mathcal{E}_{2}(\Gamma, w)$ onto the closed subalgebra $\sum_{4}^{p}(\alpha)$ consisting of all matrices $\left(B_{i j}\right)_{i, j=1}^{2}$ with $B_{i j} \in{\widetilde{\sum_{2}^{2}}}_{2}^{2}$. In particular,

$$
\operatorname{smb}\left(S_{\Gamma}, z\right)=\left(A_{i j}\right)_{i, j=1}^{2}
$$

with $A_{21}=A_{12}=0$ and

$$
\begin{aligned}
& A_{11}=\left(\begin{array}{cc}
S_{\mathbb{R}^{+}} & N_{2 \pi+\beta_{1}-\beta_{2}} \\
N_{\beta_{2}-\beta_{1}} & S_{\mathbb{R}^{+}}
\end{array}\right) \operatorname{diag}\{1,-1\} \\
& A_{22}=-\left(\begin{array}{cc}
S_{\mathbb{R}^{+}} & N_{\beta_{2}-\beta_{1}} \\
N_{2 \pi+\beta_{1}-\beta_{2}} & S_{\mathbb{R}^{+}}
\end{array}\right) \operatorname{diag}\{1,-1\} \\
& \operatorname{smb}(M, z)=\left(\begin{array}{cccc}
0 & 0 & I & 0 \\
0 & 0 & 0 & I \\
I & 0 & 0 & 0 \\
0 & I & 0 & 0
\end{array}\right)
\end{aligned}
$$

and if $a$ is a piecewise continuous function, then

$$
\operatorname{smb}(a, z)=\operatorname{diag}\left\{a_{1}(z), a_{2}(z), \overline{a_{1}(z)}, \overline{a_{2}(z)}\right\}
$$

b) The operator $A \in \mathcal{E}_{2}(\Gamma, w)$ is Fredholm if and only if $\operatorname{smb}(A, z) \neq 0$ for all $z \in \Gamma$.
c) If $\pi(A)$ is the Calkin image of an operator $A \in \mathcal{E}_{2}(\Gamma, w)$, then

$$
\|\pi(A)\|=\sup _{z \in \Gamma}\|\operatorname{smb}(A, z)\|
$$

Finally, for completeness we mention that unlike the operators without conjugation, the Fredholmness of an operator $A \in \mathcal{E}_{2}(\Gamma, w)$ essentially depends on the values of the angles of the curve $\Gamma$. An example is given in [164], where the operator

$$
A=(1+\sqrt{2}) \frac{S_{\Gamma}+I}{2}+(1-\sqrt{2}) \frac{S_{\Gamma}-I}{2}+M
$$

is considered on the space $L_{2}(\Gamma)$. If $\Gamma$ is a circle, then this operator $A$ is Fredholm, but if $\Gamma$ is a rectangle, then it is not.

### 1.11 Comments and References

Real $C^{*}$-algebras are treated for instance in [96, 141]. The literature concerning complex $C^{*}$-algebras is increasingly extensive, [ $\left.4,8,38,66,88,171,159,224\right]$. In the context of these books a special family of real $C^{*}$ algebras is of interest. These algebras are built as extensions of complex $C^{*}$-algebras by an element $m$ which
satisfies a few axioms. Such an abstract approach is strongly motivated by numerous applications and originates from [58, 59]. Single blocks of such constructions were used earlier in investigations of one-dimensional singular integral operators with conjugations and Carleman shifts (see, for example [143]).
Section 1.2-Section 1.5: We mainly follow our papers [58, 59]. Theorem 1.3.8, which allows us to represent any space of bounded additive operators $\mathcal{L}_{\text {add }}(\mathcal{H})$ as an extension of the complex $C^{*}$-algebra $\mathcal{L}(\mathcal{H})$, is new.

Section 1.6-Section 1.7: These sections are devoted to the abstract stability problem and to its algebraization. The fact that the problem of the stability of operator sequences can be translated into an invertibility problem in a given algebra was first recognized by A. Kozak [127]. He successfully applied this idea to study a finite section method for convolution equations with continuous data. The initial approach, however, was too restrictive to tackle the stability of various operator sequences arising in approximation of other operator equations. A further development of this idea is connected with some results similar to Theorem 1.6.6, the first version of which was proposed by one of the authors in [207]. The material of Section 1.7 is based on $C^{*}$-algebra techniques and can be found in [192] in the case of complex algebras. For the real extensions of complex $C^{*}$-algebras, the corresponding results are presented in [58].
Section 1.8: The use of para-algebras in studying the Fredholm properties of linear operators was initiated by D. Przeworska-Rolewicz and S. Rolewicz in [184]. The fact that this concept is also applicable in numerical analysis is noted in [44].

Section 1.9: Local principles are in a sense a replacement for the Gelfand theory for complex commutative Banach algebras. They are intended to study the invertibility of elements in non-commutative Banach algebras. There are a few versions of such principles - viz., the local principle of Simonenko, of Allan, and the one of Gohberg and Krupnik. A discussion of various aspects of these principles can be found in [10]. The local principle of Gohberg and Krupnik is distinguished by its simplicity and a wide range of applicability. Moreover, if the localization process is carried out with the help of central subalgebras which are $C^{*}$-algebras (strictly real $C^{*}$-algebras), then all the aforementioned local principles coincide at least. Local principles became a power tool in operator theory and numerical analysis. It is easy to see that the Gohberg-Krupnik local principle can be modified in such a way that it is applicable also in suitable para-algebras. For more information on this topic the reader can consult [189].

Section 1.10: There exists a huge variety of papers dealing with singular integral and Mellin operators. The material of Sections 1.10.1-1.10.4 is based on [102]. Theorems 1.10.4 and 1.10.7 are taken from [191] but these results are the outcome of efforts made by many mathematicians. Let us only mention $[27,28,75,138$, $143,214]$ and of course [91, 92].

## Chapter 2

## Approximation of Additive Integral Operators on Smooth Curves

We start with polynomial and spline approximation methods for the Cauchy singular integral equation

$$
\begin{align*}
(A u)(t) \equiv & a(t) \varphi(t)+\frac{b(t)}{\pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-t}+\overline{c(t) \varphi(t)}+\overline{\frac{d(t)}{\pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-t}} \\
& +\int_{\Gamma} k_{0}(t, \tau) \varphi(\tau) d \tau+\overline{\int_{\Gamma} k_{1}(t, \tau) \varphi(\tau) d \tau}=f(t), \quad t \in \Gamma \tag{2.1}
\end{align*}
$$

where $\Gamma$ is a simple closed Lyapunov contour. The coefficients $a, b, c, d$ belong to given functional classes, and conditions imposed on the kernels $k_{0}(t, \tau), k_{1}(t, \tau)$ ensure the compactness of the corresponding integral operators. The study of the stability of different approximation methods for equation (2.1) takes into account the smoothness of the coefficients $a, b, c, d$. Usually this is easier for equations with continuous coefficients. One encounters two main problems for equation (2.1). The first is connected with non-linearity of the operators considered over the field of complex numbers $\mathbb{C}$. However, this non-linearity can be called 'weak', and the corresponding difficulties are not of fundamental importance. Much more important is that the structure of the approximation sequences do not allow us to get a 'good' factorization of these sequences, even in the case where the coefficients $a, b, c, d$ are continuous. Therefore, initially, approximation methods for Cauchy integral equations with conjugation were developed in two directions. One way is not to apply approximation methods to equation (2.1) directly but rather to an associated system of singular integral equations without conjugation $[40,118,119$, 120]. This leads to an unnecessary increase in the size of the systems of algebraic
equations obtained. Some efforts were made to construct approximation methods working without passing to associated systems of singular integral equations [225, 226], but those methods are applicable to a restricted number of equations, since analytic functions in factorizations of certain combinations of the coefficients of equation (2.1) must satisfy additional metric relations. Moreover, those analytic functions have to be known to the user. However, the requirement to have the exact factorization of the coefficients of equation (2.1) makes this approach almost nonfeasible. On the other hand, systematic use of Banach algebra methods may help to overcome all these difficulties.

### 2.1 Polynomial Galerkin Method for Equations with Continuous Coefficients

Let $\Gamma_{0}$ be the unit circle with center at the origin. In the space $L_{2}:=L_{2}\left(\Gamma_{0}\right)$ consider the operators

$$
(M \varphi)(t)=\overline{\varphi(t)},(S \varphi)(t)=\frac{1}{2 \pi i} \int_{\Gamma_{0}} \frac{\varphi(\tau) d \tau}{\tau-t}, P=(1 / 2)(I+S), Q=I-P
$$

The operators $P$ and $Q$ are bounded projections in $L_{2}$ [91, 124]. For simplicity, let us assume that the functions $k_{0}(t, \tau)=0$ and $k_{1}(t, \tau)=0$ for all $t, \tau \in \Gamma_{0}$ and rewrite equation (2.1) in the form

$$
\begin{equation*}
(G \varphi)(t) \equiv\left(\left(a_{0} P+b_{0} Q\right)+M\left(a_{1} P+b_{1} Q\right)\right) \varphi(t)=f(t), \quad t \in \Gamma_{0} \tag{2.2}
\end{equation*}
$$

where $a_{m}, b_{m}, m=0,1$ are operators of multiplication by the functions $a_{0}=a+b$, $b_{0}=a-b, a_{1}=c+d, b_{1}=c-d$.

An approximate solution of equation (2.2) is sought in the form

$$
\begin{equation*}
\varphi(t)=\sum_{k=-n}^{n} \varphi_{k} t^{k} \tag{2.3}
\end{equation*}
$$

The unknown coefficients $\varphi_{k}, k=-n,-n+1, \ldots, n$ are defined by the system of algebraic equations

$$
\begin{align*}
& \sum_{j=0}^{n} a_{k-j}^{(0)} \varphi_{j}+\sum_{j=-n}^{-1} b_{k-j}^{(0)} \varphi_{j}+\sum_{j=0}^{n} \bar{a}_{-k-j}^{(1)} \overline{\varphi_{j}}+\sum_{j=-n}^{-1} \bar{b}_{-k-j}^{(0)} \overline{\varphi_{j}}=f_{k},  \tag{2.4}\\
& k=-n,-n+1, \ldots, n
\end{align*}
$$

where $f_{k}$ are the Fourier coefficients of the function $f$, viz.,

$$
f_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\exp (i \theta)) \exp (-i k \theta) d \theta, \quad k=0, \pm 1, \ldots
$$

and $a_{k}^{(m)}, b_{k}^{(m)}$ are the Fourier coefficients of the functions $a^{(m)}, b^{(m)}, m=0,1$.
Let $P_{n}$ denote the projection

$$
\begin{equation*}
\left(P_{n} \varphi\right)(t)=P_{n}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\sum_{k=-n}^{n} \varphi_{k} t^{k} \tag{2.5}
\end{equation*}
$$

Then system (2.4) can be written as the operator equation

$$
\begin{equation*}
G_{n} \varphi_{n} \equiv P_{n} G P_{n} \varphi_{n}=P_{n} f, \quad \varphi_{n} \in \operatorname{im} P_{n} \tag{2.6}
\end{equation*}
$$

Along with the projections $P_{n}, n \in \mathbb{N}$, consider the operators $W_{n}, n \in \mathbb{N}$, defined by

$$
\begin{equation*}
\left(W_{n} \varphi\right)(t)=W_{n}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\sum_{k=-n}^{-1} \varphi_{-n-k-1} t^{k}+\sum_{k=0}^{n} \varphi_{n-k} t^{k} \tag{2.7}
\end{equation*}
$$

The functions $e_{k}: t \mapsto t^{k}, k \in \mathbb{Z}$ form a complete orthonormal basis in the space $L_{2}=L_{2}\left(\Gamma_{0}, \mu\right)$ where $\mu$ is the normalized Lebesgue measure on $\Gamma_{0}$. Thus the operators $P_{n}$ and $W_{n}$ satisfy all requirements of Section 1.6, viz., they act as linear operators on both the complex and real Hilbert spaces $L_{2}$ and $\left(L_{2}\right)_{\mathbb{R}}$. Therefore, to study approximation method (2.6) one can use Proposition 1.6.5. However, one still must show that the sequence $\left(G_{n}\right)$ defined by (2.6) belongs to the related algebra $\mathcal{A}_{\mathbb{R}}$ (see Section 1.6, p. 30). Notice that the adjoint operator to the operator $G$ of (2.2) is

$$
\begin{equation*}
G^{*}=\left(P \bar{a}_{0}+Q \bar{b}_{0}\right) I+\left(P \bar{a}_{1}+Q \bar{b}_{1}\right) M \tag{2.8}
\end{equation*}
$$

and, in the case at hand, the operator $\widehat{M}$ defined on p. 30, is just $M t I$, where $t I$ means the operator of multiplication by $e_{1}$.
Lemma 2.1.1. The operators $P, Q$ and $\widehat{M}$ satisfy the following relations:
a) $\widehat{M}^{2}=I, \quad \widehat{M} P=Q \widehat{M}, \quad e_{-1} M=\widehat{M}$.
b) Let $a \in \mathbf{C}\left(\Gamma_{0}\right)$. Then $M a M=\bar{a} I$ and $\widehat{M} a \widehat{M}=\bar{a} I$.
c) $P_{n} M=M P_{n}, P_{n} P=P P_{n}, W_{n} P=P W_{n}$ for all $n \in \mathbb{N}$.
d) $s-\lim W_{n} M W_{n}=\widehat{M}$; notice that $W_{n}$ and $M$ are $\mathbb{R}$-linear self-adjoint operators.
The assertions a) - c) are easily checked and d) was already mentioned in Section 1.6.

For $a \in \mathbf{C}\left(\Gamma_{0}\right)$, we set $\widetilde{a}:=a(\bar{t})$.
Lemma 2.1.2. Assume that the coefficients $a_{m}, b_{m}, m=0,1$ are continuous, and let $G$ be the operator defined in (2.2). Then the sequence $\left(G_{n}\right), G_{n}:=P_{n} G P_{n}$ belongs to the algebra $\mathcal{A}_{\mathbb{R}}$. Moreover,

$$
s-\lim W_{n} G_{n} W_{n}=P \widetilde{a}_{0} P+Q \widetilde{b}_{0} Q+\widehat{M}\left(P \widetilde{a}_{1} P+Q \widetilde{b}_{1} Q\right)
$$

Proof. Basically, the problem comes down to the question whether the sequences $\left(P_{n} a P_{n}\right)$ and $\left(P_{n} M P_{n}\right)$ belong to the algebra $\mathcal{A}_{\mathbb{R}}$. For the sequence $\left(P_{n} M P_{n}\right)$ this is clear because

$$
s-\lim P_{n} M P_{n}=\widehat{M}
$$

Further, using the weak convergence of the sequence $\left(W_{n}\right)$ to zero and the compactness of the operators $P a Q$ and $Q a P$, one easily shows that

$$
s-\lim W_{n} a W_{n}=P \widetilde{a} P+Q \widetilde{a} Q,
$$

and the proof of Lemma 2.1.2 follows.
Note that the proof of the last relation can also be found in [183].
Lemma 2.1.3. Let $a_{m}, b_{m}, m=0,1$ be continuous functions on $\Gamma_{0}$, and $\Delta:=$ $a_{0} \bar{b}_{0}-a_{1} \bar{b}_{1}$ be invertible in $\mathbf{C}\left(\Gamma_{0}\right)$, i.e., $\Delta(t) \neq 0$ for all $t \in \Gamma_{0}$. Consider the $\mathbb{R}$-linear operator

$$
\begin{equation*}
F:=c_{0} P+d_{0} Q+M\left(c_{1} P+d_{1} Q\right) \tag{2.9}
\end{equation*}
$$

where $c_{0}=\Delta^{-1} \bar{b}_{0}, c_{1}=-\Delta^{-1} a_{1}, d_{0}=\overline{\Delta^{-1} a_{0}}, d_{1}=-\overline{\Delta^{-1} b_{1}}$. Then there are operators $T_{1}, T_{2} \in \mathcal{K}\left(\left(L_{2}\right)_{\mathbb{R}}\right)$ such that

$$
G F=I+T_{1}, \quad F G=I+T_{2} .
$$

Proof. The proof mimics the well-known proof of the related result for singular integral operators with continuous coefficients and without conjugation. The relations a) and b) should be taken into account.

First of all, let us mention that the condition $\Delta(t) \neq 0, t \in \Gamma_{0}$ is necessary and sufficient for the operator $G$ to be Fredholm. Here we would like to outline basic ideas in the proof of this result because, in a sense, they lie in the foundation of the methods exploited in this book, especially in the use of the homomorphism $\Psi$ defined by $(1.26)$. Let $\left(L_{2}^{2}\right)_{\mathbb{R}}$ denote the real space $\left(L_{2}\right)_{\mathbb{R}} \times\left(L_{2}\right)_{\mathbb{R}}$. Write $G=$ $A+M B$; thus $A$ and $B$ are singular integral operators with continuous coefficients and without conjugation. Since the operator $-i G i=A-M B$ is Fredholm if and only if the operator $G$ is Fredholm, the operator

$$
\left(\begin{array}{cc}
G & 0 \\
0 & -i G i
\end{array}\right)=\left(\begin{array}{cc}
A+M B & 0 \\
0 & A-M B
\end{array}\right)
$$

acting on the space $\left(L_{2}^{2}\right)_{\mathbb{R}}$ is Fredholm if and only if the operator $G$ is Fredholm. Applying the identity

$$
\left(\begin{array}{cc}
A+M B & 0  \tag{2.10}\\
0 & A-M B
\end{array}\right)=\frac{1}{2}\left(\begin{array}{cc}
I & M \\
I & -M
\end{array}\right)\left(\begin{array}{cc}
A & M B M \\
B & M A M
\end{array}\right)\left(\begin{array}{cc}
I & I \\
M & -M
\end{array}\right)
$$

and using the equations $M A M=\bar{a}_{0} Q+\bar{b}_{0} P+K_{1}, M B M=\bar{a}_{1} Q+\bar{b}_{1} P+K_{1}$, where $K_{1}$ and $K_{1}$ are $\mathbb{C}$-linear compact operators, one obtains that the operator $G$ is Fredholm if and only if the operator

$$
\Psi(G):=\left(\begin{array}{cc}
A & M B M \\
B & M A M
\end{array}\right)=\left(\begin{array}{ll}
a_{0} & \bar{b}_{1} \\
a_{1} & \bar{b}_{0}
\end{array}\right) P+\left(\begin{array}{cc}
b_{0} & \bar{a}_{1} \\
b_{1} & \bar{a}_{0}
\end{array}\right) Q+K
$$

where $K$ is again a compact operator, is Fredholm. Now the general theory of singular integral operators applies. In particular, it gives that the operator $\Psi(G)$ is Fredholm if and only if the function $\Delta=\operatorname{det}\left(a_{0} \bar{b}_{0}-a_{1} \bar{b}_{1}\right)$ does not vanish on $\Gamma_{0}$. Moreover, the operator

$$
\left(\begin{array}{ll}
a_{0} & \bar{b}_{1} \\
a_{1} & \bar{b}_{0}
\end{array}\right)^{-1} P+\left(\begin{array}{cc}
b_{0} & \bar{a}_{1} \\
b_{1} & \bar{a}_{0}
\end{array}\right)^{-1} Q
$$

is a regularizer for the operator $\Psi(G)$. Using this fact, it is now easy to find out that $F$ is a regularizer for $G$ provided $\Delta(t) \neq 0$ for all $t \in \Gamma_{0}$.

Another important consequence of identity (2.10) is that the index ind ${ }_{\mathbb{R}} G$ of the operator $G$ considered over the field of real numbers can be expressed via index ind ${ }_{C} \Psi(G)$ of the operator $\Psi(G)$ considered over the field of complex numbers, viz., the equation

$$
\begin{equation*}
\operatorname{ind}_{\mathbb{R}} G=\frac{1}{2} \operatorname{ind}_{\mathbb{R}} \Psi(G)=\operatorname{ind}_{\mathbb{C}} \psi(G) \tag{2.11}
\end{equation*}
$$

holds. Relation (2.11) is often used in what follows.
The operator $F$ constructed in the proof of Lemma 2.1.3 can also be used to establish the stability of the polynomial Galerkin method for singular integral equations with conjugation.

Theorem 2.1.4. Let $a_{m}, b_{m}, m=0,1$ be continuous functions on $\Gamma_{0}$, and let $G \in$ $\mathcal{L}_{\text {add }}\left(L_{2}\right)$ be the operator defined in (2.2). Then the sequence $\left(P_{n} G P_{n}\right)$ is stable if and only if the operators $G$ and

$$
\tilde{G}:=P \widetilde{a}_{0} P+Q \widetilde{b}_{0} Q+\widehat{M}\left(P \widetilde{a}_{1} P+Q \widetilde{b}_{1} Q\right)
$$

are invertible.
Proof. The sequence $\left(G_{n}\right), G_{n}=P_{n} G P_{n}$ belongs to the algebra $\mathcal{A}_{\mathbb{R}}$, hence the necessity follows from Theorem 1.8.4. In order to show sufficiency, one only needs to establish the invertibility of the coset $G_{n}^{\circ}:=\left(G_{n}\right)+\mathcal{J}$ in the quotient algebra $\mathcal{A}_{\mathbb{R}} / \mathcal{J}$ (see Proposition 1.6.5). Consider next the sequence $\left(F_{n}\right), F_{n}:=P_{n} F P_{n}$ with the operator $F$ defined by (2.9), which also belongs to the algebra $\mathcal{A}_{\mathbb{R}}$. We claim that the coset $\left(F_{n}\right)^{\circ}$ is the inverse element for $\left(G_{n}\right)^{\circ}$ in the algebra $\mathcal{A}_{\mathbb{R}} / \mathcal{J}$, i.e., there exist sequences $\left(J_{n}^{\prime}\right),\left(J_{n}^{\prime \prime}\right) \in \mathcal{J}$ such that

$$
G_{n} F_{n}=P_{n}+J_{n}^{\prime}, \quad F_{n} G_{n}=P_{n}+J_{n}^{\prime \prime}, \quad n \in \mathbb{N}
$$

Consider for example the product $G_{n} F_{n}$. It can be written as the sum of sixteen summands one of which is

$$
E_{n}=P_{n} a_{0} P P_{n} M d_{1} Q P_{n}
$$

Using $E_{n}$ as an example, let us show how to study these terms. This operator can be rewritten as

$$
\begin{equation*}
P_{n} a_{0} P P_{n} M d_{1} Q P_{n}=P_{n} P a_{0} P P_{n} M d_{1} Q P_{n}+P_{n} Q a_{0} P P_{n} M d_{1} Q P_{n} \tag{2.12}
\end{equation*}
$$

and $\left(P_{n} Q a_{0} P P_{n} M d_{1} Q P_{n}\right) \in \mathcal{J}$, because the operator $Q a_{0} P \in \mathcal{K}\left(L_{2}\right)$.
Consider now the sequence

$$
\begin{align*}
\left(R_{n}\right) & =\left(P_{n} P a_{0} P P_{n} M d_{1} Q P_{n}\right) \\
& =\left(P_{n} P a_{0} M d_{1} Q P_{n}\right)-\left(P_{n} P a_{0} P\left(I-P_{n}\right) M d_{1} Q P_{n}\right) \tag{2.13}
\end{align*}
$$

The first term in the right-hand side of (2.13) can be written as

$$
\left(P_{n} P a_{0} M d_{1} Q P_{n}\right)=\left(P_{n} P a_{0} \bar{d}_{1} P P_{n} M\right)+j_{n}
$$

with $j_{n} \in \mathcal{J}$. The second term in the right-hand side of (2.13) can be written as

$$
\left(P_{n} P a_{0} P\left(I-P_{n}\right) M d_{1} Q P_{n}\right)=\left(P_{n} P a_{0} P\left(I-P_{n}\right) P \bar{d}_{1} Q P_{n}\right)+j_{n}^{\prime}
$$

with $j_{n}^{\prime} \in \mathcal{J}$. Since

$$
P_{n} P a_{0} P\left(I-P_{n}\right) P \bar{d}_{1} Q P_{n}=W_{n} P K P W_{n}
$$

with some compact operator $K \in \mathcal{K}\left(L_{2}\right)$ (see [11]), we can represent the sequence ( $R_{n}$ ) of (2.13) as

$$
\left(R_{n}\right)=\left(P_{n} P a_{0} \bar{d}_{1} Q P_{n} M\right)+j_{n}^{\prime \prime}, \quad j_{n}^{\prime \prime} \in \mathcal{J}
$$

Performing analogous computations for the remaining fifteen summands in the product $G_{n} F_{n}$, one can rewrite it in the form

$$
\begin{aligned}
G_{n} F_{n}= & P_{n}\left(P\left(a_{0} c_{0}+\bar{b}_{1} c_{1}\right) P+Q\left(b_{0} d_{0}+\bar{a}_{1} d_{1}\right) Q\right. \\
& \left.+P\left(a_{0} \bar{d}_{1}+b_{1} \bar{d}_{0}\right) M Q+Q\left(b_{0} \bar{c}_{1}+\overline{a_{1} c_{0}}\right) M P\right) P_{n}+J_{n}^{\prime} \\
= & P_{n}(P+Q) P_{n}+J_{n}^{\prime}=P_{n}+J_{n}^{\prime}
\end{aligned}
$$

where $\left(J_{n}^{\prime}\right) \in \mathcal{J}$, i.e., $\left(G_{n}\right)^{\circ}\left(F_{n}\right)^{\circ}=\left(P_{n}\right)^{\circ}$. Analogously, one can show that $\left(F_{n}\right)^{\circ}\left(G_{n}\right)^{\circ}=\left(P_{n}\right)^{\circ}$, which completes the proof.

Consider now the stability of the polynomial Galerkin method in the space $L_{2}$ for the equation

$$
(G+T) \varphi=f
$$

where the operator $G$ is defined as above, and

$$
(T \varphi)(t)=\int_{\Gamma} k_{0}(t, \tau) \varphi(\tau) d \tau+\overline{\int_{\Gamma} k_{1}(t, \tau) \varphi(\tau) d \tau}
$$

Theorem 2.1.5. Let $a, b, c, d \in \mathbf{C}\left(\Gamma_{0}\right)$ and let $k_{0}, k_{1} \in \mathbf{C}\left(\Gamma_{0} \times \Gamma_{0}\right)$. The sequence $\left(P_{n}(G+T) P_{n}\right)$ is stable if and only if the operators $G+T$ and $\widetilde{G}$ are invertible.

The operator $T$ is compact, hence the sequence $\left(P_{n} T P_{n}\right)$ does not influence the invertibility of the $\operatorname{coset}\left(P_{n} G P_{n}\right)+\mathcal{J}$ in the quotient algebra $\tilde{\mathcal{A}} / \mathcal{J}$. Moreover, $(\widetilde{G+T})=\widetilde{G}$.

### 2.2 Polynomial Collocation Method for Equations with Continuous Coefficients

Consider the set $\mathbf{R}=\mathbf{R}\left(\Gamma_{0}\right)$ of all Riemann integrable functions on $\Gamma_{0}$. When provided with the norm

$$
\|f\|_{\infty}=\sup _{t \in \Gamma_{0}}|f(t)|
$$

this set becomes a Banach space. Let $\pi_{n}$ be the set of all trigonometrical polynomials

$$
\pi_{n}:=\left\{p \in \mathbf{C}\left(\Gamma_{0}\right): x_{n}(t)=\sum_{k=-n}^{n} \alpha_{k} t^{k}, \quad \alpha_{k} \in \mathbb{C}, k=-n,-n+1, \ldots, n\right\}
$$

and let $L_{n}$ denote the operator which to each function $f \in \mathbf{R}$ assigns its Lagrange interpolation polynomial $L_{n} f$ with nodes

$$
\begin{equation*}
t_{j}=\exp (2 \pi i /(2 n+1)), \quad j=-n,-n+1, \ldots, n \tag{2.14}
\end{equation*}
$$

It is known [112] that the operator $L_{n}$ can be represented in the form

$$
\begin{equation*}
\left(L_{n} f\right)(t)=\sum_{k=-n}^{n} \beta_{k} t^{k}, \quad \beta_{k}=\frac{1}{2 n+1} \sum_{j=-n}^{n} f\left(t_{j}\right) t_{j}^{-k} \tag{2.15}
\end{equation*}
$$

The operator $L_{n}$ is a projection on the space $\mathbf{R}$, and for any function $f \in \mathbf{R}$ and for any polynomial $x_{n} \in \pi_{n}$ one has [183]

$$
\begin{align*}
& \left\|L_{n} f x_{n}\right\|_{2} \leq\|f\|_{\infty}\left\|x_{n}\right\|_{2},  \tag{2.16}\\
& \left\|L_{n} f-f\right\|_{2} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{2.17}
\end{align*}
$$

On the space $L_{2}\left(\Gamma_{0}\right)$ we also consider the operators $P_{n}$ and $W_{n}$ defined by (2.5) and (2.7) respectively. An approximate solution of equation (2.3) is sought in the form

$$
x_{n}(t)=\sum_{k=-n}^{n} \varphi_{k} t^{k}
$$

The unknown coefficients $\varphi_{k}, k=-n,-n+1, \ldots, n$ are derived from the system of algebraic equations

$$
a_{0}\left(t_{j}\right) \sum_{k=0}^{n} \varphi_{k} t_{j}^{k}+b_{0}\left(t_{j}\right) \sum_{k=-n}^{-1} \varphi_{k} t_{j}^{k}+\overline{a_{1}\left(t_{j}\right)} \sum_{k=0}^{n} \bar{\varphi}_{k} t_{j}^{-k}+\overline{b_{1}\left(t_{j}\right)} \sum_{k=-n}^{-1} \bar{\varphi}_{k} t_{j}^{-k}=f\left(t_{j}\right),
$$

$j=-n,-n+1, \ldots, n$, which is equivalent to the operator equation

$$
\begin{equation*}
G_{n}^{\prime} x_{n}=L_{n} G P_{n} x_{n}=L_{n} f, \quad x_{n} \in \pi_{n} \tag{2.18}
\end{equation*}
$$

It is more convenient to consider the equation

$$
\begin{equation*}
G_{n}^{\prime} x_{n}=P_{n} f, \quad x_{n} \in \pi_{n} \tag{2.19}
\end{equation*}
$$

instead of equation (2.18), which is legitimate because the stability of the sequence $\left(G_{n}^{\prime}\right)$ implies convergence of the collocation method for any right-hand side $f \in \mathbf{R}$. Indeed, let $\varphi, x_{n}$ and $\psi_{n}$ be the respective solutions of equations (2.3), (2.18) and (2.19), and let the sequence $\left(G_{n}^{\prime}\right)$ be stable. Then our claim follows from the inequality

$$
\left\|\varphi-x_{n}\right\|_{2} \leq\left\|\varphi-\psi_{n}\right\|_{2}+\left\|\left(G_{n}\right)^{-1}\right\|\left\|L_{n} f-P_{n} f\right\|_{2}
$$

and from relation (2.17).
Lemma 2.2.1. Let functions $a_{m}, b_{m} \in \mathbf{R}, m=0,1$ and let $G$ be the operator defined by (2.2). Then the sequence $\left(G_{n}^{\prime}\right)$ belongs to the algebra $\mathcal{A}_{\mathbb{R}}$.
Proof. Since $\|M\|=1$ and the projections $P_{n}, n \in \mathbb{N}$ are uniformly bounded, inequality (2.16) implies that

$$
\left\|G_{n}^{\prime} P_{n} \varphi\right\| \leq C\left(\left\|a_{0}\right\|_{\infty}+\left\|b_{0}\right\|_{\infty}+\left\|a_{1}\right\|_{\infty}+\left\|b_{1}\right\|_{\infty}\right)\|\varphi\|_{2}
$$

for any $\varphi \in L_{2}\left(\Gamma_{0}\right)$, hence

$$
\sup _{n}\left\|G_{n}^{\prime} P_{n}\right\|<\infty
$$

Moreover, for any $k \leq n$, the space $\pi_{k}$ is invariant with respect to the operator $P_{n}$. Thus

$$
G_{n}^{\prime} P_{n} \varphi_{k}=L_{n} G \varphi_{k}
$$

and by (2.17) the sequence $\left(G_{n}^{\prime} P_{n} \varphi_{k}\right)$ strongly converges to $G \varphi_{k}$ for any $k \in \mathbb{N}$. By the Banach-Steinhaus theorem [77], the operator sequence ( $G_{n}^{\prime} P_{n}$ ) strongly converges to the operator $G$ on the whole space $L_{2}\left(\Gamma_{0}\right)$. Analogously, one can establish the strong convergence of the sequences $\left(\left(G_{n}^{\prime}\right)^{*} P_{n}\right),\left(\widetilde{G}_{n}^{\prime} P_{n}\right)$ and $\left(\left(\widetilde{G}_{n}^{\prime}\right)^{*} P_{n}\right)$ to the operators

$$
\begin{aligned}
G^{*} & =P \bar{a}_{0} I+Q \bar{b}_{0} I+\left(P \bar{a}_{1}+Q \bar{b}_{1}\right) M \\
\widetilde{G}^{\prime} & =\widetilde{a}_{0} P+\widetilde{b}_{0} Q+M t\left(\widetilde{a}_{1} P+\widetilde{b}_{1} Q\right) \\
\left(\widetilde{G}^{\prime}\right)^{*} & \left.=P \overline{\widetilde{a}}_{0} I+Q \overline{\widetilde{b}}_{0} I+P \overline{\widetilde{a}}_{1}+Q \overline{\widetilde{b}}_{1}\right) t^{-1} M
\end{aligned}
$$

respectively. Indeed, taking into account the relation $\left(L_{n} f P_{n}\right)^{*}=L_{n} \bar{f} P_{n},[117]$ and equation (2.8) one gets

$$
\begin{equation*}
\left(G_{n}^{\prime}\right)^{*}=P L_{n} \bar{a}_{0} P_{n}+Q L_{n} \bar{b}_{0} P_{n}+\left(P L_{n} \bar{a}_{1}+Q L_{n} \bar{b}_{1}\right) P_{n} M \tag{2.20}
\end{equation*}
$$

and the strong convergence of the sequence $\left(G_{n}^{\prime}\right)^{*}$ to the operator $G^{*}$ follows. Considering the operator

$$
\widetilde{G}_{n}^{\prime}=W_{n}\left(L_{n}\left(\left(a_{0} P+b_{0} Q\right)+M\left(a_{1} P+b_{1} Q\right)\right)\right) W_{n}
$$

one notes that for any function $f \in \mathbf{R}$,

$$
\begin{equation*}
W_{n} L_{n} f W_{n}=L_{n} \tilde{f} P_{n}, \quad W_{n} L_{n} M f W_{n}=L_{n} M t \tilde{f} P_{n} \tag{2.21}
\end{equation*}
$$

Therefore

$$
\widetilde{G}_{n}^{\prime}=L_{n}\left(\left(\widetilde{a}_{0} P+\widetilde{b}_{0} Q\right)+M t\left(\widetilde{a}_{1} P+\widetilde{b}_{1} Q\right)\right) P_{n}
$$

and, applying the Banach-Steinhaus Theorem once more, one derives the strong convergence of the sequence $\left(\widetilde{G}_{n}^{\prime}\right)$ to the operator $\widetilde{G}^{\prime}$. Combining now relations (2.20) and (2.21) we obtain the corresponding claim for the sequence $\left(\left(\widetilde{G}_{n}^{\prime}\right)^{*}\right)$. This completes the proof of Lemma 2.2.1.
Lemma 2.2.2. Let $L_{n}, P_{n}$ and $W_{n}$ be the operators defined by (2.15), (2.5) and (2.7), respectively, and let $f \in \mathbf{C}\left(\Gamma_{0}\right)$. Then the sequences

$$
\left(P L_{n} f Q P_{n}\right),\left(Q L_{n} f P P_{n}\right),\left(P L_{n} M f P P_{n}\right),\left(Q L_{n} M f Q P_{n}\right)
$$

belong to the ideal $\mathcal{J}$ of $\mathcal{A}_{\mathbb{R}}$.
Proof. The inclusions $\left(P L_{n} f Q P_{n}\right) \in \mathcal{J},\left(Q L_{n} f P P_{n}\right) \in \mathcal{J}$ have been established in [117]. To establish the inclusion for the sequence $\left(P L_{n} M f P P_{n}\right)$, we write

$$
\begin{align*}
P L_{n} M f P P_{n} & =P L_{n} \bar{f} M P P_{n}=P L_{n} \bar{f} t Q \widehat{M} P_{n} \\
& =P L_{n} \bar{f} t Q t^{-1} P_{n} M P_{n} \\
& =P_{n} P L_{n} \bar{f} Q P_{n} M P_{n}+P L_{n} \bar{f} K t^{-1} P_{n} M P_{n}, \tag{2.22}
\end{align*}
$$

where $K=t Q-Q t$ is a compact operator. It is clear that the first summand in (2.22) belongs to the ideal $\mathcal{J}$. Furthermore, since

$$
P L_{n} \bar{f} K t^{-1} P_{n} M P_{n}=P L_{n} \bar{f} P_{n} K t^{-1} P_{n} M P_{n}+P L_{n} \bar{f}\left(I-P_{n}\right) K t^{-1} P_{n} M P_{n}
$$

and $\left\|\left(I-P_{n}\right) K t^{-1} P_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$, the second summand of (2.22) is also in $\mathcal{J}$.

Analogously one shows that $\left(Q L_{n} M f Q P_{n}\right) \in \mathcal{J}$.
Theorem 2.2.3. If $a_{m}, b_{m} \in \mathbf{C}\left(\Gamma_{0}\right), m=0,1$, then the sequence $\left(L_{n} G P_{n}\right)$ is stable if and only if the operators $G$ and $\widetilde{G}^{\prime}$ are invertible in $\mathcal{L}_{\text {add }}\left(L_{2}\right)$.

Proof. The sequence $\left(L_{n} G P_{n}\right) \in \mathcal{A}_{\mathbb{R}}$, hence the necessity follows from Proposition 1.6.5. To establish sufficiency of the above conditions we show the invertibility of the coset $\left(L_{n} G P_{n}\right)+\mathcal{J}$ in the quotient algebra $\mathcal{A}_{\mathbb{R}} / \mathcal{J}$. Let $F$ be the operator defined by (2.9). Consider the product $\left(L_{n} G P_{n}\right)\left(L_{n} F P_{n}\right)$. Rewriting the operator $L_{n} G L_{n} F P_{n}$ in the form

$$
\begin{align*}
L_{n} G L_{n} F P_{n}= & L_{n} a_{0} c_{0} P L_{n}+L_{n} b_{0} d_{0} Q P_{n}+L_{n} M a_{1} c_{0} P P_{n}+L_{n} M b_{1} d_{0} Q P_{n} \\
& +L_{n} a_{0} M d_{1} Q P_{n}+L_{n} b_{0} M c_{1} P_{n}+L_{n} M a_{1} M d_{1} Q P_{n} \\
& +L_{n} M b_{1} M c_{1} P P_{n} \\
& +\left(L_{n}\left(a_{0}-b_{0}\right) P_{n}+L_{n} M\left(a_{1}-b_{1}\right) P_{n}\right) \\
& \times\left(P L_{n} d_{0} Q P_{n}-Q L_{n} c_{0} P P_{n}+P L_{n} M c_{1} P P_{n}-Q L_{n} M d_{1} Q P_{n}\right) \tag{2.23}
\end{align*}
$$

we note that the sequence $\left(J_{n}^{\prime}\right)$ generated by the operators from the last two rows of (2.23) belongs to the ideal $\mathcal{J}$. Indeed, this sequence is the product of two sequences, one of which $\left(\left(L_{n}\left(a_{0}-b_{0}\right) P_{n}+L_{n} M\left(a_{1}-b_{1}\right) P_{n}\right)\right)$ belongs to the algebra $\tilde{\mathcal{A}}$, and another is in ideal $\mathcal{J}$ by Lemma 2.2.2. Combining the remaining terms in (2.23) in an appropriate way, we obtain

$$
\begin{aligned}
L_{n} G P_{n} L_{n} F P_{n}= & L_{n}\left(\left(a_{0} c_{0}+\bar{b}_{1} c_{1}\right) P+\left(b_{0} d_{0}+\bar{a}_{1} d_{1}\right) Q\right. \\
& \left.+\left(\overline{a_{1} c_{0}}+b_{0} \bar{c}_{1}\right) M P+\left(b_{1} \bar{d}_{0}+a_{0} \bar{d}_{1}\right) M Q\right) P_{n}+J_{n}^{\prime} \\
= & L_{n}(P+Q) P_{n}+J_{n}^{\prime}=P_{n}+J_{n}^{\prime}
\end{aligned}
$$

Thus the $\operatorname{coset}\left(L_{n} G P_{n}\right)+\mathcal{J}$ is right invertible. Analogously one shows that it is also left invertible, and reference to Proposition 1.6.5 finishes the proof.

Note that for the space $L_{2}\left(\Gamma_{0}\right)$ there are effective sufficient conditions for stability of the collocation method.

Corollary 2.2.4. Let $a_{m}, b_{m} \in \mathbf{C}\left(\Gamma_{0}\right), m=0,1, \Delta(t)=a_{0}(t) \bar{b}_{0}(t)-a_{1}(t) \bar{b}_{1}(t) \neq 0$ for all $t \in \Gamma_{0}$, $\operatorname{ind}_{\Gamma_{0}}(\Delta(t))=0$ and for all $t \in \Gamma_{0}$ the inequality

$$
\left(\left|a_{0}(t)\right|-\left|a_{1}(t)\right|\right)\left(\left|b_{0}(t)\right|-\left|b_{1}(t)\right|\right)>0
$$

holds. Then the sequence $\left(L_{n} G P_{n}\right)$ is stable.
Indeed, as was mentioned in [143] the above conditions provide the invertibility of the operators $G$ and $G^{\prime}$ in the space $L_{2}\left(\Gamma_{0}\right)$, so the result follows from Theorem 2.2.3.

Remark 2.2.5. The proofs in Sections 2.2, 2.3 do not use any specific character of the scalar case considered, so all the results of these sections, with the exception of Corollary 2.2.4, are valid for systems of singular integral equations with conjugation.

### 2.3 Equations with Differential Operators

In this section we consider the applicability of approximation methods to equations containing differential operators, and particularly polynomial collocation and Galerkin methods for singular integro-differential equations. Moreover, in Section 3.5 we study the stability of approximation methods for the generalized Riemann-Hilbert-Poincaré problem, which also contains the operator of differentiation.

### 2.3.1 Singular Integro-Differential Equations

Consider first the following singular integro-differential equation

$$
\begin{align*}
(K \varphi)(t) \equiv \sum_{j=0}^{q}\left\{c_{j}(t) \varphi^{(j)}(t)+\frac{d_{j}(t)}{2 \pi i} \int_{\Gamma_{0}}\right. & \frac{\varphi^{(j)}(\tau) d \tau}{\tau-t} \\
& \left.+\int_{\Gamma_{0}} k_{j}(t, \tau) \varphi^{(j)}(\tau) d \tau\right\}=f(t) \tag{2.24}
\end{align*}
$$

where $\varphi$ is an unknown function and $f \in L_{2}\left(\Gamma_{0}\right) ; c_{j}, d_{j} \in L_{\infty}\left(\Gamma_{0}\right), k_{j} \in L_{\infty}\left(\Gamma_{0} \times\right.$ $\Gamma_{0}$ ) are given functions, and

$$
\varphi^{(0)}(t):=\varphi(t), \quad \varphi^{(j)}(t):=\frac{d^{j} \varphi}{d t^{j}}(t), \quad j=1,2, \ldots, q .
$$

Let $H_{2}^{q}=H_{2}^{q}\left(\Gamma_{0}\right)$ denote the set of functions which are $q$-times differentiable on $\Gamma_{0}$ and such that all their derivatives up to the order $q-1$ are absolutely continuous, $\varphi^{(q)} \in L_{2}\left(\Gamma_{0}\right)$ and

$$
\int_{\Gamma_{0}} \varphi^{(-k-1)}(\tau) d \tau=0, \quad k=0,1, \ldots, q-1
$$

Moreover, by $L_{2, q}=L_{2, q}\left(\Gamma_{0}\right)$ we denote the image of the space $L_{2}$ under the mapping $F:=P+t^{-q} Q$.
Lemma 2.3.1 ([195]). The operator $D^{q}: H_{2}^{q} \mapsto L_{2, q}$ defined by

$$
\left(D^{q} \varphi\right)(t):=\varphi^{(q)}(t)
$$

is continuously invertible, and the operator $D^{-q}: L_{2, q} \mapsto H_{2}^{q}$ defined by

$$
\left(D^{-q} \varphi\right)(t):=\left(N^{+} \varphi\right)(t)+\left(N^{-} \varphi\right)(t)
$$

where

$$
\begin{aligned}
& \left(N^{+} \varphi\right)(t)=\frac{(-1)^{q-1}}{2 \pi i(q-1)!} \int_{\Gamma_{0}}(P f)(\tau)(\tau-t)^{q-1} \ln \left(1-\frac{t}{\tau}\right) d \tau \\
& \left(N^{-} \varphi\right)(t)=\frac{(-1)^{q}}{2 \pi i(q-1)!} \int_{\Gamma_{0}}(Q f)(\tau)(\tau-t)^{q-1} \ln \left(1-\frac{\tau}{t}\right) d \tau
\end{aligned}
$$

is the inverse for the operator $D^{q}$.

This result implies the invertibility of an auxiliary operator $B$, which plays an important role in the study of approximation methods under consideration.

Lemma 2.3.2. The operator $B: H_{2}^{q} \mapsto L_{2}$ defined by

$$
\begin{equation*}
B:=\left(P+t^{q} Q\right) D^{q} \tag{2.25}
\end{equation*}
$$

is invertible and

$$
B^{-1}=D^{-q}\left(P+t^{-q} Q\right)
$$

Proof. Considering the products $B B^{-1}$ and $B^{-1} B$ and using the relation $P t^{q} Q D^{q}=0$, one obtains

$$
B B^{-1}\left(P+t^{q} Q\right) D^{q} D^{-q}\left(P+t^{-q} Q\right)=P+Q=I
$$

and

$$
\begin{aligned}
& B^{-1} B=D^{-q}\left(P+Q-t^{-q} P t^{q} Q+P t^{q} Q\right) D^{q} \\
& \quad=D^{-q}(P+Q) D^{q}-D^{-q}\left(t^{-q}+1\right) P t^{q} Q D^{q}=I
\end{aligned}
$$

so the operator $B$ is invertible.
For $\varphi \in H_{2}^{q}\left(\Gamma_{0}\right)$, let us consider its Fourier series

$$
\varphi(t)=\sum_{k=q}^{+\infty} \varphi_{k} t^{k}+\sum_{k=-\infty}^{-1} \varphi_{k} t^{k}
$$

and let $P_{n}^{q}$ denote the projections

$$
\left(P_{n}^{q}\right)(t)=\sum_{k=q}^{n+q} \varphi_{k} t^{k}+\sum_{k=-n}^{-1} \varphi_{k} t^{k}
$$

Since $\varphi \in H_{2}^{q}\left(\Gamma_{0}\right)$, one can differentiate its Fourier series [6], so that

$$
\begin{equation*}
B P_{n}^{q}=P_{n} B P_{n}^{q}, \tag{2.26}
\end{equation*}
$$

where $P_{n}:=P_{n}^{0}$ is the projection defined on the space $L_{2}\left(\Gamma_{0}\right)$ by (2.5). Let us also note that the sequence of projections $\left(P_{n}^{q}\right)$ strongly converges to the identity operator on the space $H_{2}^{q}\left(\Gamma_{0}\right)$ [15].
Lemma 2.3.3. Let $B$ be the operator defined by (2.25). Then the sequence $\left(P_{n} B P_{n}^{q}\right)$ is stable.

Proof. Indeed, since

$$
\begin{equation*}
P_{n}^{q} B^{-1} P_{n}=B^{-1} P_{n} \tag{2.27}
\end{equation*}
$$

for all $n \in \mathbb{N}$, then

$$
\left(P_{n} B P_{n}^{q}\right)\left(P_{n}^{q} B^{-1} P_{n}\right)=\left(P_{n}\right)
$$

and

$$
\left(P_{n}^{q} B^{-1} P_{n}\right)\left(P_{n} B P_{n}^{q}\right)=\left(P_{n}^{q}\right)
$$

so the sequence $\left(P_{n} B P_{n}^{q}\right)$ is stable and

$$
\left\|\left(P_{n} B P_{n}^{q}\right)^{-1} P_{n}\right\| \leq\left\|B^{-1}\right\|
$$

for all $n \in \mathbb{N}$.

Let $T$ be the operator defined by

$$
\begin{aligned}
(T \varphi)(t):=\sum_{j=0}^{q-1}\left\{c_{j}(t) \varphi^{(j)}(t)+\frac{d_{j}(t)}{2 \pi i} \int_{\Gamma_{0}} \frac{\varphi^{(j)}(\tau) d \tau}{\tau-t}\right. & \left.+\int_{\Gamma_{0}} k_{j}(t, \tau) \varphi^{(j)}(\tau) d \tau\right\} \\
& +\int_{\Gamma_{0}} k_{q}(t, \tau) \varphi^{(q)}(\tau) d \tau
\end{aligned}
$$

The embedding theorems and properties of integral operators show that $T \in$ $\mathcal{K}\left(H_{2}^{q}, L_{2}\right)$.

An approximate solution of equation (2.24) is sought in the form

$$
\begin{equation*}
x_{n}(t)=\sum_{k=q}^{n+q} x_{k} t^{k}+\sum_{k=-n}^{-1} x_{k} t^{k} . \tag{2.28}
\end{equation*}
$$

The coefficients $x_{k}$ are defined from the system of linear algebraic equations

$$
\begin{equation*}
a\left(t_{j}\right) \sum_{k=0}^{n} \frac{(k+q)!}{k!} x_{k+q} t_{j}^{k}+(-1)^{k} b\left(t_{j}\right) \sum_{k=-n}^{-1} \frac{(-k-1+q)!}{(-k-1)!} x_{k} t_{j}^{k-q}+\left(T x_{n}\right)\left(t_{j}\right)=f\left(t_{j}\right), \tag{2.29}
\end{equation*}
$$

$j=-n,-n+1, \ldots, n$, where $a=c_{q}+d_{q}, b=c_{q}-d_{q}$ and the mesh points $t_{j}$ are defined by (2.14).

The system of linear algebraic equations (2.29) is equivalent to the operator equation

$$
K_{n} x_{n}=L_{n}\left(a P+t^{-q} b Q+T_{1}\right) B P_{n}^{q} x_{n}=L_{n} f
$$

with an operator $T_{1} \in \mathcal{K}\left(L_{2}\left(\Gamma_{0}\right)\right)$. Recall that the operators $L_{n}, n \in \mathbb{N}$, are defined by (2.15).

Theorem 2.3.4. Let $a, b \in \mathbf{C}\left(\Gamma_{0}\right)$, and the coefficients $c_{j}, d_{j}, j=0, \ldots, q-1$ and the kernels $k_{j}, j=0, \ldots, q$ be such that the operator $T_{1}: L_{2}\left(\Gamma_{0}\right) \mapsto \mathbf{R}\left(\Gamma_{0}\right)$ is compact.

Then:
i) The sequence $\left(K_{n}\right)$ is stable if and only if the operator $K \in \mathcal{L}\left(H_{2}^{q}, L_{2}\right)$ is invertible;
ii) If the operator $K \in \mathcal{L}\left(H_{2}^{q}, L_{2}\right)$ is invertible, then the collocation method of (2.28) - (2.29) converges for any right-hand side $f \in \mathbf{R}\left(\Gamma_{0}\right)$.

Proof. Using Lemma 2.3.3 and relation (2.27) one reduces the stability problem for the collocation method (2.29) to the stability of the sequence $L_{n}\left(a P+t^{-q} b Q+\right.$ $\left.T_{1}\right) P_{n}$. Now Theorem 2.3.4 follows from known results on stability of the polynomial collocation method for Cauchy singular integral equations [183].

Lemma 2.3.3 can also be applied to study the polynomial Galerkin method for equation (2.24). An approximate solution of this equation is again sought in the form (2.28), but the unknown coefficients $x_{k}$ are defined from the system of linear algebraic coefficients

$$
\begin{array}{r}
\sum_{k=0}^{n} \frac{(k+q)!}{k!} a_{s-k} x_{k+q}+(-1)^{q} \sum_{k=q+1}^{n+q} \frac{k!}{(k-q-1)!} b_{s+k} x_{-k+q} \\
+\sum_{k=q}^{n+q} T_{k s}^{1} x_{k}+\sum_{k=-n}^{-1} T_{k s}^{1} x_{k}=f_{s}, \quad s=-n, \ldots, n \tag{2.30}
\end{array}
$$

where $a_{s}, b_{s}, f_{s}$ and $T_{k s}^{1}$ are the Fourier coefficients of the functions $a, b, f$ and $T^{1}\left(\tau^{k}\right)$, respectively.

The system of linear algebraic equations (2.30) is equivalent to the operator equation

$$
P_{n} K P_{n}^{q} x_{n} \equiv P_{n}\left(\left(a P+t^{-q} b Q+T_{1}\right) B\right) P_{n}^{q} x_{n}=P_{n} f
$$

where $T_{1} \in \mathcal{K}\left(L_{2}\left(\Gamma_{0}\right)\right)$ and $x_{n} \in \operatorname{im} P_{n}^{q}$.
Theorem 2.3.5. Let $c_{j}, d_{j} \in \mathbf{C}\left(\Gamma_{0}\right)$, and $k_{j} \in \mathbf{C}\left(\Gamma_{0}\right), j=0, \ldots, q$. The sequence $\left(P_{n} K P_{n}^{q}\right)$ is stable if and only if the operators $K: H_{2}^{q} \mapsto L_{2}$ and $\widetilde{K}=(P \widetilde{a} P+$ $\left.Q t^{q} \widetilde{b} Q\right): L_{2} \mapsto L_{2}$ are invertible.

Remark 2.3.6. Polynomial approximation methods for systems of singular integrodifferential equations can be studied analogously.

### 2.3.2 Approximate Solution of Singular Integro-Differential Equations with Conjugation

Let us now consider singular integro-differential equations with conjugation, viz.,

$$
\begin{equation*}
K \varphi \equiv\left(\left(a_{0} P+b_{0} Q\right)+M\left(a_{1} P+b_{1} Q\right)\right) D^{q} \varphi+T \varphi=g \tag{2.31}
\end{equation*}
$$

where $(M \varphi)(t)=\overline{\varphi(t)}$ and $T \in \mathcal{K}_{a d d}\left(H_{2}^{q}, L_{2}\right)$. Such equations often arise in elasticity theory $[161,168,170,221,222]$, but methods to obtain their approximate
solutions remain little studied. Below we present stability results for two approximation methods for equation (2.31), based on projections $P_{n}$ and $L_{n}$.

Theorem 2.3.7. Let $a_{j}, b_{j} \in \mathbf{C}\left(\Gamma_{0}\right), i=0,1$ and $T \in \mathcal{K}_{a d d}\left(H_{2}^{q}, L_{2}\right)$. The sequence $\left(L_{n} K P_{n}^{q}\right)$ is stable if and only if the operators $K: H_{2}^{q}\left(\Gamma_{0}\right) \mapsto L_{2}\left(\Gamma_{0}\right)$ and

$$
\widetilde{K}=\left(\left(\widetilde{a}_{0} P+t^{q^{2}} \widetilde{b}_{0}\right)+M\left(t \widetilde{a_{1}} P+t^{q+1} \widetilde{b}_{1} Q\right): L_{2}\left(\Gamma_{0}\right) \mapsto L_{2}\left(\Gamma_{0}\right)\right.
$$

are invertible.
Analogously, the stability of the polynomial Galerkin method can be described as follows.
Theorem 2.3.8. Let $a_{j}, b_{j} \in \mathbf{C}\left(\Gamma_{0}\right), j=0,1$, and $T \in \mathcal{K}_{a d d}\left(H_{2}^{q}, L_{2}\right)$. The sequence $\left(P_{n} K P_{n}^{q}\right)$ is stable if and only if the operators $K: H_{2}^{q}\left(\Gamma_{0}\right) \mapsto L_{2}\left(\Gamma_{0}\right)$ and

$$
\widetilde{K}=\left(\left(P \widetilde{a}_{0} P+Q \widetilde{b}_{0} t^{q} Q\right)+\left(Q M t \widetilde{a}_{1} P+P M \widetilde{b}_{1} t^{q+1} Q\right): L_{2}\left(\Gamma_{0}\right) \mapsto L_{2}\left(\Gamma_{0}\right)\right.
$$

are invertible.
To prove both the above results one has to represent the operator $K$ of (2.31) in the form

$$
K=\left(\left(a_{0} P+t^{-q} b_{0} Q\right)+M\left(a_{1} P+t^{-q} b_{1} Q\right)+T_{1}\right) B
$$

where $T_{1} \in \mathcal{K}_{a d d}\left(L_{2}, L_{2}\right)$, and use relation (2.27), Lemma 2.3.3, and the results of Sections 2.1 and 2.2.

### 2.4 A $C^{*}$-Algebra of Operator Sequences

Here we study an algebra of operator sequences generated by paired circulants and by the operator of complex conjugation. In particular, we obtain a criteria for stability of elements which belong to such an algebra. Applying these results in different situations we obtain necessary and sufficient conditions for the stability of variety of spline approximation methods for singular integral equations with conjugation in the case of piecewise continuous coefficients $a, b, c$ and $d$. Let $l_{2}(n), n \in \mathbb{N}$ denote the $n$-dimensional complex Hilbert space with the scalar product

$$
\begin{aligned}
& (x, y)=\sum_{j=0}^{n-1} x_{j} \bar{y}_{j}, \quad x, y \in l_{2}(n) \\
& x=\left(x_{0}, \ldots, x_{n-1}\right), \quad y=\left(y_{0}, \ldots, y_{n-1}\right)
\end{aligned}
$$

By $\mathbb{C}^{n \times n}$ we denote the set of all $n \times n$ matrices with entries from $\mathbb{C}$. A matrix $A_{n} \in \mathbb{C}^{n \times n}$ of the form $A_{n}=\left(a_{j-k}\right)_{j, k=0}^{n-1}$ is called circulant if

$$
a_{n-k}=a_{-k}, \quad k=0,1,2, \ldots, n-1
$$

It is well known [151] that any circulant can be represented in the form

$$
\begin{equation*}
A_{n}=U_{n} D_{n} U_{n}^{-1} \tag{2.32}
\end{equation*}
$$

where $U_{n}$ and $D_{n}$ are, correspondingly, unitary and diagonal matrices

$$
U_{n}=h^{1 / 2}(\exp (i 2 \pi j k h))_{j, k=0}^{n-1}, \quad D_{n}=\left(\lambda_{j} \delta_{j k}\right)_{j, k=0}^{n-1}
$$

with

$$
\lambda_{j}=\sum_{k=0}^{n-1} a_{k} \exp (-i 2 \pi j k h), \quad j=0,1, \ldots, n-1 ; \quad h=1 / n
$$

On the other hand, any matrix $A_{n} \in \mathbb{C}^{n \times n}$ of the form (2.32) is a circulant. In the following each linear operator acting on the space $l_{2}(n)$ is identified with a matrix $A_{n} \in \mathbb{C}^{n \times n}$, and $\left\|A_{n}\right\|$ means the operator norm on the space $\mathcal{L}\left(l_{2}(n)\right)$.

Given a bounded function $\alpha$ on $\Gamma_{0}$, let $\alpha_{n}$ and $\widetilde{\alpha}_{n}$ denote the diagonal matrices

$$
\begin{equation*}
\alpha_{n}:=\left(\alpha\left(t_{k}\right) \delta_{j k}\right)_{j, k=0}^{n-1}, \quad \widetilde{\alpha}_{n}:=\left(\alpha\left(\tau_{k}\right) \delta_{j k}\right)_{j, k=0}^{n-1} \tag{2.33}
\end{equation*}
$$

where $t_{k}:=\exp (i 2 \pi k / n), \tau_{k}:=\exp (i 2 \pi(k+\epsilon) / n), 0<\epsilon<1, k=0,1, \ldots, n-1$. Consider now a circulant

$$
\begin{equation*}
\widehat{\alpha}_{n}:=U_{n} \alpha_{n} U_{n}^{-1} . \tag{2.34}
\end{equation*}
$$

It is clear that eigenvalues of circulant (2.34) coincide with values of the function $\alpha$ at the points $t_{k}, k=0,1, \ldots, n-1$, hence

$$
\|\widehat{\alpha}\|=\|\alpha\| \leq \sup _{t \in \Gamma_{0}}\|\alpha(t)\|, \quad\|\widetilde{\alpha}\| \leq \sup _{t \in \Gamma_{0}}\|\alpha(t)\| .
$$

Let us also note that multiplying the matrices in (2.34) yields the representation

$$
\begin{equation*}
\widehat{\alpha}=\left(\frac{1}{n} \sum_{l=0}^{n-1} \alpha\left(t_{l}\right) \exp (i 2 \pi l(k-j) / n)_{k, j=0}^{n-1}\right. \tag{2.35}
\end{equation*}
$$

for the circulant $\widehat{\alpha}$. We shall consider also an antilinear operator $\bar{M}_{n}$ on the space $l_{2}(n)$ defined as

$$
\bar{M}_{n}\left(\xi^{(n)}\right):=\left(\bar{\xi}_{0}, \bar{\xi}_{1}, \ldots, \bar{\xi}_{n-1}\right), \quad \xi^{(n)}=\left(\xi_{0}, \xi_{1}, \ldots, \xi_{n-1}\right),
$$

where the over-bar again denotes the operation of complex conjugation. Let $C_{n}$ be additive operators on the spaces $l_{2}(n)$ such that the sequence $\left(\left\|C_{n}\right\|\right)$ converges to zero. Below we study the stability of operator sequences $\left(B_{n}\right)$ with the operator $B_{n}: l_{2}(n) \rightarrow l_{2}(n)$ having the form

$$
\begin{equation*}
B_{n}:=\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}+\left(\widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n}+C_{n}, \quad n \in \mathbb{N}, \tag{2.36}
\end{equation*}
$$

where $a, b, c, d, \alpha, \beta, \gamma, \theta \in \mathbf{P C}\left(\Gamma_{0}\right)$.
Let us now study how circulants interact with the operator $\bar{M}_{n}$.

Lemma 2.4.1. Assume that a circulant $A_{n}=\left(a_{j-k}\right)_{k, j=0}^{n-1}$ is represented in the form (2.34) and that its eigenvalues are equal to $\lambda_{j}, j=0,1, \ldots, n-1$. Then the corresponding eigenvalues $\lambda_{j}^{\star}, j=0,1, \ldots, n-1$ of the circulant $\bar{A}_{n}=\left(\bar{a}_{j-k}\right)_{k, j=0}^{n-1}$ are equal to

$$
\begin{equation*}
\lambda_{0}^{\star}=\bar{\lambda}_{0}, \quad \lambda_{j}^{\star}=\bar{\lambda}_{n-j}, \quad j=1,2, \ldots, n-1 . \tag{2.37}
\end{equation*}
$$

Proof. From (2.34), (2.35) the eigenvalues of the matrix $A_{n}$ have the form

$$
\begin{equation*}
\lambda_{j}=\sum_{k=0}^{n-1} a_{k} e^{-i 2 \pi j k h}, \quad j=0,1, \ldots, n-1 \tag{2.38}
\end{equation*}
$$

where $h=1 / n$. For the eigenvalues $\lambda_{j}^{\star}, j=1,2, \ldots, n-1$ of the matrix $\bar{A}_{n}$ one obtains

$$
\begin{align*}
\lambda_{j}^{\star} & =\sum_{k=0}^{n-1} \bar{a}_{k} e^{-i 2 \pi j k h}=\sum_{k=0}^{\overline{n-1}} a_{k} e^{i 2 \pi j k h} \\
& =\overline{\sum_{k=0}^{n-1} a_{k} e^{-i 2 \pi k n h+i 2 \pi j k h}}=\sum_{k=0}^{n-1} a_{k} e^{-i 2 \pi(n-j) k h} \tag{2.39}
\end{align*}
$$

so (2.38) and (2.39) yields (2.37).
Lemma 2.4.2. Let $a, \alpha \in \mathbf{P C}\left(\Gamma_{0}\right)$ and let $\widetilde{a}_{n}$ and $\widehat{\alpha}_{n}$ be the matrices defined in (2.33) and (2.34), respectively. Then

$$
\begin{equation*}
\bar{M}_{n} \widetilde{a}_{n}=\widetilde{\bar{a}}_{n} \bar{M}_{n}, \quad \bar{M}_{n} \widehat{\alpha}_{n}=\widehat{\alpha}_{n}^{0} \bar{M}_{n} \tag{2.40}
\end{equation*}
$$

where $\widetilde{\bar{a}}_{n}$ is the matrix of the form (2.33) generated by the function $\overline{a(t)}, t \in \Gamma_{0}$ and $\widehat{\alpha}_{n}^{\circ}$ is the circulant of the form (2.34) generated by the function $\alpha^{\circ}(t):=\overline{\alpha(\bar{t})}$, $t \in \Gamma_{0}$.

Proof. The first of relations (2.40) is obvious. Let us compute the eigenvalues $\alpha_{k}^{\star}$, $k=0,1, \ldots, n-1$ of the circulant $\overline{\widehat{\alpha}}_{n}$. Taking into account Lemma 2.4.1 and the definition of $\widehat{\alpha}_{n}$, for any $k=1,2, \ldots, n-1$ one obtains

$$
\begin{aligned}
\alpha_{k}^{\star} & =\overline{\alpha\left(t_{n-k}\right)}=\overline{\alpha(\exp (i 2 \pi(n-k) / n))} \\
& =\overline{\alpha(\exp (-i 2 \pi k / n))}=\overline{\alpha\left(\bar{t}_{k}\right)}=\alpha^{\circ}\left(t_{k}\right),
\end{aligned}
$$

and the proof is completed.
Consider now the set $\mathcal{R}$ of all bounded sequences $\left(A_{n}\right)$ of bounded additive operators $A_{n}: l_{2}(n) \rightarrow l_{2}(n)$. Provided with natural operations of addition, multiplication and multiplication by real numbers, the set $\mathcal{R}$ becomes a real algebra. Let us also consider the smallest complex $C^{*}$-algebra $\mathcal{C}$ of $\mathcal{R}$ which contains all sequences of the form $\left(\widetilde{a}_{n}\right)$ and $\left(\widehat{\alpha}_{n}\right)$, where $\widetilde{a}_{n}, \widehat{\alpha}_{n}$ are circulants of the form (2.33)
and (2.34) generated respectively by the functions $a, \alpha \in \mathbf{P C}\left(\Gamma_{0}\right)$ and all sequences $\left(C_{n}\right)$ of $\mathbb{C}$-linear operators with $\left\|C_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Notice that the collection of sequences in $\mathcal{C}$ tending to zero in the norm, actually forms a two-sided closed ideal in $\mathcal{C}$ which we denote by $G_{\mathcal{C}}$. Let us also recall that the above-mentioned circulants are identified with the corresponding linear operators on $l_{2}(n)$. By $m$ we denote the sequence $\left(\bar{M}_{n}\right) \in \mathcal{R}$. Then Lemmas 2.4.1 and 2.4.2 imply the following result.

Proposition 2.4.3. The real algebra $\mathcal{R}$, complex $C^{*}$-algebra $\mathcal{C}$ and the element $m$ satisfy axioms $\left(A_{1}\right)-\left(A_{5}\right)$ of Section 1.2.
Proof. We check axiom $\left(A_{1}\right)$ and axiom $\left(A_{5}\right)$, because three others are obvious. It suffices to verify these axioms only for the generators of the algebra $\mathcal{C}$. The corresponding relations can be extended on the whole algebra $\mathcal{C}$ by continuity. Thus let $\widetilde{a}$ and $\widehat{\alpha}$ denote the sequences $\left(\widetilde{a}_{n}\right)$ and $\left(\widehat{\alpha}_{n}\right)$ with $a, \alpha \in \mathbf{P C}\left(\Gamma_{0}\right)$. By (2.40) one obtains

$$
m \widetilde{a} m=\widetilde{\bar{a}}, \quad m \widehat{\alpha} m=\widehat{\alpha}^{\circ},
$$

and since $\widetilde{\bar{a}}, \widehat{\alpha}^{\circ} \in \mathbf{P C}\left(\Gamma_{0}\right)$, the axiom $\left(A_{1}\right)$ is satisfied. Now we check axiom $\left(A_{5}\right)$ for the element $\widehat{\alpha}$. Note that (2.40) implies the equalities

$$
\begin{equation*}
\widehat{\alpha}_{n}=\bar{M}_{n} \widehat{\alpha}_{n}^{\circ} \bar{M}_{n}, \quad \bar{M}_{n} \widehat{\alpha}_{n} \bar{M}_{n}=\widehat{\alpha}_{n}^{\circ} . \tag{2.41}
\end{equation*}
$$

Using now (2.34) and the first equality in (2.41) one obtains

$$
\begin{align*}
& \left(\widehat{\alpha}_{n}\right)^{*}=\left(U_{n} \alpha_{n} U_{n}^{-1}\right)^{*}=\widehat{\bar{\alpha}}_{n},  \tag{2.42}\\
& \left(\bar{M}_{n} \widehat{\alpha}_{n} \bar{M}_{n}\right)^{*}=\left(\widehat{\alpha}_{n}^{\circ}\right)^{*}=\widehat{\bar{\alpha}}_{n}^{\circ} \tag{2.43}
\end{align*}
$$

where $A_{n}^{*}$ means the adjoint operator to the operator $A_{n}$. Thus taking into account (2.42) and applying the second of the equalities (2.41) one arrives at the relation

$$
\bar{M}_{n}\left(\widehat{\alpha}_{n}\right)^{*} \bar{M}_{n}=\bar{M}_{n} \widehat{\bar{\alpha}}_{n} \bar{M}_{n}=\hat{\bar{\alpha}}_{n}^{\circ} .
$$

Comparing this with (2.43) we get

$$
(m \alpha m)^{*}=\widehat{\bar{\alpha}}^{\circ}=m \alpha^{*} m
$$

For the element $\widetilde{a}$, the axiom $\left(A_{5}\right)$ can be verified analogously.
From this result one can consider the extension $\widetilde{\mathcal{C}}$ of the real algebra $\mathcal{C}$ by the element $m$ and use results of Chapter 1 to study the stability problem for sequences generated by paired circulants and complex conjugation. For example, combining Proposition 2.4.3 with Corollary 1.4.7 one obtains a stability result for elements from the algebra $\tilde{\mathcal{C}}$.

Theorem 2.4.4. The sequence $\left(B_{n}\right)$,

$$
B_{n}=\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}+\left(\widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n}, \quad n \in \mathbb{N}
$$

is stable if and only if the sequence $\left(B_{n}^{(1)}\right) \in \mathcal{L}^{2 \times 2}\left(l_{2}(n)\right)$,

$$
B_{n}^{(1)}=\left(\begin{array}{cc}
\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n} & \widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}  \tag{2.44}\\
\widetilde{\bar{c}}_{n} \widehat{\gamma}_{n}^{\circ}+\overline{\bar{d}}_{n} \widehat{\theta}_{n}^{\circ} & \widetilde{\bar{a}}_{n} \widehat{\alpha}_{n}^{\circ}+\overline{\bar{b}}_{n} \widehat{\beta}_{n}^{\circ}
\end{array}\right)
$$

is stable.
Thus the problem of stability of sequences (2.36) is reduced to the stability of matrix sequences (2.44). In this section, such sequences are studied straightforwardly. On the other hand, the reader familiar with the tensor products of $C^{*}$-algebras can consult Section 2.11 where another approach to the problem is presented.

Let us now describe operators which play a useful role in studying the algebra $\widetilde{\mathcal{C}}$. Let $\chi_{j}^{(n)}=\chi_{j}^{(n)}(t), t \in \Gamma_{0}$ be the characteristic function of the circular arc $[\exp (i 2 \pi j / n), \exp (i 2 \pi(j+1) / n))$, and let $g_{j}^{(n)}:=\sqrt{n} \chi_{j}^{(n)}$. By $L_{n}$ we denote the orthogonal projection which projects the Hilbert space $L_{2}\left(\Gamma_{0}\right)$ onto the linear span of the functions $g_{j}^{(n)}, j=0,1, \ldots, n-1$, viz.,

$$
\left(L_{n} f\right)(t)=\sum_{k=0}^{n-1} f_{k} g_{k}^{(n)}(t), \quad f_{k}=\left(f, g_{k}^{(n)}\right)
$$

where $(\cdot, \cdot)$ denotes the scalar product on $L_{2}\left(\Gamma_{0}\right)$. In addition, let us define another sequence $\left(P_{n}\right)$ of projections on the space $L_{2}\left(\Gamma_{0}\right)$ by

$$
\left(P_{n} f\right)(t)=\sum_{k=-[n / 2]}^{[(n-1) / 2]} f_{k} t^{k}, \quad f_{k}=\frac{1}{2 \pi} \int_{0}^{2 \pi} f(\exp (i \theta)) \exp (-i k \theta) d \theta
$$

Consider also the operators $K_{n}^{\varepsilon}: L_{2}\left(\Gamma_{0}\right) \mapsto \operatorname{im} L_{n}$ and $U_{n}: \operatorname{im} L_{n} \mapsto \operatorname{im} L_{n}$ defined by

$$
\begin{gathered}
\left(K_{n}^{\varepsilon} f\right)(t):=\sum_{j=0}^{n-1} f(\exp (i 2 \pi(j+\varepsilon) / n)) \chi_{j}^{(n)}(t), \quad 0 \leq \varepsilon<1, \\
U_{n}\left(\sum_{j=0}^{n-1} \xi_{j} g_{j}^{(n)}\right):=\sum_{k=0}^{n-1} \frac{1}{\sqrt{n}}\left(\sum_{j=0}^{n-1} \exp (-i 2 \pi j k / n) \xi_{j}\right) g_{k}^{(n)} .
\end{gathered}
$$

We also identify the operators that act on the space im $L_{n}$ with their matrices in the basis $\chi_{j}^{(n)}, j=0,1, \ldots, n-1$. There is for example the following correspondence:

$$
\begin{align*}
& \widetilde{a}_{n} \sim K_{n}^{\varepsilon} a L_{n}: \operatorname{im} L_{n} \mapsto \operatorname{im} L_{n}  \tag{2.45}\\
& \widehat{\alpha}_{n} \sim U_{n} K_{n}^{0} \alpha L_{n} U_{n}^{-1} L_{n}: \operatorname{im} L_{n} \mapsto \operatorname{im} L_{n}
\end{align*}
$$

which implies that the matrix sequence (2.44) can be identified with the operator sequence

$$
\begin{align*}
B_{n}^{(1)}= & \left(\begin{array}{cc}
K_{n}^{\varepsilon} a L_{n} U_{n} K_{n}^{0} \alpha L_{n} U_{n}^{-1} L_{n} & K_{n}^{\varepsilon} c L_{n} U_{n} K_{n}^{0} \gamma L_{n} U_{n}^{-1} L_{n} \\
K_{n}^{\varepsilon} \bar{c} L_{n} U_{n} K_{n}^{0} \gamma^{\circ} L_{n} U_{n}^{-1} L_{n} & K_{n}^{\varepsilon} \bar{a} L_{n} U_{n} K_{n}^{0} \alpha^{\circ} L_{n} U_{n}^{-1} L_{n}
\end{array}\right) \\
& +\left(\begin{array}{cc}
K_{n}^{\varepsilon} b L_{n} U_{n} K_{n}^{0} \beta L_{n} U_{n}^{-1} L_{n} & K_{n}^{\varepsilon} d L_{n} U_{n} K_{n}^{0} \theta L_{n} U_{n}^{-1} L_{n} \\
K_{n}^{\varepsilon} \bar{d} L_{n} U_{n} K_{n}^{0} \theta^{\circ} L_{n} U_{n}^{-1} L_{n} & K_{n}^{\varepsilon} \bar{a} L_{n} U_{n} K_{n}^{0} \beta^{\circ} L_{n} U_{n}^{-1} L_{n}
\end{array}\right) . \tag{2.46}
\end{align*}
$$

Let $\omega \in \Gamma_{0}$. By $p_{\omega}$ we denote an integer from the set $\{0,1, \ldots, n-1\}$ such that $\omega \in\left[\exp \left(i 2 \pi\left(p_{\omega}-1\right) / n\right), \exp \left(i 2 \pi p_{\omega} / n\right)\right]$, and let $t_{\omega}:=\exp \left(i 2 \pi p_{\omega} / n\right)$. For $\omega, v \in \Gamma_{0}$, consider two families of isomorphisms $\widetilde{E}_{n}^{(\omega, 1)}$ and $\widetilde{E}_{n}^{(v, 2)}$, where $\widetilde{E}_{n}^{(\omega, 1)}: \operatorname{im} L_{n} \mapsto$ $\operatorname{im} L_{n}$ and $\widetilde{E}_{n}^{(v, 2)}: \operatorname{im} L_{n} \mapsto \operatorname{im} P_{n}$ are defined by

$$
\begin{aligned}
& \widetilde{E}_{n}^{(\omega, 1)}: \sum_{j=0}^{n-1} \xi_{j} g_{j}^{(n)} \mapsto \sum_{j=0}^{n-1}\left(t_{\omega}\right)^{-j} \xi_{j} g_{j}^{(n)}, \\
& \widetilde{E}_{n}^{(v, 2)}=E_{n} U_{n}^{-1} \widetilde{E}_{n}^{\left(v_{\varepsilon}, 1\right)} U_{n} L_{n},
\end{aligned}
$$

where $v_{\varepsilon}:=v \exp (-i 2 \pi \varepsilon / n), 0 \leq \varepsilon<1$ and $E_{n}: \operatorname{im} L_{n} \mapsto \operatorname{im} P_{n}$,

$$
E_{n}: \sum_{j=0}^{n-1} \xi_{j} g_{j}^{(n)} \mapsto \sum_{j=0}^{[(n-1) / 2]} \xi_{j} t^{j}+\sum_{j=[(n-1) / 2]+1}^{n-1} \xi_{j} t^{j-n} .
$$

Then the operators $\widetilde{E}_{n}^{(\omega, 1)}, \widetilde{E}_{n}^{(v, 2)}$ satisfy conditions imposed on the operators $E_{n}^{t}$ from Section 1.6. On the space $\left(\operatorname{im} L_{n}\right) \times\left(\operatorname{im} L_{n}\right)$ we also define operators $E_{n}^{(\omega, 1)}, E_{n}^{(v, 2)}$ by

$$
E_{n}^{(\omega, 1)}:=\left(\begin{array}{cc}
\widetilde{E}_{n}^{(\omega, 1)} & 0 \\
0 & \widetilde{E}_{n}^{(\omega, 1)}
\end{array}\right), \quad E_{n}^{(v, 2)}:=\left(\begin{array}{cc}
\widetilde{E}_{n}^{(v, 2)} & 0 \\
0 & \widetilde{E}_{n}^{(v, 2)}
\end{array}\right)
$$

Let $S$ be the Cauchy singular integral operator and let $P$ and $Q$ denote the corresponding Riesz projections. Consider the matrix-functions

$$
\begin{array}{rlrl}
\mathcal{A}(t):=\left(\begin{array}{cc}
a(t) & 0 \\
0 & \overline{a(t)}
\end{array}\right), & \mathcal{B}(t):=\left(\begin{array}{cc}
b(t) & 0 \\
0 & \overline{b(t)}
\end{array}\right), \\
\mathcal{C}(t):=\left(\begin{array}{cc}
c(t) & 0 \\
0 & c(t)
\end{array}\right), & \mathcal{D}(t):=\left(\begin{array}{cc}
d(t) & 0 \\
0 & \frac{d(t)}{d}
\end{array}\right),  \tag{2.47}\\
\boldsymbol{\alpha}(t):=\left(\begin{array}{cc}
\alpha(t) & 0 \\
0 & \alpha^{\circ}(t)
\end{array}\right), & \boldsymbol{\beta}(t):=\left(\begin{array}{cc}
\beta(t) & 0 \\
0 & \beta^{\circ}(t) \\
\gamma(t) & 0 \\
0 & \gamma^{\circ}(t)
\end{array}\right), & \boldsymbol{\theta}(t):=\left(\begin{array}{cc}
\theta(t) & 0 \\
0 & \theta^{\circ}(t)
\end{array}\right)
\end{array}
$$

and the constant matrix

$$
\Lambda:=\left(\begin{array}{ll}
0 & 1  \tag{2.48}\\
1 & 0
\end{array}\right)
$$

Lemma 2.4.5. If $\left(B_{n}^{(1)}\right)$ is the sequence defined by (2.44), then for all $\omega, v \in \Gamma_{0}$ the strong limits

$$
\begin{aligned}
& W_{(\omega, 1)}\left(B_{n}^{(1)}\right)=s-\lim _{n \rightarrow \infty} E_{n}^{(\omega, 1)} B_{n}^{(1)}\left(E_{n}^{(\omega, 1)}\right)^{-1} \\
& W_{(v, 2)}\left(B_{n}^{(1)}\right)=s-\lim _{n \rightarrow \infty} E_{n}^{(v, 2)} B_{n}^{(1)}\left(E_{n}^{(v, 2)}\right)^{-1}
\end{aligned}
$$

exist and

$$
\begin{align*}
W_{(\omega, 1)}\left(B_{n}^{(1)}\right)= & {[\mathcal{A} \boldsymbol{\alpha}(\omega+0)+\mathcal{B} \boldsymbol{\beta}(\omega+0)+(\mathcal{C} \gamma(\omega+0)+\mathcal{D} \boldsymbol{\theta}(\omega+0)) \Lambda] P } \\
& +[\mathcal{A} \boldsymbol{\alpha}(\omega-0)+\mathcal{B} \boldsymbol{\beta}(\omega-0)+(\mathcal{C} \gamma(\omega-0)+\mathcal{D} \boldsymbol{\theta}(\omega-0)) \Lambda] Q,  \tag{2.49}\\
W_{(v, 2)}\left(B_{n}^{(1)}\right)= & P[\mathcal{A}(v+0) \widetilde{\boldsymbol{\alpha}}+\mathcal{B}(v+0) \widetilde{\boldsymbol{\beta}}+(\mathcal{C}(v+0) \widetilde{\boldsymbol{\gamma}}+\mathcal{D}(v+0) \widetilde{\boldsymbol{\theta}}) \Lambda] \\
& +Q[\mathcal{A}(v-0) \widetilde{\boldsymbol{\alpha}}+\mathcal{B}(v-0) \widetilde{\boldsymbol{\beta}}+(\mathcal{C}(v-0) \widetilde{\boldsymbol{\gamma}}+\mathcal{D}(v-0) \widetilde{\boldsymbol{\theta}}) \Lambda], \tag{2.50}
\end{align*}
$$

where $\widetilde{\boldsymbol{\alpha}}(t):=\boldsymbol{\alpha}(\bar{t}), \widetilde{\boldsymbol{\beta}}(t):=\boldsymbol{\beta}(\bar{t}), \widetilde{\boldsymbol{\gamma}}(t):=\boldsymbol{\gamma}(\bar{t}), \widetilde{\boldsymbol{\theta}}(t):=\boldsymbol{\theta}(\bar{t}), t \in \Gamma_{0}$.
Proof. We only consider the operators $E_{n}^{(v, 2)} B_{n}^{(1)}\left(E_{n}^{(v, 2)}\right)^{-1}$. Using results of [105] (see also [183, Section 10.34]) we obtain that the strong limit of the sequence $\left(E_{n}^{(v, 2)} B_{n}^{(1)}\left(E_{n}^{(v, 2)}\right)^{-1}\right)$ is:

$$
\begin{align*}
W_{(v, 2)}\left(B_{n}^{(1)}\right)= & \left(\begin{array}{cc}
(a(v+0) P+a(v-0) Q) \widetilde{\alpha} & (c(v+0) P+c(v-0) Q) \widetilde{\gamma} \\
(\widetilde{c}(v+0) P+\widetilde{c}(v-0) Q) \widetilde{\gamma}^{\circ} & (\widetilde{a}(v+0) P+\widetilde{a}(v-0) Q) \widetilde{\alpha}^{\circ}
\end{array}\right) \\
& +\left(\begin{array}{cc}
(b(v+0) P+b(v-0) Q) \widetilde{\beta} & (d(v+0) P+d(v-0) Q) \widetilde{\theta} \\
(\widetilde{d}(v+0) P+\widetilde{d}(v-0) Q) \widetilde{\theta}^{\circ} & (\widetilde{b}(v+0) P+\widetilde{b}(v-0) Q) \widetilde{\beta}^{\circ}
\end{array}\right) . \tag{2.51}
\end{align*}
$$

Simple computations show that (2.50) and (2.51) coincide. The sequence $\left(E_{n}^{(\omega, 1)} B_{n}^{(1)}\left(E_{n}^{(\omega, 1)}\right)^{-1}\right)$ is considered analogously.

Note that due to previously mentioned results of [105, 183], the sequences of the adjoint operators $\left(\left(E_{n}^{(\omega, 1)} B_{n}^{(1)}\left(E_{n}^{(\omega, 1)}\right)^{-1} L_{n}\right)^{*}\right)$ and $\left(\left(E_{n}^{(v, 2)} B_{n}^{(1)}\left(E_{n}^{(v, 2)}\right)^{-1} L_{n}\right)^{*}\right)$ satisfy the conditions of Theorem 1.6.6. Moreover, if $K$ is a compact operator on the space $L_{2}\left(\Gamma_{0}\right) \times L_{2}\left(\Gamma_{0}\right)$, then condition (1.33) is also satisfied, hence the sequence $\left(B_{n}^{(1)}\right)$ belongs to the $C^{*}$-algebra $\mathcal{B}^{2 \times 2}$ generated by the sequences $\left(E_{n}^{(\omega, 1)}\right)$ and $\left(E_{n}^{(v, 2)}\right)$.

Let $\left(D_{n}\right)$ be a sequence of the form

$$
D_{n}=\left(\begin{array}{cc}
K_{n}^{\varepsilon} a L_{n} U_{n} K_{n}^{0} \alpha L_{n} U_{n}^{-1} L_{n} & K_{n}^{\varepsilon} b L_{n} U_{n} K_{n}^{0} \beta L_{n} U_{n}^{-1} L_{n}  \tag{2.52}\\
K_{n}^{\varepsilon} c L_{n} U_{n} K_{n}^{0} \gamma L_{n} U_{n}^{-1} L_{n} & K_{n}^{\varepsilon} d L_{n} U_{n} K_{n}^{0} \theta L_{n} U_{n}^{-1} L_{n}
\end{array}\right)
$$

where the functions $a, b, c, d, \alpha, \beta, \gamma, \theta \in \mathbf{P C}\left(\Gamma_{0}\right)$. Define $\mathcal{U}_{1}^{2 \times 2}$ as the smallest closed $C^{*}$-algebra which contains all sequences

$$
\sum_{i=1}^{l} \prod_{j=1}^{m}\left(D_{n}^{(i j)}\right)_{n=1}^{\infty}
$$

where $l, m \in \mathbb{N}$ and $\left(D_{n}^{(i j)}\right)_{n=1}^{\infty}$ are sequences of the form (2.52). Since the closure of the set

$$
\begin{aligned}
\mathcal{J}^{2 \times 2}:= & \left\{\sum_{k=1}^{p}\left(\left(E_{n}^{\left(\omega_{k}, 1\right)}\right)^{-1} L_{n} T_{k} L_{n} E_{n}^{\left(\omega_{k}, 1\right)}\right)_{n=1}^{\infty}\right. \\
& \left.+\sum_{j=1}^{s}\left(\left(E_{n}^{\left(v_{j}, 2\right)}\right)^{-1} L_{n} \widetilde{T}_{j} L_{n} E_{n}^{\left(v_{j}, 2\right)}\right)\right)_{n=1}^{\infty}+\left(C_{n}\right)_{n=1}^{\infty}: \quad p, s \in \mathbb{N}, \\
& \left.\omega_{k}, v_{j} \in \Gamma_{0}, T_{k}, \widetilde{T}_{j} \in \mathcal{K}^{2}\left(L_{2}\left(\Gamma_{0}\right)\right), \text { and }\left\|C_{n}\right\| \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty\right\}
\end{aligned}
$$

is a closed two-sided ideal in $\mathcal{B}^{2 \times 2}$, one can consider the set $\mathcal{U}_{1}^{2 \times 2}+\mathcal{J}^{2 \times 2}$. This set is a $C^{*}$-subalgebra of the $C^{*}$-algebra $\mathcal{B}^{2 \times 2}[67,163]$. Put $\mathcal{U}^{2 \times 2}:=\mathcal{U}_{1}^{2 \times 2}+\mathcal{J}^{2 \times 2}$ and $\stackrel{\circ}{\mathcal{U}}^{2 \times 2}:=\mathcal{U}^{2 \times 2} / \mathcal{J}^{2 \times 2}$.
Corollary 2.4.6. A sequence $\left(B_{n}\right) \in \mathcal{U}^{2 \times 2}$ is stable if and only if for all $\omega, v \in \Gamma_{0}$ the operators $W_{(\omega, 1)}\left(B_{n}\right), W_{(v, 2)}\left(B_{n}\right)$ are invertible in $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$ and the coset $\left(B_{n}\right)^{\circ}:=\left(B_{n}\right)+\mathcal{J}^{2 \times 2}$ is invertible in $\stackrel{\circ}{\mathcal{U}}^{2 \times 2}$.
Proof. Notice that $\stackrel{\circ}{\mathcal{U}}^{2 \times 2}$ is a $C^{*}$-subalgebra of the $C^{*}$-algebra $\stackrel{\circ}{\mathcal{B}^{2 \times 2}}:=\mathcal{B}^{2 \times 2} / \mathcal{J}^{2 \times 2}$. Therefore the invertibility of an element $a \in \check{\mathcal{U}}^{2 \times 2}$ in $\stackrel{\circ}{\mathcal{B}}^{2 \times 2}$ implies its invertibility in $\stackrel{\mathcal{U}}{ }^{2 \times 2},[67,163]$.

Thus the stability problem is again reduced to the study of invertibility of some elements in $C^{*}$-algebras. Note that the operators $W_{(\omega, 1)}\left(B_{n}\right), W_{(v, 2)}\left(B_{n}\right)$ belong to algebras of singular integral operators with piecewise continuous coefficients. To check their invertibility one might try to use results available in the literature [91, 92, 144], but this problem is far from being solved. On the other hand, the invertibility of the coset $\left(B_{n}\right)^{\circ}$ can be studied in more detail, because in this case one can use localization techniques.
Lemma 2.4.7. Let $a, \alpha \in \mathbf{C}\left(\Gamma_{0}\right)$, and let $\left(I_{n}^{(1)}\right)^{\circ},\left(I_{n}^{(2)}\right)^{\circ}$ be the cosets of $\stackrel{\mathcal{U}}{ }^{2 \times 2}$ which respectively contain the diagonal sequences

$$
\begin{gathered}
\left(I_{n}^{(1)}\right)=\left(\begin{array}{cc}
\left(K_{n}^{\varepsilon} a L_{n}\right) & 0 \\
0 & \left(K_{n}^{\varepsilon} a L_{n}\right)
\end{array}\right) \\
\left(I_{n}^{(2)}\right)=\left(\begin{array}{cc}
\left(U_{n} K_{n} \alpha L_{n} U_{n}^{-1} L_{n}\right) & 0 \\
0 & \left(U_{n} K_{n} \alpha L_{n} U_{n}^{-1} L_{n}\right)
\end{array}\right) .
\end{gathered}
$$

Then $\left(I_{n}^{(1)}\right)^{\circ},\left(I_{n}^{(2)}\right)^{\circ}$ belong to the center of the algebra $\stackrel{\mathcal{U}}{ }^{2 \times 2}$.
The proof of this result follows immediately from results in [175, 183].
Consider now the subalgebra $\operatorname{alg}_{\mathcal{U}^{2 \times 2}}\left(\left(I_{n}^{(1)}\right)^{\circ},\left(I_{n}^{(2)}\right)^{\circ}\right)$ of the algebra $\stackrel{\circ}{\mathcal{U}}^{2 \times 2}$ generated by the cosets $\left(I_{n}^{(1)}\right)^{\circ},\left(I_{n}^{(2)}\right)^{\circ}$ described in Lemma 2.4.7 with $a, \alpha \in$ $\mathbf{C}\left(\Gamma_{0}\right)$. This algebra is in the center of $\stackrel{\mathcal{U}}{ }^{2 \times 2}$. The space of its maximal ideals can be identified with the set $\Gamma_{0} \times \Gamma_{0}$, and for each $(v, \omega) \in \Gamma_{0} \times \Gamma_{0}$, let $\stackrel{\circ}{\mathcal{J}}_{v, \omega}^{2 \times 2}$ denote the closed two-sided ideal of $\dot{\mathcal{U}}^{2 \times 2}$ which is generated by the ideal $(v, \omega)$. Moreover, we set $\stackrel{\circ}{\mathcal{U}}_{v, \omega}^{2 \times 2}:=\stackrel{\circ}{\mathcal{U}}^{2 \times 2} / \stackrel{\circ}{\mathcal{J}}_{v, \omega}^{2 \times 2}$ and $\left(A_{n}\right)_{v, \omega}^{\circ}:=\left(A_{n}\right)^{\circ}+\stackrel{\circ}{\mathcal{J}_{v, \omega}^{2 \times 2}}$.

Let $p_{v}$ be the characteristic function of the $\operatorname{arc}(-v, v) \in \Gamma_{0}$ and let $q_{\omega}$ be the characteristic function of the $\operatorname{arc}(-\omega, \omega) \in \Gamma_{0}$. Then by $p$ and $q$ we denote the sequences $p=\left(K_{n}^{\varepsilon} p_{v} L_{n}\right)$ and $q=\left(U_{n} K_{n} q_{\omega} L_{n} U_{n}^{-1} L_{n}\right)$.

Lemma 2.4.8. If the coset $\left(B_{n}^{(1)}\right)_{v_{0}, \omega_{0}}^{\circ} \in \dot{\mathcal{U}}_{v_{0}, \omega_{0}}^{2 \times 2}$ contains the sequence (2.46), then it admits the representation

$$
\begin{align*}
\left(B_{n}^{(1)}\right)_{v_{0}, \omega_{0}}^{\circ}= & {\left[\mathcal{A}\left(v_{0}+0\right) \otimes p_{v_{0}, \omega_{0}}^{\circ}+\mathcal{A}\left(v_{0}-0\right) \otimes\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}\right] } \\
& \times\left[\boldsymbol{\alpha}\left(\omega_{0}+0\right) \otimes q_{v_{0}, \omega_{0}}^{\circ}+\boldsymbol{\alpha}\left(\omega_{0}-0\right) \otimes\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}\right] \\
+ & {\left[\mathcal{B}\left(v_{0}+0\right) \otimes p_{v_{0}, \omega_{0}}^{\circ}+\mathcal{B}\left(v_{0}-0\right) \otimes\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}\right] } \\
& \times\left[\boldsymbol{\beta}\left(\omega_{0}+0\right) \otimes q_{v_{0}, \omega_{0}}^{\circ}+\boldsymbol{\beta}\left(\omega_{0}-0\right) \otimes\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}\right] \\
+ & {\left[\left(\mathcal{C}\left(v_{0}+0\right) \Lambda\right) \otimes p_{v_{0}, \omega_{0}}^{\circ}+\left(\mathcal{C}\left(v_{0}-0\right) \Lambda\right) \otimes\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}\right] } \\
& \times\left[\left(\Lambda \boldsymbol{\gamma}\left(\omega_{0}+0\right) \Lambda\right) \otimes q_{v_{0}, \omega_{0}}^{\circ}+\left(\Lambda \boldsymbol{\gamma}\left(\omega_{0}-0\right) \Lambda\right) \otimes\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}\right] \\
+ & {\left[\left(\mathcal{D}\left(v_{0}+0\right) \Lambda\right) \otimes p_{v_{0}, \omega_{0}}^{\circ}+\left(\mathcal{D}\left(v_{0}-0\right) \Lambda\right) \otimes\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}\right] } \\
& \times\left[\left(\Lambda \boldsymbol{\theta}\left(\omega_{0}+0\right) \Lambda\right) \otimes q_{v_{0}, \omega_{0}}^{\circ}+\left(\Lambda \boldsymbol{\theta}\left(\omega_{0}-0\right) \Lambda\right) \otimes\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}\right] \tag{2.53}
\end{align*}
$$

where $A \otimes B$ denotes the tensor product of matrices $A$ and $B$.
Proof. Consider first the sequence $\left(D_{n}\right)=\left(K_{n}^{\varepsilon} a(t) L_{n} U_{n} K_{n} \alpha(t) L_{n} U_{n}^{-1} L_{n}\right)$. From the representation

$$
\begin{aligned}
D_{n}= & K_{n}^{\varepsilon}\left[a\left(v_{0}+0\right) p_{v_{0}}(t)+a\left(v_{0}-0\right)\left(1-p_{v_{0}}(t)\right)\right] L_{n} \\
& \times L_{n} U_{n} K_{n}\left[\alpha\left(\omega_{0}+0\right) q_{v_{0}}(t)+\alpha\left(\omega_{0}-0\right)\left(1-q_{v_{0}}(t)\right)\right] L_{n} U_{n}^{-1} L_{n} \\
& +K_{n}^{\varepsilon}\left[a(t)-\left(a\left(v_{0}+0\right) p_{v_{0}}(t)+a\left(v_{0}-0\right)\left(1-p_{v_{0}}(t)\right)\right)\right] L_{n} U_{n} K_{n} \alpha(t) L_{n} U_{n}^{-1} L_{n} \\
& +K_{n}^{\varepsilon}\left[a\left(v_{0}+0\right) p_{v_{0}}(t)+a\left(v_{0}-0\right)\left(1-p_{v_{0}}(t)\right)\right] L_{n} \\
& \times L_{n} U_{n} K_{n}\left[\alpha(t)-\left(\alpha\left(\omega_{0}+0\right) q_{v_{0}}(t)+\alpha\left(\omega_{0}-0\right)\left(1-q_{v_{0}}(t)\right)\right)\right] L_{n} U_{n}^{-1} L_{n} \\
= & D_{n}^{(1)}+D_{n}^{(2)}+D_{n}^{(3)},
\end{aligned}
$$

one notices that the sequences $\left(D_{n}^{(2)}\right)$ and $\left(D_{n}^{(3)}\right)$ belong to the ideal $\mathcal{J}_{v_{0}, \omega_{0}}$. Therefore

$$
\begin{aligned}
\left(D_{n}\right)_{v_{0}, \omega_{0}}^{\circ}= & {\left[a\left(v_{0}+0\right) \otimes p_{v_{0}, \omega_{0}}^{\circ}+a\left(v_{0}-0\right) \otimes\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}\right] } \\
& \times\left[\alpha\left(\omega_{0}+0\right) \otimes q_{v_{0}, \omega_{0}}^{\circ}+\alpha\left(\omega_{0}-0\right) \otimes\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}\right] .
\end{aligned}
$$

Consider now the sequence (2.46) which consists of two matrix sequences of operators $\left(A_{n}\right)$ and $\left(C_{n}\right)$, i.e., $B_{n}^{(1)}=A_{n}+C_{n}$. Therefore $\left(B_{n}^{(1)}\right)_{v_{0}, \omega_{0}}^{\circ}=\left(A_{n}\right)_{v_{0}, \omega_{0}}^{\circ}+$ $\left(C_{n}\right)_{v_{0}, \omega_{0}}^{\circ}$. Here we will only compute $\left(C_{n}\right)_{v_{0}, \omega_{0}}^{\circ}$. For this coset one has

$$
\begin{align*}
& \left(C_{n}\right)_{v_{0}, \omega_{0}}^{\circ}=\left(\begin{array}{cc}
\left(C_{n}^{11}\right)_{v_{0}, \omega_{0}}^{\circ} & \left(C_{n}^{12}\right)_{v_{0}, \omega_{0}}^{\circ} \\
\left(C_{n}^{21}\right)_{v_{0}, \omega_{0}}^{\circ} & \left(C_{n}^{22}\right)_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\left(C_{n}^{11}\right)_{v_{0}, \omega_{0}}^{\circ} & 0 \\
0 & \left(C_{n}^{22}\right)_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)+\left(\begin{array}{cc}
0 & \left(C_{n}^{12}\right)_{v_{0}, \omega_{0}}^{\circ} \\
\left(C_{n}^{21}\right)_{v_{0}, \omega_{0}}^{\circ} &
\end{array}\right) \\
& =\left[\left(\begin{array}{cc}
b\left(v_{0}+0\right) & 0 \\
0 & \frac{0}{b\left(v_{0}+0\right)}
\end{array}\right)\left(\begin{array}{cc}
p_{v_{0}, \omega_{0}}^{\circ} & \\
& p_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)+\right. \\
& \left.+\left(\begin{array}{cc}
b\left(v_{0}-0\right) & 0 \\
0 & b\left(v_{0}-0\right)
\end{array}\right)\left(\begin{array}{cc}
\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ} & \left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)\right] \\
& \times\left[\left(\begin{array}{cc}
\beta\left(\omega_{0}+0\right) & 0 \\
0 & \beta\left(\omega_{0}+0\right)
\end{array}\right)\left(\begin{array}{cc}
q_{v_{0}, \omega_{0}}^{\circ} & \\
& q_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)+\right. \\
& \left.+\left(\begin{array}{cc}
\beta\left(\omega_{0}-0\right) & 0 \\
0 & \beta\left(\omega_{0}-0\right)
\end{array}\right)\left(\begin{array}{cc}
\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ} & \left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)\right] \\
& +\left[\left(\begin{array}{cc}
\frac{0}{d\left(v_{0}+0\right)} & d\left(v_{0}+0\right) \\
0
\end{array}\right)\left(\begin{array}{cc}
p_{v_{0}, \omega_{0}}^{\circ} & \\
& p_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)+\right. \\
& \left.+\left(\begin{array}{cc}
0 & d\left(v_{0}-0\right) \\
b\left(v_{0}-0\right) & 0
\end{array}\right)\left(\begin{array}{cc}
\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ} & \left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)\right] \\
& \times\left[\left(\begin{array}{cc}
\theta^{\circ}\left(\omega_{0}+0\right) & 0 \\
0 & \theta\left(\omega_{0}+0\right)
\end{array}\right)\left(\begin{array}{cc}
q_{v_{0}, \omega_{0}}^{\circ} & \\
& q_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)+\right. \\
& \left.+\left(\begin{array}{cc}
\theta^{\circ}\left(\omega_{0}-0\right) & 0 \\
0 & \beta\left(\omega_{0}-0\right)
\end{array}\right)\left(\begin{array}{cc}
\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ} & \left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}
\end{array}\right)\right] \\
& =\left[\mathcal{B}\left(v_{0}+0\right) \otimes p_{v_{0}, \omega_{0}}^{\circ}+\mathcal{B}\left(v_{0}-0\right) \otimes\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}\right] \\
& \times\left[\boldsymbol{\beta}\left(\omega_{0}+0\right) \otimes q_{v_{0}, \omega_{0}}^{\circ}+\boldsymbol{\beta}\left(\omega_{0}-0\right) \otimes\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}\right] \\
& +\left[\left(\mathcal{D}\left(v_{0}+0\right) \Lambda\right) \otimes p_{v_{0}, \omega_{0}}^{\circ}+\left(\mathcal{D}\left(v_{0}-0\right) \Lambda\right) \otimes\left(\left(L_{n}\right)-p\right)_{v_{0}, \omega_{0}}^{\circ}\right] \\
& \times\left[(\Lambda \boldsymbol{\theta} \Lambda)\left(\omega_{0}+0\right) \otimes q_{v_{0}, \omega_{0}}^{\circ}+(\Lambda \boldsymbol{\theta} \Lambda)\left(\omega_{0}-0\right) \otimes\left(\left(L_{n}\right)-q\right)_{v_{0}, \omega_{0}}^{\circ}\right] . \tag{2.54}
\end{align*}
$$

Representation (2.54) and the corresponding representation for the $\operatorname{coset}\left(A_{n}\right)_{v_{0}, \omega_{o}}^{\circ}$ implies formula (2.53), so the algebra ${\stackrel{\mathcal{U}}{v_{0}, \omega_{0}}}_{2 \times 2}$ is generated by the cosets $p_{v_{0}, \omega_{0}}^{\circ}, q_{v_{0}, \omega_{0}}^{\circ}$ and $\left(L_{n}\right)_{v_{0}, \omega_{0}}^{\circ}$.

To proceed, an auxiliary result is needed.
Lemma 2.4 .9 ([105]; [183], Lemma 10.38). With the notation of Lemma 2.4.8, the following properties hold:

1. $p_{v_{0}, \omega_{0}}^{\circ} \cdot p_{v_{0}, \omega_{0}}^{\circ}=p_{v_{0}, \omega_{0}}^{\circ}$;
2. $q_{v_{0}, \omega_{0}}^{\circ} \cdot q_{v_{0}, \omega_{0}}^{\circ}=q_{v_{0}, \omega_{0}}^{\circ}$;
3. $\mathrm{sp}_{\dot{U}_{v_{0}, \omega_{0}}}\left((q p q)_{v_{0}, \omega_{0}}^{\circ}\right)=[0,1]$.

Let $\mathbf{C}\left([0,1], \mathcal{L}\left(\mathbb{C}^{2}\right)\right)$ be the algebra of continuous $2 \times 2$-matrix-functions on $[0,1]$ and define $\bar{e}, \bar{p}$ and $\bar{q}$ by

$$
\bar{e}=\left(\begin{array}{ll}
1 & 0  \tag{2.55}\\
0 & 1
\end{array}\right), \quad \bar{p}=\left(\begin{array}{cc}
x & \sqrt{x(1-x)} \\
\sqrt{x(1-x)} & 1-x
\end{array}\right), \quad \bar{q}=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right) .
$$

Then from the Halmos two projection theorem [106] and Lemmas 2.4.8 and 2.4.9 we get:

Theorem 2.4.10. Let $\bar{e}, \bar{p}, \bar{q}$ be defined by (2.55). The $C^{*}$-algebras $\stackrel{\circ}{\mathcal{U}}_{v_{0}, \omega_{0}}^{2 \times 2}$ and $\operatorname{alg}^{2 \times 2}(\bar{e}, \bar{p}, \bar{q})$ are isometrically ${ }^{*}$-isomorphic, and there is an isomorphism which maps the cosets $p_{v_{0}, \omega_{0}}^{\circ}$ and $q_{v_{0}, \omega_{0}}^{\circ}$ respectively into the elements $\bar{p}$ and $\bar{q}$. Denoting this isomorphism by $\Psi^{\circ}$, one obtains

$$
\begin{align*}
\Psi^{\circ}\left(\left(B_{n}^{(1)}\right)_{v_{0}, w_{0}}^{\circ}\right)= & {\left[\left(\mathcal{A}\left(v_{0}+0\right)-\mathcal{A}\left(v_{0}-0\right)\right) \otimes \bar{p}+\mathcal{A}\left(v_{0}-0\right) \otimes \bar{e}\right] } \\
& \times\left[\left(\boldsymbol{\alpha}\left(\omega_{0}+0\right)-\boldsymbol{\alpha}\left(\omega_{0}-0\right)\right] \otimes \bar{q}+\boldsymbol{\alpha}\left(\omega_{0}-0\right) \otimes \bar{e}\right] \\
+ & {\left[\left(\mathcal{B}\left(v_{0}+0\right)-\mathcal{B}\left(v_{0}-0\right)\right) \otimes \bar{p}+\mathcal{B}\left(v_{0}-0\right) \otimes \bar{e}\right] } \\
& \times\left[\left(\boldsymbol{\beta}\left(\omega_{0}+0\right)-\boldsymbol{\beta}\left(\omega_{0}-0\right)\right) \otimes \bar{q}+\boldsymbol{\beta}\left(\omega_{0}-0\right) \otimes \bar{e}\right] \\
+ & {\left[\left(\left(\mathcal{C}\left(v_{0}+0\right)-\mathcal{C}\left(v_{0}-0\right)\right) \Lambda\right) \otimes \bar{p}+\left(\mathcal{C}\left(v_{0}-0\right) \Lambda\right) \otimes \bar{e}\right] } \\
& \times\left[\left(\Lambda\left(\gamma\left(\omega_{0}+0\right)-\gamma\left(\omega_{0}-0\right)\right) \Lambda\right) \otimes \bar{q}+\left(\Lambda \gamma\left(\omega_{0}-0\right) \Lambda\right) \otimes \bar{e}\right] \\
+ & {\left[\left(\left(\mathcal{D}\left(v_{0}+0\right)-\mathcal{D}\left(v_{0}-0\right)\right) \Lambda\right) \otimes \bar{p}+\left(\mathcal{D}\left(v_{0}-0\right) \Lambda\right) \otimes \bar{e}\right] } \\
& \times\left[\left(\Lambda\left(\boldsymbol{\theta}\left(\omega_{0}+0\right)-\boldsymbol{\theta}\left(\omega_{0}-0\right)\right) \Lambda\right) \otimes \bar{q}+\left(\Lambda \boldsymbol{\theta}\left(\omega_{0}-0\right) \Lambda\right) \otimes \bar{e}\right] . \tag{2.56}
\end{align*}
$$

Definition 2.4.11. For a given sequence $\left(B_{n}\right)$ of the form (2.36), the matrix $\Psi^{\circ}\left(\left(B_{n}^{(1)}\right)_{v_{0}, w_{0}}^{\circ}\right)$ is called the local symbol of $\left(B_{n}\right)$ at the point $\left(v_{0}, w_{0}\right) \in \Gamma_{0} \times \Gamma_{0}$.

Combining now Theorem 2.4.10 with Allan's local principle (cf. Theorem 1.9.5), we can formulate the following result.

Theorem 2.4.12. The coset $\left(B_{n}^{(1)}\right)^{\circ} \in \dot{\mathcal{U}}^{2 \times 2}$ is invertible in $\dot{\mathcal{U}}^{2 \times 2}$ if and only if the local symbol $\Psi^{\circ}\left(\left(B_{n}\right)_{v, \omega}^{\circ}\right) \in \operatorname{alg}^{2 \times 2}(\bar{e}, \bar{p}, \bar{q})$ of the sequence (2.36) is invertible for each $(v, \omega) \in \Gamma_{0} \times \Gamma_{0}$.

Lemma 2.4.13. Let $\left(B_{n}\right)$ be a matrix sequence of the form (2.36). If $W_{(\omega, 1)}\left(B_{n}^{(1)}\right)$ is a Fredholm operator for all $\omega \in \Gamma_{0}$, then for each $(v, w) \in \Gamma_{0} \times \Gamma_{0}$, the local symbol $\Psi^{\circ}\left(\left(B_{n}^{(1)}\right)_{v, \omega}^{\circ}\right)$ of $\left(B_{n}\right)$ is invertible.

Proof. The operator $W_{(\omega, 1)}\left(B_{n}^{(1)}\right)$ defined in (2.49) can be written in the form

$$
W_{(\omega, 1)}\left(B_{n}^{(1)}\right)=A_{\omega} P+B_{\omega} Q=\sum_{i=1}^{4}\left(A_{\omega}^{i} P+B_{\omega}^{i} Q\right)
$$

where

$$
\begin{align*}
A_{\omega}^{1} P+B_{\omega}^{1} Q & =\mathcal{A} \cdot(\boldsymbol{\alpha}(\omega+0) P+\boldsymbol{\alpha}(\omega-0) Q) \\
A_{\omega}^{2} P+B_{\omega}^{2} Q & =\mathcal{B} \cdot(\boldsymbol{\beta}(\omega+0) P+\boldsymbol{\beta}(\omega-0) Q) \\
A_{\omega}^{3} P+B_{\omega}^{3} Q & =\mathcal{C} \cdot(\boldsymbol{\gamma}(\omega+0) P+\boldsymbol{\gamma}(\omega-0) Q)  \tag{2.57}\\
A_{\omega}^{4} P+B_{\omega}^{4} Q & =\mathcal{D} \cdot(\boldsymbol{\theta}(\omega+0) P+\boldsymbol{\theta}(\omega-0) Q)
\end{align*}
$$

Let $a \in \mathbf{P C}\left(\Gamma_{0}\right)$. Consider the singular integral operator

$$
R=a \alpha(\omega+0) P+a \alpha(\omega-0) Q
$$

and compute its Gohberg-Krupnik symbol $\sigma(R)$. According to [90, 93], it is

$$
\sigma(R)=\left(\begin{array}{ll}
a_{11}(v, \omega, x) & a_{12}(v, \omega, x) \\
a_{21}(v, \omega, x) & a_{22}(v, \omega, x)
\end{array}\right)
$$

where

$$
\begin{aligned}
& a_{11}(v, \omega, x)=x a(v+0) \alpha(\omega+0)+(1-x) a(v-0) \alpha(\omega+0), \\
& \left.a_{12}(v, \omega, x)=\sqrt{x(1-x}\right)[a(v+0)-a(v-0) \alpha(\omega-0)], \\
& \left.a_{21}(v, \omega, x)=\sqrt{x(1-x}\right)[a(v+0)-a(v-0) \alpha(\omega+0)], \\
& a_{22}(v, \omega, x)=x a(v-0) \alpha(\omega-0)+(1-x) a(v+0) \alpha(\omega-0) .
\end{aligned}
$$

Computing analogously the Gohberg-Krupnik symbol $\sigma(\widehat{R})$ for the operator

$$
\widehat{R}=\bar{a} \alpha^{\circ}(\omega+0) P+\bar{a} \alpha^{\circ}(\omega-0) Q,
$$

we obtain the symbol of the first operator in (2.57), viz.,

$$
\sigma\left(A_{\omega}^{1} P+B_{\omega}^{1} Q\right)=\left(\begin{array}{cc}
\sigma(R) & 0_{2 \times 2}  \tag{2.58}\\
0_{2 \times 2} & \sigma(\widehat{R})
\end{array}\right)
$$

where $0_{2 \times 2}$ is the $2 \times 2$ zero matrix. It remains to note that matrix (2.58) coincides with the matrix from the first two rows of (2.56). Thus the local symbol $\Psi_{v, \omega}^{\circ}\left(\left(B_{n}^{(1)}\right)\right)$ of the sequence $\left(B_{n}\right)$ coincides with the Gohberg-Krupnik symbol of the operator $W_{\omega, 1}\left(B_{n}^{(1)}\right)$ everywhere on $\Gamma_{0} \times \Gamma_{0}$. However by [90, 93] this operator is Fredholm if and only if its symbol is invertible. This completes the proof.

Now we are able to formulate the main result of this section. Let $\mathcal{A}=$ $\mathcal{A}(t), \mathcal{B}=\mathcal{B}(t), \mathcal{C}=\mathcal{C}(t), \mathcal{D}=\mathcal{D}(t), \boldsymbol{\alpha}=\boldsymbol{\alpha}(t), \boldsymbol{\beta}=\boldsymbol{\beta}(t), \boldsymbol{\gamma}=\gamma(t), \boldsymbol{\theta}=\boldsymbol{\theta}(t), t \in \Gamma_{0}$ be the matrix-functions introduced in (2.47). With each sequence of the form (2.36) and with each point $\tau \in \Gamma_{0}$ we associate two singular integral operators $B_{\tau}$ and $B^{\tau}$ defined on the space $L_{2}^{2}\left(\Gamma_{0}\right)$ by

$$
\begin{align*}
B_{\tau}:= & {[\mathcal{A} \boldsymbol{\alpha}(\tau+0)+\mathcal{B} \boldsymbol{\beta}(\tau+0)+(\mathcal{C} \gamma(\tau+0)+\mathcal{D} \boldsymbol{\theta}(\tau+0)) \Lambda] P } \\
& +[\mathcal{A} \boldsymbol{\alpha}(\tau-0)+\mathcal{B} \boldsymbol{\beta}(\tau-0)+(\mathcal{C} \gamma(\tau-0)+\mathcal{D} \boldsymbol{\theta}(\tau-0)) \Lambda] Q,  \tag{2.59}\\
B^{\tau}:= & P[\mathcal{A}(\tau+0) \widetilde{\boldsymbol{\alpha}}+\mathcal{B}(\tau+0) \widetilde{\boldsymbol{\beta}}+(\mathcal{C}(\tau+0) \widetilde{\boldsymbol{\gamma}}+\mathcal{D}(\tau+0) \widetilde{\boldsymbol{\theta}}) \Lambda] \\
& +Q[\mathcal{A}(\tau-0) \widetilde{\boldsymbol{\alpha}}+\mathcal{B}(\tau-0) \widetilde{\boldsymbol{\beta}}+(\mathcal{C}(\tau-0) \widetilde{\boldsymbol{\gamma}}+\mathcal{D}(\tau-0) \widetilde{\boldsymbol{\theta}}) \Lambda] . \tag{2.60}
\end{align*}
$$

Theorem 2.4.14. Let $a, b, c, d, \alpha, \beta, \gamma, \theta \in \mathbf{P C}\left(\Gamma_{0}\right)$. Then the following assertions hold:

1. The sequence (2.36) is stable if and only if for each $\tau \in \Gamma_{0}$ the operators $B_{\tau}$ and $B^{\tau}$ are invertible on the space $L_{2}^{2}\left(\Gamma_{0}\right)$.
2. Let $a, b, c, d \in \mathbf{P C}\left(\Gamma_{0}\right)$ and let $\alpha, \beta, \gamma, \theta \in \mathbf{C}\left(\Gamma_{0} \backslash\{1\}\right)$ (or $\alpha, \beta, \gamma, \theta \in$ $\left.\mathbf{C}\left(\Gamma_{0} \backslash\{-1,1\}\right)\right)$. Then the sequence (2.36) is stable if and only if the operator $B_{1}$ (respectively, the operators $B_{-1}, B_{1}$ ) and all operators $B^{\tau}, \tau \in \Gamma_{0}$ are invertible on the space $L_{2}^{2}\left(\Gamma_{0}\right)$.
3. Let $a, b, c, d \in \mathbf{C}\left(\Gamma_{0}\right)$ and let $\alpha, \beta, \gamma, \theta \in \mathbf{C}\left(\Gamma_{0} \backslash\{1\}\right)$ (or $\alpha, \beta, \gamma, \theta \in \mathbf{C}\left(\Gamma_{0} \backslash\right.$ $\{-1,1\})$ ). Then the sequence $(2.36)$ is stable if and only if the operator $B_{1}$ (respectively, the operators $\left.B_{-1}, B_{1}\right)$ is (are) invertible on the space $L_{2}^{2}\left(\Gamma_{0}\right)$ and

$$
\operatorname{det}[\mathcal{A}(t) \boldsymbol{\alpha}(\tau)+\mathcal{B}(t) \boldsymbol{\beta}(\tau)+\mathcal{C}(t) \boldsymbol{\gamma}(\tau) \Lambda+\mathcal{D}(t) \boldsymbol{\theta}(\tau) \Lambda] \neq 0
$$

for all $t, \tau \in \Gamma_{0}$.
Proof. It follows from Theorem 2.4.12, Corollary 2.4.6 and Lemma 2.4.13.
This result allows us to introduce the following definition.
Definition 2.4.15. Let $\left(B_{n}\right)$ be a sequence of the form (2.36), and let $B_{\tau}, B^{\tau}$ be the operators defined in (2.59), (2.60). An operator function smb $b_{B_{n}}: \Gamma_{0} \mapsto \mathcal{L}^{2}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$ defined by

$$
\operatorname{smb}_{B_{n}}(\tau)=\operatorname{diag}\left(B_{\tau}, B^{\tau}\right)
$$

is called the symbol of the sequence (2.36).
Thus Theorem 2.4.14 shows that the sequence (2.36) is stable if and only if its symbol is invertible.

In the subsequent sections we will study a variety of sequences of the form (2.36) originating from various approximation methods for singular integral equations with conjugation; and we also will find the functions $\alpha, \beta, \gamma, \theta$ responsible for the stability of the methods under consideration.

### 2.4.1 Moore-Penrose Invertibility

In conclusion let us present a result concerning Moore-Penrose invertibility in the real algebra $\tilde{\mathcal{C}}$ generated by sequences of paired circulants and by the sequence $\left(\bar{M}_{n}\right)$.
Theorem 2.4.16. Let $a, b, c, d, \alpha, \beta, \gamma, \theta \in \mathbf{P C}\left(\Gamma_{0}\right)$. Then the following assertions are equivalent:

1. The sequence

$$
\begin{equation*}
\left(\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}+\left(\widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n}+C_{n}\right) \tag{2.61}
\end{equation*}
$$

is weakly asymptotically More-Penrose invertible;
2. For any $\tau \in \Gamma_{0}$, the operators $B^{\tau}, B_{\tau} \in \mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$ defined by (2.59), (2.60) are normally solvable and the norms of their Moore-Penrose inverses are uniformly bounded.
3. The sequence (2.61) can be represented in the form (1.39).

The proof of this theorem follows from Theorems 1.7.2, 2.4.14, and 1.7.10. Note that if the operators $B_{\tau}$ and $B^{\tau}$ are Fredholm, then the norms of their Moore-Penrose inverses are uniformly bounded [193].
Remark 2.4.17. In order to regularize the sequence $\left(\tilde{A}_{n}\right)$ of (2.61) practically, we have to consider the matrix sequence $\left(\Psi\left(\tilde{A}_{n}\right)\right)$,

$$
\Psi\left(\tilde{A}_{n}\right)=\left(\begin{array}{cc}
\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n} & \widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \hat{\theta}_{n} \\
\bar{M}_{n}\left(\widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n} & \bar{M}_{n}\left(\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}\right) \bar{M}_{n}
\end{array}\right) .
$$

These matrices can be regularized (in the sense of (26)) using their singular value decompositions (see [194]). We can then apply the mapping $\Psi^{-1}$ to regularized matrices in order to get a corresponding regularization for the initial sequence (2.61).

### 2.5 The $\varepsilon$-Collocation Method

In this and the next sections of this chapter, Theorem 2.4.14 is applied to investigate the stability of spline approximation methods for singular integral equations with conjugation. Let us start with the $\varepsilon$-collocation method.

For a positive integer $n$, consider the uniform partition of $\mathbb{R}$ by the mesh points $x_{j}:=j / n, j \in \mathbb{Z}$. By $\underline{S}_{n}^{\delta}$ we denote the space of all 1-periodic smoothest splines of degree $\delta$ subordinate to the above partition, i.e., each function $f$ of $\underline{S}_{n}^{\delta}$ and all its derivatives of order $\delta-1$ are continuous and 1-periodic on $\mathbb{R}$ and the restriction of $f$ to any interval $(j / n,(j+1) / n), j \in \mathbb{Z}$ is a polynomial of degree at most $\delta$. By $\underline{S}_{n}^{0}$ we denote the set of all 1-periodic step functions corresponding
to the above partition of $\mathbb{R}$ into subintervals. We consider spline space $\widetilde{S}_{n}^{\delta}$ which depends on $\varepsilon$ and is defined by [183]

$$
\underline{S}_{n}^{\delta}:= \begin{cases}\underline{S}_{n}^{\delta+1} & \text { if } \varepsilon=0 \text { and } \delta \quad \text { is even } \\ \underline{S}_{n}^{\delta+1} & \text { if } \varepsilon=0.5 \text { and } \delta \text { is odd } \\ \underline{S}_{n}^{\delta} & \text { otherwise. }\end{cases}
$$

Let the circle $\Gamma_{0}$ be given by the parametric representation

$$
\Gamma_{0}:=\left\{e^{i 2 \pi s}: 0 \leq s \leq 1\right\}
$$

Via this parametrization we have one-to-one correspondence between functions $\varphi$ on $\Gamma_{0}$ and the 1-periodic functions on $\mathbb{R}$, namely $\varphi: \Gamma \mapsto \mathbb{C}$ corresponds to $\varphi_{0}: \mathbb{R} \mapsto \mathbb{C}, \varphi_{0}(s)=\varphi\left(e^{i 2 \pi s}\right)$. Throughout this chapter, we shall identify the functions $\varphi$ and $\varphi_{0}$. In particular, the spline spaces $\widetilde{\widetilde{S}}_{n}^{\delta}$ are assumed to be defined on $\Gamma_{0}$.

Consider now the following integral equation with conjugation

$$
\begin{equation*}
A \varphi \equiv a \varphi+b S \varphi+c M \varphi+d S M \varphi+k^{0} \varphi+k^{1} M \varphi=f \tag{2.62}
\end{equation*}
$$

where

$$
\left(k^{0} \varphi\right)(t)=\int_{\Gamma_{0}} k_{0}(t, \tau) \varphi(\tau) d \tau, \quad\left(k^{1} \varphi\right)(t)=\int_{\Gamma_{0}} k_{1}(t, \tau) \varphi(\tau) d \tau
$$

and the operators $S$ and $M$ are defined in Section 2.1.
Let $\mathbf{R}=\mathbf{R}\left(\Gamma_{0}\right)$ denote the set of all Riemann integrable functions on $\Gamma_{0}$. For a fixed $\varepsilon \in[0,1)$, the interpolation projection $K_{n}^{\varepsilon}: \mathbf{R} \mapsto \underline{S}_{n}^{\delta}$ is defined by (see [2, 3, 183])

$$
\left(K_{n}^{\varepsilon} x-x\right)((j+\varepsilon) / n)=0, \quad j=0,1, \ldots, n-1 .
$$

To simplify notation we will often write $K_{n}$ instead of $K_{n}^{\varepsilon}$. The collocation equations

$$
\begin{equation*}
\left(A u_{n}\right)((j+\varepsilon) / n)=f((j+\varepsilon) / n), \quad u_{n} \in \underline{S}_{n}^{\delta}, \quad j=0,1, \ldots, n-1 \tag{2.63}
\end{equation*}
$$

are equivalent to the operator equation

$$
A_{n} u_{n}=K_{n} f, \quad A_{n}=\left.K_{n} A\right|_{\underline{S}_{n}^{\delta}} \in \mathcal{L}\left(\underline{S}_{n}^{\delta}, \underline{\widetilde{S}}_{n}^{\delta}\right)
$$

We shall analyze the structure of the collocation operator $A_{n}$,

$$
\begin{align*}
A_{n}= & \left(\left.K_{n} a I\right|_{\tilde{S}_{n}^{\delta}}\right)\left(\left.K_{n}\right|_{\underline{S}_{n}^{\delta}}\right)+\left(\left.K_{n} b\right|_{\tilde{S}_{n}^{\delta}}\right)\left(\left.K_{n} S\right|_{\underline{S}_{n}^{\delta}}\right. \\
& +\left(\left.K_{n} c I\right|_{\tilde{\underline{S}}_{n}^{\delta}}\right)\left(\left.K_{n} M\right|_{\underline{S}_{n}^{\delta}}\right)+\left(\left.K_{n} d\right|_{\tilde{S}_{n}^{\delta}}\right)\left(\left.K_{n} S M\right|_{\underline{S}_{n}^{\delta}}+\left.K_{n} k^{0}\right|_{\underline{S}_{n}^{\delta}}+\left.K_{n} k^{1}\right|_{\underline{S}_{n}^{\delta}}\right. \tag{2.64}
\end{align*}
$$

Here we used the well-known property of the interpolation operator

$$
K_{n} a b=K_{n} a K_{n} b, \quad a, b \in \mathbf{R}\left(\Gamma_{0}\right)
$$

Let $\varepsilon \in[0,1)$. For $j=0,1, \ldots n-1$ consider the points

$$
t_{j}=\exp (i 2 \pi j / n), \quad v_{j}=\exp (i 2 \pi(j+1 / 2) / n), \quad \tau_{j}=\exp (i 2 \pi(j+\varepsilon) / n)
$$

and let $\left\{\chi_{k}^{(n)}\right\}_{k=0}^{n-1}$ and $\left\{\Psi_{k}^{(n)}\right\}_{k=0}^{n-1}$ be the respective interpolation bases from $\underline{S}_{n}^{\delta}$ and $\widetilde{S}_{n}^{\delta}$, satisfying the conditions

$$
\begin{aligned}
& \chi_{k}^{(n)}\left(t_{j}\right)=\delta_{j k} \quad \text { if } \quad \delta \quad \text { is even; } \\
& \chi_{k}^{(n)}\left(v_{j}\right)=\delta_{j k} \quad \text { if } \quad \delta \quad \text { is odd } \\
& \Psi_{k}^{(n)}\left(\tau_{j}\right)=\delta_{j k} \quad \text { for } \quad j, k=0,1, \ldots, n-1
\end{aligned}
$$

Let us first assume that $\delta$ is odd. In accordance with [178, 183], the matrix of the first two operators in (2.64) in the bases $\left\{\chi_{k}^{(n)}\right\}_{k=0}^{n-1},\left\{\Psi_{k}^{(n)}\right\}_{k=0}^{n-1}$ can be represented in the form $\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}$, where

$$
\begin{array}{cl}
\widetilde{a}_{n}=\left(a\left(\tau_{k}\right) \delta_{j k}\right)_{k, j=0}^{n-1}, & \widetilde{b}_{n}=\left(b\left(\tau_{k}\right) \delta_{j k}\right)_{k, j=0}^{n-1}, \\
\widehat{\alpha}_{n}=U_{n} \alpha_{n} U_{n}^{-1}, & \widehat{\beta}_{n}=U_{n} \beta_{n} U_{n}^{-1},  \tag{2.65}\\
\alpha_{n}=\left(\alpha_{\varepsilon, \delta}\left(t_{k}\right) \delta_{j k}\right)_{j, k=0}^{n-1}, & \beta_{n}=\left(\beta_{\varepsilon, \delta}\left(t_{k}\right) \delta_{j k}\right)_{k, j=0}^{n-1},
\end{array}
$$

and the functions $\alpha_{\varepsilon, \delta}, \beta_{\varepsilon, \delta} \in \mathbf{P C}\left(\Gamma_{0}\right)$ are defined by

$$
\begin{gather*}
\alpha_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cc}
1 & \text { if } s=0, \\
\frac{\Phi_{\varepsilon, \delta}(s) \sigma_{\varepsilon, \delta}^{+}(s)}{\Phi_{0, \delta}(s) \sigma_{0, \delta}^{+}(s)} & \text { if } \\
\beta_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cc}
1 & \text { if } s=0, \\
\frac{\Phi_{\varepsilon, \delta}(s) \sigma_{\varepsilon, \delta}^{-}(s)}{\Phi_{0, \delta}(s) \sigma_{0, \delta}^{+}(s)} & \text { if }
\end{array},<s<1,\right.
\end{array}\right.  \tag{2.66}\\
\Phi_{\varepsilon, \delta}(s):=2^{-\delta} \pi^{-\delta-1} \sin (\pi s) e^{i \pi s(2 \varepsilon-1)},  \tag{2.67}\\
\sigma_{\varepsilon, \delta}^{ \pm}(s):=\sum_{k=0}^{+\infty}(k+s)^{-\delta-1} e^{i 2 \pi k \varepsilon} \pm \sum_{k=1}^{+\infty}(k-s)^{-\delta-1} e^{i 2 \pi k \varepsilon} . \tag{2.68}
\end{gather*}
$$

On the other hand, a description for the second pair of terms in (2.64) can be obtained from Lemma 2.4.2. More precisely, one can show that the matrix sequence $\left(\widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n}$ corresponds to the third and fourth terms in (2.64). The matrices
$\widetilde{c}_{n}, \widetilde{d}_{n}$ are defined analogously to $\widetilde{a}_{n}, \widetilde{b}_{n}$, and $\gamma_{\varepsilon, \delta}, \theta_{\varepsilon, \delta}$ are the following functions:

$$
\begin{aligned}
& \gamma_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cc}
\frac{1}{\frac{\Phi_{\varepsilon, \delta}(1-s) \sigma_{\varepsilon, \delta}^{+}(1-s)}{}} & \text { if } s=0, \\
\Phi_{0, \delta}(1-s) \sigma_{0, \delta}^{+}(1-s) & 0<s<1,
\end{array}\right. \\
& \theta_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cc}
\frac{1}{\frac{\Phi_{\varepsilon, \delta}(1-s) \sigma_{\varepsilon, \delta}^{-}(1-s)}{}} & \text { if } \quad 0<s<1 . \\
\Phi_{0, \delta}(1-s) \sigma_{0, \delta}^{+}(1-s) & 0<
\end{array}\right.
\end{aligned}
$$

Hence the sequence $\left(A_{n}\right)$, where

$$
\begin{equation*}
A_{n}:=\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}+\left(\widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n}+\left.K_{n} k^{0}\right|_{\underline{S}_{n}^{\delta}}+\left.K_{n} k^{1} M\right|_{\underline{S}_{n}^{\delta}}, \quad n \in \mathbb{N} . \tag{2.70}
\end{equation*}
$$

corresponds to the sequence (2.64).
If $\delta$ is even, then similar to the previous considerations one arrives at a sequence of the form (2.70) with the generating functions $\alpha_{\varepsilon, \delta}, \beta_{\varepsilon, \delta}, \gamma_{\varepsilon, \delta}, \theta_{\varepsilon, \delta}$ defined by

$$
\begin{align*}
& \alpha_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cc}
1 & \text { if } s=0, \\
\frac{\Phi_{\varepsilon, \delta}(s) \sigma_{\varepsilon, \delta}^{-}(s)}{\Phi_{1 / 2, \delta}(s) \sigma_{1 / 2, \delta}^{-}(s)} & \text { if } \quad 0<s<1,
\end{array}\right.  \tag{2.71}\\
& \beta_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cc}
1 & \text { if } s=0, \\
\frac{\Phi_{\varepsilon, \delta}(s) \sigma_{\varepsilon, \delta}^{+}(s)}{\Phi_{1 / 2, \delta}(s) \sigma_{1 / 2, \delta}^{-}(s)} & \text { if } 0<s<1,
\end{array}\right.  \tag{2.72}\\
& \gamma_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cc}
\frac{1}{\frac{\Phi_{\varepsilon, \delta}(1-s) \sigma_{\varepsilon, \delta}^{-}(1-s)}{}} \quad \text { if } \quad 0<s<1,
\end{array}\right. \\
& \theta_{\varepsilon, \delta}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{ll}
\frac{1}{\Phi_{1 / 2, \delta}(1-s) \sigma_{1 / 2, \delta}^{-}(1-s)} & \text { if } s=0, \\
\frac{1}{\Phi_{\varepsilon, \delta}(1-s) \sigma_{\varepsilon, \delta}^{+}(1-s)} \\
\Phi_{0, \delta}(1-s) \sigma_{0, \delta}^{-}(1-s) & \text { if }
\end{array} \quad 0<s<1,\right.
\end{align*}
$$

and with $\Phi_{\varepsilon, \delta}(s), \sigma_{\varepsilon, \delta}^{ \pm}(s)$ defined in (2.68), (2.69).
Notice that in all cases the functions $\gamma_{\varepsilon, \delta}=\alpha_{\varepsilon, \delta}^{\circ} \in \mathbf{C}^{\infty}\left(\Gamma_{0}\right)$ and $\theta_{\varepsilon, \delta}=\beta_{\varepsilon, \delta}^{\circ} \in$ $\mathbf{P C}^{\infty}\left(\Gamma_{0} \backslash\{1\}\right)$. Moreover, it is easily seen that the matrices $\boldsymbol{\alpha}_{\boldsymbol{\varepsilon}, \boldsymbol{\delta}}, \boldsymbol{\beta}_{\boldsymbol{\varepsilon}, \boldsymbol{\delta}}, \boldsymbol{\gamma}_{\varepsilon, \boldsymbol{\delta}}, \boldsymbol{\theta}_{\boldsymbol{\varepsilon}, \boldsymbol{\delta}}$ are connected by the relations

$$
\boldsymbol{\alpha}_{\varepsilon, \delta}=\Lambda \gamma_{\varepsilon, \delta} \Lambda, \quad \boldsymbol{\beta}_{\varepsilon, \delta}=\Lambda \boldsymbol{\theta}_{\varepsilon, \delta} \Lambda
$$

Let us find the limit values $\beta_{\varepsilon, \delta}(1 \pm 0), \theta_{\varepsilon, \delta}(1 \pm 0), \beta_{\varepsilon, \delta}^{\circ}(1 \pm 0)$ and $\theta_{\varepsilon, \delta}^{\circ}(1 \pm 0)$. Assume for definiteness that $\delta$ is odd and consider the one-sided limits for the function $\beta_{\varepsilon, \delta}$ as $t \in \Gamma_{0}$ tend to 1 . Considering the right limit $\beta_{\varepsilon, \delta}(1+0)$ one obtains

$$
\beta_{\varepsilon, \delta}(1+0)=\lim _{s \rightarrow+0} \frac{\Phi_{\varepsilon, \delta}(s) \sigma_{\varepsilon, \delta}^{-}(s)}{\Phi_{0, \delta}(s) \sigma_{0, \delta}^{+}(s)}
$$

Since $\frac{\Phi_{\varepsilon, \delta}(s)}{\Phi_{0, \delta}(s)}=\exp (i 2 \pi \varepsilon s)$, it suffices to find the limit $\lim _{s \rightarrow+0} \frac{\sigma_{\varepsilon, \delta}^{-}(s)}{\sigma_{0, \delta}^{+}(s)}$. The last fraction can be transformed as follows:

$$
\begin{aligned}
\frac{\sigma_{\varepsilon, \delta}^{-}(s)}{\sigma_{0, \delta}^{+}(s)} & =\frac{\sum_{k=0}^{+\infty}(k+s)^{-\delta-1} e^{i 2 \pi k \varepsilon}-\sum_{k=1}^{+\infty}(k-s)^{-\delta-1} e^{i 2 \pi k \varepsilon}}{\sum_{k=0}^{+\infty}(k+s)^{-\delta-1}+\sum_{k=1}^{+\infty}(k-s)^{-\delta-1}} \\
& =\frac{s^{-\delta-1}+\sum_{k=1}^{+\infty}\left[(k+s)^{-\delta-1} e^{i 2 \pi k \varepsilon}-(k-s)^{-\delta-1} e^{i 2 \pi k \varepsilon}\right]}{s^{-\delta-1}+\sum_{k=1}^{+\infty}\left[(k+s)^{-\delta-1}+(k-s)^{-\delta-1}\right]} \\
& =\frac{1+s^{\delta+1} \sum_{k=1}^{+\infty}\left[(k+s)^{-\delta-1} e^{i 2 \pi k \varepsilon}-(k-s)^{-\delta-1} e^{i 2 \pi k \varepsilon}\right]}{1+s^{\delta+1} \sum_{k=1}^{+\infty}\left[(k+s)^{-\delta-1}+(k-s)^{-\delta-1}\right]} .
\end{aligned}
$$

Therefore

$$
\lim _{s \rightarrow+0} \frac{\sigma_{\varepsilon, \delta}^{-}(s)}{\sigma_{0, \delta}^{+}(s)}=1
$$

consequently, $\beta_{\varepsilon, \delta}(1+0)=1$. To find $\beta_{\varepsilon, \delta}(1-0)$, it suffices to consider the limit of the function $\sigma_{\varepsilon, \delta}^{-}(1-s) / \sigma_{0, \delta}^{+}(1-s)$ as $s$ tends to +0 . Analogous considerations show that

$$
\lim _{s \rightarrow+0} \frac{\sigma_{\varepsilon, \delta}^{-}(1-s)}{\sigma_{0, \delta}^{+}(1-s)}=-1
$$

Thus

$$
\begin{array}{ll}
\beta_{\varepsilon, \delta}(1+0)=1, & \beta_{\varepsilon, \delta}(1-0)=-1  \tag{2.73}\\
\theta_{\varepsilon, \delta}(1-0)=1, & \theta_{\varepsilon, \delta}(1+0)=-1
\end{array}
$$

Combining this with Theorem 2.4.14 one gets the following result.

Theorem 2.5.1. If $a, b, c, d \in \mathbf{P C}, k^{0}, k^{1} \in \mathcal{K}\left(L_{2}\left(\Gamma_{0}\right), \mathbf{R}\left(\Gamma_{0}\right), \varepsilon \in[0,1)\right.$, and the operator $B \varphi \equiv a \varphi+b S \varphi+c M \varphi+d S M \varphi$ is invertible in $\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$, then the $\varepsilon$-collocation method (2.63) is stable if and only if the operator $A$ is invertible in $\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$, the operator

$$
\widetilde{B}:=\left(\begin{array}{ll}
a+b & c-d  \tag{2.74}\\
\bar{c}+\bar{d} & \bar{a}-\bar{b}
\end{array}\right) P+\left(\begin{array}{cc}
a-b & c+d \\
\bar{c}-\bar{d} & \bar{a}+\bar{b}
\end{array}\right) Q
$$

and the operators

$$
\begin{aligned}
B^{\tau} & \left.:=P\left[(\mathcal{A}(\tau+0)+\mathcal{C}(\tau+0) \Lambda) \widetilde{\boldsymbol{\alpha}}_{\boldsymbol{\varepsilon}, \delta}+(\mathcal{B}(\tau+0)+\mathcal{D}(\tau+0) \Lambda) \widetilde{\boldsymbol{\beta}}_{\boldsymbol{\varepsilon}, \delta}\right)\right] \\
& \left.+Q\left[(\mathcal{A}(\tau-0)+\mathcal{C}(\tau-0) \Lambda) \widetilde{\boldsymbol{\alpha}}_{\boldsymbol{\varepsilon}, \delta}+(\mathcal{B}(\tau-0)+\mathcal{D}(\tau-0) \Lambda) \widetilde{\boldsymbol{\beta}}_{\boldsymbol{\varepsilon}, \delta}\right)\right]
\end{aligned}
$$

are invertible in $\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$ for all $\tau \in \Gamma_{0}$.
Proof. The proof follows immediately from Theorem 2.4.14, perturbation arguments for stable sequences and from properties of the functions $\alpha_{\varepsilon, \delta}$ and $\beta_{\varepsilon, \delta}$.
Remark 2.5.2. If $c \equiv d \equiv 0, k^{1}=0$, then the conditions of stability of the $\varepsilon$ collocation method are equivalent to the conditions obtained earlier for singular integral equations without conjugation [183].

### 2.6 Spline Galerkin Method

Let $\underline{S}_{n}^{\delta}$ be the spline space defined in the previous section. By $L_{n}, n \in \mathbb{N}$ we denote the orthoprojections from $L_{2}\left(\Gamma_{0}\right)$ onto $\underline{S}_{n}^{\delta}$ and such that

$$
\left(x-L_{n} x, \varphi\right)=0
$$

for each $x \in L_{2}\left(\Gamma_{0}\right)$ and for each $\varphi \in \underline{S}_{n}^{\delta}$. Furthermore, let us consider the operators $A_{n}=\left.L_{n} A\right|_{\underline{S}_{n}^{\delta}}$, where $A$ is defined by (2.62). Suppose first that the coefficients $a, b, c, d$ are continuous on $\Gamma_{0}$. Since $\left\|L_{n} f\left(I-L_{n}\right)\right\| \rightarrow 0$ as $n \rightarrow \infty$ for each $f \in \mathbf{C}\left(\Gamma_{0}\right)$, one gets the following representation for the operators $A_{n}$ :

$$
\begin{align*}
A_{n}= & \left(\left.L_{n} a I\right|_{\underline{S}_{n}^{\delta}}\right)\left(\left.L_{n}\right|_{\underline{S}_{n}^{\delta}}\right)+\left(\left.L_{n} b\right|_{\underline{S}_{n}^{\delta}}\right)\left(\left.L_{n} S\right|_{\underline{S}_{n}^{\delta}}+\left(\left.L_{n} c I\right|_{\underline{S}_{n}^{\delta}}\right)\left(\left.L_{n} M\right|_{\underline{S}_{n}^{\delta}}\right)\right. \\
& +\left(\left.L_{n} d\right|_{\underline{S}_{n}^{\delta}}\right)\left(\left.L_{n} S M\right|_{\underline{S}_{n}^{\delta}}+\left.\left.L_{n} k^{0}\right|_{\underline{S}_{n}^{\delta}} L_{n} k^{1}\right|_{\underline{S}_{n}^{\delta}}+R_{n}^{(1)},\right. \tag{2.75}
\end{align*}
$$

where $R_{n}^{(1)}: \underline{S}_{n}^{\delta} \rightarrow \underline{S}_{n}^{\delta}$ are additive operators with $\left\|R_{n}^{(1)}\right\| \rightarrow 0$ as $n \rightarrow \infty$. Define the basis $\left\{\varphi_{k}\right\}_{k=0}^{n-1}$ for $\underline{S}_{n}^{\delta}$ according to [39, 178, 183] and examine the matrices corresponding to the operators $A_{n}$ in this basis. As shown in [178], the matrices $\left(\left(\varphi_{j}, \varphi_{k}\right)\right)_{j, k=0}^{n-1}$ and $\left(\left(S \varphi_{j}, \varphi_{k}\right)\right)_{j, k=0}^{n-1}$ are circulants and

$$
\left(\left(\varphi_{j}, \varphi_{k}\right)\right)_{j, k=0}^{n-1}=n^{-1} \widehat{\zeta}_{n}, \quad\left(\left(S \varphi_{j}, \varphi_{k}\right)\right)_{j, k=0}^{n-1}=n^{-1} \widehat{\rho}_{n}
$$

with

$$
\begin{aligned}
& \zeta_{n}\left(e^{i 2 \pi s}\right)=2^{-\delta} \pi^{-3 \delta-2} \sin ^{2(\delta+1)}(\pi s) \sigma_{0,2 \delta+1}^{+}(s) \\
& \rho_{n}\left(e^{i 2 \pi s}\right)=2^{-\delta} \pi^{-3 \delta-2} \sin ^{2(\delta+1)}(\pi s) \sigma_{0,2 \delta+1}^{-}(s)
\end{aligned}
$$

Consequently, the matrix of the operator $\left.L_{n} S\right|_{\underline{S}_{n}^{\delta}}$ has the form

$$
\left(\left.L_{n} S\right|_{\underline{S}_{n}^{\delta}}\right)=\widehat{\zeta}_{n}^{-1} \widehat{\rho}_{n}=\widehat{\beta}_{n}
$$

where

$$
\widehat{\beta}_{n}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cl}
1 & \text { if } \quad s=0 \\
\left(\sigma_{0,2 \delta+1}^{-}(s)\right) /\left(\sigma_{0,2 \delta+1}^{+}(s)\right) & \text { if } \quad s \neq 0
\end{array}\right.
$$

Furthermore,

$$
\left(L_{n} c \mid \underline{S}_{n}^{\delta}\right)=\widehat{\zeta}_{n}^{-1} \widetilde{c}_{n} \widehat{\zeta}_{n}+R_{n}^{(2)}
$$

with $\left\|R_{n}^{(2)}\right\|$ tends to 0 as $n \rightarrow \infty$.
Let us also note the commutation property

$$
\bar{M}_{n} \widehat{\zeta}_{n}=\widehat{\zeta}_{n} \bar{M}_{n}
$$

Therefore, from Lemmas 2.4.1 and 2.4.2 one obtains
$A_{n}=\widehat{\zeta}_{n}^{-1}\left[\left(\widetilde{a}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}\right)+\left(\widetilde{c}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n}\right] \widehat{\zeta}_{n}+\left.K_{n} k^{0}\right|_{\underline{S}_{n}^{\delta}}+\left.K_{n} k^{1} M\right|_{\underline{S}_{n}^{\delta}}+R_{n}, n \in \mathbb{N}$ where $\left\|R_{n}\right\|$ tends to 0 as $n \rightarrow \infty$ and

$$
\widehat{\theta}_{n}\left(e^{i 2 \pi s}\right)=\left\{\begin{array}{cl}
1 & \text { if } \quad s=0 \\
\left(\sigma_{0,2 \delta+1}^{-}(1-s)\right) /\left(\sigma_{0,2 \delta+1}^{+}(1-s)\right) & \text { if } \quad s \neq 0
\end{array}\right.
$$

The functions $\beta$ and $\theta_{\varepsilon, \delta}$ belong to $\mathbf{C}\left(\Gamma_{0} \backslash\{1\}\right)$ and $\beta(1+0)=1, \beta(1-0)=-1$, $\theta_{\varepsilon, \delta}(1+0)=-1, \theta_{\varepsilon, \delta}(1-0)=1$.

The following theorem is an immediate consequence of Theorem 2.4.14.
Theorem 2.6.1. Assume that $a, b, c, d \in \mathbf{C}\left(\Gamma_{0}\right)$ and $k^{0}, k^{1} \in \mathcal{K}\left(L_{2}\left(\Gamma_{0}\right)\right)$. The Galerkin method (2.75) is applicable to the operator $A$ if and only if the operator $A$ is invertible in $\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$, the operator $\widetilde{B}$ defined by (2.74) is invertible in $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$, and

$$
\operatorname{det}[(\mathcal{A}(t)+\mathcal{C}(t) \Lambda)+(\mathcal{B}(t)+\mathcal{D}(t) \Lambda) \boldsymbol{\beta}(\tau)] \neq 0
$$

on $\Gamma_{0} \times \Gamma_{0}$.
Finally, let us state a result related to the Galerkin method for equations with piecewise continuous coefficients. We assume the coefficients of the integral equation under consideration are discontinuous at the points $t_{k}=\exp (i 2 \pi j / m)$, $j=0,1, \ldots, m-1$, and consider the spline Galerkin method based on spline space $\underline{S}_{n}^{0}$.

Theorem 2.6.2. Let $a, b, c, d \in \mathbf{P C}\left(\Gamma_{0}\right) \cap \mathbf{C}\left(\Gamma_{0} \backslash\left\{t_{0}, t_{1}, \ldots, t_{m}-1\right\}\right), k^{0}, k^{1} \in$ $\mathcal{K}\left(L_{2}\left(\Gamma_{0}\right)\right)$, and let $n=m l, l \in \mathbb{N}$. The Galerkin method (2.75) based on the splines of $\underline{S}_{n}^{\delta}$ is stable if and only if the operator $A$ is invertible in $\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$, the operator $\widetilde{B}$ defined by (2.74) and the operators

$$
\begin{aligned}
B^{\tau} & =P[(\mathcal{A}(\tau+0))+\mathcal{C}(\tau+0) \Lambda)+(\mathcal{B}(\tau+0)+\mathcal{D}(\tau+0) \Lambda) \boldsymbol{\beta}] \\
& +Q[(\mathcal{A}(\tau-0))+\mathcal{C}(\tau-0) \Lambda)+(\mathcal{B}(\tau-0)+\mathcal{D}(\tau-0) \Lambda) \widetilde{\boldsymbol{\beta}}]
\end{aligned}
$$

are invertible in $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$ for all $\tau \in \Gamma_{0}$.

### 2.7 Quadrature Methods for Equations on the Unit Circle

Quadrature methods play an important role in approximate solution of singular integral equations, because they can be easily implemented. Presenting the stability analysis for equations with conjugation, we only consider the equation

$$
\begin{equation*}
B u \equiv(a I+b S+c M+d S M) u=f \tag{2.76}
\end{equation*}
$$

where $a, b, c, d \in \mathbf{P C}\left(\Gamma_{0}\right)$. In order to discretize a regular integral, one may use the following quadrature rules:

$$
\begin{align*}
& \int_{\Gamma_{0}} f(\tau) d \tau \approx \sum_{j=0}^{n-1} f\left(t_{j}\right) \frac{2 \pi i}{n} t_{j},  \tag{2.77}\\
& \int_{\Gamma_{0}} f(\tau) d \tau \approx \sum_{\substack{j=0 \\
j \equiv(\bmod 2)}}^{n-1} f\left(t_{j}\right) \frac{4 \pi i}{n} t_{j},  \tag{2.78}\\
& \int_{\Gamma_{0}} f(\tau) d \tau \approx \sum_{\substack{j=0 \\
j \equiv 1(\bmod 2)}}^{n-1} f\left(t_{j}\right) \frac{4 \pi i}{n} t_{j}, \tag{2.79}
\end{align*}
$$

where $t_{j}=\exp (i 2 \pi j / n), j=0,1, \ldots, n-1$.
Writing the singular integral $S$ in the form

$$
(S u)(t)=u(t)+\frac{1}{\pi i} \int_{\Gamma_{0}} \frac{u(\tau)-u(t)}{\tau-t} d \tau
$$

and using one of the formulas (2.77) - (2.79) we compute the values of $S u$ at the points $\tau_{k}=\exp (i 2 \pi(k+\varepsilon) / n), k=0,1, \ldots, n-1,0 \leq \varepsilon<1$. Thus formula (2.77) implies

$$
\begin{equation*}
(S u)\left(\tau_{k}\right) \approx u\left(\tau_{k}\right)+\frac{2}{n} \sum_{j=0}^{n-1} \frac{u\left(t_{j}\right)-u\left(\tau_{k}\right)}{t_{j}-\tau_{k}} t_{j} \quad \text { if } \quad \varepsilon \neq 0 \tag{2.80}
\end{equation*}
$$

$$
\begin{equation*}
(S u)\left(t_{k}\right) \approx u\left(t_{k}\right)+\frac{2}{n}\left(u^{\prime}\left(t_{k}\right) t_{k}+\sum_{\substack{j=0 \\ j \neq k}}^{n-1} \frac{u\left(t_{j}\right)-u\left(t_{k}\right)}{t_{j}-t_{k}} t_{j}\right) \quad \text { if } \quad \varepsilon=0 \tag{2.81}
\end{equation*}
$$

while (2.78), (2.79) give us

$$
\begin{equation*}
(S u)\left(\tau_{k}\right) \approx u\left(\tau_{k}\right)+\frac{4}{n} \sum_{\substack{j=0 \\ j \equiv k+1(\bmod 2)}}^{n-1} \frac{u\left(t_{j}\right)-u\left(\tau_{k}\right)}{t_{j}-\tau_{k}} t_{j} \tag{2.82}
\end{equation*}
$$

Let us consider the expression (2.80) and (2.81). Since [183, 185]

$$
\frac{2}{n} \sum_{j=0}^{n-1} \frac{t_{j}}{t_{j}-\tau_{k}}=1+i \cot (\pi \varepsilon)
$$

the expressions (2.80) and (2.81) can be, respectively, rewritten as

$$
\begin{equation*}
(S u)\left(\tau_{k}\right) \approx-i \cot (\pi \varepsilon) u\left(\tau_{k}\right)+\frac{2}{n} \sum_{j=0}^{n-1} \frac{u\left(t_{j}\right)}{t_{j}-\tau_{k}} t_{j}, \quad \text { if } \quad \varepsilon \neq 0 \tag{2.83}
\end{equation*}
$$

and

$$
\begin{equation*}
(S u)\left(t_{k}\right) \approx \frac{1}{n} u\left(t_{k}\right)+\frac{2}{n} u^{\prime}\left(t_{k}\right) t_{k}+\sum_{\substack{j=0 \\ j \neq k}}^{n-1} \frac{u\left(t_{j}\right) t_{j}}{t_{j}-t_{k}} \quad \text { if } \quad \varepsilon=0 \tag{2.84}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
(S u)\left(t_{k}\right) \approx u\left(\tau_{k}\right)+\frac{4}{n} \sum_{\substack{j=0 \\ j \equiv k+1(\bmod 2)}}^{n-1} \frac{u\left(t_{j}\right)}{t_{j}-\tau_{k}} t_{j} . \tag{2.85}
\end{equation*}
$$

The right-hand side of expressions (2.83) - (2.85) contains the terms $u\left(\tau_{k}\right)$ and $u^{\prime}\left(t_{k}\right)$, which will be replaced by other terms as follows:

1. If $\varepsilon \neq 0$, we set

$$
u\left(\tau_{k}\right) \approx \begin{cases}u\left(t_{k}\right), & \text { if } \quad \varepsilon \neq \frac{1}{2}  \tag{2.86}\\ \frac{1}{2}\left(u\left(t_{k}\right)+u\left(t_{k+1}\right)\right), & \text { if } \quad \varepsilon=\frac{1}{2}\end{cases}
$$

2. If $\varepsilon=0$, we set

$$
\begin{equation*}
\frac{1}{n} u\left(t_{k}\right)+\frac{2}{n} u^{\prime}\left(t_{k}\right) t_{k}=0 \tag{2.87}
\end{equation*}
$$

or

$$
\begin{equation*}
u^{\prime}\left(t_{k}\right)=\frac{u\left(t_{k+1}\right)-u\left(t_{k}\right)}{t_{k+1}-t_{k}} . \tag{2.88}
\end{equation*}
$$

Let us now evaluate the function $B u$ at the points $\tau_{k}, k=0,1, \ldots, n-1$. Thus

$$
a\left(\tau_{k}\right) u\left(\tau_{k}\right)+b\left(\tau_{k}\right)(S u)\left(\tau_{k}\right)+c\left(\tau_{k}\right) \overline{u\left(\tau_{k}\right)}+d\left(\tau_{k}\right)(S \bar{u})\left(\tau_{k}\right)
$$

To compute $(S u)\left(\tau_{k}\right)$ and $(S \bar{u})\left(\tau_{k}\right)$ we use formulas (2.83) - (2.85) and replace $u\left(\tau_{k}\right), u^{\prime}\left(t_{k}\right)$ or $(1 / n) u\left(t_{k}\right)+(2 / n) u^{\prime}\left(t_{k}\right) t_{k}$ by one of the expressions (2.86) - (2.88). Equating $B u\left(\tau_{k}\right)$ with $f\left(\tau_{k}\right)$, yields the systems of algebraic equations with respect to unknown values of the function $u$ at the points $t_{k}, k=0,1, \ldots, n-1$. Let us now denote $u\left(t_{j}\right)$ by $\xi_{j}, j=0,1, \ldots, n-1$ and write down the resulting equations:

$$
\begin{align*}
& \left(a\left(\tau_{k}\right)-i \cot (\pi \varepsilon) b\left(\tau_{k}\right)\right) \xi_{k}+b\left(\tau_{k}\right) \frac{2}{n} \sum_{j=0}^{n-1} \frac{t_{j}}{t_{j}-\tau_{k}} \xi_{j} \\
& +\left(c\left(\tau_{k}\right)-i \cot (\pi \varepsilon) d\left(\tau_{k}\right)\right) \bar{\xi}_{k}+d\left(\tau_{k}\right) \frac{2}{n} \sum_{j=0}^{n-1} \frac{t_{j}}{t_{j}-\tau_{k}} \bar{\xi}_{j}=f\left(\tau_{k}\right),  \tag{2.89}\\
& a\left(v_{k}\right) \frac{1}{2}\left(\xi_{k}+\xi_{k+1}\right)+b\left(v_{k}\right) \frac{2}{n} \sum_{j=0}^{n-1} \frac{t_{j}}{t_{j}-v_{k}} \xi_{j} \\
& \quad+c\left(v_{k}\right) \frac{1}{2}\left(\bar{\xi}_{k}+\bar{\xi}_{k+1}\right)+d\left(v_{k}\right) \frac{2}{n} \sum_{j=0}^{n-1} \frac{t_{j}}{t_{j}-v_{k}} \bar{\xi}_{j}=f\left(v_{k}\right),  \tag{2.90}\\
& \quad+c\left(t_{k}\right) \bar{\xi}_{k}+d\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right), \\
& +b\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j}  \tag{2.91}\\
& \left(a\left(t_{k}\right)+\frac{1}{n} b\left(t_{k}\right)\right) \xi_{k}+b\left(t_{k}\right) \frac{2}{n} t_{t} \frac{\xi_{k+1}-\xi_{k-1}}{t_{k+1}-t_{k-1}}+b\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j}+\left(c\left(t_{k}\right) \bar{\xi}_{k}\right. \\
& \bar{\xi}_{k+1}-\bar{\xi}_{k-1}+d\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right), \tag{2.92}
\end{align*}
$$

$$
\begin{align*}
\left(a\left(t_{k}\right)+\frac{1}{n} b\left(t_{k}\right)\right) \xi_{k} & +b\left(t_{k}\right) \frac{2}{n} t_{k} \frac{\xi_{k+1}-\xi_{k-1}}{t_{k+1}-t_{k-1}}+b\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j} \\
& +c\left(t_{k}\right) \bar{\xi}_{k}+d\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right) \tag{2.93}
\end{align*}
$$

$$
\begin{align*}
a\left(t_{k}\right) \xi_{k} & +b\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j}+\left(c\left(t_{k}\right) \bar{\xi}_{k}+\frac{1}{n} d\left(t_{k}\right)\right) \bar{\xi}_{k} \\
& +d\left(t_{k}\right) \frac{2}{n} t_{k} \frac{\bar{\xi}_{k+1}-\bar{\xi}_{k-1}}{t_{k+1}-t_{k-1}}+d\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right), \tag{2.94}
\end{align*}
$$

$$
\begin{aligned}
a\left(t_{k}\right) \xi_{k} & +b\left(t_{k}\right) \frac{4}{n} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j} \\
& +c\left(t_{k}\right) \bar{\xi}_{k}+d\left(t_{k}\right) \frac{4}{n} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right),
\end{aligned}
$$

$$
a\left(t_{k}\right) \xi_{k}+b\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\ j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j}
$$

$$
\begin{equation*}
+c\left(t_{k}\right) \bar{\xi}_{k}+d\left(t_{k}\right) \frac{4}{n} \sum_{\substack{j=0 \\ j \equiv k+1(\bmod 2)}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right) \tag{2.96}
\end{equation*}
$$

$$
\begin{array}{r}
\left(a\left(t_{k}\right)+\frac{1}{n} b\left(t_{k}\right)\right) \xi_{k}+b\left(t_{k}\right) \frac{2}{n} t_{k} \frac{\xi_{k+1}-\xi_{k-1}}{t_{k+1}-t_{k-1}}+b\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j} \\
+c\left(t_{k}\right) \bar{\xi}_{k}+d\left(t_{k}\right) \frac{4}{n} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right) \tag{2.97}
\end{array}
$$

$$
\begin{align*}
a\left(t_{k}\right) \xi_{k} & +b\left(t_{k}\right) \frac{4}{n} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \xi_{j} \\
& +c\left(t_{k}\right) \bar{\xi}_{k}+d\left(t_{k}\right) \frac{2}{n} \sum_{\substack{j=0 \\
j \neq k}}^{n-1} \frac{t_{j}}{t_{j}-t_{k}} \bar{\xi}_{j}=f\left(t_{k}\right) \tag{2.98}
\end{align*}
$$

where $\xi_{n}:=\xi_{0}, \xi_{-1}:=\xi_{n-1}$ and $k=0,1, \ldots, n-1$ for all systems (2.89) - (2.97). Moreover, in the system (2.90), the symbol $v_{k}$ denotes the point $\exp \left(i 2 \pi\left(k+\frac{1}{2}\right) / n\right)$. If any of the above systems of algebraic equations has a solution $\xi_{k}^{(n)}:=\xi_{k}$, $k=0,1, \ldots, n-1$, then an approximate solution of the integral equation (2.76) can be obtained via trigonometric approximation

$$
u_{n}=\sum_{k=0}^{n-1} \xi_{k}^{(n)} \Psi_{k}^{(n)}, \quad \Psi_{k}^{(n)}:=\frac{1}{n} \sum_{j=-[n / 2]}^{[(n-1) / 2]}\left(t_{k}^{(n)}\right)^{-j} t^{j}, \quad t \in \Gamma_{0}
$$

We define an interpolation projection $K_{n}=K_{n}^{\varepsilon}$ by [183]

$$
K_{n} u_{n}:=\sum_{k=0}^{n-1} u\left(\tau_{k}^{(n)}\right) \widetilde{\Psi}_{k}^{(n)}, \quad \widetilde{\Psi}_{k}^{(n)}(t):=\frac{1}{n} \sum_{j=-[n / 2]}^{[(n-1) / 2]}\left(\tau_{k}^{(n)}\right)^{-j} t^{j}, \quad t \in \Gamma_{0} .
$$

The systems of algebraic equations (2.89) - (2.97) are equivalent to the operator equations $B_{n}=K_{n} f$, where $B_{n}$ is generated by the operator $B$ and some wellknown operator sequences connected with quadrature methods (2.89) - (2.97). Thus, using corresponding circulant representations for approximations of the Cauchy singular integral operator $S$, one can write the operator $B_{n}$ in the form [183]

$$
B_{n}=\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}+\left(\widetilde{c}_{n} \widehat{\gamma}_{n}+\widetilde{d}_{n} \widehat{\theta}_{n}\right) \bar{M}_{n}+C_{n}
$$

where $\left\|C_{n}\right\| \rightarrow 0$ as $n \rightarrow \infty$.
The functions $\alpha, \beta, \gamma, \theta$ that generate the corresponding circulants depend on the quadrature method used. These functions are given in Table 2.1 below. Computation of these functions is straightforward, and we refer the reader to [183] for details. However, let us mention that

$$
\alpha(1)=\beta(1)=\gamma(1)=\theta(1)=1
$$

for all quadrature methods (2.89) - (2.97). We also use the notation

$$
\begin{array}{cc}
\alpha=\alpha(t)=\alpha\left(e^{i 2 \pi s}\right), & \beta=\beta(t)=\beta\left(e^{i 2 \pi s}\right), \\
\gamma=\gamma(t)=\gamma\left(e^{i 2 \pi s}\right), & \theta=\theta(t)=\theta\left(e^{i 2 \pi s}\right)
\end{array}
$$

for $s \in[0,1)$.

Table 2.1:

| Method | $\alpha$ | $\beta$ | $\gamma$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: |
| $(2.89)$ | 1 | $-i \cot (\pi \varepsilon)+\frac{2 \exp (i 2 \pi \varepsilon s)}{1-\exp (i 2 \pi \varepsilon)}$ | 1 | $-i \cot (\pi \varepsilon)+\frac{2 \exp (i 2 \pi \varepsilon s)}{1-\exp (i 2 \pi \varepsilon)}$ |
| $(2.90)$ | $\frac{1+t}{2}$ | $\exp (i \pi s)$ | $\frac{1+t}{2}$ | $\exp (i \pi s)$ |
| $(2.91)$ | 1 | $1-2 s$ | 1 | $1-2 s$ |
| $(2.92)$ | 1 | $1-2 s+\pi^{-1} \sin (2 \pi s)$ | 1 | $1-2 s+\pi^{-1} \sin (2 \pi s)$ |
| $(2.93)$ | 1 | $1-2 s+\pi^{-1} \sin (2 \pi s)$ | 1 | $1-2 s$ |
| $(2.94)$ | 1 | $1-2 s$ | 1 | $1-2 s+\pi^{-1} \sin (2 \pi s)$ |
| $(2.95)$ | 1 | $1, \quad$ if $0 \leq s<1 / 2$ <br> $-1, \quad$ if $1 / 2 \leq s<1$ | 1 | $1, \quad$ if $0 \leq s<1 / 2$ <br> $-1, \quad$ if $1 / 2 \leq s<1$ |
| $(2.96)$ | 1 | $\quad 1-2 s$ | 1 | $1, \quad$ if $0 \leq s<1 / 2$ <br> $-1, \quad$ if $1 / 2 \leq s<1$ |
| $(2.97)$ | 1 | $1-2 s+\pi^{-1} \sin (2 \pi s)$ | 1 | $1, \quad$ if $0 \leq s<1 / 2$ <br> $-1, \quad$ if $1 / 2 \leq s<1$ |
| $(2.98)$ | 1 | $1, \quad$ if $0 \leq s<1 / 2$ <br> $-1, \quad$ if $1 / 2 \leq s<1$ | 1 |  |

It should be noted that for all methods the functions generating the corresponding circulants have the limit values

$$
\begin{aligned}
& \alpha(1 \pm 0)=\alpha^{*}(1 \pm 0)=\gamma(1 \pm 0)=\gamma^{*}(1 \pm 0)=1 \\
& \beta(1+0)=\theta(1+0)=\beta^{*}(1-0)=\theta^{*}(1-0)=1 \\
& \beta(1-0)=\beta^{*}(1+0)=\theta(1-0)=\theta^{*}(1+0)=-1
\end{aligned}
$$

and consequently the operator $B_{1}$ has the form

$$
B_{1}=\left(\begin{array}{ll}
a+b & c+d  \tag{2.99}\\
\bar{c}-\bar{d} & \bar{a}-\bar{b}
\end{array}\right) P+\left(\begin{array}{ll}
a-b & c-d \\
\bar{c}+\bar{d} & \bar{a}+\bar{b}
\end{array}\right) Q .
$$

The functions $\alpha$ and $\gamma$ are continuous everywhere on $\Gamma_{0}$, and for the methods (2.89) - (2.94) the functions $\beta, \theta$ are continuous on $\Gamma_{0} \backslash\{1\}$. Thus we are left with computing the limits of the functions $\beta, \theta, \beta^{*}, \theta^{*}$ at the point $t=-1$ for the methods (2.95) - (2.98). The corresponding left and right limits are given in Table 2.2.

It follows that for methods (2.95) and (2.98) the respective operators are

$$
B_{-1}=\left(\begin{array}{ll}
a-b & c-d  \tag{2.100}\\
\bar{c}+\bar{d} & \bar{a}+\bar{b}
\end{array}\right) P+\left(\begin{array}{ll}
a+b & c+d \\
\bar{c}-\bar{d} & \bar{a}-\bar{b}
\end{array}\right) Q
$$

Table 2.2:

| Method | $\beta(-1+0)$ <br> $\beta^{*}(-1-0)$ | $\beta(-1-0)$ <br> $\beta^{*}(-1+0)$ | $\theta(-1+0)$ <br> $\theta^{*}(-1-0)$ | $\theta(-1-0)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\theta^{*}(-1+0)$ |  |  |  |  |
| $(2.95)$ | -1 | +1 | -1 | +1 |
| $(2.96)$ | 0 | 0 | -1 | +1 |
| $(2.97)$ | 0 | 0 | -1 | +1 |
| $(2.98)$ | -1 | +1 | 0 | 0 |

and

$$
B_{-1}=\left(\begin{array}{cc}
a-b & c  \tag{2.101}\\
\bar{c} & \bar{a}+\bar{b}
\end{array}\right) P+\left(\begin{array}{cc}
a+b & c \\
\bar{c} & \bar{a}-\bar{b}
\end{array}\right) Q
$$

whereas for methods (2.96), (2.97) the operator is

$$
B_{-1}=\left(\begin{array}{cc}
a & c-d  \tag{2.102}\\
\bar{c}+\bar{d} & \bar{a}
\end{array}\right) P+\left(\begin{array}{cc}
a & c+d \\
\bar{c}-\bar{d} & \bar{a}
\end{array}\right) Q .
$$

Now we can formulate the main result concerning the stability of quadrature methods (2.89) - (2.98).
Theorem 2.7.1. Assume that the coefficients $a, b, c, d$ of equation (2.76) belong to $\mathbf{P C}\left(\Gamma_{0}\right)$.

1. The sequence $\left(B_{n}\right)$ corresponding to one of the methods (2.89) - (2.94) is stable if and only if the following two conditions are satisfied:
(a) the operator $B_{1}$ is invertible on $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$;
(b) for each $\tau \in \Gamma_{0}$ the operator

$$
\begin{aligned}
B^{\tau}= & P[\mathcal{A}(\tau+0) \widetilde{\boldsymbol{\alpha}}+\mathcal{B}(\tau+0) \widetilde{\boldsymbol{\beta}}+\mathcal{C}(\tau+0) \widetilde{\boldsymbol{\gamma}} \Lambda+\mathcal{D}(\tau+0) \widetilde{\boldsymbol{\theta}} \Lambda] \\
& +Q[\mathcal{A}(\tau-0) \widetilde{\boldsymbol{\alpha}}+\mathcal{B}(\tau-0) \widetilde{\boldsymbol{\beta}}+\mathcal{C}(\tau-0) \widetilde{\boldsymbol{\gamma}} \Lambda+\mathcal{D}(\tau-0) \widetilde{\boldsymbol{\theta}} \Lambda]
\end{aligned}
$$

is invertible on $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$.
2. The sequence $\left(B_{n}\right)$ corresponding to one of the methods (2.95) - (2.98) is stable if and only if the conditions $1(\mathrm{a}), 1(\mathrm{~b})$ are satisfied and the operator $B_{-1}$ is invertible on $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$.

Recall that the operators $B_{1}$ and $B_{-1}$ are defined by (2.99) - (2.102).
Of course, for continuous coefficients $a, b, c, d$ the condition 1(b) can be simplified.

Corollary 2.7.2. Let $a, b, c, d \in \mathbf{C}\left(\Gamma_{0}\right)$. The quadrature methods (2.89) - (2.94) are stable if and only if the operator (2.99) is invertible on $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$ and the determinant

$$
\operatorname{det}[\mathcal{A}(\tau) \widetilde{\boldsymbol{\alpha}}(t)+\mathcal{B}(\tau) \widetilde{\boldsymbol{\beta}}(t)+\mathcal{C}(\tau) \widetilde{\boldsymbol{\gamma}}(t)+\mathcal{D}(\tau) \widetilde{\boldsymbol{\theta}}(t)] \neq 0
$$

for all $t, \tau \in \Gamma_{0}$.
The corresponding result can be also formulated for the quadrature methods (2.95) - (2.98).

Remark 2.7.3. If the coefficients of the above integral equation satisfy one of the conditions $a= \pm b$ or $c= \pm d$, then the coefficients of the operators $B_{-1}$ and $B_{1}$ are triangle matrices. Henceforth one may obtain effective conditions for invertibility of the operators $B_{-1}$ and $B_{1}$.

### 2.8 Polynomial Qualocation Method

Let $X\left(\Gamma_{0}\right)$ be a functional space on $\Gamma_{0}$. Consider the operator equation

$$
\begin{equation*}
B u=f \tag{2.103}
\end{equation*}
$$

where $f \in X\left(\Gamma_{0}\right)$ and $B \in \mathcal{L}_{a d d}\left(X\left(\Gamma_{0}\right)\right)$. The qualocation method for solving (2.103) is characterized by the choice of a pair $\left(S_{h}, T_{h}\right), \operatorname{dim} S_{h}=\operatorname{dim} T_{h}=n_{h}$ of finite-dimensional subspaces of $X\left(\Gamma_{0}\right)$ and also by the choice of a quadrature rule $Q_{h}$. The method is to find an element $u_{h} \in S_{h}$ such that

$$
\begin{equation*}
Q_{h}\left(v_{h} \cdot B u_{h}\right)=Q_{h}\left(v_{h} \cdot f\right) \tag{2.104}
\end{equation*}
$$

for all $v_{h} \in T_{h}$. This method can be viewed as a discrete version of the Galerkin method or as a generalization of the collocation method based on quadrature formulas. However, in comparison with Galerkin methods this approach has simpler numerical implementation. On the other hand, the convergence of this method is usually better than the convergence of collocation approximations.

In this section we will use the quadrature formula

$$
\begin{equation*}
Q_{h} g=\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1}\left[w g\left(\left(j+\varepsilon_{1}\right) / n\right)+(1-w) g\left(\left(j+\varepsilon_{2}\right) / n\right)\right], \quad h=\frac{1}{n} \tag{2.105}
\end{equation*}
$$

where $0 \leq \varepsilon_{1}<\varepsilon_{2}<1, w \in(0,1)$, and the function $g(\exp (i 2 \pi s))$ is identified with $g(s)$.

Let $\underline{S}_{n}^{\delta}$ be the spline space introduced in Section 2.5. By $T_{h}$ we denote the space

$$
T_{h}:=\operatorname{span}\left\{v_{p}=\exp (i 2 \pi p s), \quad 0 \leq p \leq n-1, \quad p \in \mathbb{N}, \quad s \in[0,1)\right\}
$$

Now we are looking for a function $u_{h} \in \underline{S}_{n}^{\delta}$ which satisfies relation (2.104) with the operator $B$ defined in (2.76). Let us assume that the coefficients $a, b, c, d$ of the operator $B$ are piecewise continuous on $\Gamma_{0}$ and continuous on $\Gamma_{0} \backslash\left\{t_{0}, t_{1}, \ldots, t_{m-1}\right\}$ where $t_{j}=\exp (i 2 \pi j / m)$. We also assume that $n=m l, l \in \mathbb{N}$. We can show that the stability of approximation method (2.104) is equivalent to the stability of an operator sequence $\left(B_{n}\right)$ from the real algebra $\widetilde{\mathcal{C}}$ generated by the sequences of circulants $\left(\widehat{\alpha}_{n}\right)$, diagonal matrices $\left(\widetilde{a}_{n}\right)$, and by the sequence $\left(\bar{M}_{n}\right)$. Recall that algebra $\widetilde{\mathcal{C}}$ was studied in Section 2.3.

Let $\left\{\chi_{k}^{(n)}\right\}_{k=0}^{n-1}$ be the interpolation basis in the space $\underline{S}_{n}^{\delta}$ introduced in Section 2.5 and let

$$
\begin{equation*}
u^{(n)}(t)=\sum_{k=0}^{n-1} u_{k} \chi_{k}^{(n)}(t) \tag{2.106}
\end{equation*}
$$

The qualocation method (2.104) for the operator (2.76) determines a system of algebraic equations of the form

$$
\begin{equation*}
B_{n} u^{(n)}=R_{n}^{(1)} u^{(n)}+R_{n}^{(2)} \bar{M}_{n} u^{(n)}=f^{(n)} \tag{2.107}
\end{equation*}
$$

with the matrices $R_{n}^{(1)}=\left(r_{p, k}^{(1)}\right)_{p, k=0}^{n-1}, R_{n}^{(2)}=\left(r_{p, k}^{(2)}\right)_{p, k=0}^{n-1}$ and with the right-hand side $f^{(n)}=\left(f_{p}^{(n)}\right)_{p=0}^{n-1}$, where

$$
\begin{aligned}
r_{p, k}^{(1)} & =Q_{h}\left(\exp (-i 2 \pi p s)(a I+b S) \chi_{k}^{(n)}(t)\right), \\
r_{p, k}^{(2)} & =Q_{h}\left(\exp (-i 2 \pi p s)(c I+d S) \chi_{k}^{(n)}(t)\right), \\
f_{p}^{(n)} & =Q_{h}(\exp (-i 2 \pi p s) f(t)) .
\end{aligned}
$$

In the following lemma the notation of Section 2.5 is used.
Lemma 2.8.1. The operator $B_{n}$ from (2.107) admits the representation

$$
\begin{align*}
& B_{n}=w K_{n}^{0} t^{-\varepsilon_{1}} L_{n} U_{n}^{-1}\left[K_{n}^{\varepsilon_{1}} a L_{n}\right. U_{n} \\
&+K_{n}^{0} \alpha_{\varepsilon_{1}, \delta} L_{n} U_{n}^{-1} L_{n} \\
&\left.+K_{n}^{\varepsilon_{1}} b L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{1}, \delta} L_{n} U_{n}^{-1} L_{n}\right] \\
&+(1-w) K_{n}^{0} t^{-\varepsilon_{2}} L_{n} U_{n}^{-1}[ K_{n}^{\varepsilon_{2}} a L_{n} U_{n} K_{n}^{0} \alpha_{\varepsilon_{2}, \delta} L_{n} U_{n}^{-1} L_{n} \\
&\left.+K_{n}^{\varepsilon_{2}} b L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{2}, \delta} L_{n} U_{n}^{-1} L_{n}\right] \\
&+\left\{w K _ { n } ^ { 0 } t ^ { - \varepsilon _ { 1 } } L _ { n } U _ { n } ^ { - 1 } \left[K_{n}^{\varepsilon_{1}} c L_{n} U_{n} K_{n}^{0} \alpha_{\varepsilon_{1}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}\right.\right. \\
&\left.+K_{n}^{\varepsilon_{1}} d L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{1}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}\right] \\
&+(1-w) K_{n}^{0} t^{-\varepsilon_{2}} L_{n} U_{n}^{-1}[ K_{n}^{\varepsilon_{2}} c L_{n} U_{n} K_{n}^{0} \alpha_{\varepsilon_{2}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}  \tag{2.108}\\
&\left.\left.+K_{n}^{\varepsilon_{2}} d L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{2}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}\right]\right\} M .
\end{align*}
$$

Note that $t^{-\varepsilon}$ means that branch of the function $t^{-\varepsilon}$ which tends to 1 as $t$ tends to $1+0$.

Proof. Let $u^{(n)}$ be as in (2.106). Then

$$
B u^{(n)}=\sum_{k=0}^{n-1}\left(\left(a \chi_{k}^{(n)}+b\left(S \chi_{k}^{(n)}\right)\right) u_{k}+\left(c \chi_{k}^{(n)}+b\left(S \chi_{k}^{(n)}\right)\right) \bar{u}_{k}\right)
$$

Moreover,

$$
\bar{v}_{p} \cdot B u^{(n)}=\exp (-i 2 \pi s) B u^{(n)}
$$

Using the linearity of the quadrature rule (2.105) one can rewrite the expression $Q_{h}\left(\bar{v}_{p} \cdot B u^{(n)}\right)$ as a sum of four terms,

$$
\begin{aligned}
Q_{h}\left(\bar{v}_{p} \cdot B u^{(n)}\right)= & Q_{h}\left(\bar{v}_{p} \cdot \sum_{k=0}^{n-1} a \chi_{k}^{(n)} u_{k}\right)+Q_{h}\left(\bar{v}_{p} \cdot \sum_{k=0}^{n-1} b\left(S \chi_{k}^{(n)}\right) u_{k}\right) \\
& +Q_{h}\left(\bar{v}_{p} \cdot \sum_{k=0}^{n-1} c \chi_{k}^{(n)} \bar{u}_{k}\right)+Q_{h}\left(\bar{v}_{p} \cdot \sum_{k=0}^{n-1} d\left(S \chi_{k}^{(n)}\right) \bar{u}_{k}\right) .
\end{aligned}
$$

We check relation (2.108) for the third term only. Thus

$$
\begin{aligned}
& Q_{h}\left(\bar{v}_{p} \cdot \sum_{k=0}^{n-1} c \chi_{k}^{(n)} \bar{u}_{k}\right) \\
& =\frac{1}{\sqrt{n}} \sum_{j=0}^{n-1} \sum_{l=1}^{2} w_{l} \exp \left(-i 2 \pi p\left(j+\varepsilon_{l}\right) / n\right) \sum_{k=0}^{n-1} c\left(\left(j+\varepsilon_{l}\right) / n\right) \chi_{k}^{(n)}\left(\left(j+\varepsilon_{l}\right) / n\right) \bar{u}_{k}
\end{aligned}
$$

where $w_{1}=w, w_{2}=1-w$. The matrix of the above operator is the sum of two matrices $M_{n}^{(1)}=\left(m_{p k}^{(1)}\right)_{p, k=0}^{n-1}$ and $M_{n}^{(2)}=\left(m_{p k}^{(2)}\right)_{p, k=0}^{n-1}$ where

$$
\begin{aligned}
& m_{p k}^{(1)}=\frac{1}{\sqrt{n}} w_{1} \exp \left(-i 2 \pi p\left(j+\varepsilon_{1}\right) / n\right) \sum_{j=0}^{n-1} c\left(\left(j+\varepsilon_{1}\right) / n\right) \chi_{k}^{(n)}\left(\left(j+\varepsilon_{l}\right) / n\right) \\
& m_{p k}^{(2)}=\frac{1}{\sqrt{n}} w_{2} \exp \left(-i 2 \pi p\left(j+\varepsilon_{2}\right) / n\right) \sum_{j=0}^{n-1} c\left(\left(j+\varepsilon_{2}\right) / n\right) \chi_{k}^{(n)}\left(\left(j+\varepsilon_{2}\right) / n\right)
\end{aligned}
$$

However, similar expressions arose earlier in Section 2.5 while studying the collocation equations. Using appropriate representations from this section, we find that the operators $w_{1} K_{n}^{0} t^{-\varepsilon_{1}} L_{n} U_{n}^{-1} K_{n}^{\varepsilon_{1}} c L_{n} U_{n} \alpha_{\varepsilon_{1}, n}^{\circ} L_{n} U_{n}^{-1} L_{n}$ and $w_{2} K_{n}^{0} t^{-\varepsilon_{2}} L_{n} U_{n}^{-1} K_{n}^{\varepsilon_{2}} c L_{n} U_{n} \alpha_{\varepsilon_{2}, n}^{\circ} L_{n} U_{n}^{-1} L_{n}$ respectively correspond to the matrices $M_{n}^{(1)}$ and $M_{n}^{(2)}$, and the proof is complete.

Lemma 2.8.2. The operator sequence $\left(B_{n}\right)$ with the operators $B_{n}$ defined in (2.108) is stable if and only if the sequence $\left(B_{n}^{\prime}\right)$ with

$$
\begin{aligned}
B_{n}^{\prime}=w_{1} U_{n} K_{n}^{0} t^{-\varepsilon_{1}} L_{n} U_{n}^{-1}\left[K_{n}^{0} a L_{n}\right. & U_{n} K_{n}^{0} \alpha_{\varepsilon_{1}, \delta} L_{n} U_{n}^{-1} L_{n} \\
& \left.+K_{n}^{0} b L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{1}, \delta} L_{n} U_{n}^{-1} L_{n}\right]
\end{aligned}
$$

$$
\begin{gather*}
+w_{2} K_{n}^{0} t^{-\varepsilon_{2}} L_{n} U_{n}^{-1}\left[K_{n}^{0} a L_{n} U_{n} K_{n}^{0} \alpha_{\varepsilon_{2}, \delta} L_{n} U_{n}^{-1} L_{n}\right. \\
\left.+K_{n}^{0} b L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{2}, \delta} L_{n} U_{n}^{-1} L_{n}\right] \\
+\left\{w _ { 1 } K _ { n } ^ { 0 } t ^ { - \varepsilon _ { 1 } } L _ { n } U _ { n } ^ { - 1 } \left[K_{n}^{0} c L_{n} U_{n} K_{n}^{0} \alpha_{\varepsilon_{1}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}\right.\right. \\
\left.+K_{n}^{0} d L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{1}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}\right] \\
+w_{2} K_{n}^{0} t^{-\varepsilon_{2}} L_{n} U_{n}^{-1}\left[K_{n}^{0} c L_{n} U_{n} K_{n}^{0} \alpha_{\varepsilon_{2}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}\right. \\
\left.\left.+K_{n}^{0} d L_{n} U_{n} K_{n}^{0} \beta_{\varepsilon_{2}, \delta}^{*} L_{n} U_{n}^{-1} L_{n}\right]\right\} M \tag{2.109}
\end{gather*}
$$

is stable.

Proof. Multiplication by the isometric operator $U_{n}$ does not influence the stability of any operator sequence, so the result follows from the fact that under our assumptions on the coefficients $a, b, c, d$ the norms of the operators $\left(K_{n}^{\varepsilon_{l}}-K_{n}^{0}\right) a L_{n}$, $\left(K_{n}^{\varepsilon_{l}}-K_{n}^{0}\right) b L_{n},\left(K_{n}^{\varepsilon_{l}}-K_{n}^{0}\right) c L_{n},\left(K_{n}^{\varepsilon_{l}}-K_{n}^{0}\right) d L_{n}$ tend to 0 as $n \rightarrow \infty$.

Let us rewrite the sequence (2.109) in matrix form. It is

$$
\begin{aligned}
B_{n}^{\prime}= & {\left[w_{1} \widehat{t}_{-\varepsilon_{1}, n}\left(\widetilde{a}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}+\widetilde{b}_{n} \widehat{\beta}_{\varepsilon_{1}, n}\right)+w_{2} \widehat{t}_{-\varepsilon_{2}, n}\left(\widetilde{a}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}+\widetilde{b}_{n} \widehat{\beta}_{\varepsilon_{2}, n}\right)\right] } \\
& +\left[w_{1} \widehat{t}_{-\varepsilon_{1}, n}\left(\widetilde{c}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}+\widetilde{d}_{n} \widehat{\beta}_{\varepsilon_{1}, n}\right)+w_{2} \widehat{t}_{-\varepsilon_{2}, n}\left(\widetilde{c}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}+\widetilde{d}_{n} \widehat{\beta}_{\varepsilon_{2}, n}\right)\right] \bar{M}_{n}
\end{aligned}
$$

where the functions $\alpha_{\varepsilon}=\alpha_{\varepsilon, \delta}, \beta_{\varepsilon}=\beta_{\varepsilon, \delta}, \gamma_{\varepsilon}=\gamma_{\varepsilon, \delta}, \theta_{\varepsilon}=\theta_{\varepsilon, \delta}$ are defined in Section 2.5, and $\widehat{t}_{-\varepsilon_{l}, n}, l=1,2$ are the circulants corresponding to the functions $t^{-\varepsilon_{l}}, l=1,2$. By Theorem 2.4.4 the sequence $\left(B_{n}^{\prime}\right)$ is stable if and only if the sequence

$$
\begin{align*}
B_{n}^{(1)}= & w_{1}\left(\begin{array}{cc}
\widehat{t}_{-\varepsilon_{1}, n} & 0 \\
0 & \widehat{t}_{-\varepsilon_{1}, n}
\end{array}\right)\left(\begin{array}{cc}
\widetilde{a}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}+\widetilde{b}_{n} \widehat{\beta}_{\varepsilon_{1}, n} & \widetilde{c}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}^{\circ}+\widetilde{d}_{n} \widehat{\beta}_{\varepsilon_{1}, n}^{\circ} \\
\widetilde{c}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}+\widetilde{\bar{d}}_{n} \widehat{\beta}_{n} & \widetilde{\bar{a}}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}^{\circ}+\overline{\bar{b}}_{n} \widehat{\beta}_{\varepsilon_{1}, n}^{\circ}
\end{array}\right) \\
& +w_{2}\left(\begin{array}{cc}
\hat{t}_{-\varepsilon_{2}, n} & 0 \\
0 & \widehat{t}_{-\varepsilon_{2}, n}
\end{array}\right)\left(\begin{array}{cc}
\widetilde{a}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}+\widetilde{b}_{n} \widehat{\beta}_{\varepsilon_{2}, n} & \widetilde{c}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}^{\circ}+\widetilde{d}_{n} \widehat{\beta}_{\varepsilon_{2}, n}^{\circ} \\
\widetilde{\bar{c}}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}+\widetilde{\bar{d}}_{n} \widehat{\beta}_{n} & \widetilde{\bar{a}}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}^{\circ}+\widetilde{b}_{n} \widehat{\beta}_{\varepsilon_{2}, n}^{\circ}
\end{array}\right) \tag{2.110}
\end{align*}
$$

is stable. Note that the sequence $(2.110)$ belongs to the $C^{*}$-algebra $\mathcal{U}_{1}^{2 \times 2}$ considered in Section 2.4, so Theorem 2.4.14 is applicable to the sequence $\left(B_{n}^{(1)}\right)$. Of course, adjustments concerning the invertibility of local symbols $\Psi_{v, \omega}^{\circ}\left(B_{n}^{(1)}\right), v, \omega \in \Gamma_{0}$ must be made, but one can follow the proof of Lemma 2.4.13. Thus the stability result for the polynomial qualocation method can be formulated as follows.

Theorem 2.8.3. Let $a, b, c, d \in \mathbf{P C}\left(\Gamma_{0}\right)$ be continuous on the set $\Gamma_{0} \backslash$ $\left\{t_{0}, t_{1}, \ldots, t_{m-1}\right\}$ where $t_{j}=\exp (i 2 \pi j / m)$. The qualocation method (2.104) for the operator (2.76) considered on the space $L_{2}\left(\Gamma_{0}\right)$ is stable if and only if the
operators

$$
\begin{aligned}
B_{\tau}:=w_{1} & \left((\tau+0)^{-\varepsilon_{1}} P+(\tau-0)^{-\varepsilon_{1}} Q\right) \\
& \times\left\{\left[(\mathcal{A}+\mathcal{C} \Lambda) \boldsymbol{\alpha}_{\varepsilon_{1}, \delta}(\tau+0)+(\mathcal{B}+\mathcal{D} \Lambda) \boldsymbol{\beta}_{\varepsilon_{1}, \delta}(\tau+0)\right] P\right. \\
& \left.+\left[(\mathcal{A}+\mathcal{C} \Lambda) \boldsymbol{\alpha}_{\varepsilon_{1}, \delta}(\tau-0)+(\mathcal{B}+\mathcal{D} \Lambda) \boldsymbol{\beta}_{\varepsilon_{1}, \delta}(\tau-0)\right] Q\right\} \\
+ & \left.w_{2}\left((\tau+0)^{-\varepsilon_{2}} P+\tau-0\right)^{-\varepsilon_{2}} Q\right) \\
\times & \left\{\left[(\mathcal{A}+\mathcal{C} \Lambda) \boldsymbol{\alpha}_{\varepsilon_{2}, \delta}(\tau+0)+(\mathcal{B}+\mathcal{D} \Lambda) \boldsymbol{\beta}_{\varepsilon_{2}, \delta}(\tau+0)\right] P\right. \\
& \left.+\left[(\mathcal{A}+\mathcal{C} \Lambda) \boldsymbol{\alpha}_{\varepsilon_{2}, \delta}(\tau-0)+(\mathcal{B}+\mathcal{D} \Lambda) \boldsymbol{\beta}_{\varepsilon_{2}, \delta}(\tau-0)\right] Q\right\} \\
B^{\tau}:=w_{1} t^{\varepsilon_{1}} & \\
\times & \left\{P\left[(\mathcal{A}(\tau+0)+\mathcal{C}(\tau+0) \Lambda) \widetilde{\boldsymbol{\alpha}}_{\varepsilon_{1}, \delta}+(\mathcal{B}(\tau+0)+\mathcal{D}(\tau+0) \Lambda) \widetilde{\boldsymbol{\beta}}_{\varepsilon_{1}, \delta}\right]\right. \\
& \left.+Q\left[(\mathcal{A}(\tau-0)+\mathcal{C}(\tau-0) \Lambda) \widetilde{\boldsymbol{\alpha}}_{\varepsilon_{1}, \delta}+(\mathcal{B}(\tau-0)+\mathcal{D}(\tau-0) \Lambda) \widetilde{\boldsymbol{\beta}}_{\varepsilon_{1}, \delta}\right]\right\} \\
+ & w_{1} t^{\varepsilon_{2}} \\
& \times\left\{P\left[(\mathcal{A}(\tau+0)+\mathcal{C}(\tau+0) \Lambda) \widetilde{\boldsymbol{\alpha}}_{\varepsilon_{2}, \delta}+(\mathcal{B}(\tau+0)+\mathcal{D}(\tau+0) \Lambda) \widetilde{\boldsymbol{\beta}}_{\varepsilon_{2}, \delta}\right]\right. \\
& \left.+Q\left[(\mathcal{A}(\tau-0)+\mathcal{C}(\tau-0) \Lambda) \widetilde{\boldsymbol{\alpha}}_{\varepsilon_{2}, \delta}+(\mathcal{B}(\tau-0)+\mathcal{D}(\tau-0) \Lambda) \widetilde{\boldsymbol{\beta}}_{\varepsilon_{2}, \delta}\right]\right\} .
\end{aligned}
$$

are invertible in $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$ for all $\tau \in \Gamma_{0}$.
Recall that $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}, \widetilde{\boldsymbol{\alpha}}_{\varepsilon_{l}, \delta} \widetilde{\boldsymbol{\beta}}_{\varepsilon_{l}, \delta}, l=1,2$ are the operators of multiplication by corresponding matrix functions.

### 2.9 Spline Qualocation Method

Let us again consider equation (2.104), but replace the polynomial space $T_{h}$ by a spline space $\underline{S}_{n}^{\mu}, \mu \in \mathbb{N}$, while the space $S_{h}=\underline{S}_{n}^{\delta}$ remains unchanged. The formula (2.105) is still used as a quadrature rule $Q_{h}$. The stability conditions for the corresponding spline-qualocation method are simpler than the stability conditions for the polynomial qualocation method. For example, for the singular integral operator without conjugation,

$$
A=a I+b S, \quad a, b \in \mathbf{C}\left(\Gamma_{0}\right)
$$

the stability of the spline qualocation method follows from the invertibility of a certain characteristic singular integral operator and can be verified effectively. On the other hand, considerations of Section 2.8 show that for the polynomial qualocation, one deals with operators from the algebra generated by the identity operator, the operator $S$ and operators of multiplication by piecewise continuous functions. However, for such operators there are no effective invertibility conditions.

Let us describe a special basis in the spline space $\underline{S}_{n}^{\mu}$. First we note that there is a one-to-one correspondence between functions on $\Gamma_{0}$ and on $[0, n)$, viz., each
function $\varphi$ on $\Gamma_{0}$ can be identified with the function

$$
\widetilde{\varphi}: s \mapsto \varphi\left(\frac{i 2 \pi s}{n}\right)
$$

on the interval $[0, n)$. Thus we assume that $n \geq \mu+1$, and instead of splines from $\underline{S}_{n}^{\mu}$ we consider $n$-periodic polynomial splines $\widehat{\varphi}$. Moreover, we assume that on $[0, n)$ such splines satisfy the following conditions:

1) Each spline is a polynomial of order at most $\mu$ on each of the intervals $[0,1],[1,2], \ldots,[n-1, n]$.
2) $\widehat{\varphi} \in \mathbf{C}^{\mu-1}((0, n))$.
3) $\widehat{\varphi}^{(k)}(0)=\widehat{\varphi}^{(k)}(n)$ for all $k=0,1, \ldots, \mu-1$.

The corresponding spline space is denoted by $\widehat{S}_{n}^{\mu}$. Suppose that $n \geq \mu+1$ and choose an appropriate basis in $\widehat{S}_{n}^{\mu}$. To this end, we construct a spline $\widehat{f}_{\mu}$ with support in $[0, \mu+1]$ such that

$$
\widehat{f}_{\mu}(s)=P_{0}(s)=a_{0} s^{\mu}, \quad a_{0} \in \mathbb{C}
$$

for all $s \in[0.1]$. Let $P_{k}$ be the restriction of $\widehat{f}_{\mu}$ onto the interval $[k, k+1], k=$ $0,1, \ldots, n-1$. Then $P_{k}$ is a polynomial and condition 3 ) implies that

$$
P_{k+1}^{(r)}(k+1)=P_{k}^{(r)}(k+1), \quad r=0,1, \ldots, \mu-1 ; \quad k=0,1, \ldots, n-2,
$$

i.e.,

$$
P_{k+1}(s)-P_{k}(s)=a_{k+1}(s-(k+1))^{\mu}, \quad a_{k+1} \in \mathbb{C}
$$

hence

$$
\widehat{f}_{\mu}(s)=a_{0} s^{\mu}+a_{1}(s-1)^{\mu}+\ldots+a_{k}(s-k)^{\mu}, \quad 0 \leq k \leq s \leq k+1 \leq \mu+1
$$

If we take into account condition 3) and the requirement supp $\widehat{f}_{\mu} \subset[0, \mu+1]$, we obtain $P_{\mu}(s)=c(\mu+1-s)^{\mu}$. It remains to find the coefficients $a_{0}, a_{1}, \ldots, a_{k}$ so that the equation

$$
a_{0} s^{\mu}+a_{1}(s-1)^{\mu}+\ldots+a_{\mu}(s-\mu)^{\mu}=c(\mu+1-s)^{\mu}
$$

is an identity for some $c \in \mathbb{C}$. From the binomial expansion, the last equation can be represented in the form

$$
\sum_{k=0}^{\mu} \sum_{j=0}^{\mu}(-1)^{\mu-k}\binom{\mu}{k} j^{\mu-k} s^{k}=c(-1)^{\mu} \sum_{k=0}^{\mu}(-1)^{\mu-k}\binom{\mu}{k}(\mu+1)^{\mu-k} s^{k}
$$

so equating the coefficients at the powers of $s$ on both sides one obtains the system of linear algebraic equations

$$
\sum_{j=0}^{\mu} a_{j} j^{\mu-k}=c(-1)^{\mu}(\mu+1)^{\mu-k}, \quad k=0,1, \ldots, \mu
$$

i.e.,

$$
\begin{array}{rllll}
a_{0} & +\ldots+ & & a_{\mu} & =c(-1)^{\mu}  \tag{2.111}\\
0 a_{0} & +\ldots+ & & \mu a_{\mu} & =c(-1)^{\mu}(\mu+1) \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
0^{\mu} a_{0} & +\ldots+ & & \cdot & \cdot \\
\mu^{\mu} a_{\mu} & =c(-1)^{\mu}(\mu+1)^{\mu}
\end{array}
$$

Thus the system of linear equations (2.111) has the determinant $\Delta=$ $\Delta_{V}(0,1, \ldots, \mu)$, where $\Delta_{V}\left(s_{1}, s_{2} \ldots, s_{r}\right)$ means the Vandermonde determinant

$$
\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
s_{1} & s_{2} & \ldots & s_{r} \\
\cdot & \cdot & \cdot & \cdot \\
s_{1}^{r-1} & s_{2}^{r-1} & \ldots & s_{r}^{r-1}
\end{array}\right|=\prod_{l<j}\left(s_{j}-s_{l}\right)
$$

If we replace the $j$-th column by the column of the right-hand sides of (2.111), then the resulting determinant is

$$
\begin{aligned}
\Delta_{j}= & c(-1)^{\mu} \Delta(0,1, \ldots, j-1, \mu+1, j+1, \ldots, \mu) \\
= & c(-1)^{\mu} \Delta \frac{(\mu+1-0) \ldots(\mu+1-(j-1))}{(j-0) \ldots(j-(j-1))} \\
& \times \frac{((j+1)-(\mu+1)) \ldots(\mu-(\mu+1))}{(j+1-j) \ldots(\mu-j)} \\
= & c(-1)^{\mu} \Delta\binom{\mu+1}{j}(-1)^{j-\mu}=c(-1)^{j} \Delta\binom{\mu+1}{j} .
\end{aligned}
$$

Setting $c=1$ we obtain

$$
a_{j}=(-1)^{j}\binom{\mu+1}{j}, \quad j=0,1, \ldots, \mu
$$

which yields

$$
\widehat{f}_{\mu}(s)=\sum_{j=0}^{k}(-1)^{j}\binom{\mu+1}{j}(s-j)^{\mu}, \quad 0 \leq k \leq s \leq k+1 \leq \mu+1
$$

so that

$$
\begin{equation*}
\widehat{f}_{\mu}(s)=\mu \int_{s-1}^{s} \widehat{f}_{\mu-1}(t) d t, \quad \mu \in \mathbb{N} \tag{2.112}
\end{equation*}
$$

From (2.112) it is easy to derive some known properties of splines. Thus

- $\widehat{f}_{\mu}(s)=\widehat{f}_{\mu}(\mu+1-s), s \geq 0$;
- The function $\widehat{f}_{\mu}$ increases on the interval $[0,(\mu+1) / 2]$ and decreases on $[(\mu+1) / 2, \mu+1]$.

If $s_{0}, s_{1}, \ldots, \mu$ are different real numbers, then it follows from the linear independence of the polynomial system

$$
\psi_{j}(s)=\left(s+s_{j}\right)^{\mu}, \quad j=0,1, \ldots, \mu
$$

that the system

$$
\left\{\widehat{f}_{\mu}(s), \widehat{f}_{\mu}(s-1), \ldots, \widehat{f}_{\mu}(s-\mu)\right\}
$$

is a basis in the $n$-dimensional space $\widehat{S}_{n}^{\mu}$. Furthermore, it can be extended $n$ periodically to the entire axis $\mathbb{R}$, so the following lemma holds.
Lemma 2.9.1. Let $n \geq \mu+1$. Then the system $\left\{f_{k}^{(n, \mu)}\right\}_{k=0}^{n-1}$, such that

$$
\begin{equation*}
f_{k}^{(n, \mu)}(\exp (i 2 \pi s))=\widehat{f}_{\mu}(n s-k), \quad 0 \leq s<1 \tag{2.113}
\end{equation*}
$$

is a basis in the space $\underline{S}_{n}^{\mu}$.
This lemma completes the preparatory work to study the spline qualocation method. Consider first the stability of this method for singular integral equations without conjugation:

$$
\begin{equation*}
A \varphi(t):=(a I+b S) u(t)=f(t), \quad a, b \in \mathbf{P C}\left(\Gamma_{0}\right) \tag{2.114}
\end{equation*}
$$

Let $Q_{h}$ be the quadrature rule (2.105), and let $\left\{\chi_{k}^{(n)}\right\}_{k=0}^{n-1}$ be the interpolation basis for the spline-space $\underline{S}_{n}^{\delta}$ defined in 2.5. We are looking for a function $u^{(n)} \in \underline{S}_{n}^{\delta}$, which satisfies the conditions

$$
\begin{align*}
& Q_{h}\left(f_{p}^{(n, \mu)} \cdot A u^{(n)}\right)=Q_{h}\left(f_{p}^{(n, \mu)} \cdot f\right)  \tag{2.115}\\
& p=0,1, \ldots, n-1
\end{align*}
$$

Using the interpolation basis $\left\{\chi_{k}^{(n)}\right\}_{k=0}^{n-1}$ and the subsequent representation (2.106)

$$
u^{(n)}(t)=\sum_{k=0}^{n-1} u_{k} \chi_{k}^{(n)}(t)
$$

one rewrites equations (2.115) as

$$
\sum_{k=0}^{n-1} Q_{h}\left(f_{p}^{(n, \mu)} \cdot A \chi_{k}^{(n)}\right) u_{k}=Q_{h}\left(f_{p}^{(n, \mu)} \cdot f\right), \quad p=0,1, \ldots, n-1
$$

Thus an approximate solution by the spline qualocation method is found by solving a system of linear algebraic equations with the matrix

$$
M_{n}^{(1)}:=\left(m_{p k}\right)_{k, p=0}^{n-1}
$$

where $m_{p k}=Q_{h}\left(f_{p}^{(n, \mu)} \cdot A \chi_{k}^{(n)}\right)$.

If $t_{j, \varepsilon_{l}}^{(n)}, j=0,1, \ldots, n-1$ denote the points

$$
t_{j, \varepsilon_{l}}^{(n)}=\exp \left(2 \pi i \frac{j+\varepsilon_{l}}{n}\right), \quad l=1,2 ; \quad t_{j}^{(n)}:=t_{j, 0}^{(n)},
$$

then the entries of the matrices $M_{n}^{(1)}, n \in \mathbb{N}$ are

$$
m_{p k}=\sum_{j=0}^{n-1} \sum_{l=1}^{2} w_{l} f_{p}^{(n, \mu)}\left(t_{j, \varepsilon_{l}}^{(n)}\right)\left[a\left(t_{j, \varepsilon_{l}}^{(n)}\right) \chi_{k}^{(n)}\left(t_{j, \varepsilon_{l}}^{(n)}\right)+b\left(t_{j, \varepsilon_{l}}^{(n)}\right)\left(S \chi_{k}^{(n)}\right)\left(t_{j, \varepsilon_{l}}^{(n)}\right)\right] .
$$

Writing

$$
\begin{equation*}
c_{k+r n}^{(\mu, \varepsilon)}=\tilde{f}_{\mu}(k+\varepsilon), \quad k=0,1, \ldots, n-1 ; \quad r \in \mathbb{Z}, \quad 0 \leq \varepsilon<1, n \geq \mu+1 \tag{2.116}
\end{equation*}
$$

it follows from (2.113) that

$$
f_{p}^{(n, \mu)}\left(t_{j, \varepsilon_{l}}^{(n)}\right)=f_{p}^{(n, \mu)}\left(\exp \left(2 \pi i \frac{j+\varepsilon_{l}}{n}\right)\right)=\widetilde{f}_{\mu}(j-p+\varepsilon)=c_{j-p}^{\left(\mu, \varepsilon_{l}\right)}
$$

and

$$
\begin{align*}
& m_{p k}=\sum_{j=0}^{n-1} \sum_{l=1}^{2} w_{l} c_{j-p}^{\left(\mu, \varepsilon_{l}\right)} a\left(t_{j, \varepsilon_{l}}^{(n)}\right) \chi_{k}^{(n)}\left(t_{j, \varepsilon_{l}}^{(n)}\right) \\
&+\sum_{j=0}^{n-1} \sum_{l=1}^{2} w_{l} c_{j-p}^{\left(\mu, \varepsilon_{l}\right)} b\left(t_{j, \varepsilon_{l}}^{(n)}\right)\left(S \chi_{k}^{(n)}\right)\left(t_{j, \varepsilon_{l}}^{(n)}\right) . \tag{2.117}
\end{align*}
$$

It follows from (2.65) and (2.45) that

$$
\begin{array}{r}
\quad\left(\chi_{k}^{(n)}\left(t_{j, \varepsilon_{l}}^{(n)}\right)\right)_{j, k=0}^{n-1} \backsim U_{n} K_{n} \alpha_{\varepsilon, \delta} L_{n} U_{N}^{-1} L_{n} \\
\left(\left(S \chi_{k}^{(n)}\right)\left(t_{j, \varepsilon_{l}}^{(n)}\right)\right)_{j, k=0}^{n-1} \backsim U_{n} K_{n} \beta_{\varepsilon, \delta} L_{n} U_{N}^{-1} L_{n}, \tag{2.119}
\end{array}
$$

where $\alpha_{\varepsilon, \delta}, \beta_{\varepsilon, \delta} \in \mathbf{P C}\left(\Gamma_{0}\right)$ are defined by (2.66), (2.67) if $\delta$ is odd and by (2.71), (2.72) if $\delta$ is even. Moreover,

$$
\begin{equation*}
\left(a\left(t_{j, \varepsilon_{l}}^{(n)}\right) \delta_{j k}\right)_{j, k=0}^{n-1} \sim K_{n}^{\varepsilon} a L_{n} \tag{2.120}
\end{equation*}
$$

so for any $n$-periodic sequence $\left\{c_{k}\right\}_{k=-\infty}^{+\infty}$ one has

$$
\left(c_{j-p}\right)_{j, p=0}^{n-1} \sim U_{n} K_{n} \xi L_{n} U_{n}^{-1}
$$

where $\xi$ is the operator of multiplication by the polynomial

$$
\xi(t)=\sum_{k=0}^{n} c_{k} t^{k}, \quad t \in \Gamma_{0}
$$

Thus if we set $c_{k}:=c_{k}^{(\mu, \varepsilon)}, k \in \mathbb{Z}$ where $c_{k}^{(\mu, \varepsilon)}$ are defined in (2.116), we have

$$
\begin{equation*}
\left(c_{j-p}^{(\mu, \varepsilon)}\right)_{j, p=0}^{n-1} \sim U_{n} K_{n} F_{\varepsilon, \mu} L_{n} U_{n}^{-1} \tag{2.121}
\end{equation*}
$$

with the polynomial

$$
F_{\varepsilon, \mu}(t)=\sum_{k=0}^{n-1} \widetilde{f}_{\mu}(k+\varepsilon) t^{k}
$$

Combining (2.117)-(2.121) yields the representations

$$
\begin{aligned}
M_{n}^{(1)}=\sum_{l=1}^{2} & w_{l} U_{n} K_{n} F_{\varepsilon_{l}, \mu} L_{n} U_{n}^{-1} \\
& \times\left(K_{n}^{\varepsilon_{l}} a L_{n} U_{n} K_{n} \alpha_{\varepsilon_{l}, \delta} L_{n} U_{n}^{-1} L_{n}+K_{n}^{\varepsilon_{l}} b L_{n} U_{n} K_{n} \beta_{\varepsilon_{l}, \delta} L_{n} U_{n}^{-1} L_{n}\right)
\end{aligned}
$$

for the operators $M_{n}^{(1)}$.
Assume that the coefficients $a, b \in \mathbf{P C}\left(\Gamma_{0}\right)$ are continuous on the set $\Gamma_{0} \backslash$ $\left\{t_{0}^{(m)}, t_{1}^{(m)}, \ldots, t_{m-1}^{(m)}\right\}$ and choose $n=m n_{1}, n_{1} \in \mathbb{N}$. Then

$$
\lim _{n \rightarrow \infty}\left\|\left(K_{n}^{\varepsilon}-K_{n}\right) L_{n}\right\|=0
$$

so the sequence $\left(M_{n}^{(1)}\right)$ is stable if and only if the sequence

$$
\begin{align*}
\widehat{M}_{n}^{(1)}= & \sum_{l=1}^{2} w_{l} U_{n} K_{n} F_{\varepsilon_{l}, \mu} L_{n} U_{n}^{-1} \\
& \times\left(K_{n} a L_{n} U_{n} K_{n} \alpha_{\varepsilon_{l}, \delta} L_{n} U_{n}^{-1} L_{n}+K_{n} b L_{n} U_{n} K_{n} \beta_{\varepsilon_{l}, \delta} L_{n} U_{n}^{-1} L_{n}\right) \tag{2.122}
\end{align*}
$$

is stable. The stability of the sequence (2.122) can be treated similarly to the stability of the sequence (2.109), under the following result.

Theorem 2.9.2. Let $a, b \in \mathbf{P C}\left(\Gamma_{0}\right)$ be continuous functions on the set $\Gamma_{0} \backslash$ $\left\{t_{0}^{(m)}, t_{1}^{(m)}, \ldots, t_{m-1}^{(m)}\right\}$. The spline qualocation method (2.115) is stable if and only if for any $\tau \in \Gamma_{0}$ the operators

$$
\begin{align*}
A^{\tau}=\sum_{l=1}^{2} w_{l} \widetilde{F}_{\varepsilon_{l}, \mu}[(a(\tau+0) P+(a(\tau & +0) Q)] \widetilde{\alpha}_{\varepsilon_{l}, \delta} \\
& +\left(b(\tau+0) P+(a(\tau+0) Q) \widetilde{\beta}_{\varepsilon_{l}, \delta}\right] \tag{2.123}
\end{align*}
$$

and

$$
\begin{equation*}
A_{\tau}=A_{\tau}^{+} P+A_{\tau}^{-} Q \tag{2.124}
\end{equation*}
$$

where

$$
A_{\tau}^{ \pm}(t)=\sum_{l=1}^{2} w_{l} F_{\varepsilon_{l}, \mu}(\tau)\left[a(t) \alpha_{\varepsilon_{l}, \delta}(\tau \pm 0)+b(t) \beta_{\varepsilon_{l}, \delta}(\tau \pm 0)\right]
$$

are invertible in $\mathcal{L}\left(L_{2}\left(\Gamma_{0}\right)\right)$ for any $\tau \in \Gamma_{0}$.
There is a difference between stability conditions for the polynomial [104] and spline qualocation methods for singular integral equations without conjugation. In polynomial qualocation, even in the case where the coefficients of the initial equation are continuous, one still has to check the invertibility of the operators that belong to the algebra of singular integral operators generated by the Cauchy singular integral operator and piecewise continuous functions. However, there are no effective invertibility criteria for such operators. In contrast, the invertibility of at least one family of operators responsible for stability of the spline qualocation method (viz., (2.124)) that consists of singular integral operators is well studied, so corresponding criteria can be easily verified. Moreover, if the coefficients of the initial equation are continuous, then the invertibility of all the auxiliary operators (2.123) and (2.124) can be studied effectively. Below we formulate the corresponding results for cases of piecewise continuous and continuous coefficients $a$ and $b$.

Let $\Delta_{\tau}: \Gamma_{0} \times[0,1] \mapsto \mathbb{C}$ denote the matrix function

$$
\begin{aligned}
& \Delta_{\tau}(t, x):= \\
& \qquad\left(\begin{array}{cc}
A_{\tau}^{+}(t+0) x+A_{\tau}^{+}(t-0)(1-x) & \left(A_{\tau}^{-}(t+0)-A_{\tau}^{-}(t-0)\right) \sqrt{x(1-x)} \\
\left(A_{\tau}^{+}(t+0)-A_{\tau}^{+}(t-0)\right) \sqrt{x(1-x)} & A_{\tau}^{-}(t+0)(1-x)+A_{\tau}^{-}(t-0) x
\end{array}\right),
\end{aligned}
$$

and set $c_{\tau}:=\left(A_{\tau}^{-}\right)^{-1} A_{\tau}^{+}$. Combining Theorem 2.9.2 with results of [90] and [94], one rewrites the stability conditions in a more convenient form.

Corollary 2.9.3. The spline-qualocation method (2.115) for the operator (2.114) is stable if and only if the following four conditions are satisfied:

1. $\operatorname{det} \Delta_{\tau}(t, x) \neq 0$ for all $\tau \in \Gamma_{0}$ and for all $x \in[0,1]$;
2. For every $\tau \in \Gamma_{0}$, the winding number of the curve

$$
\Gamma_{c_{\tau}}:=\left\{c_{\tau}(t+0) x+c_{\tau}(t-0)(1-x),(t, x) \in\left(\Gamma_{0},[0,1]\right)\right\}
$$

is equal to zero;
3. For every $\tau \in \Gamma_{0}$, the operators $A^{\tau}$ defined by (2.123) are invertible in $\mathcal{L}\left(L_{2}\right)$.

If we assume that the coefficients $a$ and $b$ are continuous on $\Gamma$, then for every $\tau \in \Gamma_{0}$, the operator $A^{\tau}$ becomes just the operator of multiplication by the function

$$
A^{\tau}=\sum_{l=1}^{2} w_{l} \widetilde{F}_{\varepsilon_{l}, \mu}\left(a \widetilde{\alpha}_{\varepsilon_{l}, \delta}+b \widetilde{\beta}_{\varepsilon_{l}, \delta}\right)
$$

Moreover, since $\alpha_{\varepsilon, \delta} \in \mathbf{C}\left(\Gamma_{0}\right)$ and $\beta_{\varepsilon, \delta} \in \mathbf{C}\left(\Gamma_{0} \backslash\{1\}\right)$ the functions $A_{\tau}^{+}$and $A_{\tau}^{-}$ coincide for every $\tau \in \Gamma_{0} \backslash\{1\}$, i.e.,

$$
A_{\tau}^{+}(t)=A_{\tau}^{-}(t)=\sum_{l=1}^{2} w_{l} F_{\varepsilon_{l}, \mu}(\tau)\left(a(t) \widetilde{\alpha}_{\varepsilon_{l}, \delta}(\tau)+b(t) \widetilde{\beta}_{\varepsilon_{l}, \delta}(\tau)\right)
$$

Thus for $\tau \neq 1$ the operator $A_{\tau}$ is again a multiplication operator. More precisely,

$$
A_{\tau}=A_{\tau}^{+} I, \quad \tau \neq 1
$$

Recall that for (2.73) we also have $\beta_{\varepsilon_{l}, \delta}(1 \pm 0)= \pm 1$ and that $\alpha_{\varepsilon_{l}, \delta}(1)=1$.
Corollary 2.9.4. Let $a, b \in \mathbf{C}\left(\Gamma_{0}\right)$. The spline qualocation method for the operator $A$ is stable if and only if:

1. The operator

$$
A_{1}=\sum_{l=1}^{2} w_{l} F_{\varepsilon_{l}, \delta}(1)(a+b) P+\sum_{l=1}^{2} w_{l} F_{\varepsilon_{l}, \delta}(1)(a-b) Q
$$

is invertible in $\mathcal{L}\left(L_{2}\right)$;
2. The operators of multiplication $A^{\tau}, \tau \in \Gamma_{0}$ and $A_{\tau}, \tau \in \Gamma_{0} \backslash\{1\}$ are invertible in $\mathcal{L}\left(L_{2}\right)$.

All conditions of Corollary 2.9.4 are easily verified.
Using the previous considerations and the results of Section 2.4 one can study the stability of the spline qualocation method for singular integral equations with conjugation. Let us treat the approximation method (2.115). For simplicity, we now consider the operator $B$ defined by (2.76). Following the arguments of Section 2.5 and using representations (2.122), one notes that the stability of spline qualocation method for the operator $B$ can be studied via the stability of the operator sequence

$$
\begin{aligned}
B_{n}^{\prime}= & \sum_{l=1}^{2} w_{l} U_{n} K_{n} F_{\varepsilon_{l}, \mu} L_{n} U_{n}^{-1} \\
& \times\left(K_{n} a L_{n} U_{n} K_{n} \alpha_{\varepsilon_{l}, \delta} L_{n} U_{n}^{-1} L_{n}+K_{n} b L_{n} U_{n} K_{n} \beta_{\varepsilon_{l}, \delta} L_{n} U_{n}^{-1} L_{n}\right) \\
& +\sum_{l=1}^{2} w_{l} U_{n} K_{n} F_{\varepsilon_{l}, \mu} L_{n} U_{n}^{-1} \\
& \times\left(K_{n} c L_{n} U_{n} K_{n} \alpha_{\varepsilon_{l}, \delta}^{\circ} L_{n} U_{n}^{-1} L_{n}+K_{n} d L_{n} U_{n} K_{n} \beta_{\varepsilon_{l}, \delta}^{\circ} L_{n} U_{n}^{-1} L_{n}\right) M .
\end{aligned}
$$

Rewriting this sequence in matrix form, one obtains

$$
\begin{align*}
B_{n}^{\prime}= & {\left[w_{1} \widehat{F}_{-\varepsilon_{1}, n}\left(\widetilde{a}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}+\widetilde{b}_{n} \widehat{\beta}_{\varepsilon_{1}, n}\right)+w_{2} \widehat{F}_{-\varepsilon_{2}, n}\left(\widetilde{a}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}+\widetilde{b}_{n} \widehat{\beta}_{\varepsilon_{2}, n}\right)\right] } \\
& +\left[w_{1} \widehat{F}_{-\varepsilon_{1}, n}\left(\widetilde{c}_{n} \widehat{\alpha}_{\varepsilon_{1}, n}+\widetilde{d}_{n} \widehat{\beta}_{\varepsilon_{1}, n}\right)+w_{2} \widehat{F}_{-\varepsilon_{2}, n}\left(\widetilde{c}_{n} \widehat{\alpha}_{\varepsilon_{2}, n}+\widetilde{d}_{n} \widehat{\beta}_{\varepsilon_{2}, n}\right)\right] \bar{M}_{n} \tag{2.125}
\end{align*}
$$

where the functions $\alpha_{\varepsilon}=\alpha_{\varepsilon, \delta}, \beta_{\varepsilon}=\beta_{\varepsilon, \delta}, \gamma_{\varepsilon}=\gamma_{\varepsilon, \delta}, \theta_{\varepsilon}=\theta_{\varepsilon, \delta}$ are defined in Section 2.5, and $\widehat{F}_{\varepsilon_{l}, n}, l=1,2$ are the circulants corresponding to the functions $F_{\varepsilon_{l}, \mu}, l=1,2$. Note that the sequence (2.125) belongs to the real algebra $\widetilde{\mathcal{C}}$ studied in Section 2.4. This again provides the possibility to apply results of Section 2.4 to study the stability of (2.125).

For any $\tau \in \Gamma_{0}$, let us introduce the matrices $B_{ \pm, l}^{\tau}=B_{\tau}^{ \pm}(t), l=1,2$ and $B_{\tau}^{ \pm}=B_{ \pm, l}^{\tau}(t), t \in \Gamma_{0}$ by

$$
\begin{aligned}
B_{ \pm, l}^{\tau} & =(\mathcal{A}(\tau \pm 0)+\mathcal{C}(\tau \pm 0) \Lambda) \boldsymbol{\alpha}_{\varepsilon_{l}, \delta}(t)+(\mathcal{B}(\tau \pm 0)+\mathcal{D}(\tau \pm 0) \Lambda) \boldsymbol{\beta}_{\varepsilon_{l}, \delta}(t) \\
B_{\tau}^{ \pm} & =\sum_{l=1}^{2} w_{l} F_{\varepsilon_{l}, \mu}(\tau)\left[(\mathcal{A}(t)+\mathcal{C}(t) \Lambda) \boldsymbol{\alpha}_{\varepsilon_{l}, \delta}(\tau \pm 0)+(\mathcal{B}(t)+\mathcal{D}(t) \Lambda) \boldsymbol{\beta}_{\varepsilon_{l}, \delta}(\tau \pm 0)\right]
\end{aligned}
$$

where $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}, \boldsymbol{\alpha}_{\varepsilon_{l}, \delta}, \boldsymbol{\beta}_{\varepsilon_{l}, \delta}$ and $\Lambda$ are defined in accordance with (2.47) and (2.48). Then we have at once

Theorem 2.9.5. Let $a, b, c, d \in \mathbf{P C}\left(\Gamma_{0}\right)$ and let them be continuous on the set $\Gamma_{0} \backslash\left\{t_{0}^{(m)}, t_{1}^{(m)}, \ldots, t_{m-1}^{(m)}\right\}$. The spline qualocation method (2.115) for the operator $B \in \mathcal{L}_{\text {add }}\left(L_{2}\left(\Gamma_{0}\right)\right)$ is stable if and only if for any $\tau \in \Gamma_{0}$, the operators

$$
\begin{equation*}
B^{\tau}=\sum_{l=1}^{2} w_{l} \widetilde{F}_{\varepsilon_{l}, \mu}\left(P B_{+, l}^{\tau}+Q B_{-, l}^{\tau}\right) \tag{2.126}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{\tau}=B_{\tau}^{+} P+B_{\tau}^{-} Q \tag{2.127}
\end{equation*}
$$

are invertible in $\mathcal{L}\left(L_{2}^{2}\left(\Gamma_{0}\right)\right)$.
In particular, if $a, b, c, d \in \mathbf{C}\left(\Gamma_{0}\right)$ then

$$
B_{+, l}^{\tau}=B_{-, l}^{\tau} \quad \text { for every } \quad \tau \in \Gamma_{0},
$$

and

$$
B_{\tau}^{+}=B_{\tau}^{-} \quad \text { for every } \quad \tau \in \Gamma_{0} \backslash\{1\}
$$

so for these $\tau \in \Gamma_{0}$, the operators (2.126) and (2.127) become the operators of multiplication by the corresponding matrix functions, so the stability conditions for the spline qualocation method are much simpler.

Corollary 2.9.6. Let $a, b, c, d \in \mathbf{C}\left(\Gamma_{0}\right)$. The spline qualocation method for the operator $B$ is stable if and only if:

1. The operator

$$
B_{1}=\sum_{l=1}^{2} w_{l} F_{\varepsilon_{l}, \delta}(1)\left[\left(\begin{array}{cc}
a+b & c-d \\
\bar{c}+\bar{d} & \bar{a}-\bar{b}
\end{array}\right) P+\left(\begin{array}{cc}
a-b & c+d \\
\bar{c}-\bar{d} & \bar{a}+\bar{b}
\end{array}\right) Q\right]
$$

is invertible in $\mathcal{L}\left(L_{2}^{2}\right)$;
2. The operators of multiplication $B^{\tau}, \tau \in \Gamma_{0}$ and $B_{\tau}, \tau \in \Gamma_{0} \backslash\{1\}$ are invertible in $\mathcal{L}\left(L_{2}^{2}\right)$.
Note that Condition 2 can be easily verified. However, in contrast to Corollary 2.9.4, there are no effective criteria to check the invertibility of the operator $B_{1}$, and this can be achieved only in special cases.
Remark 2.9.7. The results of Sections 2.5, 2.6, 2.8, 2.9 are also valid for singular integral equations with conjugation on an arbitrary simple closed Lyapunov curve $\Gamma$. Indeed, let $\gamma=\gamma(s), s \in \mathbb{R}$ be a 1-periodic parametrization of $\Gamma$. If we identify points of $\Gamma$ and $\Gamma_{0}$ in such a way that $\Gamma \ni \gamma(s) \sim \exp (i 2 \pi s) \in \Gamma_{0}$ and proceed analogously to the previous considerations, we can establish stability conditions for the corresponding approximation methods on $\Gamma$. However, such an approach fails for quadrature methods, because the quadratures employed here are based on specific relations between the points of the unit circle.

### 2.10 Quadrature Methods for Equations on Closed Smooth Curves

Let $\gamma: \mathbb{R} \rightarrow \Gamma$ be a 1-periodic parametrization of simple closed smooth curve $\Gamma$ such that $\gamma^{\prime}(s) \neq 0, s \in[0,1)$ and such that the second derivative $\gamma^{\prime \prime}$ satisfies the Hölder condition. Fix an $\varepsilon \in(-1 / 2,1 / 2]$, and for any $n \in \mathbb{N}$ introduce the points

$$
t_{j}^{(n)}:=\gamma\left(\frac{j+1 / 2}{n}\right), \quad \tau_{j}^{(n)}:=\gamma\left(\frac{j+\varepsilon+1 / 2}{n}\right),
$$

where $j=0,1, \ldots, n-1$. The quadrature methods for the operator $B$ considered below are based on the quadrature rules

$$
\begin{aligned}
\int_{\Gamma} \varphi(t) d t & \approx \sum_{j=0}^{n-1} \varphi\left(t_{j}^{(n)}\right)\left(t_{j+1}^{(n)}-t_{j}^{(n)}\right) \\
\int_{\Gamma} \varphi(t) d t & \approx \sum_{j=0}^{n-1} \varphi\left(t_{j}^{(n)}\right)\left(t_{j+1}^{(n)}-t_{j-1}^{(n)}\right)
\end{aligned}
$$

These quadratures approximate integrals of smooth functions with the corresponding rates of error $1 / n$ and $1 / n^{2}$.

An approximate solution of the equation

$$
\begin{equation*}
(B x)(t) \equiv a(t) x(t)+\frac{b(t)}{\pi i} \int_{\Gamma} \frac{x(\tau) d \tau}{\tau-t}+c(t) \overline{x(t)}+\frac{d(t)}{\pi i} \int_{\Gamma} \frac{\overline{x(\tau)} d \tau}{\tau-t}=f(t) \tag{2.128}
\end{equation*}
$$

is sought in the form

$$
x_{n}(t)=\sum_{k=0}^{n-1} \xi_{k} \chi_{k, 0}^{(n)}(t)
$$

where

$$
\chi_{k, 0}^{(n)}(\gamma(s))=\left\{\begin{array}{ccc}
n s-k+\frac{1}{2} & \text { if } & s \in\left[\frac{k-1 / 2}{n}, \frac{k+1 / 2}{n}\right], \\
k-n s+\frac{3}{2} & \text { if } & s \in\left[\frac{k+1 / 2}{n}, \frac{k+3 / 2}{n}\right], \\
0 & \text { if } & s \notin\left[\frac{k-1 / 2}{n}, \frac{k+3 / 2}{n}\right]
\end{array} .\right.
$$

The coefficients $\xi_{k}, k=0,1, \ldots, n-1$ are the solutions of the algebraic equations

$$
\begin{align*}
& \left(a\left(\tau_{k}^{(n)}\right)-i \cot (\pi \varepsilon) b\left(\tau_{k}^{(n)}\right)\right) \xi_{k}+\frac{b\left(\tau_{k}^{(n)}\right)}{\pi i} \sum_{j=0}^{n-1} \frac{t_{j+1}^{(n)}-t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \xi_{j} \\
& +\left(c\left(\tau_{k}^{(n)}\right)-i \cot (\pi \varepsilon) d\left(\tau_{k}^{(n)}\right)\right) \bar{\xi}_{k}+\frac{d\left(\tau_{k}^{(n)}\right)}{\pi i} \sum_{j=0}^{n-1} \frac{t_{j+1}^{(n)}-t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \bar{\xi}_{j}=f\left(\tau_{k}^{(n)}\right)  \tag{2.129}\\
& \frac{a\left(\tau_{k}^{(n)}\right)}{2}\left(\xi_{k}+\xi_{k+1}\right)+\frac{b\left(\tau_{k}^{(n)}\right)}{2 \pi i} \sum_{j=0}^{n-1} \frac{t_{j+1}^{(n)}-t_{j-1}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \xi_{j} \\
& \quad+\frac{c\left(\tau_{k}^{(n)}\right)}{2}\left(\bar{\xi}_{k}+\bar{\xi}_{k+1}\right)+\frac{d\left(\tau_{k}^{(n)}\right)}{2 \pi i} \sum_{j=0}^{n-1} \frac{t_{j+1}^{(n)}-t_{j-1}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \bar{\xi}_{j}=f\left(\tau_{k}^{(n)}\right) \tag{2.130}
\end{align*}
$$

$$
a\left(t_{k}\right) \xi_{k}+\frac{b\left(t_{k}\right)}{\pi i} \sum_{\substack{j=0 \\ j \neq k}}^{n-1} \frac{t_{j+1}^{(n)}-t_{j}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}} \xi_{j}
$$

$$
\begin{equation*}
+c\left(\tau_{k}^{(n)}\right) \bar{\xi}_{k}+\frac{d\left(\tau_{k}^{(n)}\right)}{2 \pi i} \sum_{\substack{j=0 \\ j \neq k}}^{n-1} \frac{t_{j+1}^{(n)}-t_{j}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}} \bar{\xi}_{j}=f\left(t_{k}\right), \tag{2.131}
\end{equation*}
$$

$$
\begin{align*}
& a\left(t_{k}\right) \xi_{k}+\frac{b\left(t_{k}\right)}{\pi i} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} \frac{t_{j+1}^{(n)}-t_{j-1}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}} \xi_{j} \\
&+c\left(\tau_{k}^{(n)}\right) \bar{\xi}_{k}+\frac{d\left(\tau_{k}^{(n)}\right)}{2 \pi i} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} \frac{t_{j+1}^{(n)}-t_{j-1}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}} \bar{\xi}_{j}=f\left(t_{k}\right), \tag{2.132}
\end{align*}
$$

where $\xi_{n}:=\xi_{0}, \xi_{-1}:=\xi_{n-1}$ and $k=0,1, \ldots, n-1$ for all systems (2.129) (2.132).

Consider the function

$$
\chi_{k, \varepsilon}^{(n)}(\gamma(s))=\left\{\begin{array}{cll}
n s-k+\frac{1}{2}+\varepsilon & \text { if } & s \in\left[\frac{k-1 / 2+\varepsilon}{n}, \frac{k+1 / 2+\varepsilon}{n}\right], \\
k-n s+\frac{3}{2}+\varepsilon & \text { if } & s \in\left[\frac{k+1 / 2+\varepsilon}{n}, \frac{k+3 / 2+\varepsilon}{n}\right] \\
0 & \text { if } & s \notin\left[\frac{k-1 / 2+\varepsilon}{n}, \frac{k+3 / 2+\varepsilon}{n}\right]
\end{array}\right.
$$

We denote the orthogonal projection from $L_{2}\left(\Gamma_{0}\right)$ onto subspace $X_{n}:=$ $\operatorname{span}\left\{\chi_{0, \varepsilon}^{(n)}, \chi_{1, \varepsilon}^{(n)}, \ldots, \chi_{n-1, \varepsilon}^{(n)}\right\}$ by $L_{n}^{\varepsilon}$, and the interpolation projection by

$$
N_{n}^{\varepsilon} u=\sum_{k=0}^{n-1} u\left(\tau_{k}^{(n)}\right) \chi_{k, \varepsilon}^{(n)}
$$

Let $B_{n} \in \mathcal{L}_{\text {add }}\left(\operatorname{im} L_{n}^{0}, \operatorname{im} L_{n}^{\varepsilon}\right)$ be the operator the matrix representation of which in the bases $\left(\chi_{k, 0}^{(n)}, \chi_{k, \varepsilon}^{(n)}\right)$ is $B_{n}=R_{n}^{(1)}+R_{n}^{(2)} \bar{M}_{n}$, where the matrices $R_{n}^{(1)}$ and $R_{n}^{(2)}$ are defined by the corresponding parts of systems (2.129) - (2.132). Thus each of the systems (2.129) - (2.132) is equivalent to the operator equation

$$
B_{n} x_{n}=N_{n}^{\varepsilon} f
$$

We identify any function $\varphi$ defined on $\Gamma$ with a function $\widetilde{\varphi}$ on the unit circle $\Gamma_{0}$ by

$$
\widetilde{\varphi}=\varphi \circ \gamma \circ \gamma_{0}^{-1}, \quad \gamma_{0}(s)=\exp (i 2 \pi s), \quad s \in \mathbb{R}
$$

and let $t=\gamma_{0}(s)$. The stability conditions for these quadrature methods are then given by the following two theorems.

Theorem 2.10.1. Let $a, b, c, d \in \mathbf{P C}(\Gamma)$ and operator $B$ defined by (2.128) be invertible in $\mathcal{L}_{\text {add }}\left(L_{2}(\Gamma)\right)$. The quadrature methods (2.129) - (2.131) are stable if and only if the operator

$$
B_{1}=\left(\begin{array}{cc}
\widetilde{a}+\widetilde{b} & \widetilde{c}+\widetilde{d} \\
\bar{c}-\widetilde{d} & \overline{\widetilde{a}}-\widetilde{\widetilde{b}}
\end{array}\right) P_{\Gamma_{0}}+\left(\begin{array}{cc}
\widetilde{a}-\widetilde{b} & \widetilde{c}-\widetilde{d} \\
\bar{c}+\widetilde{d} & \overline{\widetilde{a}}+\widetilde{\widetilde{b}}
\end{array}\right) Q_{\Gamma_{0}}
$$

and the operators

$$
\begin{equation*}
B^{\tau}=P_{\Gamma_{0}} A_{+}^{\tau}+Q_{\Gamma_{0}} A_{-}^{\tau} \tag{2.133}
\end{equation*}
$$

are invertible in $\mathcal{L}\left(L_{2}^{2}(\Gamma)\right)$ for all $\tau \in \Gamma_{0}$, where $A_{ \pm}^{\tau}$ are the operators of multiplication by the matrix functions

$$
\begin{aligned}
& A_{+}^{\tau}(t)=[\mathcal{A}(\tau+0) \boldsymbol{\alpha}(\bar{t})+\mathcal{B}(\tau+0) \boldsymbol{\beta}(\bar{t})+(\mathcal{C}(\tau+0) \gamma(\bar{t})+\mathcal{D}(\tau+0) \boldsymbol{\theta}(\bar{t}))], \\
& A_{-}^{\tau}(t)=[\mathcal{A}(\tau-0) \boldsymbol{\alpha}(\bar{t})+\mathcal{B}(\tau-0) \boldsymbol{\beta}(\bar{t})+(\mathcal{C}(\tau-0) \boldsymbol{\gamma}(\bar{t})+\mathcal{D}(\tau-0) \boldsymbol{\theta}(\bar{t}))]
\end{aligned}
$$

and the functions $\alpha, \beta, \gamma, \theta$ are defined by:

1. For the method (2.129):

$$
\alpha(t)=\gamma(t)=1, \quad \beta(t)=\theta(t)=-i \cot (\pi \varepsilon)+\frac{2 \exp (i 2 \pi \varepsilon s)}{1-\exp (i \pi \varepsilon)}
$$

2. For the method (2.130):

$$
\alpha(t)=\gamma(t)=\frac{1+t}{2}, \quad \beta(t)=\theta(t)=\exp (i \pi s)
$$

3. For the method (2.131):

$$
\alpha(t)=\gamma(t)=1, \quad \beta(t)=\theta(t)=1-2 s
$$

Theorem 2.10.2. Let $a, b, c, d \in \mathbf{P C}(\Gamma)$ and operator $B$ defined by (2.128) be invertible in $\mathcal{L}_{\text {add }}\left(L_{2}(\Gamma)\right)$. The quadrature method (2.132) is stable if and only if the operator

$$
B_{-1}=\left(\begin{array}{cc}
\tilde{a}-\widetilde{b} & \widetilde{c}-\tilde{d} \\
\overline{\widetilde{c}}+\overline{\widetilde{d}} & \overline{\widetilde{a}}+\widetilde{\widetilde{b}}
\end{array}\right) P_{\Gamma_{0}}+\left(\begin{array}{cc}
\widetilde{a}+\widetilde{b} & \widetilde{c}+\widetilde{d} \\
\overline{\widetilde{c}}-\widetilde{\widetilde{d}} & \overline{\widetilde{a}}-\widetilde{\widetilde{b}}
\end{array}\right) Q_{\Gamma_{0}}
$$

and the operators (2.133) are invertible in $\mathcal{L}\left(L_{2}^{2}(\Gamma)\right)$ for all $\tau \in \Gamma_{0}$, where

$$
\alpha(t)=\gamma(t)=1, \quad \beta(t)=\theta(t)=\left\{\begin{array}{cl}
1 & \text { if } \quad 0 \leq s<1 / 2 \\
-1 & \text { if } 1 / 2 \leq s<1
\end{array}\right.
$$

The proof of stability mainly follows the corresponding proofs of [183, pp. 366-370] for singular integral operators without conjugation, but leads to operator sequences studied in Section 2.4. Thus let us consider the operator $J: L_{2}(\Gamma) \mapsto$ $L_{2}\left(\Gamma_{0}\right)$ defined by

$$
J \varphi=\widetilde{\varphi}
$$

where $\widetilde{\varphi}=\varphi \circ \omega$ and $\omega=\gamma \circ \gamma_{0}^{-1}$. Following [143, 157] one can represent the operator $B$ as a product $B=J^{-1} B^{(0)} J$ where

$$
B^{(0)}=\widetilde{a} I+\widetilde{b} S_{\Gamma_{0}}+\widetilde{c} M+\widetilde{d} S_{\Gamma_{0}} M+k^{(0)}+k^{(1)} M
$$

and where the operators $k^{(0)}$ and $k^{(1)}$ are correspondingly defined by

$$
\begin{align*}
& \left(k^{(0)} \widetilde{x}\right)(t)=\frac{\widetilde{b}(t)}{\pi i} \int_{\Gamma_{0}}\left[\frac{\omega^{\prime}(\tau)}{\omega(\tau)-\omega(t)}-\frac{1}{\tau-t}\right] \widetilde{x}(\tau) d \tau  \tag{2.134}\\
& \left(k^{(1)} \widetilde{x}\right)(t)=\frac{\widetilde{d}(t)}{\pi i} \int_{\Gamma_{0}}\left[\frac{\omega^{\prime}(\tau)}{\omega(\tau)-\omega(t)}-\frac{1}{\tau-t}\right] \widetilde{x}(\tau) d \tau \tag{2.135}
\end{align*}
$$

Thus the study of quadrature methods (2.129) - (2.132) can be reduced to the study of quadrature methods for the operator $B^{(0)}$. However, the corresponding approximation sequences for the operator $B^{(0)}$ satisfy all conditions of Theorem 2.7.1. For more details the reader can consult [56].

Remark 2.10.3. Let $H^{r}(\Gamma)$ be the Sobolev space of order $r$ [122], and let $x$ and $x_{n}$ be exact and approximate solutions of the equation (2.128). Assuming the invertibility of the operator $B$, the stability of quadrature methods (2.129) - (2.132), and from the approximation properties of splines [39, 183] and (1.30), one can show that:

1. If $a, b, c, d \in H^{1}(\Gamma)$, then the approximate solutions of (2.128) obtained by method (2.129) or (2.130) satisfy the inequality

$$
\left\|x-x_{n}\right\|_{L_{2}(\Gamma)} \leq \frac{d_{5}}{n}\|x\|_{H^{1}(\Gamma)}
$$

2. If $a, b, c, d \in H^{2}(\Gamma)$ and the derivative $\gamma^{\prime \prime \prime}$ exists and satisfies the Hölder condition, the approximate solutions of (2.128) obtained by method (2.131) or (2.132) satisfy the inequality

$$
\left\|x-x_{n}\right\|_{L_{2}(\Gamma)} \leq \frac{d_{6}}{n^{2}}\|x\|_{H^{2}(\Gamma)}
$$

### 2.11 A Remark on Tensor Product Techniques

In this section we present another approach to problems from Sections 2.1-2.2 and 2.4. This approach is based on the theory of tensor products of $C^{*}$-algebras. Let $\mathfrak{C}_{k}$ denote the $C^{*}$-algebra $\mathbb{C}^{k \times k}$. Let us first consider the complex $C^{*}$-algebra $\mathcal{C}$ and the element $m$ introduced after the proof of Lemma 2.4.2. By Proposition 2.4.3, these objects satisfy all the axioms $\left(A_{1}\right)-\left(A_{5}\right)$ of Section 1.2 , so Corollary 1.4.7 yields that stability in the algebra $\widetilde{\mathcal{C}}$ can be reduced to stability in the algebra $\mathcal{C}^{2 \times 2}$. However, the latter problem can be studied with the help of stability results for sequences from the algebra $\mathcal{C}$ which are known [183, Chapter 10]. Note that the algebra $\mathcal{C}$ can also be generated by the sequences $\left(B_{n}\right)$, where

$$
B_{n}:=\widetilde{a}_{n} \widehat{\alpha}_{n}+\widetilde{b}_{n} \widehat{\beta}_{n}+C_{n},
$$

where $a, b \in \mathbf{P C}\left(\Gamma_{0}\right)$ and $\left(C_{n}\right)$ belongs to the ideal $G_{\mathcal{C}}$ of all sequences that uniformly converge to zero. To each such sequence $\left(B_{n}\right)$ we assign two families $W_{(w, 1)}\left(B_{n}\right)$ and $W_{(w, 2)}\left(B_{n}\right), w \in \Gamma_{0}$ of singular integral operators acting on the space $L_{2}\left(\Gamma_{0}\right)$ and defined by

$$
\begin{aligned}
& W_{(w, 1)}\left(B_{n}\right):=[\alpha(w+0) a+\beta(w+0) b] P+[\alpha(w-0) a+\beta(w-0) b] Q \\
& W_{(w, 2)}\left(B_{n}\right):=P[a(w+0) \widetilde{\alpha}+b(w+0) \widetilde{\beta}]+Q[a(w-0) \widetilde{\alpha}+b(w-0) \widetilde{\beta}]
\end{aligned}
$$

where $\widetilde{\alpha}(t)=\alpha(\bar{t})$ and $\widetilde{\beta}(t)=\beta(\bar{t})$.
The mappings $W_{(\omega, 1)}, W_{(\omega, 2)}, \omega \in \Gamma_{0}$ can be extended to *-homomorphisms acting on $\mathcal{C}$ with images in $\mathcal{O}_{2}\left(\Gamma_{0}, 1\right)$ (cf. Section 1.10.5). If these extended homomorphisms are denoted by $W_{(\omega, 1)}$ and $W_{(\omega, 2)}$ again, the following result holds [183, Theorem 10.41].

Theorem 2.11.1. A sequence $\left(B_{n}\right) \in \mathcal{C}$ is stable if and only if the operators $W_{(\omega, 1)}\left(B_{n}\right)$ and $W_{(\omega, 2)}\left(B_{n}\right)$ are invertible for each $w \in \Gamma_{0}$.

In passing we note one interesting result. Consider the $C^{*}$-algebra of all bounded functions on $\Gamma_{0}$ that take values in $\mathcal{O}_{2}\left(\Gamma_{0}, 1\right) \times \mathcal{O}_{2}\left(\Gamma_{0}, 1\right)$ and its subalgebra $\operatorname{smb} \mathcal{C}$ which is constituted by all functions of the form $\left(W_{(\omega, 1)}\left(B_{n}\right), W_{(\omega, 2)}\left(B_{n}\right)\right)_{\omega \in \Gamma_{0}},\left(B_{n}\right) \in \mathcal{C}$. It is easily seen that $\mathrm{smb} \mathcal{C}$ actually forms a $C^{*}$-algebra and the mapping $\mathrm{smb}: \mathcal{C} \mapsto \operatorname{smb} \mathcal{C}$ defined by

$$
\left(B_{n}\right) \mapsto\left(W_{(\omega, 1)}\left(B_{n}\right), W_{(\omega, 2)}\left(B_{n}\right)\right)_{\omega \in \Gamma_{0}}
$$

is again a ${ }^{*}$-homomorphism with kernel $G_{\mathcal{C}}$. Since any injective *-isomorphism preserves the norm [66], one obtains that for any sequence $\left(B_{n}\right)$ from the algebra $\mathcal{C}$ the relation

$$
\lim _{n \rightarrow \infty}\left\|B_{n}\right\|=\left\|\operatorname{smb}\left(B_{n}\right)\right\|=\sup _{w \in \Gamma_{0}} \max \left\{\left\|W_{(\omega, 1)}\left(B_{n}\right)\right\|,\left\|W_{(\omega, 2)}\left(B_{n}\right)\right\|\right\}
$$

Thus if the sequence $\left(B_{n}\right)$ belongs to the algebra $\mathcal{C}$ and is stable, then for the condition numbers cond $B_{n}:=\left\|B_{n}\left|\|\left|B_{n}^{-1}\right|\right|\right.$ one has

$$
\lim _{n \rightarrow \infty}\left(\operatorname{cond} B_{n}\right)=\left\|\operatorname{smb}\left(B_{n}\right)\right\|\left\|\left(\operatorname{smb}\left(B_{n}\right)\right)^{-1}\right\|
$$

Now we shall demonstrate how the stability problem for the sequences $\left(B_{n}\right) \in$ $\mathcal{C}^{2 \times 2}$ can be studied. Let us denote by $G_{\mathcal{C}^{2 \times 2}}$ the ideal of all sequences in $\mathcal{C}^{2 \times 2}$ tending in the norm to zero. It is easily seen that $G_{\mathcal{C}^{2 \times 2}}=G_{\mathcal{C}}^{2 \times 2}$. Let us also recall the following result [68, 69].
Lemma 2.11.2. If

$$
(0) \mapsto \mathcal{A} \mapsto \mathcal{D} \mapsto \mathcal{E} \mapsto(0)
$$

is an exact sequence of $C^{*}$-algebras, then the sequence

$$
(0) \mapsto \mathcal{A} \otimes \mathfrak{C}_{k} \mapsto \mathcal{D} \otimes \mathfrak{C}_{k} \mapsto \mathcal{E} \otimes \mathfrak{C}_{k} \mapsto(0)
$$

is also exact, where $\mathfrak{C}_{k}:=\mathbb{C}^{k \times k}$.
The proof of Lemma 2.11.2 is based upon the fact that the tensor product $\mathcal{A} \otimes \mathfrak{C}_{k}$ of a $C^{*}$-algebra $\mathcal{A}$ and $\mathfrak{C}_{k}$ is naturally isomorphic to the $C^{*}$-algebra of $(k \times k)$-matrices with entries from $\mathcal{A}$. If we now set $\mathcal{A}:=G_{\mathcal{C}}, \mathcal{D}:=\mathcal{C}$, then $\mathcal{E}$ is isometrically isomorphic to $\mathcal{C} / G_{\mathcal{C}}$. This algebra is nothing else than the algebra $\operatorname{smb} \mathcal{C}$, and the sequence of $C^{*}$-algebras

$$
(0) \mapsto G_{\mathcal{C}} \mapsto \mathcal{C} \mapsto \operatorname{smb} \mathcal{C} \mapsto(0)
$$

is exact. Thus by Lemma 2.11.2 the sequence

$$
(0) \mapsto G_{\mathcal{C}}^{2 \times 2} \mapsto \mathcal{C}^{2 \times 2} \mapsto(\operatorname{smb} \mathcal{C})^{2 \times 2} \mapsto(0)
$$

is also exact, so

$$
\mathcal{C}^{2 \times 2} / G_{\mathcal{C}}^{2 \times 2} \cong(\mathrm{smb} \mathcal{C})^{2 \times 2},
$$

which implies Theorem 2.4.14.
Consider now another example of application of Lemma 2.11.2. Let $\mathcal{A}$ be the $C^{*}$-algebra defined in Section 2.1. Consider the collocation method studied in Section 2.2, and introduce the smallest $C^{*}$-subalgebra $\mathcal{A}(\mathcal{C})$ of $\mathcal{A}$ that contains all sequences of the form $\left(L_{n}(a I+b S) P_{n}\right)$, where $a$ and $b$ are continuous function on $\Gamma_{0}$, and the ideal $G_{\mathcal{C}}$ of all sequences $\left(C_{n}\right), C_{n}: \operatorname{im} P_{n} \mapsto \operatorname{im} P_{n}$ that converge uniformly to zero. Recall that for any sequence $\left(A_{n}\right)=\left(L_{n}(a I+b S) P_{n}\right)$ the strong limits $W_{1}\left(A_{n}\right):=s-\lim A_{n} P_{n}$ and $W_{2}\left(A_{n}\right):=s-\lim \left(W_{n} A_{n} W_{n}\right) P_{n}$ exist and can be extended to ${ }^{*}$-homomorphisms on the whole $\mathcal{A}(\mathcal{C})$, since for any generator of this algebra the above strong limits exist. By $\operatorname{smb} \mathcal{A}(\mathcal{C})$ we denote the $C^{*}$-algebra constituted by all pairs $\left(W_{1}\left(A_{n}\right), W_{2}\left(A_{n}\right)\right),\left(A_{n}\right) \in \mathcal{A}(\mathcal{C})$, so

$$
\mathcal{A}(\mathcal{C}) / G_{\mathcal{C}} \cong \operatorname{smb} \mathcal{A}(\mathcal{C})
$$

and Lemma 2.11.2 again yields

$$
\mathcal{A}(\mathcal{C})^{2 \times 2} / G_{\mathcal{C}}^{2 \times 2} \cong(\operatorname{smb} \mathcal{A}(\mathcal{C}))^{2 \times 2}
$$

Clearly, this argumentation is as before. The details are left to the reader. Note that the polynomial Galerkin method from Section 2.1 can be studied similarly.

### 2.12 Comments and References

Sections 2.1-2.2: It is worth mentioning that the initial achievements in studying approximation methods for singular integral operators without conjugation

$$
\begin{equation*}
A=a_{0} P+b_{0} Q \tag{2.136}
\end{equation*}
$$

are connected with special representations of the operator $A$. Thus for certain classes of coefficients $a_{0}, b_{0}$ this operator can be represented in the form

$$
A=\left(a_{+} P+b_{-} Q\right)\left(P a_{-}+Q b_{+}\right)+T
$$

where $a_{ \pm}$and $b_{ \pm}$are analytic functions in special factorizations

$$
a_{0}=a_{+} a_{-}, \quad b=b_{-} b_{+}
$$

of the coefficients $a$ and $b$, and $T$ is a compact operator. The operators $a_{+} P+b_{-} Q$ and $P a_{-}+Q b_{+}$interact well with projections onto polynomial subspaces, which allows us to establish the stability of approximation methods for the operator (2.136), [85, 86, 89, 112, 174]. Such an approach does not work for the operator

$$
G=a_{0} P+b_{0} Q+M\left(a_{1} P+b_{1} Q\right)
$$

that contains the operator of the complex conjugation $M$, therefore for operators similar to $G$, other approximation methods were developed in two directions. One of the first results was obtained for the method of simple iteration for the Markushevich boundary problem

$$
\begin{equation*}
\varphi^{+}(t)=a(t) \varphi^{-}(t)+\overline{\varphi^{-}(t)}+g(t), \quad t \in \Gamma, \tag{2.137}
\end{equation*}
$$

where $\varphi^{ \pm}$are the boundary values of an unknown function analytic in two complementary domains of the complex plane $\mathbb{C}$ divided by a closed contour $\Gamma$ [156]. Note that convergence of the corresponding approximation method was proved under strict metrical conditions imposed on the coefficients $a$ and $b$. Some direct approximation methods for the operator $G$ and the boundary problem (2.137) are considered in [225, 226], assuming that certain coefficients are analytic in the designated domains.

On the other hand, approximation methods were not applied to the operator $G$ or equation (2.137), but rather to associated systems of equations without conjugation, with successive use of factorization to establish the stability of the method. For singular integral operators with conjugation, this approach was used in $[118,119,120]$; for similar operators but also containing Carleman shift, the corresponding approximation methods are studied in [40, 42, 227], and for boundary problems similar to problem (2.137) in [41, 43]. Such an approach leads to an unnecessary size increase in the systems of algebraic equations obtained, and also requires very strong assumptions about partial indices of the matrix coefficients of associated systems of integral equations. However, the direct application of polynomial projection methods to singular integral equations with conjugation used here does not face such difficulties [50, 51]. Notice also that Theorems 2.1.4 and 2.2.3 can be generalized on the case of piecewise continuous coefficients. The related proofs are much more involved and require new tools. In particular, if one uses ideas similar to Section 2.4, then the stability of the polynomial collocation and Galerkin methods for singular integral operators with piecewise continuous matrix-valued coefficients is crucial. However these results are known (see, e.g., [183, Chapter 7]).

Note that a direct approach to approximate solution of singular integral equations with simple shifts was first used in [155].

Section 2.3: These results are taken from [47, 48, 223], although the formulations and proofs here are slightly different from [47, 48, 223].

Sections 2.4 - 2.8: There are numerous investigations devoted to spline approximation methods for equation (2.62) in the special case $c=d=k^{1}=0$ (see, for example, the papers $[2,3,82,142,176,177,179,182,185,197,199,200,215,216]$ and books [7, 102, 183, 196]). In particular, it was discovered that in many cases, investigation of the approximation method under consideration leads to the study of matrix sequences having a special structure, viz., sequences of paired circulants [178, 182]. The stability problem for such matrix sequences was completely solved
in [178] (see also notes and comments to Chapter 10 in [183]). The Banach algebra $\mathcal{C}$ generated by such sequences was studied later [105], and those results were used here to study real extension $\widetilde{\mathcal{C}}$ of $\mathcal{C}$ and various spline approximation methods for singular integral equations with conjugation on smooth curves [57].

The qualocation method (2.104) was first studied in [215] and [216]. It was observed in [104] that the corresponding approximation sequences belong to the above-mentioned algebra $\mathcal{C}$, which allows one to obtain the necessary and sufficient conditions of its stability for singular integral equations with piecewise continuous coefficients.

Section 2.9: The spline-qualocation method for boundary integral equations was studied in [20]. The results presented here are taken from [52]. It turns out that the stability conditions for the spline qualocation method are essentially simpler than for the polynomial qualocation method.

Section 2.10: The results on stability of the corresponding quadrature methods for singular integral equations with conjugation on simple closed contour are taken from [56].

## Chapter 3

## Approximation Methods for the Riemann-Hilbert Problem


#### Abstract

Approximation methods for the Riemann-Hilbert boundary problem are considered in this chapter. A particular feature of these problems is that the operators studied act in a pair of spaces, so the corresponding operator spaces do not have any multiplication operation which makes the use of algebraic techniques more difficult. However, by introducing appropriate para-algebras, one can obtain necessary and sufficient stability conditions for the approximation methods considered. Note that there are two formulations for the Riemann-Hilbert boundary problem: one is concerned with the solutions from a chosen space of functions analytic inside a given domain $D$ of the complex plane $\mathbb{C}$, whereas another contains an additional requirement that the corresponding solutions take real values at a fixed point of the domain $D$. Here, we deal with the second formulation because it arises more often in applications (cf. [162, Problem P]).


### 3.1 Galerkin Method

Let $\Gamma_{0}$ be the unit circle and let $D$ stand for the open unit disc bounded by $\Gamma_{0}$. By $\stackrel{\circ}{L}_{p}^{+}=\stackrel{\circ}{L}+\underset{p}{+}\left(\Gamma_{0}\right), 1<p<\infty$, we denote the subset of the space $L_{p}\left(\Gamma_{0}\right)$ consisting of the boundary values of the functions $\Phi$ that are analytic in $D$ and such that $\operatorname{Im} \Phi(0)=0$. Note that $\stackrel{\circ}{L_{p}^{+}}, 1<p<\infty$ is a linear space over the field of real numbers. By $\widetilde{L}_{p}=\widetilde{L}_{p}\left(\Gamma_{0}\right), 1<p<\infty$ we denote the Banach space which consists of all real-valued elements of $L_{p}\left(\Gamma_{0}\right)$ equipped with the $L_{p}$ norm. In spaces $\stackrel{\circ}{L_{2}^{+}}$
and $\widetilde{L}_{2}$, inner products can respectively be introduced as

$$
\begin{equation*}
<x, y>=\operatorname{Re}\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} x\left(e^{i s}\right) \overline{y\left(e^{i s}\right)} d s\right), \quad x, y \in \stackrel{\circ}{L_{2}^{+}} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
[x, y]=\frac{1}{2 \pi} \int_{0}^{2 \pi} x\left(e^{i s}\right) y\left(e^{i s}\right) d s, \quad x, y \in \widetilde{L}_{2} \tag{3.2}
\end{equation*}
$$

It is clear that the sets $\stackrel{\circ}{L}+$ and $\widetilde{L}_{2}$ provided with the inner products (3.1) and (3.2), become Hilbert spaces.

The matrix Riemann-Hilbert problem can now be formulated as follows:
Let $G \in L_{\infty}^{m \times m}\left(\Gamma_{0}\right)$ be an $(m \times m)$-matrix function, $f \in \widetilde{L}_{2}^{m}$, and let $M$ be the operator of complex conjugation. Find a vector function $\Phi \in \stackrel{\circ}{L}_{2}^{+, m}$ which satisfies the boundary condition

$$
\begin{equation*}
\frac{1}{2}(I+M) G(t) \Phi(t)=f(t), \quad t \in \Gamma_{0} \tag{3.3}
\end{equation*}
$$

As in Section 2.1, consider the projection operator $P_{n}: L_{2}\left(\Gamma_{0}\right) \rightarrow L_{2}\left(\Gamma_{0}\right)$ defined by

$$
\left(P_{n} \varphi\right)(t)=P\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right):=\sum_{k=-n}^{+n} \varphi_{k} t^{k}
$$

where $\varphi_{k}, k \in \mathbb{Z}$ are the Fourier coefficients of $\varphi$. Let us introduce the finitedimensional operator

$$
K_{0}:=\frac{1}{2}(I+M) t Q t^{-1} P
$$

and note that the operator $P^{\circ}:=P-K_{\circ}$ projects the space $L_{2}$ onto the subspace $\stackrel{\circ}{L}_{2}^{+}$. Let $Q^{\circ}$ denote the complementary projection, so $Q^{\circ}=I-P^{\circ}$. The operator $(1 / 2)(I+M)$ projects the space $L_{2}$ onto the subspace $\widetilde{L}_{2}$. Moreover, if $(1 / 2)(I+M)$ is considered as an operator acting from the space $L_{2}^{+}$to $\widetilde{L}_{2}$, then it is invertible and the inverse operator $V: \widetilde{L}_{2} \rightarrow \stackrel{\circ}{L_{2}^{+}}$is defined by

$$
\begin{equation*}
(V \varphi)(t)=V\left(\sum_{k=-\infty}^{-1} \varphi_{k} t^{k}+\varphi_{0}+\sum_{k=1}^{+\infty} \varphi_{k} t^{k}\right)=\varphi_{0}+2 \sum_{k=1}^{+\infty} \varphi_{k} t^{k} \tag{3.4}
\end{equation*}
$$

To prove invertibility, one has to multiply the operators $V$ and $(1 / 2)(I+M)$ and recall that a function $\varphi \in \widetilde{L}_{2}\left(\Gamma_{0}\right)$ if and only if its Fourier coefficients satisfy the relation

$$
\varphi_{k}=\bar{\varphi}_{-k}, \quad k=0,1, \ldots
$$

In spaces $\stackrel{\circ}{2}_{2}^{+}$and $\widetilde{L}_{2}$ we consider the approximation operators $P_{n}^{\circ}$ and $\widetilde{P}_{n}$ defined by

$$
\begin{aligned}
& \left(P_{n}^{\circ} \varphi\right)(t)=P_{n}^{\circ}\left(\sum_{k=0}^{+\infty} \varphi_{k} t^{k}\right)=\varphi_{0}+\varphi_{1} t+\ldots+\varphi_{n-1} t^{n-1}+\left(\operatorname{Re} \varphi_{n}\right) t^{n}, \\
& \left(\widetilde{P}_{n} \varphi\right)(t)=\widetilde{P}_{n}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\left(\operatorname{Re} \varphi_{-n}\right) t^{-n}+\varphi_{-n+1}+\ldots+\varphi_{-1} t^{-1} \\
& +\varphi_{0}+\varphi_{1} t+\ldots+\varphi_{n-1} t^{n-1}+\left(\operatorname{Re} \varphi_{n}\right) t^{n} .
\end{aligned}
$$

It follows immediately from the definitions that

$$
\begin{array}{ll}
\left(P_{n}^{\circ}\right)^{2}=P_{n}^{\circ}, & \left(\widetilde{P}_{n}\right)^{2}=\widetilde{P}_{n} \\
\left(P_{n}^{\circ}\right)^{*}=P_{n}^{\circ}, & \left(\widetilde{P}_{n}\right)^{*}=\widetilde{P}_{n}
\end{array}
$$

for all $n=1,2, \ldots$. Moreover, the strong convergence of the projections $P_{n}$ to the identity operator $I$ in $\mathcal{L}\left(L_{2}\right)$ implies that the operator sequences $\left(P_{n}^{\circ}\right)$ and $\left(\widetilde{P}_{n}\right)$ converge strongly to the identity operators $I_{L_{2}^{+}}$and $I_{\widetilde{L}_{2}}$, respectively, so the sequences $\left(P_{n}^{\circ}\right)$ and $\left(\widetilde{P}_{n}\right)$ satisfy all requirements of Section 1.6.

Along with equation (3.2) we consider the equation

$$
\begin{equation*}
\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} \Phi_{n}^{\circ}=\widetilde{P}_{n} f \tag{3.5}
\end{equation*}
$$

where $\Phi_{n}^{\circ} \in \operatorname{im} P_{n}^{\circ}$. Writing $\Phi_{n}^{\circ}(t)=\sum_{k=0}^{n} c_{k} t^{k}$, equation (3.5) is equivalent to the system of algebraic equations

$$
\begin{aligned}
& \operatorname{Re}\left[\sum_{k=0}^{n-1}\left(g_{-n-k} c_{k}+\overline{g_{n-k} c_{k}}\right)\right]=\operatorname{Re} f_{-n}, \\
& \sum_{k=0}^{n-1}\left(g_{p-k} c_{k}+\overline{g_{-p-k} c_{k}}\right)=f_{p}, \\
& \operatorname{Im} c_{0}=\operatorname{Im} c_{n}=0, \\
& p=-n+1, \ldots, n-1 \text {. }
\end{aligned}
$$

This system can be reduced to a system of linear algebraic equations.
In the spaces $\stackrel{\circ}{L_{2}^{+}}, \widetilde{L}_{2}$ and $L_{2}$ we consider the operator sequences $\left(W_{n}^{\circ}\right)_{n=1}^{\infty}$,
$\left(\widetilde{W}_{n}\right)_{n=1}^{\infty}$ and $\left(W_{n}\right)_{n=1}^{\infty}$, where

$$
\begin{aligned}
&\left(W_{n}^{\circ} \varphi\right)(t)= W_{n}^{\circ}\left(\sum_{k=0}^{+\infty} \varphi_{k} t^{k}\right)= \\
&\left(\operatorname{Re} \varphi_{n}\right)+\varphi_{n-1} t+\ldots+\varphi_{1} t^{n-1}+\varphi_{0} t^{n} \\
&\left(\widetilde{W}_{n} \varphi\right)(t)=\widetilde{W}_{n}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)= \frac{1}{2} \varphi_{0} t^{-n}+\varphi_{-1} t^{-n+1}+\ldots+\varphi_{-n+1} t^{-1} \\
&+2 \operatorname{Re} \varphi_{n}+\varphi_{1} t+\ldots+v p_{1} t^{n-1}+\frac{1}{2} \varphi_{0} t^{n} \\
&\left(W_{n} \varphi\right)(t)=W_{n}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)= \varphi_{-1} t^{-n}+\varphi_{-2} t^{-n+1}+\ldots+\varphi_{-n} t^{-1} \\
&+\varphi_{n}+\varphi_{n-1} t+\ldots+\varphi_{0} t^{n}
\end{aligned}
$$

It is easy to check that the operators $W_{n}^{\circ}$ and $\widetilde{W}_{n}$ are connected with the operators $P_{n}^{\circ}$ and $\widetilde{P}_{n}$ by the following relations:

$$
\begin{aligned}
& \left(W_{n}^{\circ}\right)^{2}=P_{n}^{\circ}, \quad\left(\widetilde{W}_{n}\right)^{2}=\widetilde{P}_{n}, \quad n=1,2, \ldots \\
& W_{n}^{\circ} P_{n}^{\circ}=W_{n}^{\circ}, \quad \widetilde{W}_{n} \widetilde{P}_{n}=\widetilde{W}_{n}, \quad n=1,2, \ldots
\end{aligned}
$$

Moreover, one also has the following result for the adjoint operators.
Lemma 3.1.1. For any $n=1,2, \ldots$ the operators $W_{n}^{\circ}$ and $\widetilde{W}_{n}$ are self-adjoint, i.e.,

$$
\begin{equation*}
\left(W_{n}^{\circ}\right)^{*}=W_{n}^{\circ}, \quad\left(\widetilde{W}_{n}\right)^{*}=\widetilde{W}_{n} \tag{3.6}
\end{equation*}
$$

and the sequences $\left(W_{n}^{\circ}\right)$ and $\left(\widetilde{W}_{n}\right)$ weakly converge to zero.
Proof. Equations (3.6) follow immediately from the definition of inner products in the spaces $\stackrel{\circ}{L}_{2}^{+}$and $\widetilde{L}_{2}$, cf. (3.1), (3.2). To show the weak convergence of the sequences $\left(W_{n}^{\circ}\right)$ and ( $\widetilde{W}_{n}$ ) one can use the representations

$$
W_{n}^{\circ}=W t^{-n} P_{n}^{\circ}, \quad \widetilde{W}_{n}=W t^{n} \bar{Q} \widetilde{P}_{n}+W t^{-n} \bar{P}_{\widetilde{P}_{n}}
$$

where $\bar{P}, \bar{Q}$ and $W$ are continuous operators defined by

$$
\begin{aligned}
& (\bar{P} \varphi)(t)=\bar{P}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\frac{\varphi_{0}}{2}+\sum_{k=0}^{\infty} \varphi_{k} t^{k}, \\
& \bar{Q}=I-\bar{P}, \quad(W \varphi)(t)=\varphi(\bar{t})
\end{aligned}
$$

and the weak convergence of the sequences of the multiplication operators $\left(t^{n}\right)$ and $\left(t^{-n}\right)$ to zero.

Thus the sequences $\left(P_{n}^{\circ}\right),\left(\widetilde{P}_{n}\right),\left(W_{n}^{\circ}\right),\left(\widetilde{W}_{n}\right)$ define the para-algebra $\mathcal{A}=$ $\left(\mathcal{A}^{\circ}{ }_{2}^{+}, \mathcal{A}^{\circ} \stackrel{\circ}{L}^{+, m} \widetilde{L}_{2}^{m}, \mathcal{A}^{\widetilde{L}_{2}^{m}} \stackrel{\circ}{L_{2}^{+, m}}, \mathcal{A}^{\widetilde{L}_{2}^{m}}\right)$. We mention a number of useful relations connecting the operators $(1 / 2)(I+M), V, P_{n}^{\circ}, \widetilde{P}_{n}, W_{n}^{\circ}, \widetilde{W}_{n}, W_{n}$, viz.,

$$
\begin{align*}
& P_{n}^{\circ} V=V \widetilde{P}_{n}, \quad \widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ}=\frac{1}{2}(I+M) P_{n}^{\circ} P^{\circ},  \tag{3.7}\\
& W_{n}^{\circ} V=V \widetilde{W}_{n}, \quad \widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ}=\frac{1}{2}(I+M) W_{n}^{\circ} P^{\circ},  \tag{3.8}\\
& W_{n}^{\circ}=P W_{n}-K_{n}=W_{n} P-K_{n}, \tag{3.9}
\end{align*}
$$

where

$$
K_{n}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=i \operatorname{Im} \varphi_{n} \quad \text { and } \quad K_{0}=K^{\circ}
$$

Now we can show that operator sequences associated with approximation methods for the Riemann-Hilbert problem (3.1) belong to the para-algebra $\mathcal{A}$.
Lemma 3.1.2. If $G \in L_{\infty}^{m \times m}\left(\Gamma_{0}\right)$, then the sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)$ is in $\mathcal{A}^{{ }^{L_{2}^{+, m}} \widetilde{L}_{2}^{m}}$.
Proof. Since the sequences $\left(\widetilde{P}_{n}\right)$ and $\left(P_{n}^{\circ}\right)$ converge strongly to the identity operators,

$$
s-\lim _{n \rightarrow \infty} \widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}=\frac{1}{2}(I+M) G P^{\circ} .
$$

Then, taking into account the equality

$$
\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{*}=P_{n}^{\circ} P^{\circ} \frac{1}{2}(I+M) G^{*} \widetilde{P}_{n}
$$

one also obtains

$$
s-\lim _{n \rightarrow \infty}\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{*} \widetilde{P}_{n}=P^{\circ} G^{*} \frac{1}{2}(I+M)=\left(\frac{1}{2}(I+M) G P^{\circ}\right)^{*} .
$$

Consider now the sequence $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) G P^{\circ} W_{n}^{\circ}\right)$. We can represent the operator $\widetilde{W}_{n} \frac{1}{2}(I+M) G P^{\circ} W_{n}^{\circ}$ in the form

$$
\begin{aligned}
& \widetilde{W}_{n} \frac{1}{2}(I+M) G P^{\circ} W_{n}^{\circ} \\
& =\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} W_{n}^{\circ}+\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} W_{n}^{\circ} \\
& \\
& \quad=R_{n}^{(1)}+R_{n}^{(2)}
\end{aligned}
$$

According to (3.8) and (3.9) the operator $R_{n}^{(1)}$ can be rewritten as

$$
R_{n}^{(1)}=\frac{1}{2}(I+M) W_{n} P G P W_{n} P^{\circ}-\frac{1}{2}(I+M) W_{n} K^{\circ} G P W_{n} P^{\circ}
$$

Since the operator $K^{\circ}$ is compact, the sequence $\left(\frac{1}{2}(I+M) W_{n} K^{\circ} G P W_{n} P^{\circ}\right)$ converges to zero uniformly. Recalling from [207] that for any $G \in L_{\infty}^{m \times m}$ one has the strong limit

$$
s-\lim _{n \rightarrow \infty} W_{n} P G P W_{n}=P \widetilde{G} P
$$

where $\widetilde{G}(t)=G(\bar{t})$, it follows that

$$
s-\lim _{n \rightarrow \infty} R_{n}^{(1)}=\frac{1}{2}(I+M) P^{\circ} \widetilde{G} P^{\circ}
$$

Before studying the sequence $\left(R_{n}^{(2)}\right)$ we note the easily verified equation

$$
\begin{equation*}
\widetilde{W}_{n} \frac{1}{2}(I+M) Q=\frac{1}{2}(I+M) t W_{n} Q \tag{3.10}
\end{equation*}
$$

so using (3.10) we obtain

$$
\begin{align*}
R_{n}^{(2)}=\frac{1}{2}(I+M) & t W_{n} Q G P W_{n} \\
& -\frac{1}{2}(I+M) t W_{n} Q G K^{\circ} W_{n}-\frac{1}{2}(I+M) t W_{n} Q G P^{\circ} K_{n} \tag{3.11}
\end{align*}
$$

Since $W_{n} Q G P W_{n}$ tends to zero as $n \rightarrow \infty$ and the operator $K^{\circ}$ is compact, all operators in the right-hand side of (3.11) strongly converge to zero. Therefore

$$
s-\lim _{n \rightarrow \infty} \widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} W_{n}^{\circ}=\frac{1}{2}(I+M) P \widetilde{G} P^{\circ}=\frac{1}{2}(I+M) P^{\circ} \widetilde{G} P^{\circ} .
$$

The sequence $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} W_{n}^{\circ}\right)^{*}$ can be studied analogously. That completes the proof.

Consider next the sequence $\left(P_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{P}_{n}\right)$ with $G \in L_{\infty}^{m \times m}$.
Lemma 3.1.3. Let $G \in L_{\infty}^{m \times m}$. Then $\left(P_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{P}_{n}\right) \in \mathcal{A}^{\widetilde{L}_{2}^{m} L_{2}^{+, m}}$.
Proof. As previously, the most demanding part of the proof is the study of the sequence ( $W_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{W}_{n}$ ). Let us represent the operator $W_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{W}_{n}$ as the sum of four operators, viz.,

$$
\begin{aligned}
W_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{W}_{n}= & W_{n} P G P W_{n} P^{\circ} V-K_{n} P G P W_{n} P_{n}^{\circ} V \\
& -W_{n}^{\circ} P^{\circ} G K_{n} P^{\circ} V-W_{n} K^{\circ} G P W_{n} P^{\circ} V .
\end{aligned}
$$

It is clear that the last two terms strongly converge to zero as $n \rightarrow \infty$. Now $K_{n} P G P W_{n} V$ tends to $K^{\circ} P G P^{\circ} V$,

$$
s-\lim _{n \rightarrow \infty} W_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{W}_{n}=P \widetilde{G} P^{\circ} V-K^{\circ} P \widetilde{G} P^{\circ} V=P^{\circ} \widetilde{G} P^{\circ} V
$$

The same approach also works for the sequence $\left(W_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{W}_{n}\right)^{*}$, and hence $\left(P_{n}^{\circ} P^{\circ} G P^{\circ} V \widetilde{P}_{n}\right) \in \mathcal{A}^{\widetilde{L}_{2}^{m}}{ }_{2}^{\circ}{ }^{+, m}$.

We need an auxiliary result.
Lemma 3.1.4. Let $a \in L_{\infty}$. The operator $P^{\circ} a Q^{\circ}\left(Q^{\circ} a P^{\circ}\right)$ is compact on the space $L_{p}, 1<p<\infty$, if and only if the operator $\operatorname{PaQ}(Q a P)$ is compact on the same space $L_{p}$.

Proof. Since the projections $P$ and $Q$ are bounded and $K^{\circ}$ is a finite-dimensional operator, all the three operators $K^{\circ} a Q, P a K^{\circ}$ and $K^{\circ} a K^{\circ}$ are compact. Thus for the operator $P^{\circ} a Q^{\circ}$ the result follows from the equation

$$
P^{\circ} a Q^{\circ}=P a Q+K^{\circ} a Q-P a K^{\circ}-K^{\circ} a K^{\circ}
$$

Now we can prove the main result of this section.
Theorem 3.1.5. Let matrices $G, G^{-1} \in \mathbf{C}^{m \times m}$. The sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)$ is stable if and only if the operator $\frac{1}{2}(I+M) G P^{\circ} \in \mathcal{L}\left(\stackrel{\circ}{L}_{2}^{+, m}, \widetilde{L}_{2}^{m}\right)$ and the operator


Proof. Necessity immediately follows from Lemma 3.1.2 and Theorem 1.8.4. For sufficiency we consider the operators $K=\frac{1}{2}(I+M) G P^{\circ}$ and $R:=P^{\circ} G^{-1} P^{\circ} V$, and show that

$$
\begin{align*}
& \left(\widetilde{P}_{n} K P^{\circ}\right)\left(P^{\circ} R \widetilde{P}_{n}\right)-\left(\widetilde{P}_{n}\right) \in \mathcal{J}^{\widetilde{L}_{2}^{m}}  \tag{3.12}\\
& \left(P^{\circ} R \widetilde{P}_{n}\right)\left(\widetilde{P}_{n} K P^{\circ}\right)-\left(P_{n}^{\circ}\right) \in \mathcal{J}^{\circ} L_{2}^{+, m} \tag{3.13}
\end{align*}
$$

Let us consider the sequence

$$
\begin{aligned}
\left(\widetilde{P}_{n} K P^{\circ}\right)\left(P^{\circ} R \widetilde{P}_{n}\right)= & \left(\widetilde{P}_{n}\right)-\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G Q^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}\right) \\
& -\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} Q_{n}^{\circ} P^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}\right)
\end{aligned}
$$

where $Q_{n}^{\circ}=I-P_{n}^{\circ}$. For the continuous matrix $G^{-1}$ the operator $Q G^{-1} P$ is compact, so it follows from Lemma 3.1.4 that the operator $Q^{\circ} G^{-1} P^{\circ}$ is compact and therefore the sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G Q^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}\right)$ belongs to the ideal
$\mathcal{J}^{\widetilde{L}_{2}^{m}}$. It remains to consider the sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} Q_{n}^{\circ} P^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}\right)$. Let $a, b \in L_{\infty}$. We now show that

$$
\begin{align*}
\widetilde{P}_{n} \frac{1}{2}(I+M) a P^{\circ} Q_{n}^{\circ} P^{\circ} b P^{\circ} V \widetilde{P}_{n}= & \widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} a P^{\circ} Q_{n}^{\circ} P^{\circ} b P^{\circ} V \widetilde{P}_{n} \\
& +\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{a} Q^{\circ} \widetilde{b} P^{\circ} V \widetilde{P}_{n} \tag{3.14}
\end{align*}
$$

Due to the "commutation" relations (3.7), (3.8), one only needs to establish relation

$$
\begin{equation*}
P_{n}^{\circ} P^{\circ} a P^{\circ} Q_{n}^{\circ} P^{\circ} b P^{\circ} P_{n}^{\circ}=W_{n}^{\circ} P^{\circ} \widetilde{a} Q^{\circ} P^{\circ} \widetilde{b} P^{\circ} W_{n}^{\circ} \tag{3.15}
\end{equation*}
$$

This follows by using the Fourier expansions of the corresponding elements. Thus

$$
b(t)=\sum_{j=-\infty}^{+\infty} b_{j} t^{j}, \quad a(t)=\sum_{l=-\infty}^{+\infty} a_{l} t^{l}, \quad x_{n}(t)=\sum_{k=0}^{n} f_{k}^{*} t^{k}
$$

where

$$
f_{k}^{*}:=\left\{\begin{array}{lll}
f_{k} & \text { if } \quad 0 \leq k<n \\
\operatorname{Re} f_{n} & \text { if } \quad k=n
\end{array}\right.
$$

so for every $x_{n} \in \operatorname{im} P_{n}^{\circ}$ one has

$$
\begin{aligned}
& P_{n}^{\circ} P^{\circ} a P^{\circ} Q_{n}^{\circ} P^{\circ} b P^{\circ} P_{n}^{\circ} x_{n}(t) \\
& = \\
& \quad \operatorname{Re}\left(\sum_{r=n+1}^{\infty} \sum_{k=0}^{n} a_{-r} b_{r-k} f_{k}^{*}+i a_{-n} \operatorname{Im}\left(\sum_{k=0}^{n} b_{r-k} f_{k}^{*}\right)\right) \\
& \quad+\sum_{p=1}^{n-1}\left(\sum_{r=n+1}^{\infty} \sum_{k=0}^{n} a_{p-r} b_{r-k} f_{k}^{*}+i a_{p-n} \operatorname{Im}\left(\sum_{k=0}^{n} b_{r-k} f_{k}^{*}\right)\right) t^{p} \\
& \quad+\operatorname{Re}\left(\sum_{r=n+1}^{\infty} \sum_{k=0}^{n} a_{n-r} b_{r-k} f_{k}^{*}+i a_{0} \operatorname{Im}\left(\sum_{k=0}^{n} b_{r-k} f_{k}^{*}\right)\right) t^{n} \\
& =W_{n}^{\circ} P^{\circ} \widetilde{a} Q^{\circ} \widetilde{b} P^{\circ} W_{n}^{\circ} x_{n}(t) .
\end{aligned}
$$

This and relation (3.14) implies

$$
\begin{aligned}
\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} Q_{n}^{\circ} P^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}= & \widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} Q_{n}^{\circ} P^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n} \\
& +\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{G} Q^{\circ} \widetilde{G}^{-1} P^{\circ} V \widetilde{W}_{n}
\end{aligned}
$$

and since $G^{ \pm 1} \in \mathbf{C}^{m \times m}$, the sequence $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{G} Q^{\circ} \widetilde{G}^{-1} P^{\circ} V \widetilde{W}_{n}\right) \in \mathcal{J}^{\tilde{L}_{2}^{m}}$. Let us show that the sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} Q_{n}^{\circ} P^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}\right)$ belongs to
the same ideal $\mathcal{J}^{L_{2}^{m}}$. We estimate the norms of the corresponding operators; thus

$$
\begin{aligned}
& \left\|\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} Q_{n}^{\circ} P^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}\right\| \\
& \leq\left\|\widetilde{P}_{n} \frac{1}{2}(I+M) Q G P Q_{n} P G^{-1} P^{\circ} V \widetilde{P}_{n}\right\| \\
& \quad+\left\|\widetilde{P}_{n} \frac{1}{2}(I+M) Q G P K_{n} P G^{-1} P^{\circ} V \widetilde{P}_{n}\right\|
\end{aligned}
$$

where $Q_{n}=I-P_{n}$ and $\left(K_{n} x\right)(t)=i\left(\operatorname{Im} x_{n}\right) t^{n}$. Let $\widetilde{K}_{n}$ denote the operator defined on the space $L_{2}$ by

$$
\left(\widetilde{K}_{n} x\right)(t)=x_{n} t^{n}
$$

Since $|a \operatorname{Im} b| \leq|a b|$ for any $a, b \in \mathbb{C}$, one has

$$
\left\|Q G P K_{n}\right\| \leq\left\|Q G P \widetilde{K}_{n}\right\|
$$

The strong convergence of the operators $Q_{n}$ and $K_{n}$ to zero and the compactness of the operator $Q G P$ implies that $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} Q_{n}^{\circ} P^{\circ} G^{-1} P^{\circ} V \widetilde{P}_{n}\right) \in \mathcal{J}^{m} \tilde{L}_{2}$. Inclusion (3.13) can be verified analogously. Relations (3.12) and (3.13) show that the element $\left(\widetilde{P}_{n} K P_{n}^{\circ}\right)$ is $\mathcal{J}$-invertible, which completes the proof.

### 3.2 Interpolation method for the Riemann-Hilbert problem with continuous coefficients

In this section an approximation method based on modified Lagrange operators $\widetilde{L}_{n}, n \in \mathbb{N}$ is studied. Note that these operators do not preserve the values of functions on the grid under consideration, so the usual methods to study the stability of projection methods $[86,112]$ connected with Lagrange operators are not effective. However, the algebraic approach used in Section 3.1 works well.

Let $\mathbf{R}$ again be the set of the Riemann integrable functions on the unit circle $\Gamma_{0}$, and $\widetilde{\mathbf{R}}$ be the subset of the real-valued functions from $\mathbf{R}$. Let us recall that the interpolation Lagrange operator $L_{n}$ over the uniform grid is defined by

$$
\begin{equation*}
\left(L_{n} f\right)(t)=\sum_{k=-n}^{n} \beta_{k} t^{k}, \quad \beta_{k}=\frac{1}{2 n+1} \sum_{j=-n}^{n} f\left(t_{j}^{(n)}\right) t_{j}^{-k} \tag{3.16}
\end{equation*}
$$

The operator $L_{n}$ acts from the space $\widetilde{\mathbf{R}}$ to $\widetilde{\mathbf{R}}$, because for any real-valued function $f$ the coefficients $\beta_{k}$ in (3.16) satisfy the relation

$$
\begin{equation*}
\bar{\beta}_{k}=\beta_{-k}, \quad k=0,1, \ldots, n \tag{3.17}
\end{equation*}
$$

and this means that $L_{n} f \in \widetilde{\mathbf{R}}$. Consider further an operator $\widetilde{L}_{n}$ defined on the linear space $\mathbf{R}$ by

$$
\widetilde{\beta}_{k}= \begin{cases}\beta_{k} & \text { if } k=-n+1,-n+2, \ldots, n-1 \\ \operatorname{Re}\left(\frac{1}{2 n+1} \sum_{j=-n}^{n} f\left(t_{j}^{(n)}\right) t_{j}^{-n}\right) & \text { if } k=n \\ \operatorname{Re}\left(\frac{1}{2 n+1} \sum_{j=-n}^{n} f\left(t_{j}^{(n)}\right) t_{j}^{n}\right) & \text { if } k=-n\end{cases}
$$

where the coefficients $\beta_{k}$ are given by (3.16). If $f \in \widetilde{\mathbf{R}}$, then from (3.17) the polynomial $\widetilde{L}_{n} f$ belongs to the subspace im $\widetilde{P}_{n}$. Let us list some properties of the operators $\widetilde{L}_{n}$ inherited from the Lagrange operator [ $\left.86,113,228\right]$.
Lemma 3.2.1. For any $f \in \mathbf{R}$ the limit

$$
\lim _{n \rightarrow \infty}\left\|f-\widetilde{L}_{n} f\right\|_{2}=0
$$

Lemma 3.2.2. For any $g \in \mathbf{R}$ and for any polynomial $x_{n}(t)=\sum_{j=-n}^{n} a_{j} t^{j}$, the inequality

$$
\begin{equation*}
\left\|\widetilde{L}_{n}\left(g x_{n}\right)\right\|_{2} \leq\|g\|_{\infty}\left\|x_{n}\right\|_{2} \tag{3.18}
\end{equation*}
$$

holds.
Proof. To verify inequality (3.18), one has to apply the Parseval formula twice. Thus, if $\beta_{k}, k=-n, \ldots, n$ are the coefficients of the Lagrange polynomial $L_{n}\left(g x_{n}\right)(t)$, then

$$
\begin{aligned}
\left\|\widetilde{L}_{n}\left(g x_{n}\right)\right\|_{2}^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi} & \left|\left(\widetilde{L}_{n}\left(g x_{n}\right)\right)\left(e^{i \theta}\right)\right|^{2} d \theta=\sum_{k=-n}^{n}\left|\widetilde{\beta}_{k}\right|^{2} \\
& \leq \sum_{k=-n}^{n}\left|\beta_{k}\right|^{2}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left|\left(L_{n}\left(g x_{n}\right)\right)\left(e^{i \theta}\right)\right|^{2}=\left\|L_{n}\left(g x_{n}\right)\right\|_{2}^{2}
\end{aligned}
$$

and it remains to use the known inequality $[86,113]$

$$
\left\|L_{n}\left(g x_{n}\right)\right\|_{2} \leq\|g\|_{\infty}\left\|x_{n}\right\|_{2}
$$

to complete the proof.
An approximate solution for the Riemann-Hilbert problem (3.3) is sought as a polynomial $\Phi_{n}^{\circ} \in \operatorname{im} P_{n}^{\circ}$, viz.,

$$
\Phi_{n}^{\circ}(t)=\sum_{k=0}^{n} a_{k} t^{k}
$$

The operator equation

$$
\begin{equation*}
\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} \Phi_{n}^{\circ}=\widetilde{L}_{n} f \tag{3.19}
\end{equation*}
$$

is then equivalent to a system of algebraic equations with respect to the unknown coefficients $a_{k}, k=0,1, \ldots, n$, on equating the coefficients of the polynomials from the left- and right-hand sides of (3.19).

As mentioned in Section 2.2, it is more convenient to consider the equation

$$
\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} \Phi_{n}^{\circ}=\widetilde{P}_{n} f
$$

instead of (3.19). Of course, this does not make any difference for the stability of the method. To study the stability of the sequence $\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} \Phi_{n}^{\circ}\right)$, we again invoke the para-algebra $\mathcal{A}=\left(\mathcal{A}^{L_{2}^{+}}, \mathcal{A}^{\circ}{ }_{2}^{+, m} \widetilde{L}_{2}^{m}, \mathcal{A}^{\widetilde{L}_{2}^{m}}{ }_{2}^{\circ}{ }_{2}^{+, m}, \mathcal{A}^{\tilde{L}_{2}^{m}}\right)$.

Lemma 3.2.3. If $G \in \mathbf{R}^{m \times m}$, the sequence $\left(A_{n}\right)=\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} \Phi_{n}^{\circ}\right)$ belongs to the para-algebra $\mathcal{A}$.

Proof. It suffices to show that

$$
\begin{equation*}
s-\lim _{n \rightarrow \infty} A_{n} P_{n}^{\circ}=A, \quad s-\lim _{n \rightarrow \infty} \widetilde{W}_{n} A_{n} W_{n}^{\circ}=\widetilde{A} \tag{3.20}
\end{equation*}
$$

and that

$$
\begin{equation*}
s-\lim _{n \rightarrow \infty}\left(A_{n}\right)^{*} \widetilde{P}_{n}=A^{*}, \quad s-\lim _{n \rightarrow \infty}\left(\widetilde{W}_{n} A_{n} W_{n}^{\circ}\right)^{*} \widetilde{P}_{n}=\widetilde{A}^{*} \tag{3.21}
\end{equation*}
$$

The first of relations (3.20) can be verified similarly to the corresponding relation from Section 2.2 and is a consequence of the strong convergence of the sequence $\left(P_{n}^{\circ}\right)$ to the identity operator on the space $\stackrel{\circ}{L}_{2}^{+}$and Lemmas 3.2.1 and 3.2.2. Indeed, if $G \in \mathbf{R}^{m \times m}$, then

$$
\begin{aligned}
\left\|\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} x\right\|_{2} & \leq \frac{1}{2}\left\|(I+M) \widetilde{L}_{n} G P^{\circ} P_{n}^{\circ} x\right\|_{2} \\
& \leq\left\|\widetilde{L}_{n} G P^{\circ} P_{n}^{\circ} x\right\|_{2} \leq\|G\|_{\infty}\left\|P_{n}^{\circ} x\right\|_{2} \leq\|G\|_{\infty}\|x\|_{2}
\end{aligned}
$$

i.e., the sequence $\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} x\right)$ is uniformly bounded. Let us now take $n \geq l$ and let $x_{l} \in \operatorname{im} P_{n}^{\circ}$. Then $P^{\circ} P_{n}^{\circ} x_{l}=x_{l}$ and $\frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} x_{l}$ is Riemann integrable, so by Lemma 3.2.1, $\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} x_{l}$ tends to $\frac{1}{2}(I+M) G P^{\circ} x_{l}$ as $n$ tends to 0 . Therefore, by the Banach Steinhaus theorem [77]

$$
s-\lim _{n \rightarrow \infty} \widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}=\frac{1}{2}(I+M) G P^{\circ} .
$$

Let us now consider the sequence $\left(\widetilde{W}_{n} \widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} W_{n}^{\circ}\right)$. It can be represented as the sum of two sequences $\left(R_{n}^{(1)}\right)=\left(\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{L}_{n} G P^{\circ} W_{n}^{\circ}\right)$ and $\left(R_{n}^{(2)}\right)=\left(\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} \widetilde{L}_{n} G P^{\circ} W_{n}^{\circ}\right)$. To study these sequences, we use equation (3.8) and the equation

$$
\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ}=\frac{1}{2}(I+M) t W_{n} Q
$$

Thus for $\left(R_{n}^{(1)}\right)$ one obtains

$$
R_{n}^{(1)}=\frac{1}{2}(I+M) W_{n} P \widetilde{L}_{n} G P W_{n} P^{\circ} P_{n}^{\circ}-\frac{1}{2}(I+M) W_{n} K^{\circ} G P^{\circ} W_{n}^{\circ}
$$

Since the operator $K^{\circ}$ is finite-dimensional and the sequence ( $W_{n}$ ) weakly converges to zero, the limit

$$
s-\lim _{n \rightarrow \infty} \frac{1}{2}(I+M) W_{n} K^{\circ} G P^{\circ} W_{n}^{\circ}=0
$$

so by [117] one has

$$
s-\lim _{n \rightarrow \infty} R_{n}^{(1)}=\frac{1}{2}(I+M) P^{\circ} \widetilde{G} P^{\circ} .
$$

Analogously,

$$
s-\lim _{n \rightarrow \infty} R_{n}^{(2)}=\frac{1}{2}(I+M) t Q \widetilde{G} P^{\circ} .
$$

The last two equations lead to the relation

$$
s-\lim _{n \rightarrow \infty} \widetilde{W}_{n} A_{n} W_{n}^{\circ}=\frac{1}{2}(I+M)\left(P^{\circ}+t Q\right) \widetilde{G} P^{\circ}
$$

It remains to show the limit relations (3.21). Consider for example the sequence $\left(A_{n}^{*} \widetilde{P}_{n}\right)$. The identity

$$
\left[\frac{1}{2}(I+M) G P^{\circ} \varphi, \psi\right]=<\varphi, P^{\circ} G^{*} \frac{1}{2}(I+M) \psi>
$$

is valid for all $\varphi \in{\stackrel{\circ}{L_{2}}+m}^{+, m}$ and for all $\psi \in \widetilde{L}_{2}^{m}$, therefore

$$
\begin{equation*}
\left(\frac{1}{2}(I+M) G P^{\circ}\right)^{*}=P^{\circ} G^{*} \frac{1}{2}(I+M) \tag{3.22}
\end{equation*}
$$

Straightforward computation of the adjoint operator to the operator $\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}$ gives

$$
\begin{equation*}
\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{*} \widetilde{P}_{n}=P^{\circ} \widetilde{L}_{n} G^{*} \frac{1}{2}(I+M) \widetilde{P}_{n} \tag{3.23}
\end{equation*}
$$

so from (3.22) and (3.23) we notice that

$$
s-\lim _{n \rightarrow \infty}\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{*} \widetilde{P}_{n}=\left(\frac{1}{2}(I+M) G P^{\circ}\right)^{*}
$$

Another sequence in (3.21) is considered analogously. Thus for any $G \in \mathbf{R}^{m \times m}$, the sequence $\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right) \in \mathcal{A}$.
Theorem 3.2.4. If $G \in \mathbf{C}^{m \times m}$, then the sequence $\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)$ is stable if and only if the operators $A=\frac{1}{2}(I+M) G P^{\circ}$ and $\widetilde{A}=\frac{1}{2}(I+M)\left(P^{\circ}+t Q\right) \widetilde{G} P^{\circ}$ are invertible in $\mathcal{L}\left(L_{2}^{+, m}, \widetilde{L}_{2}^{m}\right)$.

The proof of this result is based on two lemmas.
Lemma 3.2.5. If $G \in \mathbf{C}^{m \times m}$, then the sequences $\left(A_{n}\right)=\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)$ and $\left(B_{n}\right)=\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)$ belong to the same coset of the quotient para-algebra $\mathcal{A} / \mathcal{J}$.

Proof. Consider the difference

$$
A_{n}-B_{n}=\left(\widetilde{L}_{n}-\widetilde{P}_{n}\right) \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}
$$

From now on the symbol $P_{n}^{\circ}$ is used to denote an operator defined on the space $L_{2}$ by

$$
\begin{gather*}
\left(P_{n}^{\circ} \varphi\right)(t)=P_{n}^{\circ}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\left(\operatorname{Re} \varphi_{-n}\right) t^{-n}+\varphi_{-n+1} t^{-n+1}+\ldots+\varphi_{-1} \\
+\operatorname{Re} \varphi_{0}+\varphi_{1} t+\ldots+\varphi_{n-1} t^{n-1}+\left(\operatorname{Re} \varphi_{n}\right) t^{n} \tag{3.24}
\end{gather*}
$$

It is obvious that this operator is an extension on the whole space $L_{2}$ of the operator $P_{n}^{\circ}$ considered earlier on the space $\stackrel{\circ}{L}_{2}^{+}$only. Moreover, the restriction of this operator on the space $\widetilde{L}_{2}$ coincides with the operator $\widetilde{P}_{n}$, i.e., $\left.P_{n}^{\circ}\right|_{\widetilde{L}_{2}}=\widetilde{P}_{n}$. Therefore

$$
\begin{equation*}
A_{n}-B_{n}=\widetilde{L}_{n} Q_{n}^{\circ} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} P_{n}^{\circ}+\widetilde{L}_{n} Q_{n}^{\circ} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} P_{n}^{\circ} \tag{3.25}
\end{equation*}
$$

Let us first assume that the entries of the matrix $G$ are the polynomials. Then the operator $Q^{\circ} G P^{\circ}: \stackrel{\circ}{L_{2}^{+, m}} \rightarrow \mathbf{C}^{m}$ is compact and, since $Q_{n}^{\circ}$ strongly converges to zero, the sequence $\left(\widetilde{L}_{n} Q_{n}^{\circ} \frac{1}{2}(I+M) Q^{\circ} G P^{\circ} P_{n}^{\circ}\right) \in \mathcal{J}^{L_{2}^{+, m}} \widetilde{L}_{2}^{m}$. For the first term in (3.25), we use the identity

$$
Q_{n}^{\circ} P^{\circ} G P^{\circ} W_{n}^{\circ}=t^{n} W Q \widetilde{G} P^{\circ} P_{n}^{\circ}
$$

to obtain

$$
\widetilde{L}_{n} Q_{n}^{\circ} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} P_{n}^{\circ}=\widetilde{W}_{n} \widetilde{K}_{n} W_{n}^{\circ}
$$

where $\widetilde{K}_{n}=\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} \widetilde{L}_{n} t^{n} W Q^{\circ} G P^{\circ} P_{n}^{\circ}$. Further, since $G$ is a polynomial matrix, the operator $W Q^{\circ} \widetilde{G} P^{\circ}: \stackrel{\circ}{2}_{2}^{+, m} \rightarrow \mathbf{C}^{m}$ is compact. Moreover, for each $l_{0} \in \mathbb{Z}, 0 \leq l_{0} \leq n$ one has

$$
\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} \widetilde{L}_{n} t^{n} t^{l_{0}}=\frac{1}{2}(I+M) t t^{-l_{0}}
$$

i.e., on the set $1, t, t^{2}, \ldots$ the sequence $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} \widetilde{L}_{n} t^{n}\right)$ strongly converges to the operator $\frac{1}{2}(I+M) t W$. Therefore

$$
\begin{equation*}
\widetilde{L}_{n} Q_{n}^{\circ} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} P_{n}^{\circ}=\widetilde{W}_{n} K W_{n}^{\circ}+\widetilde{W}_{n}\left(\widetilde{K}_{n}-K\right) W_{n}^{\circ} \tag{3.26}
\end{equation*}
$$

where $K=\frac{1}{2}(I+M) t Q^{\circ} \widetilde{G} P^{\circ}$ is a compact operator and the sequence $K_{n}$ uniformly converges to the operator $K$. Thus for any polynomial matrix $G$, both terms in the right-hand side of (3.26) belong to the ideal $\mathcal{J}$. The case where $G$ is a continuous matrix function is reduced to this in an obvious way.

Lemma 3.2.6. If $G \in \mathbf{C}^{m \times m}$ and $\operatorname{det} G(t) \neq 0$ everywhere on $\Gamma_{0}$, then the coset of $\mathcal{A} / \mathcal{J}$ that contains the sequence $\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}$ is invertible.

This result was established in the proof of Theorem 3.1.5, cf. (3.12), (3.13).
Combination of Lemmas 3.2.5, 3.2.6 with Theorem 1.8.4 gives the proof of Theorem 3.2.4.

### 3.3 Local Principle for the Para-Algebra $\mathcal{A} / \mathcal{J}$

Consider again the quotient para-algebra

$$
\mathcal{A} / \mathcal{J}:=\left(\mathcal{A}^{L_{2}^{+}} / \mathcal{J}^{L_{2}^{+}}, \mathcal{A}^{\circ_{2}^{+, m}} \widetilde{L}_{2}^{m} / \mathcal{J}^{\circ} \dot{L}_{2}^{+, m} \widetilde{L}_{2}^{m}, \mathcal{A}^{\widetilde{L}_{2}^{m}{ }_{2}^{+, m}} / \mathcal{J}^{\tilde{L}_{2}^{m}{ }^{\circ}{ }_{2}^{+, m}}, \mathcal{A}^{\widetilde{L}_{2}^{m}} / \mathcal{J}^{\widetilde{L}_{2}^{m}}\right),
$$

and recall that the coset of this para-algebra that contains the sequence $\left(A_{n}\right)$ is denoted by $\left(A_{n}\right)^{\circ}$. Now we are going to study the stability of the Galerkin and approximation methods for the Riemann-Hilbert problem with discontinuous coefficient $G$. This can be done by means of the local principle described in Section 1.9.3. For that we construct two systems of elements, one of which belongs to the quotient set $\mathcal{A}^{\widetilde{L}_{2}^{m}} / \mathcal{J}^{\widetilde{L}_{2}^{m}}$ and the other to the quotient set $\mathcal{A}^{\circ}{ }_{2}^{+} / \mathcal{J}^{\circ}{ }_{2}^{+}$such that they are reciprocally interchangeable with the cosets $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{\circ}$ for $G \in L_{\infty}^{m \times m}$. Further we will show that these systems contain sub-systems of localizing covering classes, which are reciprocally interchangeable with the cosets $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{\circ}$. To proceed, we need auxiliary identities. Let $P_{n}^{\circ}$ be the
operator defined by (3.24), and let $\bar{P}_{n}:=P_{n}^{\circ}+K^{\circ}$. The operators $P_{n}^{\circ}$ and $\bar{P}_{n}$ are connected with the operator $\widetilde{P}_{n}$ by simple relations, viz.,

$$
\widetilde{P}_{n} \frac{1}{2}(I+M)=\frac{1}{2}(I+M) P_{n}^{\circ}=\frac{1}{2}(I+M) \bar{P}_{n} .
$$

We also use the identities

$$
\begin{equation*}
\frac{1}{2}(I+M) Q^{\circ} P_{n}^{\circ} a P_{n}^{\circ} P^{\circ}=\frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} a P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2}(I+M) P_{n}^{\circ} Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d P^{\circ} e P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}=\frac{1}{2}(I+M) P_{n}^{\circ} Q^{\circ} d \bar{P}_{n} e P^{\circ} P_{n}^{\circ} \tag{3.28}
\end{equation*}
$$

which are valid for any $a, d, e \in L_{\infty}$. The proof of (3.27) and (3.28) is similar to the proof of (3.15).

Thus the operator $\frac{1}{2}(I+M) Q^{\circ} P_{n}^{\circ} d e P_{n}^{\circ} P^{\circ}$ can be rewritten as

$$
\begin{aligned}
\frac{1}{2}(I+M) Q^{\circ} P_{n}^{\circ} d e P_{n}^{\circ} P^{\circ}= & \frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} \\
= & \frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} \\
& +\frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d P^{\circ} P_{2 n}^{\circ} P^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} \\
& +\frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d P^{\circ} Q_{2 n}^{\circ} P^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ}
\end{aligned}
$$

Now applying (3.28) one obtains

$$
\begin{align*}
& \left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} d e P^{\circ} P_{n}^{\circ}\right) \\
& =\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} d \bar{P}_{n} e P^{\circ} P_{n}^{\circ}\right)-\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} d K^{\circ} e P^{\circ} P_{n}^{\circ}\right) \\
& \quad+\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} t^{-n} W_{2 n}^{\circ} P^{\circ} \widetilde{d} Q^{\circ} \widetilde{e} P^{\circ} W_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right) \\
& \quad+\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right) . \tag{3.29}
\end{align*}
$$

If at least one of the functions $e$ or $d$ is continuous, then the third sequence in the right-hand side of (3.29) belongs to the ideal $\mathcal{J}$. Indeed, the operator $P^{\circ} \widetilde{d} Q^{\circ} \widetilde{e} P^{\circ}$ is compact and $Q^{\circ} t^{-n} W_{2 n}^{\circ}$ strongly converges to zero, so $\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} t^{-n} W_{2 n}^{\circ} P^{\circ} \widetilde{d} Q^{\circ} \widetilde{e} P^{\circ} W_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}$ converges to zero uniformly. The sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} d K^{\circ} e P^{\circ} P_{n}^{\circ}\right)$ also belongs to the ideal $\mathcal{J}$ because the
operator $K^{\circ}$ is compact. Let us now show that the continuity of $d$ or $e$ implies the inclusion

$$
\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right) \in \mathcal{J}^{\circ}{ }_{2}^{+} \widetilde{L}_{2} .
$$

Recall that the operator $W \in \mathcal{L}\left(L_{2}\right)$ is defined by $(W \varphi)(t)=\varphi(\bar{t})$, so

$$
\widetilde{W}_{n} \frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ}=\frac{1}{2}(I+M) P_{n-1} W P^{\circ}
$$

hence one can rewrite the operator under consideration as

$$
\begin{align*}
& \widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ} \\
& =\left(\widetilde{W}_{n}\right)^{2} \frac{1}{2}(I+M) Q^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ} \\
& =\widetilde{W}_{n} \frac{1}{2}(I+M) P_{n-1} W P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ} \\
& =\widetilde{W}_{n} \frac{1}{2}(I+M) W P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}+R_{n} \tag{3.30}
\end{align*}
$$

where the operators $R_{n}=-\widetilde{W}_{n} \frac{1}{2}(I+M) Q_{n-1} W P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}$ uniformly converge to zero. It remains to consider the first term in (3.30). Since $(I+M) W K^{\circ}=0$ and $K^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ}=0$, we can write

$$
\begin{align*}
& \left(\widetilde{W}_{n} \frac{1}{2}(I+M) W P^{\circ} d Q^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right) \\
& =\left(\widetilde{W}_{n} \frac{1}{2}(I+M) W P d Q e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right) \\
& \quad+\left(\widetilde{W}_{n} \frac{1}{2}(I+M) W P d K^{\circ} e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right) . \tag{3.31}
\end{align*}
$$

We next show that both sequences in the right-hand side of (3.31) are in $\mathcal{J}^{\circ}{ }_{2}^{+} \tilde{L}_{2}$. Consider the sequence $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) W P d K^{\circ} e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right)$. If $\widetilde{K}^{\circ}$ denotes the operator

$$
\left(\widetilde{K}^{\circ} \varphi\right)(t)=\widetilde{K}^{\circ}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right) \varphi_{0}
$$

then

$$
\begin{aligned}
& \left\|\widetilde{W}_{n} \frac{1}{2}(I+M) W P d K^{\circ} e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right\| \\
& =\left\|\widetilde{W}_{n} \frac{1}{2}(I+M) W P d K^{\circ} e P t^{n} P^{\circ} P_{n}^{\circ}\right\| \\
& \leq\left\|K^{\circ} e P t^{n} P\right\| \\
& \leq M_{1}\left\|\widetilde{K}^{\circ} e P t^{n} P\right\| \leq M_{1}\left\|P t^{-n} P \bar{e} \widetilde{K}^{\circ}\right\|
\end{aligned}
$$

where $M_{1}=\sup _{n}\left(\left\|\widetilde{W}_{n}\right\|_{2}\|W\|_{2}\|d\|_{\infty}\right)$. The operator $\widetilde{K}^{\circ}$ is compact and $P t^{-n} P$ strongly converges to zero. Thus the last inequality implies

$$
\lim _{n \rightarrow \infty}\left\|\widetilde{W}_{n} \frac{1}{2}(I+M) W P d K^{\circ} e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right\|_{2}=0
$$

so

$$
\left(\widetilde{W}_{n} \frac{1}{2}(I+M) W P d K^{\circ} e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right) \in \mathcal{J}^{\circ}{ }^{+} \widetilde{L}_{2} .
$$

Note that the remaining sequence in the right-hand side of (3.31) also converges to zero uniformly. Estimating the norm of the corresponding operator, one obtains

$$
\begin{aligned}
& \left\|\widetilde{W}_{n} \frac{1}{2}(I+M) W P d Q e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right\| \\
& \leq\left\|\widetilde{W}_{n}\right\|\|W\|\left\|P d Q e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right\| \\
& \leq\left\|\widetilde{W}_{n}\right\|\|W\|\left\|\left(P d Q e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right)^{*}\right\|
\end{aligned}
$$

but the norm $\left\|\left(P d Q e P P_{2 n}^{\circ} t^{n} P^{\circ} P_{n}^{\circ}\right)^{*}\right\|$ tends to zero as $n \rightarrow \infty$. Thus if at least one of the functions $d$ or $e$ is continuous, the first term in the right-hand side of (3.31) belongs to the ideal $\mathcal{J}^{\stackrel{\circ}{2}_{2}^{+} \widetilde{L}_{2}}$.

In the quotient sets $\mathcal{A}^{\tilde{L}_{2}} / \mathcal{J}^{\tilde{L}_{2}}$ and $\mathcal{A}^{\circ{ }^{+}} / \mathcal{J}^{\circ}{ }^{L_{2}^{+}}$we consider the systems $\left(\widetilde{P}_{n} f \widetilde{P}_{n}\right)^{\circ}$ and $\left(P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ}\right)^{\circ}$ respectively, where $f$ runs throughout the set $\widetilde{\mathbf{C}}$ of real-valued continuous functions.

Theorem 3.3.1. If $G \in L_{\infty}$, then the systems $\left\{\left(\widetilde{P}_{n} f \widetilde{P}_{n}\right)^{\circ}: f \in \widetilde{\mathbf{C}}\right\}$ and $\left\{\left(P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ}\right)^{\circ}: f \in \widetilde{\mathbf{C}}\right\}$ are reciprocally interchangeable with the coset $\left(\widetilde{P}_{n} \frac{1}{2}(I+\right.$ M) $\left.P^{\circ} G P^{\circ} P_{n}^{\circ}\right)^{\circ} \in \mathcal{A}^{\circ}{ }_{2}^{+} \tilde{L}_{2} / \mathcal{J}^{L_{2}^{+}} \tilde{L}_{2}$.

Proof. Let $G \in L_{\infty}$ and $f \in \widetilde{\mathbf{C}}$. Since

$$
\begin{aligned}
\widetilde{P}_{n} & \frac{1}{2}(I+M) P^{\circ} G f P^{\circ} P_{n}^{\circ} \\
= & \widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G Q^{\circ} f P^{\circ} P_{n}^{\circ} \\
& +\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G Q_{n}^{\circ} f P^{\circ} P_{n}^{\circ} \\
= & \widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G Q^{\circ} f P^{\circ} P_{n}^{\circ} \\
& +\frac{1}{2}(I+M) P_{n}^{\circ} P^{\circ} G Q_{n}^{\circ} f P^{\circ} P_{n}^{\circ}
\end{aligned}
$$

from (3.15) we get

$$
\begin{align*}
\widetilde{P}_{n} & \frac{1}{2}(I+M) P^{\circ} G f P^{\circ} P_{n}^{\circ} \\
= & \widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G Q^{\circ} f P^{\circ} P_{n}^{\circ} \\
& +\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{G} Q^{\circ} \widetilde{f} P^{\circ} W_{n}^{\circ} . \tag{3.32}
\end{align*}
$$

Taking into account (3.32) and (3.29), one can write

$$
\begin{align*}
\widetilde{P}_{n} & \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} \cdot P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ}=\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ} \\
= & \widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} G P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G P^{\circ} P_{n}^{\circ} P^{\circ} f P^{\circ} P_{n}^{\circ} \\
& -\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} G P_{n}^{\circ} Q^{\circ} f P^{\circ} P_{n}^{\circ} \\
= & \widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} G f P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G f P^{\circ} P_{n}^{\circ}+R_{n}^{(1)} \\
= & \widetilde{P}_{n} \frac{1}{2}(I+M) G f P^{\circ} P_{n}^{\circ}+R_{n}^{(1)} \tag{3.33}
\end{align*}
$$

where the sequence $\left(R_{n}^{(1)}\right) \in \mathcal{J}^{L_{2}^{+}} \widetilde{L}_{2}$ because $f$ is continuous on $\Gamma_{0}$.
Analogously, for real-valued continuous function $f$ it is possible to write

$$
\begin{align*}
& \widetilde{P}_{n} f \widetilde{P}_{n} \cdot \widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ} \\
& =\widetilde{P}_{n} f \widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}=\widetilde{P}_{n} \frac{1}{2}(I+M) f P_{n}^{\circ} G P^{\circ} P_{n}^{\circ} \\
& =\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f P_{n}^{\circ} G P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f P^{\circ} P_{n}^{\circ} P^{\circ} G P^{\circ} P_{n}^{\circ} \\
& \quad+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f Q^{\circ} P_{n}^{\circ} G P^{\circ} P_{n}^{\circ}=\widetilde{P}_{n} \frac{1}{2}(I+M) f G P^{\circ} P_{n}^{\circ}+R_{n}^{(2)} \tag{3.34}
\end{align*}
$$

where the sequence $\left(R_{n}^{(2)}\right)$ belongs to $\mathcal{J}^{\circ_{2}^{+} \widetilde{L}_{2}}$. It follows from relations (3.33) and (3.34) that the above systems are reciprocally interchangeable with respect to any element $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{\circ} \in \mathcal{A}^{\circ} \widetilde{\sim}_{2}^{+} \widetilde{L}_{2} / \mathcal{J}^{L_{2}^{+} \widetilde{L}_{2}}, G \in L_{\infty}$. Moreover, for any $f^{*} \in$ $\widetilde{\mathbf{C}}$, the $\operatorname{coset}\left(\widetilde{P}_{n} f^{*} \widetilde{P}_{n}\right)^{\circ} \in \mathcal{A}^{\widetilde{L}_{2}} / \mathcal{J}^{\widetilde{L}_{2}}$ corresponds to the $\operatorname{coset}\left(P_{n}^{\circ} P^{\circ} f^{*} P^{\circ} P_{n}^{\circ}\right)^{\circ} \in$ $\mathcal{A}^{\circ}{ }^{+} / \mathcal{J}^{\circ}{ }_{2}^{+}$and vice versa.

Let us now construct systems of localizing classes for the para-algebra $\mathcal{A} / \mathcal{J}$. For any point $\tau \in \Gamma_{0}$, by $N_{\tau}$ we denote the set of all continuous functions on $\Gamma_{0}$ with the following properties:

1. For any function $f \in N_{\tau}$ there is a neighbourhood $V_{\tau}$ of $\tau$ such that $f(t)=1$ for all $t \in V_{\tau}$.
2. $0 \leq f(t) \leq 1$ for all $t \in \Gamma_{0}$.

Defining

$$
\begin{aligned}
& \widetilde{M}_{\tau}:=\left\{\left(\widetilde{P}_{n} f \widetilde{P}_{n}\right)^{\circ} \in \mathcal{A}^{\widetilde{L}_{2}} / \mathcal{J}^{\widetilde{L}_{2}}: f \in N_{\tau}\right\}, \\
& M_{\tau}^{\circ}:=\left\{\left(P_{n}^{\circ} f P_{n}^{\circ}\right)^{\circ} \in \mathcal{A}^{\circ} L_{2}^{+} / \mathcal{J}^{L_{2}^{+}}: f \in N_{\tau}\right\},
\end{aligned}
$$

we can establish the following result.
Lemma 3.3.2. The systems $\widetilde{M}_{\tau}$ and $M_{\tau}^{\circ}$ are respectively left- and right-localizing classes for the para-algebra $\mathcal{A} / \mathcal{J}$.

Proof. For the system $M_{\tau}^{\circ}$ the proof in not difficult. If $f_{1}, f_{2}$ are any two functions from $N_{\tau}$, then invoking (3.15) one gets

$$
\begin{aligned}
& P_{n}^{\circ} P^{\circ} f_{1} P_{n}^{\circ} P^{\circ} f_{2} P^{\circ} P_{n}^{\circ}=P_{n}^{\circ} P^{\circ} f_{1} f_{2} P^{\circ} P_{n}^{\circ} \\
& \quad-P_{n}^{\circ} P^{\circ} f_{1} Q^{\circ} f_{2} P^{\circ} P_{n}^{\circ}-W_{n}^{\circ} P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} P^{\circ} W_{n}^{\circ},
\end{aligned}
$$

which implies that $M_{\tau}^{\circ}$ is a left-localizing class for $\mathcal{A} / \mathcal{J}$.
The proof is more involved for the set $\widetilde{M}_{\tau}$. Recalling that $\left.P_{n}^{\circ}\right|_{\widetilde{L}_{2}}=\widetilde{P}_{n}$, we rewrite the product $\widetilde{P}_{n} f_{1} \widetilde{P}_{n} f_{2} \widetilde{P}_{n}$ as

$$
\begin{align*}
& \widetilde{P}_{n} f_{1} \widetilde{P}_{n} f_{2} \widetilde{P}_{n}=\widetilde{P}_{n} \frac{1}{2}(I+M) f_{1} P_{n}^{\circ} f_{2} P_{n}^{\circ} \\
& =\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} P^{\circ} P_{n}^{\circ} P^{\circ} f_{2} P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} P_{n}^{\circ} f_{2} P^{\circ} P_{n}^{\circ} \\
& \quad+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} P_{n}^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} Q^{\circ} P_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ} \\
& \quad+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} Q^{\circ} P_{n}^{\circ} Q^{\circ} f_{2} P^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} P^{\circ} P_{n}^{\circ} P^{\circ} f_{2} Q^{\circ} P_{n}^{\circ} \\
& =\sum_{j=1}^{6} B_{n}^{(j)} . \tag{3.35}
\end{align*}
$$

The sequences $\left(B_{n}^{(5)}\right)$ and $\left(B_{n}^{(6)}\right)$ belong to the ideal $\mathcal{J}^{\widetilde{L}_{2}}$ because the function $f_{2}$ is continuous. Consider each of the first four terms in the right-hand side of (3.35) and denote by $\bar{P}$ the operator defined on $\widetilde{L}_{2}\left(\Gamma_{0}\right)$ with values in $L_{2}\left(\Gamma_{0}\right)$ such that

$$
\bar{P}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\frac{\varphi_{0}}{2}+\sum_{k=1}^{\infty} \varphi_{k} t^{k}
$$

Then

$$
\left.P^{\circ} W_{n}^{\circ}\right|_{\tilde{L}_{2}}=\bar{P} \widetilde{W}_{n}+\widetilde{K}_{n}
$$

where

$$
\widetilde{K}_{n}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\frac{1}{2} \varphi_{0} t^{n}
$$

Combining this with (3.32), we obtain

$$
\begin{aligned}
& B_{n}^{(1)}=\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} f_{2} P^{\circ} P_{n}^{\circ}-\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} Q^{\circ} f_{2} P^{\circ} P_{n}^{\circ} \\
&-\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} \widetilde{P}_{n}-\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} \widetilde{K}_{n}
\end{aligned}
$$

Since $f_{1}$ and $f_{2}$ are continuous, the sequences $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} Q^{\circ} f_{2} P^{\circ} P_{n}^{\circ}\right)$ and $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} \bar{P} \widetilde{W}_{n}\right)$ are in the ideal $\mathcal{J}^{L_{2}}$. Let us rewrite

$$
\begin{aligned}
& \widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} \widetilde{K}_{n}=\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} \widetilde{K}_{n} \widetilde{P}_{n} \\
&=\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} Q \widetilde{f}_{2} \widetilde{R}_{n} \widetilde{W}_{n}+\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} K^{\circ} \widetilde{f}_{2} P \widetilde{R}_{n} \widetilde{W}_{n}
\end{aligned}
$$

where $\left(\widetilde{R}_{n} \varphi\right)(t)=\left(\widetilde{K}_{n} \widetilde{W}_{n} \varphi\right)(t)=\left(\operatorname{Re} \varphi_{n}\right) t^{n}$, and let $R_{n}$ be the operator defined on the space $L_{2}$ by

$$
\left(R_{n} \varphi\right)(t)=\varphi_{n} t^{n}
$$

Since $|a \operatorname{Re} b| \leq|a b|$ for any complex numbers $a$ and $b$, the norm of the operator $\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} Q \widetilde{f}_{2} \widetilde{R}_{n} \widetilde{W}_{n}$ can be estimated as follows

$$
\left\|\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} Q \widetilde{f}_{2} \widetilde{R}_{n} \widetilde{W}_{n}\right\| \leq\left\|\widetilde{W}_{n}\right\|^{2}\left\|P \widetilde{f}_{1} Q \widetilde{f}_{2} \widetilde{R}_{n}\right\|=\left\|R_{n} \widetilde{\widetilde{f}}_{2} Q \widetilde{\tilde{f}}_{1} P\right\|
$$

However, the operator $Q \overline{\widetilde{f}}_{1} P$ is compact and $R_{n}$ strongly converges to zero, so

$$
\lim _{n \rightarrow \infty}\left\|R_{n} \overline{\widetilde{f}}_{2} Q \overline{\tilde{f}}_{1} P\right\|=0
$$

and hence the sequence $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} Q \widetilde{f}_{2} \widetilde{R}_{n} \widetilde{W}_{n}\right)$ is in the ideal $\widetilde{J}^{\widetilde{L}_{2}}$. Let us now consider the sequence $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} K^{\circ} \widetilde{f}_{2} P \widetilde{R}_{n} \widetilde{W}_{n}\right)$. As $\widetilde{f}_{2}$ is continuous on $\Gamma_{0}$, for any $\varepsilon>0$ there is a polynomial $\widetilde{f}_{N}^{(2)}(t)=\sum_{k=-N}^{+N} a_{k}^{(2)} t^{k}$ such that

$$
\left\|\widetilde{f}_{2}-\widetilde{f}_{N}^{(2)}\right\|_{\mathbf{C}\left(\Gamma_{0}\right)}<\varepsilon
$$

so

$$
K^{\circ} \widetilde{f}_{2} \widetilde{R}_{n}=K^{\circ}\left(\widetilde{f}_{2}-\widetilde{f}_{N}^{(2)}\right) \widetilde{R}_{n}+K^{\circ} \widetilde{f}_{N}^{(2)} \widetilde{R}_{n}
$$

If we now choose $n>N$, then $K^{\circ} \widetilde{f}_{N}^{(2)} \widetilde{R}_{n}=0$ and consequently

$$
\left\|K^{\circ} \widetilde{f}_{2} \widetilde{R}_{n}\right\|<\varepsilon
$$

so $\left(\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} K^{\circ} \widetilde{f}_{2} P \widetilde{R}_{n} \widetilde{W}_{n}\right) \in \mathcal{J}^{\widetilde{L}_{2}}$ and we finally get

$$
\left(B_{n}^{(1)}\right)^{\circ}=\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} f_{2} P^{\circ} P_{n}^{\circ}\right)^{\circ}
$$

For the sequence $\left(B_{n}^{(2)}\right)$, we use (3.29) to represent the corresponding coset as

$$
\left(B_{n}^{(2)}\right)^{\circ}=\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} f_{2} P^{\circ} P_{n}^{\circ}\right)^{\circ}
$$

To study the sequence $\left(B_{n}^{(3)}\right)$ we invoke two identities that are similar to (3.27), (3.29) and are valid for any $d, e \in L_{\infty}$, viz.,

$$
\frac{1}{2}(I+M) P^{\circ} P_{n}^{\circ} d e P_{n}^{\circ} Q^{\circ}=\frac{1}{2}(I+M) P^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d e P^{\circ} P_{2 n}^{\circ} t^{n} Q^{\circ}
$$

and
$\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} d \bar{P}_{n} e Q^{\circ} P_{n}^{\circ}=\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} d P^{\circ} P_{2 n}^{\circ} P^{\circ} e P^{\circ} P_{2 n}^{\circ} t^{n} Q^{\circ} P_{n}^{\circ}$.
Thus we first obtain

$$
\begin{aligned}
\widetilde{P}_{n} & \frac{1}{2}(I+M) P^{\circ} f_{1} f_{2} Q^{\circ} P_{n}^{\circ} \\
= & \frac{1}{2}(I+M) P^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} f_{1} P^{\circ} P_{2 n}^{\circ} P^{\circ} f_{2} P^{\circ} t^{n} Q^{\circ} \\
& +\frac{1}{2}(I+M) P^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} f_{1} Q^{\circ} f_{2} P^{\circ} P_{2 n}^{\circ} t^{n} Q^{\circ} \\
& +\frac{1}{2}(I+M) P^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} f_{1} P^{\circ} Q_{2 n}^{\circ} P^{\circ} f_{2} P^{\circ} P_{2 n}^{\circ} t^{n} Q^{\circ},
\end{aligned}
$$

and then

$$
\begin{align*}
& \widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} f_{2} Q^{\circ} P_{n}^{\circ} \\
&= \widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} P_{n}^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} K^{\circ} f_{2} Q^{\circ} P_{n}^{\circ} \\
&+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} f_{1} Q^{\circ} f_{2} P^{\circ} P_{2 n}^{\circ} t^{n} Q^{\circ} P_{n}^{\circ} \\
& \quad+\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} t^{-n} W_{2 n}^{\circ} P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} P^{\circ} W_{2 n}^{\circ} t^{n} Q^{\circ} P_{n}^{\circ} \tag{3.36}
\end{align*}
$$

From the compactness of the operator $K^{\circ}$ and the continuity of $f_{1}$ and $f_{2}$ one notices that $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} K^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}\right),\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} t^{-n} P_{2 n}^{\circ} P^{\circ} f_{1} Q^{\circ} f_{2}\right.$ $\left.P^{\circ} P_{2 n}^{\circ} t^{n} Q^{\circ} P_{n}^{\circ}\right) \in \mathcal{J}^{L_{2}}$.

Consider the fourth term in the right-hand side of (3.36). Using the connection between the operators $Q$ and $Q_{n}^{\circ}$ we find

$$
\begin{aligned}
& \widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} t^{-n} W_{2 n}^{\circ} P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} P^{\circ} W_{2 n}^{\circ} t^{n} Q^{\circ} P_{n}^{\circ} \\
& =\widetilde{W}_{n} \frac{1}{2}(I+M) P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} P^{\circ} t^{n} P W Q P_{n}^{\circ} \\
& =\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} Q \widetilde{f}_{2} P t^{n} P W Q P_{n}^{\circ}+\widetilde{W}_{n} \frac{1}{2}(I+M) P \widetilde{f}_{1} K^{\circ} \widetilde{f}_{2} P t^{n} P W Q P_{n}^{\circ}
\end{aligned}
$$

It is clear now that

$$
\lim _{n \rightarrow \infty}\left\|\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} t^{-n} W_{2 n}^{\circ} P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} P^{\circ} W_{2 n}^{\circ} t^{n} Q^{\circ} P_{n}^{\circ}\right\|=0
$$

so the sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} t^{-n} W_{2 n}^{\circ} P^{\circ} \widetilde{f}_{1} Q^{\circ} \widetilde{f}_{2} P^{\circ} W_{2 n}^{\circ} t^{n} Q^{\circ} P_{n}^{\circ}\right) \in \mathcal{J}^{\widetilde{L}_{2}}$, and (3.36) implies

$$
\left(B_{n}^{(3)}\right)^{\circ}=\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} f_{2} Q^{\circ} P_{n}^{\circ}\right)^{\circ}
$$

It remains to study the structure of the $\operatorname{coset}\left(B_{n}^{(4)}\right)^{\circ}$. We have

$$
\begin{aligned}
& \widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} Q^{\circ} P_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ} \\
& =\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} f_{2} Q^{\circ} P_{n}^{\circ}-\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} P^{\circ} f_{2} Q^{\circ} P_{n}^{\circ} \\
& \quad-\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}
\end{aligned}
$$

and continuity of the functions $f_{1}, f_{2}$ again leads to the inclusion $\left(\widetilde{P}_{n} \frac{1}{2}(I+M)\right.$ $\left.Q^{\circ} f_{1} P^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}\right) \in \mathcal{J}^{\widetilde{L}_{2}}$. Consider now the sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ}\right.$ $Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}$ ). Introducing the operators

$$
\begin{aligned}
& \bar{Q}: \widetilde{L}_{2} \mapsto L_{2}, \quad \bar{Q}=I-\bar{P} \\
& \widetilde{P}: L_{2} \mapsto L_{2}, \quad \widetilde{P}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=i \operatorname{Im} \varphi_{0}+\sum_{k=1}^{+\infty} \varphi_{k} t^{k} \\
& \widetilde{Q}: L_{2} \mapsto L_{2}, \quad \widetilde{Q}=I-\widetilde{P}=Q+T^{\circ}, \quad T^{\circ}\left(\sum_{k=-\infty}^{+\infty} \varphi_{k} t^{k}\right)=\operatorname{Re} \varphi_{0},
\end{aligned}
$$

we can rewrite the operator under consideration as

$$
\begin{aligned}
\widetilde{P}_{n} & \frac{1}{2}(I+M) Q^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}=\widetilde{P}_{n} \frac{1}{2}(I+M) Q f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ} \\
& =\widetilde{P}_{n} \frac{1}{2}(I+M) \widetilde{Q} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}-\widetilde{P}_{n} \frac{1}{2}(I+M) T^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}
\end{aligned}
$$

and notice that

$$
\lim _{n \rightarrow \infty}\left\|T^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ}\right\|=0
$$

Indeed, from the uniform approximation of the continuous function $f_{1}$ by polynomials $\widetilde{f}_{N}^{(1)}(t)=\sum_{k=-N}^{+N} a_{k}^{(1)} t^{k}$ we get

$$
T^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ}=T^{\circ}\left(f_{1}-f_{N}^{(1)}\right) Q^{\circ} Q_{n}^{\circ}+T^{\circ} f_{N}^{(1)} Q^{\circ} Q_{n}^{\circ}
$$

so

$$
\left\|T^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ}\right\| \leq \sup _{t \in \Gamma_{0}}\left|f_{1}(t)-f_{N}^{(1)}(t)\right|+\left\|T^{\circ} f_{N}^{(1)} Q^{\circ} Q_{n}^{\circ}\right\|
$$

However, if $n>N+1$ then $T^{\circ} f_{N}^{(1)} Q^{\circ} Q_{n}^{\circ}=0$, leading to the inclusion

$$
\left(\widetilde{P}_{n} \frac{1}{2}(I+M) T^{\circ} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}\right) \in \mathcal{J}^{\widetilde{L}_{2}}
$$

Further let us consider the sequence $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) \widetilde{Q} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}\right)$. Simple algebraic transformations yield

$$
\widetilde{P}_{n} \frac{1}{2}(I+M) \widetilde{Q} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}=\widetilde{W}_{n} \frac{1}{2}(I+M) \widetilde{Q} \widetilde{f}_{1} \widetilde{P} \widetilde{f}_{2} t P_{n} t^{-1} \bar{Q} \widetilde{W}_{n}
$$

so

$$
\begin{align*}
& \left(\widetilde{P}_{n} \frac{1}{2}(I+M) \widetilde{Q} f_{1} Q^{\circ} Q_{n}^{\circ} Q^{\circ} f_{2} Q^{\circ} P_{n}^{\circ}\right) \\
& =\left(\widetilde{W}_{n} \frac{1}{2}(I+M) \widetilde{Q} \widetilde{f}_{1} \widetilde{P}_{2} \widetilde{f}_{2} \widetilde{W}_{n}\right)-\left(\widetilde{W}_{n} \frac{1}{2}(I+M) \widetilde{Q} \widetilde{f}_{1} P \widetilde{f}_{2} t Q Q_{n} t^{-1} \bar{Q} \widetilde{W}_{n}\right) \\
& \quad+\left(\widetilde{W}_{n} \frac{1}{2}(I+M) \widetilde{Q} \widetilde{f}_{1} T^{\circ} \widetilde{f}_{2} t Q Q_{n} t^{-1} \widetilde{Q}_{W}\right) \tag{3.37}
\end{align*}
$$

It is easily seen that each sequence on the right-hand side of (3.37) is indeed in the ideal $\mathcal{J}^{\tilde{L}_{2}}$. For the first sequence this follows from the compactness of the operator $\widetilde{Q} \widetilde{f}_{1} \widetilde{P}$, whereas for the second and third the inclusion to $\mathcal{J}^{L_{2}}$ is the consequence of the limit relations

$$
\begin{aligned}
& \lim _{n \rightarrow \infty}\left\|P \widetilde{f}_{2} t Q Q_{n}\right\|=\lim _{n \rightarrow \infty}\left\|Q_{n} Q t^{-1} \overline{\widetilde{f}}_{2} P\right\|=0, \\
& \lim _{n \rightarrow \infty}\left\|T^{\circ} \widetilde{f}_{2} t Q Q_{n}\right\|=0
\end{aligned}
$$

respectively, whence

$$
\left(B_{n}^{(4)}\right)^{\circ}=\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} f_{2} Q^{\circ} P_{n}^{\circ}\right)^{\circ}
$$

Finally, combining all representations for $\left(B_{n}^{(j)}\right)^{\circ}, j=1,2,3,4$, we obtain

$$
\begin{align*}
& \left(\widetilde{P}_{n} f_{1} \widetilde{P}_{n} f_{2} \widetilde{P}_{n}\right)^{\circ} \\
& =\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} f_{2} P^{\circ} P_{n}^{\circ}\right)^{\circ}+\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} f_{2} P^{\circ} P_{n}^{\circ}\right)^{\circ} \\
& \quad+\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} f_{1} f_{2} Q^{\circ} P_{n}^{\circ}\right)^{\circ}\left(\widetilde{P}_{n} \frac{1}{2}(I+M) Q^{\circ} f_{1} f_{2} Q^{\circ} P_{n}^{\circ}\right)^{\circ} \\
& =\left(\widetilde{P}_{n} \frac{1}{2}(I+M) f_{1} f_{2} \widetilde{P}_{n}\right)^{\circ}=\left(\widetilde{P}_{n} f_{1} f_{2} \widetilde{P}_{n}\right)^{\circ} . \tag{3.38}
\end{align*}
$$

This means that the system $\left(\widetilde{P}_{n} f \widetilde{P}_{n}\right)^{\circ}, f \in N_{\tau}$ is a right-localizing class in the para-algebra $\mathcal{A} / \mathcal{J}$, and the proof is completed.

To end with the local principle for the para-algebra $\mathcal{A} / \mathcal{J}$ we need one more result.
Lemma 3.3.3. $\left\{M_{\tau}^{\circ}\right\}_{\tau \in \Gamma_{0}}$ and $\left\{\widetilde{M}_{\tau}\right\}_{\tau \in \Gamma_{0}}$ are covering systems of localizing classes.
Proof. Consider first the system $\left\{\widetilde{M}_{\tau}\right\}_{\tau \in \Gamma_{0}}$. Since $\Gamma_{0}$ is compact, from any subset $\left\{f_{\tau}\right\}_{\tau \in \Gamma_{0}}$ of $f_{\tau} \in N_{\tau}$ one can choose a finite number of elements $f_{\tau_{1}}, f_{\tau_{2}}, \ldots, f_{\tau_{l}}$ such that

$$
\widehat{f}(t)=\sum_{j=1}^{l} f_{\tau_{j}}(t) \geq 1 \quad \text { for all } \quad t \in \Gamma_{0}
$$

Let us first study the stability of the Galerkin method ( $\widetilde{P}_{n} \widehat{f} \widetilde{P}_{n}$ ) for the operator of multiplication by the function $\widehat{f}$. Choose a positive number $\gamma$ such that

$$
\begin{equation*}
\sup _{t \in \Gamma_{0}}|\gamma \widehat{f}(t)-1|<1 \tag{3.39}
\end{equation*}
$$

which is always possible because $\widehat{f}(t) \geq 1$ everywhere on $\Gamma_{0}$. Then

$$
\widetilde{P}_{n} \widehat{f} \widetilde{P}_{n}=\frac{1}{\gamma}\left(\widetilde{P}_{n}-\widetilde{P}_{n}(1-\gamma \widehat{f}) \widetilde{P}_{n}\right)
$$

However, inequality (3.39) leads to the estimate

$$
\left\|\widetilde{P}_{n}(1-\gamma \widehat{f}) \widetilde{P}_{n}\right\|<1
$$

therefore the Galerkin method applies to the operator of multiplication by $\widehat{f}$, and by Theorem 1.8.4 the coset $\left(\widetilde{P}_{n} \widehat{f} \widetilde{P}_{n}\right)^{\circ}$ is invertible in the para-algebra $\mathcal{A} / \mathcal{J}$, so $\left\{\widetilde{M}_{\tau}\right\}_{\tau \in \Gamma_{0}}$ is a covering system.

The proof that the system $\left\{M_{\tau}^{\circ}\right\}_{\tau \in \Gamma_{0}}$ is also covering follows from the relation (3.15). Thus considering the product

$$
\begin{aligned}
P_{n}^{\circ} P^{\circ} \widehat{f} P^{\circ} P_{n}^{\circ} & \cdot P_{n}^{\circ} P^{\circ} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ} \\
& =P_{n}^{\circ} P^{\circ} \widehat{f} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ}+P_{n}^{\circ} P^{\circ} \widehat{f} Q^{\circ} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ}-P_{n}^{\circ} P^{\circ} \widehat{f} Q_{n}^{\circ} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ}
\end{aligned}
$$

and using (3.15), we obtain

$$
P_{n}^{\circ} P^{\circ} \widehat{f} P^{\circ} P_{n}^{\circ} \cdot P_{n}^{\circ} P^{\circ} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ}=P_{n}^{\circ}+P_{n}^{\circ} P^{\circ} \widehat{f} Q^{\circ} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ}-W_{n}^{\circ} P^{\circ} \widetilde{\widehat{f}} Q^{\circ} \widetilde{\widehat{f}}^{-1} P^{\circ} P_{n}^{\circ}
$$

However, $\widehat{f} \in \widetilde{\mathbf{C}}\left(\Gamma_{0}\right)$, so we conclude that the sequences $\left(P_{n}^{\circ} P^{\circ} \widehat{f} Q^{\circ} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ}\right)$ and $\left(W_{n}^{\circ} P^{\circ} \stackrel{\widetilde{f}}{ } Q^{\circ} \widetilde{\widehat{f}}^{-1} P^{\circ} P_{n}^{\circ}\right)$ belong to the ideal $\mathcal{J}^{\circ} L_{2}^{+}$, hence

$$
\left(P_{n}^{\circ} P^{\circ} \widehat{f} P^{\circ} P_{n}^{\circ}\right)^{\circ} \cdot\left(P_{n}^{\circ} P^{\circ} \widehat{f}^{-1} P^{\circ} P_{n}^{\circ}\right)^{\circ}=\left(P_{n}^{\circ}\right)^{\circ}
$$

i.e., the $\operatorname{coset}\left(P_{n}^{\circ} P^{\circ} \widehat{f} P^{\circ} P_{n}^{\circ}\right)^{\circ}$ is invertible and the construction of the system of covering localizing classes for $\mathcal{A} / \mathcal{J}$ is completed.
Remark 3.3.4. It is easily seen that all results of this section also remain valid for the para-algebra

$$
\mathcal{A}_{p} / \mathcal{J}_{p}:=\left(\mathcal{A}^{\circ+, m} / \mathcal{J}^{\circ+, m}, \mathcal{A}^{\circ+L_{p}^{+, m} \tilde{L}_{p}^{m}} / \mathcal{J}^{\circ+L_{p}^{+, m} \tilde{L}_{p}^{m}}, \mathcal{L}^{\tilde{L}_{p}^{m} L_{p}^{+, m}} / \mathcal{J}^{\tilde{L}_{p}^{m} L_{p}^{+, m}}, \mathcal{A}^{\tilde{L}_{p}^{m}} / \mathcal{J}^{\tilde{L}_{p}^{m}}\right),
$$

for $1<p<\infty$. However, another proof of the invertibility of the coset $\left(\widetilde{P}_{n} \widehat{f} \widetilde{P}_{n}\right)^{\circ}$ is needed. It can be obtained from relation (3.38) which is also valid for the paraalgebra $\mathcal{A}_{p} / \mathcal{J}_{p}$.

### 3.4 Interpolation and Galerkin methods for the Riemann-Hilbert problem with discontinuous coefficients

The applicability of Galerkin and interpolation methods to the operators

$$
\begin{gathered}
K:=\frac{1}{2}(I+M) G P^{\circ}: \stackrel{\circ}{L_{2}^{+, m}} \mapsto \widetilde{L}_{2}^{m}, \quad G \in L_{\infty}^{m \times m}, \\
K^{\circ}:=\frac{1}{2}(I+M) P^{\circ} G P^{\circ}: \stackrel{\circ}{L_{2}^{+, m}} \mapsto \widetilde{L}_{2}^{m}, \quad G \in L_{\infty}^{m \times m}
\end{gathered}
$$

is considered in this section. We need the following readily verified statements.
Lemma 3.4.1. If $\lambda=\lambda_{1}+i \lambda_{2} \in \mathbb{C}^{m \times m}$, where $\lambda_{1}, \lambda_{2}$ are real matrices such that

$$
\begin{equation*}
\operatorname{det} \lambda_{1} \neq 0 \tag{3.40}
\end{equation*}
$$

then the operator $B_{\lambda}=P^{\circ} \lambda P^{\circ} \in \Pi\left\{P_{n}^{\circ}, \widetilde{P}_{n}\right\}$.
Let $A_{0}^{m \times m}=A_{0}^{m \times m}\left(\Gamma_{0}\right)$ denote the set of matrix functions $G \in L_{\infty}^{m \times m}$ such that

$$
\begin{equation*}
\operatorname{Re} G(t)=\frac{1}{2}\left(G(t)+G^{*}(t)\right) \geq \nu_{0}>0, \quad \text { for all } \quad t \in \Gamma_{0} \tag{3.41}
\end{equation*}
$$

Lemma 3.4.2. If $G \in A_{0}^{m \times m}$, the operator $K^{\circ}: \stackrel{\circ}{L_{2}^{+, m}} \mapsto \widetilde{L}_{2}^{m}$ is invertible.
Proof. If $G \in A_{0}^{m \times m}$, then by [212] there is a positive number $\gamma$ such that

$$
\begin{equation*}
\|E-\gamma G\|<1 \tag{3.42}
\end{equation*}
$$

where $E$ is the identity matrix. Writing

$$
K^{\circ}=\frac{1}{2 \gamma}(I+M)\left(P^{\circ}-P^{\circ}(E-\gamma G) P^{\circ}\right)
$$

we note that the operator $P^{\circ}-P^{\circ}(E-\gamma G) P^{\circ}$ is invertible in ${ }_{L_{2}^{+}, m}^{\circ}$. However, the operator $(1 / 2 \gamma)(I+M): \stackrel{\circ}{L_{2}^{+, m}} \mapsto \widetilde{L}_{2}^{m}$ is also invertible, and that completes the proof.

The inequality (3.42) is also used in the proof of a stability result for the Galerkin method.
Lemma 3.4.3. If $G \in A_{0}^{m \times m}$, then $K^{\circ} \in \Pi\left\{P_{n}^{\circ}, \widetilde{P}_{n}\right\}$.
Proof. Since

$$
P_{n}^{\circ} P^{\circ} \gamma G P^{\circ} P_{n}^{\circ}=P_{n}^{\circ}-P_{n}^{\circ} P^{\circ}(E-\gamma G) P^{\circ} P_{n}^{\circ}
$$

the projection method $\left(P_{n}^{\circ} P^{\circ} G P^{\circ} P_{n}^{\circ}\right)$ is applicable to the operator $P^{\circ} G P^{\circ}$. Since


$$
\widetilde{P}_{n} \frac{1}{2 \gamma}(I+M) P^{\circ}=\frac{1}{2 \gamma}(I+M) P_{n}^{\circ} P^{\circ}
$$

one obtains the result.
Let $A_{2}^{m \times m}$ denote the set of matrix functions $G$ that can be represented as a product of two matrices

$$
\begin{equation*}
G=G_{0} h, \tag{3.43}
\end{equation*}
$$

where $G_{0} \in A_{0}^{m \times m}$ and $h$ is a continuous $(m \times m)$-matrix function.
Theorem 3.4.4. Let $G \in A_{2}^{m \times m}$. The operator $K^{\circ} \in \Pi\left\{P_{n}^{\circ}, \widetilde{P}_{n}\right\}$ if and only if the operators $K^{\circ}$ and

$$
\begin{equation*}
\widetilde{K}^{\circ}:=\frac{1}{2}(I+M) P^{\circ} \widetilde{G} P^{\circ} \tag{3.44}
\end{equation*}
$$

are invertible.
Proof. The necessity is an immediate consequence of Theorem 1.8.4. Let us show that these conditions are sufficient. For any point $\tau \in \Gamma_{0}$, we set

$$
G_{\tau}(t)=G_{0}(t) h(\tau)
$$

Relations (3.33), (3.34) and straightforward estimates show that the elements $\left(\widetilde{P}_{n} K^{\circ} P_{n}^{\circ}\right)^{\circ}$ and $\left(\widetilde{P}_{n} K_{\tau}^{\circ} P_{n}^{\circ}\right)^{\circ}:=\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G_{\tau} P^{\circ} P_{n}^{\circ}\right)^{\circ}$ are $\left\{M_{\tau}^{\circ}, \widetilde{M}_{\tau}\right\}$-equivalent. A little geometrical thought shows that there exist a complex number $\mu$ such that the matrices $h_{\mu}=\mu h(\tau)$ and $G_{\mu}(t)=G_{0}(t) \mu^{-1}$ satisfy condition (3.40) and (3.41), respectively. Moreover, it follows from (3.33) that the cosets $\left(\widetilde{P}_{n} K_{\tau}^{\circ} P_{n}^{\circ}\right)^{\circ}$ and $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G_{\mu} P^{\circ} P_{n}^{\circ}\right)^{\circ} \times\left(P_{n}^{\circ} P^{\circ} h_{\mu} P^{\circ} P_{n}^{\circ}\right)^{\circ}$ coincide. However, by Lemmas 3.4.1-3.4.2 and Theorem 1.8.4 the cosets $\left(\widetilde{P}_{n} \frac{1}{2}(I+M) P^{\circ} G_{\mu} P^{\circ} P_{n}^{\circ}\right)^{\circ}$ and $\left(P_{n}^{\circ} P^{\circ} h_{\mu} P^{\circ} P_{n}^{\circ}\right)^{\circ}$ are invertible. Thus the coset $\left(\widetilde{P}_{n} K_{\tau}^{\circ} P_{n}^{\circ}\right)^{\circ}$ is also invertible, and to complete the proof one can successively apply Theorem 1.9.8 and Theorem 1.8.4.

Remark 3.4.5. For completeness, one must also verify that the systems $\left\{M_{\tau}^{\circ}\right\}$ and $\left\{\widetilde{M}_{\tau}\right\}$ are reciprocally interchangeable with respect to the $\operatorname{coset}\left(\widetilde{P}_{n} K^{\circ} P_{n}^{\circ}\right)^{\circ}$. However, this follows immediately from Theorem 3.3.1.

Let us next mention a result on the applicability of the Galerkin method for the scalar Riemann-Hilbert problem with piecewise continuous coefficients.

Theorem 3.4.6. Let $G \in \mathbf{P C}$ and suppose that for any point $\tau \in \Gamma_{0}$ the inequality

$$
\begin{equation*}
\left|\arg \frac{G(\tau+0)}{G(\tau-0)}\right|<\pi \tag{3.45}
\end{equation*}
$$

holds. The operator $K^{\circ} \in \Pi\left\{P_{n}^{\circ}, \widetilde{P}_{n}\right\}$ if and only if the operator $K^{\circ}$ and the operator $\widetilde{K}^{\circ}$ defined by (3.44) are invertible.
Proof. One only has to observe that if a scalar coefficient $G$ satisfies (3.45), then it can be represented in form (3.43) [89].

Consider now the applicability of the Galerkin method to the operator
 operator $V \frac{1}{2}(I+M): L_{2} \mapsto L_{2}^{+}$, where $V$ is defined by (3.4).

Let $x \in L_{2}$, and let $x(t)=\sum_{k=-\infty}^{+\infty} x_{k} t^{k}$ be the Fourier series for $x$. Using the Parseval equation twice we obtain

$$
\begin{aligned}
&\left\|V \frac{1}{2}(I+M) x\right\|^{2}=\left\|x_{0}+\sum_{k=1}^{+\infty}\left(x_{k}+\bar{x}_{-k}\right) t^{k}\right\|^{2}=\left|x_{0}\right|^{2} \sum_{1}^{+\infty}\left|x_{k}+\bar{x}_{-k}\right|^{2} \\
& \leq\left|x_{0}\right|^{2} \sum_{k=1}^{+\infty}\left(\left|x_{k}\right|^{2}+\left|\bar{x}_{-k}\right|^{2}\right) \leq 2\left(\sum_{k=-\infty}^{+\infty}\left|x_{k}\right|^{2}\right)=2\|x\|^{2}
\end{aligned}
$$

which implies the inequality

$$
\left\|V \frac{1}{2}(I+M)\right\| \leq \sqrt{2}
$$

Let $\widetilde{A}_{0}^{m \times m}=\widetilde{A}_{0}^{m \times m}\left(\Gamma_{0}\right)$ denote the set of matrix functions $G \in L_{\infty}^{m \times m}$ with the property that there is a positive number $\nu_{0}$ such that

$$
\operatorname{Re} G(t) \geq \frac{\|G\|_{\infty}}{\sqrt{2}}+\nu_{0} \quad \text { for all } \quad t \in \Gamma_{0}
$$

Lemma 3.4.7. If $G \in \widetilde{A}_{0}^{m \times m}$, then there is a positive number $\gamma^{*}$ such that

$$
\begin{equation*}
\left\|E-\gamma^{*} G\right\|<\frac{1}{\sqrt{2}} \tag{3.46}
\end{equation*}
$$

Proof. For any $x \in L_{2}^{m}$ and for any $\gamma>0$, the inequality

$$
\|(E-\gamma G) x\|^{2} \leq\left(1-2 \gamma\left(\frac{\|G\|_{\infty}}{\sqrt{2}}+\nu_{0}\right)+\gamma^{2}\|G\|_{\infty}^{2}\right)\|x\|^{2}
$$

holds. Now one can find a $\gamma^{*}>0$ such that

$$
1-2 \gamma^{*}\left(\frac{\|G\|_{\infty}}{\sqrt{2}}+\nu_{0}\right)+\left(\gamma^{*}\right)^{2} 2\|G\|_{\infty}^{2}<\frac{1}{2}
$$

which yields inequality (3.46).
Denote by $\widetilde{A}^{m \times m}=\widetilde{A}^{m \times m}\left(\Gamma_{0}\right)$ the set of matrix functions $G \in L_{\infty}^{m \times m}$ which can be represented as the product

$$
G=G_{0} h
$$

where $G_{0} \in \widetilde{A}_{0}^{m \times m}$ and $h \in \mathbf{C}^{m \times m}$.
Theorem 3.4.8. Let $G \in \widetilde{A}^{m \times m}$. The operator $K \in \Pi\left\{P_{n}^{\circ}, \widetilde{P}_{n}\right\}$ if and only if the operator $K$ and the operator $\widetilde{K}^{\circ}$ defined by (3.44) are invertible.

The proof of this result is based on the Gohberg-Krupnik local principle for the para-algebra $\mathcal{A} / \mathcal{J}$ and is similar to the proof of Theorem 3.4.6.
Theorem 3.4.9. Assume $G \in \mathbf{P C}$ and for any point $\tau \in \Gamma_{0}$ the inequality

$$
\begin{equation*}
\left|\arg \frac{G(\tau+0)}{G(\tau-0)}\right|<\frac{\pi}{2} \tag{3.47}
\end{equation*}
$$

holds. The operator $K \in \Pi\left\{P_{n}^{\circ}, \widetilde{P}_{n}\right\}$ if and only if the operator $K$ and the operator $\widetilde{K}^{\circ}$ defined by (3.44) are invertible.

Proof. If the inequality (3.47) holds, then analogous to [89] one can show that the coefficient $G$ admits the representation $G=\widehat{G}_{0} \widehat{h}$, where $\widehat{h} \in \mathbf{C}$ and $\widehat{G}_{0} \in \mathbf{P C}$ is such that $\left|\widehat{G}_{0}\right|=1$ and $\operatorname{Re} \widehat{G}_{0}(t)>1 / 2+\nu_{0}$ for all $t \in \Gamma_{0}$. As before, $\nu_{0}$ is a positive number, so Lemma 3.4.7 and the local principle of Section 3.4 implies the result.

Our next goal is to study the applicability of the interpolation method to the Hilbert-Riemann problem with discontinuous coefficient. Recall that the symbol $X_{R}$ is reserved for the set $X \cap \mathbf{R}$, where $\mathbf{R}$ denotes the set of all Riemann integrable functions.

Lemma 3.4.10. If $G \in \widetilde{A}_{0}^{m \times m}$, then the operators

$$
A_{n}=\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}, \quad A_{n}: \operatorname{im} P_{n}^{\circ} \mapsto \operatorname{im} \widetilde{P}_{n}
$$

are invertible for all $n \in \mathbb{N}$.
Proof. We represent the operator $A_{n}$ in the form

$$
A_{n}=\frac{1}{2 \gamma_{0}} \widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}-\frac{1}{2 \gamma_{0}} \widetilde{L}_{n}(I+M)\left(E-\gamma_{0} G\right) P^{\circ} P_{n}^{\circ}
$$

where $\gamma_{0}$ is chosen in order to satisfy inequality (3.46). If we multiply the operators $V_{n}=\gamma_{0} P_{n}^{\circ} V \widetilde{P}_{n}$ and $A_{n}$, we obtain

$$
\begin{aligned}
V_{n} A_{n} & =P_{n}^{\circ} V \widetilde{P}_{n} \widetilde{L}_{n} \frac{1}{2}(I+M) P^{\circ} P_{n}^{\circ}-P_{n}^{\circ} V \widetilde{P}_{n} \frac{1}{2}(I+M) \widetilde{L}_{n}\left(E-\gamma_{0} G\right) P^{\circ} P_{n}^{\circ} \\
& =P_{n}^{\circ}-P_{n}^{\circ} V \frac{1}{2}(I+M) \widetilde{L}_{n}\left(E-\gamma_{0} G\right) P^{\circ} P_{n}^{\circ}
\end{aligned}
$$

Since $\|V\|_{L_{2}^{m} \mapsto L_{2}^{+}} \leq \sqrt{2}$ we have

$$
\begin{aligned}
&\left\|P_{n}^{\circ} V \frac{1}{2}(I+M) \widetilde{L}_{n}\left(E-\gamma_{0} G\right) P^{\circ} P_{n}^{\circ} x_{n}\right\| \\
& \leq\left\|V \frac{1}{2}(I+M)\right\|_{L_{2}^{m} \stackrel{\circ}{L_{2}^{+}}}\left\|\widetilde{L}_{n}\left(E-\gamma_{0} G\right) P^{\circ} P_{n}^{\circ}\right\| \leq q\left\|P_{n} x_{n}\right\|
\end{aligned}
$$

where $0<q<1$, and this inequality implies that the operator $V_{n} A_{n}$ and hence $A_{n}$ are invertible.

Theorem 3.4.11. Suppose the coefficient $G \in L_{\infty}^{m \times m}$ admits the representation $G=G_{0} h$ with $G_{0} \in \widetilde{A}_{0, R}^{m \times m}$ and $h^{*} \in \mathbf{C} \cap \stackrel{\circ}{L_{2}^{+}, m \times m}$. The operator $K \in \Pi\left\{P_{n}^{\circ}, \widetilde{L}_{n}\right\}$ if and only if the operators $K$ and $\widetilde{K}=\frac{1}{2}(I+M)\left(P^{\circ}+t Q\right) \widetilde{G} P^{\circ}$ are invertible.

Proof. Necessity follows from Theorem 1.8.4 and Lemma 3.2.3. For sufficiency one has to establish the invertibility of the coset $\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{\circ}$ in the corresponding para-algebra. Considering the representation

$$
\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G P^{\circ} P_{n}^{\circ}\right)^{\circ}=\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G_{0} P^{\circ} P_{n}^{\circ}\right)^{\circ}\left(P_{n}^{\circ} P^{\circ} h_{0} P^{\circ} P_{n}^{\circ}\right)^{\circ}
$$

we note that the invertibility of the coset $\left(P_{n}^{\circ} P^{\circ} h_{0} P^{\circ} P_{n}^{\circ}\right)^{\circ}$ follows from the equation (cf. the proof of Lemma 3.3.2)

$$
P_{n}^{\circ} P^{\circ} f P_{n}^{\circ} P^{\circ} f^{-1} P^{\circ} P_{n}^{\circ}=P_{n}^{\circ}-P_{n}^{\circ} P^{\circ} f Q^{\circ} f^{-1} P^{\circ} P_{n}^{\circ}-W_{n}^{\circ} P^{\circ} \tilde{f} Q^{\circ} \tilde{f}^{-1} P^{\circ} W_{n}^{\circ}
$$

while $\left(\widetilde{L}_{n} \frac{1}{2}(I+M) G_{0} P^{\circ} P_{n}^{\circ}\right)^{\circ}$ is invertible by Lemma 3.4.10. To complete the proof one again applies Theorem 1.8.4.

### 3.5 Approximate Solution of the Generalized Riemann-Hilbert-Poincaré Problem

Let $\Delta$ denote the Laplace operator

$$
\begin{equation*}
\Delta:=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}} \tag{3.48}
\end{equation*}
$$

and let $A, B, C$ be real-valued $(m \times m)$-matrix functions defined on the domain $D=$ $\{z \in \mathbb{C}:|z|<1\}$. The Poincaré boundary value problem involves determination of the solution $u=u(x, y)$ of the elliptic system

$$
\begin{align*}
& \Delta u+A \frac{\partial u}{\partial x}+B \frac{\partial u}{\partial y}+C u=0  \tag{3.49}\\
& (x, y) \in D
\end{align*}
$$

under the boundary condition

$$
\begin{equation*}
p^{(1)}(t) \frac{\partial u}{\partial x}(t)+p^{(2)}(t) \frac{\partial u}{\partial y}(t)+r(t) u=f(t), \quad t \in \Gamma_{0} \tag{3.50}
\end{equation*}
$$

where $p^{(1)}, p^{(2)}, r$ are $(m \times m)$-matrices and $f$ is an $m$-dimensional vector.
It is well-known that this problem finds various applications [78, 162, 221], and there are many papers devoted to its approximate solution. Usually, the corresponding approximation methods are based on finite difference or finite element schemes with high computational costs. At the same time, the Poincaré problem can be reduced to a Hilbert-Riemann boundary value problem with derivatives. This lessens the dimension of the problem and expands the variety of approximation methods to use. Thus previous considerations allow us to construct simple approximation methods for the problem (3.49) - (3.50).

Recall that generalized Riemann-Hilbert-Poincaré boundary value problem consists in finding a function $\Phi$ that is analytic in $D$ and satisfies the conditions [162]

$$
\begin{align*}
& \operatorname{Re}\{L \Phi\}=f(t), \quad t \in \Gamma_{0} \\
& \operatorname{Im} \Phi^{(q)}(0)=0  \tag{3.51}\\
& \int_{\Gamma_{0}} \Phi(\tau) \tau^{-k-1} d \tau=0, \quad k=0,1, \ldots, q-1
\end{align*}
$$

where $L$ is an integro-differential operator of the form

$$
\begin{equation*}
(L \Phi)(t)=\sum_{j=0}^{q}\left(a_{j}(t) \Phi^{(j)}(t)+\int_{\Gamma_{0}} h_{j}(t, \tau) \Phi^{(j)}(\tau) d \tau\right) \tag{3.52}
\end{equation*}
$$

An approximate solution of this problem was considered in [125] for $q=1$ and $m=1$. The applicability of approximation methods to associated problems is studied in [126]. Both [125] and [126] deal with finite difference methods that have $\underset{\sim}{\text { a }}$ high computational cost. In the present section we shall use projection operators $\widetilde{P}_{n}$ and $\widetilde{L}_{n}$ introduced in Sections 3.1-3.2, and seek the solution of the problem (3.51) in the class

$$
\stackrel{\circ}{H_{2}^{q+}}:=\left\{\Phi: \Phi \in H_{2}^{q} \cap L_{2}^{+}, \quad \operatorname{Im} \Phi^{(q)}(0)=0\right\}
$$

Let $\widetilde{P}_{n}^{q}, n=1,2, \ldots$ denote the projection defined by

$$
\begin{aligned}
\left(\widetilde{P}_{n}^{q} f\right)(t) & =\widetilde{P}_{n}^{q}\left(\sum_{k=0}^{\infty} f_{k} t^{k}\right) \\
& =\left(\operatorname{Re} f_{0}\right) t^{q}+f_{q+1} t^{q+1}+\ldots+f_{n+q-1} t^{n+q-1}+\left(\operatorname{Re} f_{n+q}\right) t^{n+q}
\end{aligned}
$$

and consider two sequences of approximate equations

$$
\begin{array}{ll}
\widetilde{P}_{n} \operatorname{Re}\left(L \widetilde{P}_{n}^{q} x_{n}\right)=\widetilde{P}_{n} f, & x_{n} \in \operatorname{im} \widetilde{P}_{n}^{q} \\
\widetilde{L}_{n} \operatorname{Re}\left(L \widetilde{P}_{n}^{q} x_{n}\right)=\widetilde{P}_{n} f, & x_{n} \in \operatorname{im} \widetilde{P}_{n}^{q} \tag{3.54}
\end{array}
$$

Theorem 3.5.1. Let $a_{j} \in \mathbf{P C}\left(\Gamma_{0}\right), h_{j} \in L_{\infty}\left(\Gamma_{0} \times \Gamma_{0}\right)$. Then:

1. If for any $\tau \in \Gamma_{0}$ the inequality

$$
\left|\arg \frac{a_{q}(\tau+0)}{a_{q}(\tau-0)}\right|<\frac{\pi}{2}
$$

holds, then the sequence $\left(\widetilde{P}_{n} \operatorname{Re}\left(L \widetilde{P}_{n}^{q}\right)\right)$ is stable if and only if the operators $K=\operatorname{Re}\left(L P^{\circ}\right): \stackrel{\circ}{H_{2}^{q+}}\left(\Gamma_{0}\right) \mapsto \widetilde{L}_{2}\left(\Gamma_{0}\right)$ and $\widetilde{K}=\operatorname{Re}\left(P^{\circ} \widetilde{a}_{q} P^{\circ}\right): \stackrel{\circ}{L_{2}^{+}}\left(\Gamma_{0}\right) \mapsto$ $\widetilde{L}_{2}\left(\Gamma_{0}\right)$ are invertible.
2. If $a_{q} \in \mathbf{C}\left(\Gamma_{0}\right)$, then the sequence $\left(\widetilde{L}_{n} \operatorname{Re}\left(L \widetilde{P}_{n}^{q}\right)\right)$ is stable if and only if the operators $K: \stackrel{\circ}{H_{2}^{q+}}\left(\Gamma_{0}\right) \mapsto \widetilde{L}_{2}\left(\Gamma_{0}\right)$ and $\widetilde{K}=\operatorname{Re}\left(\left(P^{\circ}+t Q\right) \widetilde{a}_{q} P^{\circ}\right): \stackrel{\circ}{L_{2}^{+}}\left(\Gamma_{0}\right) \mapsto$ $\widetilde{L}_{2}\left(\Gamma_{0}\right)$ are invertible.

The proof of this result is similar to the proofs of Theorems 2.3.4 and 2.3.5 and is omitted here.

### 3.6 Comments and References

Sections 3.1 - 3.4: The initial approach to approximate solution of various problems associated with the Riemann-Hilbert problem is based on using difference approximation methods [125, 126]. The algebraic methods similar to those employed in the previous chapter are not working since the corresponding operators act in a pair of spaces, so the corresponding operator spaces do not have a multiplication operation. It was noted in [44] that these difficulties can be overcame if one uses the concept of para-algebra developed in [139, 184]. Paper [44] contains stability results for the Galerkin method whereas the interpolation method is studied in [45]. In [154] an approximate solution of the homogeneous problem was constructed by polylogarithms.

Section 3.5: Approximation methods for the generalized Riemann-Hilbert-Poincaré boundary value problem are studied in [48].

Let us recall that the Riemann-Hilbert problem is closely connected with the singular integral equations with Hilbert kernels [91, 162]

$$
\begin{equation*}
a(x) u(x)+\frac{b(x)}{2 \pi} \int_{0}^{2 \pi} u(y) \cot \frac{x-y}{2} d y=f(x) . \tag{3.55}
\end{equation*}
$$

Consequently, the approximation methods considered in Sections 3.1-3.4 can be used to construct and study approximation methods for equation (3.55), as well as for more general equations.

We also would like to note that there is a well-developed theory, where the Poincaré problem (3.49) - (3.50) is reduced to two-dimensional singular integral equations with conjugation [78, 221]. Projection methods for such equations are little developed. In [60] the authors study the stability of certain approximation methods for the equations

$$
\begin{align*}
(A \phi)(z) & \equiv a(z) \phi(z)+b(z)(S \phi)(z)+c(z)(\bar{S} \phi)(z)+d(z)(B \phi)(z) e(z)(N \phi)(z) \\
& =f(z), \quad z \in G \tag{3.56}
\end{align*}
$$

where $G:=\{z \in \mathbb{C}:|z|<1\}$, the coefficients $a, b, c, d, e \in \mathbf{C}\left(G \cup \Gamma_{0}\right)$ and the operators $S, \bar{S}, B$ and $N$ are respectively defined by the relations

$$
\begin{aligned}
& (S \phi)(z)=-\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d G_{\zeta}}{(\zeta-z)^{2}}=-\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d \xi d \eta}{(\zeta-z)^{2}} \\
& (\bar{S} \phi)(z)=-\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d G_{\zeta}}{(\bar{\zeta}-\bar{z})^{2}}=-\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d \xi d \eta}{(\bar{\zeta}-\bar{z})^{2}} \\
& (B \phi)(z)=\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d G_{\zeta}}{(1-\bar{\zeta} z)^{2}}=\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d \xi d \eta}{(1-\bar{\zeta} z)^{2}} \\
& (N \phi)(z)=\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d G_{\zeta}}{(1-\zeta \bar{z})^{2}}=\frac{1}{\pi} \int_{G} \frac{\phi(\zeta) d \xi d \eta}{(1-\zeta \bar{z})^{2}}
\end{aligned}
$$

with $\zeta=\xi+\mathrm{i} \eta$. The methods under consideration are based on polynomials derived from the system $1, z, \bar{z}, z \bar{z}, z^{2}, \bar{z}^{2}, \bar{z}^{3}, \ldots$ by the orthonormalization process of Gram-Schmidt. T. Fink [83] considered the stability problem for various spline approximation methods for a particular class of equations (3.56). However, the theory of approximation methods for equation (3.56) still remains extremely scanty in comparison with the results available for the one-dimensional Cauchy singular integral equations.

## Chapter 4

## Piecewise Smooth and Open Contours

In this chapter, we study different problems connected with approximation methods for singular integral equations of the form

$$
\begin{align*}
(A u)(t) \equiv & a(t) u(t)+\frac{b(t)}{\pi i} \int_{\Gamma} \frac{u(s) d s}{s-t}+c(t) \overline{u(t)}+\frac{d(t)}{\pi i} \int_{\Gamma} \frac{\overline{u(s)} d s}{s-t}+\frac{e(t)}{\pi i} \overline{\int_{\Gamma} \frac{u(s) d s}{s-t}} \\
& +\frac{f(t)}{\pi i} \overline{\int_{\Gamma} \overline{u(s)} d s} s+\int_{\Gamma} k_{1}(t, s) u(s) d s+\int_{\Gamma} k_{2}(t, s) \overline{u(s)} d s=g(t), t \in \Gamma \tag{4.1}
\end{align*}
$$

where $a, b, c, d, e, f, g, k_{1}$, and $k_{2}$ are given functions, and $\Gamma$ is either a simple open or closed piecewise smooth curve in the complex plane $\mathbb{C}$. A case of particular interest is the double layer potential equation

$$
\begin{equation*}
(A u)(t) \equiv a(t) u(t)+\frac{b(t)}{\pi} \int_{\Gamma} u(s) \frac{d}{d n_{s}} \log |t-s| d \Gamma_{s}+(T u)(t)=g(t), t \in \Gamma \tag{4.2}
\end{equation*}
$$

where $n_{s}$ refers to the inner normal to $\Gamma$ at $s$, and $T$ stands for a compact operator.
The approach used here is based on the thorough use of localization techniques in combination with Mellin calculus.

### 4.1 Stability of Approximation Methods

In this section, we derive necessary and sufficient conditions for the stability of certain quadrature, collocation, and qualocation methods for equation (4.1) on piecewise smooth curves. With each concrete approximation method we associate a family $A^{\tau}, \tau \in \Gamma$ of operators acting on $l_{2}$-spaces, and show that the method
under consideration is stable if and only if the operator $A$, all operators $A^{\tau}, \tau \in$ $\Gamma$, and possibly an additional operator $\widetilde{A}$, are invertible. The operators $A^{\tau}$ are referred to as local operators, and in a sense they hold all information about the associated approximation method. If $\tau$ is a corner point of $\Gamma$, the structure of the corresponding local operators $A^{\tau}$ is often rather complicated, and in some cases there seems to be no way to verify the invertibility of $A^{\tau}$ effectively. Then we restrict our study to the Fredholmness of the operators $A^{\tau}$ and evaluate the indices of these operators, provided that they are Fredholm.

### 4.1.1 Quadrature Methods for Singular Integral Equations with Conjugation

We study three simple quadrature methods, which are similar to the methods studied in Sections 2.6 and 2.9 for integral operators considered on smooth closed curves.

Let $\Gamma$ be a simple closed curve and let $\gamma: \mathbb{R} \rightarrow \Gamma$ be a 1-periodic continuous parametrization of $\Gamma$. Suppose that $\gamma$ is twice continuously differentiable on each open interval $\left(j / n_{0},(j+1) / n_{0}\right)$ where $n_{0}$ is a fixed positive integer and $j=$ $0, \ldots, n_{0}-1$, and that $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ have finite one-sided limits $\gamma^{\prime}\left(j / n_{0} \pm 0\right)$ and $\gamma^{\prime \prime}\left(j / n_{0} \pm 0\right)$ for any $j=0, \ldots, n_{0}-1$ such that

$$
\left|\gamma^{\prime}\left(\frac{j}{n_{0}}-0\right)\right|=\left|\gamma^{\prime}\left(\frac{j}{n_{0}}+0\right)\right|
$$

but

$$
\arg \gamma^{\prime}\left(\frac{j}{n_{0}}-0\right) \neq \arg \gamma^{\prime}\left(\frac{j}{n_{0}}+0\right)
$$

Throughout this section we work in the Hilbert space $L_{2}(\Gamma)$ with the scalar product

$$
(f, g)=\int_{0}^{1} f(\gamma(s)) \overline{g(\gamma(s))} d s
$$

For each integer multiple $n$ of $n_{0}$ and for each integer $k$ we put

$$
\begin{equation*}
t_{k}^{(n)}=\gamma\left(\frac{k+\delta}{n}\right), \quad \tau_{k}^{(n)}=\gamma\left(\frac{k+\varepsilon}{n}\right), \quad 0<\varepsilon, \delta<1, \varepsilon \neq \delta, \tag{4.3}
\end{equation*}
$$

and determine approximate values $\xi_{k}^{(n)}$ for the exact solution of (4.1) at the points $t_{k}^{(n)}$ by solving one of the following discrete systems:

$$
\begin{align*}
& {\left[a\left(\tau_{k}^{(n)}\right)+\left(f\left(\tau_{k}^{(n)}\right)-b\left(\tau_{k}^{(n)}\right)\right) i \cot (\pi(\varepsilon-\delta))\right] \xi_{k}^{(n)}} \\
& +\frac{1}{\pi i} \sum_{j=0}^{n-1}\left(\frac{b\left(\tau_{k}^{(n)}\right) \Delta t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}}-\frac{f\left(\tau_{k}^{(n)}\right) \overline{\Delta t_{j}^{(n)}}}{\overline{t_{j}^{(n)}}-\overline{\tau_{k}^{(n)}}}\right) \xi_{j}^{(n)} \\
& +\left[c\left(\tau_{k}^{(n)}\right)+\left(e\left(\tau_{k}^{(n)}\right)-d\left(\tau_{k}^{(n)}\right)\right) i \cot (\pi(\varepsilon-\delta))\right] \overline{\xi_{k}^{(n)}} \\
& +\frac{1}{\pi i} \sum_{j=0}^{n-1}\left(\frac{d\left(\tau_{k}^{(n)}\right) \Delta t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}}-\frac{e\left(\tau_{k}^{(n)}\right) \overline{\Delta t_{j}^{(n)}}}{\overline{t_{j}^{(n)}}-\overline{\tau_{k}^{(n)}}}\right) \overline{\xi_{j}^{(n)}} \\
& +\sum_{j=0}^{n-1} k_{1}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \xi_{j}^{(n)}+\sum_{j=0}^{n-1} k_{2}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \overline{\xi_{j}^{(n)}} \\
& =g\left(\tau_{k}^{(n)}\right), \quad k=0,1, \ldots, n-1,  \tag{4.4}\\
& a\left(t_{k}^{(n)}\right) \xi_{k}^{(n)}+\frac{1}{\pi i} \sum_{\substack{j=0 \\
j \neq k}}^{n-1}\left(\frac{b\left(t_{k}^{(n)}\right) \Delta t_{j}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}}-\frac{f\left(t_{k}^{(n)}\right) \overline{\Delta t_{j}^{(n)}}}{\overline{t_{j}^{(n)}}-\overline{t_{k}^{(n)}}}\right) \xi_{j}^{(n)} \\
& +c\left(t_{k}^{(n)}\right) \overline{\xi_{k}^{(n)}}+\frac{1}{\pi i} \sum_{\substack{j=0 \\
j \neq k}}^{n-1}\left(\frac{d\left(t_{k}^{(n)}\right) \Delta t_{j}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}}-\frac{e\left(t_{k}^{(n)}\right) \overline{\Delta t_{j}^{(n)}}}{\overline{t_{j}^{(n)}}-\overline{t_{k}^{(n)}}}\right) \overline{\xi_{j}^{(n)}} \\
& +\sum_{j=0}^{n-1} k_{1}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \xi_{j}^{(n)}+\sum_{j=0}^{n-1} k_{2}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \overline{\xi_{j}^{(n)}} \\
& =g\left(t_{k}^{(n)}\right), \quad k=0,1, \ldots, n-1,  \tag{4.5}\\
& a\left(t_{k}^{(n)}\right) \xi_{k}^{(n)}+\frac{1}{\pi i} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1}\left(\frac{b\left(t_{k}^{(n)}\right) \Delta t_{j}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}}-\frac{f\left(t_{k}^{(n)}\right) \overline{\Delta t_{j}^{(n)}}}{\overline{t_{j}^{(n)}}-\overline{t_{k}^{(n)}}}\right) \xi_{j}^{(n)} \\
& +c\left(t_{k}^{(n)}\right) \overline{\xi_{k}^{(n)}}+\frac{1}{\pi i} \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1}\left(\frac{d\left(t_{k}^{(n)}\right) \Delta t_{j}^{(n)}}{t_{j}^{(n)}-t_{k}^{(n)}}-\frac{e\left(t_{k}^{(n)}\right) \overline{\Delta t_{j}^{(n)}}}{\overline{t_{j}^{(n)}}-\overline{t_{k}^{(n)}}}\right) \overline{\xi_{j}^{(n)}} \\
& +\sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} k_{1}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \xi_{j}^{(n)}+\sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}^{n-1} k_{2}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \overline{\xi_{j}^{(n)}} \\
& =g\left(t_{k}^{(n)}\right), \quad k=0,1, \ldots, n-1, \tag{4.6}
\end{align*}
$$

where $\Delta t_{j}^{(n)}=\gamma((j+1) / n)-\gamma(j / n)$ for (4.4) and (4.5) and $\Delta t_{j}^{(n)}=\gamma((j+1) / n)-$ $\gamma((j-1) / n)$ for (4.6). The number $n$ in (4.6) is supposed to be even. If $\chi_{j}^{(n)}$ stands
for the characteristic function of the arc joining the points $\gamma(j / n)$ and $\gamma((j+1) / n)$, then the approximate solution of the integral equation (4.1) is given by

$$
\begin{equation*}
u_{n}=\sum_{j=0}^{n-1} \xi_{j}^{(n)} \chi_{j}^{(n)} \tag{4.7}
\end{equation*}
$$

We study the methods (4.4) - (4.6) by means of a local principle, i.e., to each of these methods we associate at each point $\tau \in \Gamma$ a model method $A_{n}^{\tau} u_{n}^{\tau}=g_{n}^{\tau}$ for a model equation

$$
\begin{equation*}
A^{\tau} u^{\tau}=g^{\tau} \tag{4.8}
\end{equation*}
$$

on a model curve $\Gamma_{\tau}$, and show that the stability of the method under consideration depends on the stability of each of the corresponding model systems.

If $\tau \in \Gamma$ and $s_{\tau} \in[0,1)$ denote the number satisfying $\gamma\left(s_{\tau}\right)=\tau$, define

$$
\omega_{\tau}:=\arg \left(-\gamma^{\prime}\left(s_{\tau}-0\right) / \gamma^{\prime}\left(s_{\tau}+0\right)\right) \quad \in(0,2 \pi)
$$

and write $\Gamma_{\tau}$ for the curve

$$
\Gamma_{\tau}:=\mathbb{R}^{+} \cup e^{i \omega_{\tau}} \mathbb{R}^{+}
$$

where the second and first rays are respectively directed to and away from the origin. The model operator

$$
\begin{equation*}
A^{\tau}=a(\tau) I+b(\tau) S_{\Gamma_{\tau}}+c(\tau) M+d(\tau) S_{\Gamma_{\tau}} M-e(\tau) M S_{\Gamma_{\tau}}-f(\tau) M S_{\Gamma_{\tau}} M \tag{4.9}
\end{equation*}
$$

where the operators $(M u)(t):=\overline{u(t)}$ and

$$
\left(S_{\Gamma_{\tau}} u\right)(t):=\frac{1}{\pi i} \int_{\Gamma_{\tau}} \frac{u(s) d s}{s-t}
$$

are considered on the space $L_{2}\left(\Gamma_{\tau}\right)$. Further, let us introduce the set $\mathbf{R}_{2}\left(\Gamma_{\tau}\right)$ of Riemann integrable functions on $\Gamma_{\tau}$, consisting of all functions which are Riemann integrable on each finite subcurve of $\Gamma_{\tau}$, and for which the norm

$$
\begin{aligned}
\|f\|_{R_{2}\left(\Gamma_{\tau}\right)}= & \|f\|_{L_{2}\left(\Gamma_{\tau}\right)}+\left(\sum_{k=0}^{\infty} \sup _{t \in[k, k+1]}|f(t)|^{2}\right)^{1 / 2} \\
& +\left(\sum_{k=0}^{\infty} \sup _{t \in e^{i \omega_{\tau}}[k, k+1]}|f(t)|^{2}\right)^{1 / 2}
\end{aligned}
$$

is finite. It is easily seen that $\mathbf{R}_{2}\left(\Gamma_{\tau}\right)$ is a Banach space which is continuously embedded into $L_{2}\left(\Gamma_{\tau}\right)$. For the approximate solution of the equation $A^{\tau} u^{\tau}=g^{\tau}$ with $g^{\tau} \in \mathbf{R}_{2}\left(\Gamma_{\tau}\right)$ we choose the numbers

$$
\tilde{t}_{k}^{(n)}=\left\{\begin{array}{cc}
\frac{k+\delta}{n} & \text { if } \quad k \geq 0 \\
-\frac{k+\delta}{n} e^{i \omega_{\tau}} & \text { if } \quad k<0
\end{array}\right.
$$

$$
\tilde{\tau}_{k}^{(n)}:=\left\{\begin{array}{cc}
\frac{k+\varepsilon}{n} & \text { if } \quad k \geq 0 \\
-\frac{k+\varepsilon}{n} e^{i \omega_{\tau}} & \text { if } \quad k<0
\end{array}\right.
$$

and determine approximative values $\xi_{k}^{(n)}$ of the exact solutions $u^{\tau}\left(t_{k}^{(n)}\right), k \in \mathbb{Z}$, by solving one of the following model systems:

$$
\begin{align*}
& {[a(\tau)+(f(\tau)-b(\tau)) i \cot (\pi(\varepsilon-\delta))] \xi_{k}^{(n)}} \\
& +\frac{1}{\pi i}\left\{\sum_{j=0}^{\infty}\left(\frac{b(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}}-\frac{f(\tau)}{\tilde{t}_{j}^{(n)}-\overline{\tilde{\tau}_{k}^{(n)}}}\right) \frac{\xi_{j}^{(n)}}{n}\right. \\
& \left.+\sum_{j=-\infty}^{-1}\left(\frac{b(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}}\left(-\frac{e^{+i \omega_{\tau}}}{n}\right)-\frac{f(\tau)}{\overline{\tilde{t}_{j}^{(n)}}-\overline{\tilde{\tau}_{k}^{(n)}}}\left(-\frac{e^{-i \omega_{\tau}}}{n}\right)\right) \xi_{j}^{(n)}\right\} \\
& +[c(\tau)+(e(\tau)-d(\tau)) i \cot (\pi(\varepsilon-\delta))] \overline{\xi_{k}^{(n)}} \\
& +\frac{1}{\pi i}\left\{\sum_{j=0}^{\infty}\left(\frac{d(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}}-\frac{e(\tau)}{\tilde{t}_{j}^{(n)}-\overline{\tilde{\tau}_{k}^{(n)}}}\right) \frac{\overline{\xi_{j}^{(n)}}}{n}\right. \\
& \left.+\sum_{j=-\infty}^{-1}\left(\frac{d(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}}\left(-\frac{e^{+i \omega_{\tau}}}{n}\right)-\frac{e(\tau)}{\overline{\tilde{t}_{j}^{(n)}}-\overline{\tilde{\tau}_{k}^{(n)}}}\left(-\frac{e^{-i \omega_{\tau}}}{n}\right)\right) \overline{\xi_{j}^{(n)}}\right\} \\
& =g^{\tau}\left(\tilde{\tau}_{k}^{(n)}\right), \quad k \in \mathbb{Z},  \tag{4.10}\\
& a(\tau) \xi_{k}^{(n)}+\frac{1}{\pi i}\left\{\sum_{\substack{j=0 \\
j \neq k}}^{\infty}\left(\frac{b(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}-\frac{f(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}\right) \frac{\xi_{j}^{(n)}}{n}\right. \\
& \left.+\sum_{\substack{j=-\infty \\
j \neq k}}^{-1}\left(\frac{b(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}\left(-\frac{e^{+i \omega_{\tau}}}{n}\right)-\frac{f(\tau)}{\overline{\tilde{t}_{j}^{(n)}}-\overline{\tilde{t}_{k}^{(n)}}}\left(-\frac{e^{-i \omega_{\tau}}}{n}\right)\right) \xi_{j}^{(n)}\right\} \\
& +c(\tau) \xi_{k}^{(n)}+\frac{1}{\pi i}\left\{\sum_{\substack{j=0 \\
j \neq k}}^{\infty}\left(\frac{d(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}-\frac{e(\tau)}{\tilde{t}_{j}^{(n)}-\overline{\tilde{t}_{k}^{(n)}}}\right) \frac{\overline{\xi_{j}^{(n)}}}{n}\right. \\
& \left.+\sum_{\substack{j=-\infty \\
j \neq k}}^{-1}\left(\frac{d(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}\left(-\frac{e^{+i \omega_{\tau}}}{n}\right)-\frac{e(\tau)}{\overline{\tilde{t}_{j}^{(n)}}-\overline{\tilde{t}_{k}^{(n)}}}\left(-\frac{e^{-i \omega_{\tau}}}{n}\right)\right) \overline{\xi_{j}^{(n)}}\right\} \\
& =g^{\tau}\left(\tilde{t}_{k}^{(n)}\right), \quad k \in \mathbb{Z}, \tag{4.11}
\end{align*}
$$

$$
\begin{align*}
& a(\tau) \xi_{k}^{(n)}+\frac{1}{\pi i}\left\{\sum_{\substack{j=1 \\
j \equiv k+1(\bmod 2)}}^{\infty}\left(\frac{b(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}-\frac{f(\tau)}{\tilde{t}_{j}^{(n)}-\overline{\tilde{t}_{k}^{(n)}}}\right) \frac{2 \xi_{j}^{(n)}}{n}\right. \\
& +\sum_{\substack{j=-\infty \\
j \equiv k+1(\bmod 2)}}^{-1}\left(\frac{b(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}\left(-\frac{2 e^{+i \omega_{\tau}}}{n}\right)-\frac{f(\tau)}{\overline{\tilde{t}_{j}^{(n)}}-\overline{\tilde{t}_{k}^{(n)}}}\left(-\frac{2 e^{-i \omega_{\tau}}}{n}\right)\right) \xi_{j}^{(n)} \\
& \left.+\sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2))}}\left(\frac{b(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}} \frac{1-e^{-i \omega_{\tau}}}{n}-\frac{f(\tau)}{\tilde{t}_{j}^{(n)}-\overline{\tilde{t}_{k}^{(n)}}} \frac{1-e^{-i \omega_{\tau}}}{n}\right) \xi_{j}^{(n)}\right\} \\
& \quad+c(\tau) \overline{\xi_{k}^{(n)}}+\frac{1}{\pi i}\left\{\sum_{j \equiv k+1(\bmod 2)}^{\infty}\left(\frac{d(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}-\frac{e(\tau)}{\tilde{t}_{j}^{(n)}-\overline{\tilde{t}_{k}^{(n)}}}\right) \frac{2 \xi_{j}^{(n)}}{n}\right. \\
& \quad+\sum_{\substack{j=-\infty \\
j \equiv k+1(\bmod 2)}}^{-1}\left(\frac{d(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}}\left(-\frac{2 e^{+i \omega_{\tau}}}{n}\right)-\frac{e(\tau)}{\overline{\tilde{t}_{j}^{(n)}}-\overline{\tilde{t}_{k}^{(n)}}}\left(-\frac{2 e^{-i \omega_{\tau}}}{n}\right)\right) \frac{\xi_{j}^{(n)}}{} \\
& \left.\quad+\quad \sum_{\substack{j=0 \\
j \equiv k+1(\bmod 2)}}\left(\frac{d(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}} \frac{1-e^{+i \omega_{\tau}}}{n}-\frac{e(\tau)}{\tilde{t}_{j}^{(n)}-\tilde{t}_{k}^{(n)}} \frac{1-e^{-i \omega_{\tau}}}{n}\right) \overline{\xi_{j}^{(n)}}\right\} \\
& =g^{\tau}\left(\tilde{t}_{k}^{(n)}\right), \quad k \in \mathbb{Z} . \tag{4.12}
\end{align*}
$$

Using the solutions of systems (4.10) - (4.12) one can construct the approximate solutions $u_{n}^{\tau}$ of the model equation (4.8) as

$$
\begin{equation*}
u_{n}^{\tau}=\sum_{k \in \mathbb{Z}} \xi_{k}^{(n)} \tilde{\chi}_{k}^{(n)} \tag{4.13}
\end{equation*}
$$

where

$$
\tilde{\chi}_{k}^{(n)}(t)= \begin{cases} \begin{cases}1 & \text { if } \\
0 & \text { else } \\
n & \text { if } k \geq 0 \\
\left\{\begin{array}{ll}
1 & \text { if } \\
0 & \text { else }
\end{array} \quad \frac{k}{n} \leq-e^{-i \omega_{\tau}} t<\frac{k+1}{n}\right. & \text { if } k<0\end{cases} \end{cases}
$$

Recall that the model equation (4.8) is considered in $L_{2}\left(\Gamma_{\tau}\right)$, and note that for any element $u_{n} \in L_{2}\left(\Gamma_{\tau}\right)$ of the form (4.13) one has

$$
\begin{equation*}
\left\|\sum_{k} \xi_{k}^{(n)} \tilde{\chi}_{k}^{(n)}\right\|_{L_{2}\left(\Gamma_{\tau}\right)}=n^{-1 / 2}\left\|\left(\xi_{k}^{(n)}\right)_{k \in \mathbb{Z}}\right\|_{l_{2}(\mathbb{Z})} \tag{4.14}
\end{equation*}
$$

so the coefficient sequence $\left(\xi_{k}^{(n)}\right)_{k \in \mathbb{Z}}$ belongs to the Hilbert space $l_{2}(\mathbb{Z})$ of all square summable two-sided sequences [102]. Moreover, it is well known that the interpolation projections which send each function $g^{\tau} \in \mathbf{R}_{2}\left(\Gamma_{\tau}\right)$ into the functions

$$
g_{n}^{\tau}=\sum_{k \in \mathbb{Z}} g^{\tau}\left(\tilde{\tau}_{k}^{(n)}\right) \tilde{\chi}_{k}^{(n)} \in L_{2}\left(\Gamma_{\tau}\right)
$$

are uniformly bounded with respect to $n$. Consequently, the sequence $\left(g^{\tau}\left(\tilde{\tau}_{k}^{(n)}\right)\right)_{k \in \mathbb{Z}}$ also belongs to $l_{2}(\mathbb{Z})$, and we can think of system (4.10) - (4.12) as of operator equation

$$
\begin{equation*}
B_{n}^{\tau} U_{n}=G_{n} \tag{4.15}
\end{equation*}
$$

where $U_{n}=\left(\xi_{k}^{(n)}\right), G_{n}=\left(g^{\tau}\left(\tilde{\tau}_{k}^{(n)}\right)\right)$ and the operator $B_{n}^{\tau}$ acts on $l_{2}(\mathbb{Z})$. The identity (4.14) implies that the sequences $\left(A_{n}^{\tau}\right)$ are stable if and only if the corresponding sequences $\left(B_{n}^{\tau}\right)$ in (4.15) are stable. But it is readily verified that the system matrices $B_{n}^{\tau}$ of the model methods are actually independent of $n$, so the (constant) sequence $\left(B_{n}^{\tau}\right)$ is stable if and only if one of its elements, say $B_{1}^{\tau}$, is invertible.

Our main results concerning the stability of methods (4.4) - (4.6) follow.
Theorem 4.1.1. Let $a, b, c, d, e, f \in \mathbf{C}(\Gamma)$ and $k_{1}, k_{2} \in \mathbf{C}(\Gamma \times \Gamma)$. Then:
(a) the quadrature methods (4.4) and (4.5) are stable if and only if the operator

$$
A=a I+b S_{\Gamma}+c M+d S_{\Gamma} M-e M S_{\Gamma}-f M S_{\Gamma} M+T
$$

with

$$
(T u)(t)=\int_{\Gamma}\left(k_{1}(t, s) u(s)+k_{2}(t, s) \overline{u(s)}\right) d s
$$

and all corresponding operators $B_{1}^{\tau}, \tau \in \Gamma$, are invertible;
(b) the quadrature method (4.6) is stable if and only if the operator $A$, the operator

$$
\tilde{A}=a I-b S_{\Gamma}+c M-d S_{\Gamma} M+e M S_{\Gamma}+f M S_{\Gamma} M
$$

and all corresponding operators $B_{1}^{\tau}, \tau \in \Gamma$, are invertible.
We prove Theorem 4.1.1 by translating the stability problem into an invertibility problem in the Banach algebras $\mathcal{S}_{C} / \mathcal{J}_{1}$ or $\mathcal{A} / \mathcal{J}$ via Propositions 1.6.4 and 1.6.5.

Let $L_{n}$ denote the orthogonal projection of $L_{2}(\Gamma)$ onto the subspace

$$
S_{n}=\operatorname{span}\left\{\chi_{j}^{(n)}, j=0, \ldots, n-1\right\}
$$

If $n$ is even, define the operators $W_{n}$ by

$$
W_{n} f=W_{n} L_{n} f=W_{n}\left(\sum_{j=0}^{n-1} \xi_{j} \chi_{j}^{(n)}\right)=\sum_{j=0}^{n-1}(-1)^{j} \xi_{j} \chi_{j}^{(n)}
$$

Lemma 4.1.2. The projection $L_{n}$ and operator $W_{n}$ satisfy all the conditions imposed in Section 1.6 on the projection $P_{n}$ and operator $W_{n}$. Moreover,

$$
\begin{equation*}
M L_{n}=L_{n} M, \quad M W_{n}=W_{n} M, \quad n=1,2, \ldots \tag{4.16}
\end{equation*}
$$

Proof. The equations

$$
W_{n}^{2}=L_{n}, \quad W_{n} L_{n}=L_{n} W_{n}, \quad n=1,2, \ldots
$$

as well as relations (4.16) can be verified by straightforward calculation, and the strong convergence of the sequence $\left(L_{n}\right)$ to the identity operator is well known [183]. Let us demonstrate the weak convergence of the sequence ( $W_{n} L_{n}$ ) to 0 . Since this sequence is uniformly bounded, and since the continuous functions are dense in $L_{2}(\Gamma)$, it remains to show that

$$
\left(W_{n} L_{n} f, g\right) \rightarrow 0
$$

for all continuous functions $f$ and $g$ on $\Gamma$. Let $n$ be even and set

$$
c_{j}=n \int_{j / n}^{(j+1) / n} f(\gamma(s)) d s
$$

Since

$$
\begin{aligned}
\left(W_{n} L_{n} f, g\right)= & \int_{0}^{1} \sum_{j=0}^{n-1}(-1)^{j} c_{j} \chi_{j}^{(n)}(\gamma(s)) \overline{g(\gamma(s))} d s=\sum_{j=0}^{n-1}(-1)^{j} c_{j} \int_{j / n}^{(j+1) / n} \overline{g(\gamma(s))} d s \\
= & \sum_{j=0}^{n / 2-1}\left(c_{2 j}-c_{2 j+1}\right) \int_{2 j / n}^{(2 j+1) / n} \overline{g(\gamma(s))} d s \\
& +\sum_{j=0}^{n / 2-1} c_{2 j+1} \int_{2 j / n}^{(2 j+1) / n} \overline{(g(\gamma(s))-g(\gamma(s+1 / n))} d s,
\end{aligned}
$$

we get

$$
\begin{aligned}
\left|\left(W_{n} L_{n} f, g\right)\right| \leq & \sum_{j=0}^{n / 2-1}\left|c_{2 j}-c_{2 j+1}\right| \int_{2 j / n}^{(2 j+1) / n}|g(\gamma(s))| d s \\
& +\sum_{j=0}^{n / 2-1}\left|c_{2 j+1}\right| \int_{2 j / n}^{(2 j+1) / n}|g(\gamma(s))-g(\gamma(s+1 / n))| d s
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{j=0}^{n / 2-1} n \int_{2 j / n}^{(2 j+1) / n}|f(\gamma(s))-f(\gamma(s+1 / n))| d s \int_{2 j / n}^{(2 j+1) / n}|g(\gamma(s))| d s \\
& \quad+\sum_{j=0}^{n / 2-1} n \int_{2 j / n}^{(2 j+1) / n}|f(\gamma(s))| d s \int_{2 j / n}^{(2 j+1) / n}|g(\gamma(s))-g(\gamma(s+1 / n))| d s \\
& \leq \omega(f \circ \gamma, 1 / n)\|g\|_{\mathbf{C}(\Gamma)}+\omega(g \circ \gamma, 1 / n)\|f\|_{\mathbf{C}(\Gamma)},
\end{aligned}
$$

where $\omega(h, 1 / n)$ is the modulus of continuity of the function $h$. This proves the assertion, since $\omega(h, 1 / n) \rightarrow 0$ as $n \rightarrow \infty$.

Thus we can identify these operators $L_{n}$ and $W_{n}$ as the operators $P_{n}$ and $W_{n}$ from Section 1.6, and let $\mathcal{S}_{C}, \mathcal{J}_{1}, \mathcal{A}$, and $\mathcal{J}$ refer to the associated specified algebras and ideals.

Further, following (1.17) we can represent any sequence $\left(A_{n}\right)$ of additive continuous operators in the form

$$
\begin{equation*}
A_{n}=A_{n}^{(1)}+A_{n}^{(2)} M \tag{4.17}
\end{equation*}
$$

where $\left(A_{n}^{(1)}\right),\left(A_{n}^{(2)}\right)$ are the sequences of linear continuous operators. Note that the sequence $\left(A_{n}\right)$ converges uniformly (strongly or weakly) to the operator $A=$ $A^{(1)}+A^{(2)} M \in \mathcal{L}_{\text {add }}\left(L_{2}\right)$ if and only if the sequences $\left(A_{n}^{(1)}\right)$ and $\left(A_{n}^{(2)}\right)$ converge uniformly (strongly or weakly) to the operators $A^{(1)}$ and $A^{(2)}$, respectively.

Lemma 4.1.3. If $\left(A_{n}\right), A_{n} \in \mathcal{L}_{\text {add }}\left(\operatorname{im} L_{n}\right)$ is one of the approximation sequences corresponding to methods (4.4), (4.5) or (4.6), then $\left(A_{n}\right)$ belongs to both $\mathcal{S}_{C}$ and $\mathcal{A}$.

From relations (4.16) and (4.17), it is sufficient to prove this for approximation sequences for singular integral operators without conjugation. This has already been done [180, 183].

Let us proceed to show the necessity of the conditions in Theorem 4.1.1.
Lemma 4.1.4. (a) If (4.4) and (4.5) are stable methods, then the operator $A$ and all associated operators $B_{1}^{\tau}$ with $\tau \in \Gamma$ are invertible.
(b) If (4.6) is stable, then the operators $A, \tilde{A}$, and $B_{1}^{\tau}$ with $\tau \in \Gamma$ are invertible.

Proof. The invertibility of $A$ and $\tilde{A}$ is a consequence of Proposition 1.6.5 and Lemma 4.1.3. For the computation of $\tilde{A}$, we refer the reader to [180].

Let $P_{n} \in \mathcal{L}\left(l_{2}(\mathbb{Z})\right)$ denote the projection $P_{n}:\left(x_{k}\right)_{k \in \mathbb{Z}} \mapsto\left(y_{k}\right)_{k \in \mathbb{Z}}$ with

$$
y_{k}= \begin{cases}x_{k} & \text { if }-n / 2<k \leq n / 2 \\ 0 & \text { else },\end{cases}
$$

and for fixed $\tau \in \Gamma$ and $n \in \mathbb{Z}^{+}$introduce the operator $E_{n}^{\tau} \in \mathcal{L}\left(\operatorname{im} P_{n}, \operatorname{im} L_{n}\right)$ by

$$
E_{n}^{\tau}\left(\delta_{j k}\right)_{k \in \mathbb{Z}}=\chi_{j+j(\tau, n)}^{(n)}
$$

where $j(\tau, n) \in\{0,1, \ldots, n-1\}$ is such that $\tau \in[\gamma(j(\tau, n) / n), \gamma((j(\tau, n)+1) / n))$. It is easy to see that $E_{n}^{\tau}$ is bijective, and its inverse may be denoted by $E_{-n}^{\tau}$. Further, one has $\sup _{n}\left\|E_{n}^{\tau}\right\|\left\|E_{-n}^{\tau}\right\|<\infty($ cf. (4.14)) and we claim that

$$
\begin{equation*}
E_{-n}^{\tau} A_{n} E_{n}^{\tau} \rightarrow B_{1}^{\tau},\left(E_{-n}^{\tau} A_{n} E_{n}^{\tau}\right)^{*} \rightarrow\left(B_{1}^{\tau}\right)^{*} \quad \text { strongly } \tag{4.18}
\end{equation*}
$$

Indeed, if $\bar{M} \in \mathcal{L}_{\text {add }}\left(l_{2}(\mathbb{Z})\right)$ refers to the operator $\bar{M}\left(x_{k}\right)=\left(\bar{x}_{k}\right)$, then

$$
\begin{equation*}
E_{n}^{\tau} \bar{M} P_{n}=M E_{n}^{\tau} P_{n}, \bar{M} E_{-n}^{\tau} L_{n}=E_{-n}^{\tau} M L_{n} \tag{4.19}
\end{equation*}
$$

This observation reduces the verification of relations (4.18) to sequences $\left(A_{n}\right)$ for operators without conjugation, and for this we refer to [180, Proof of Theorem 1.4] again.

From (4.18) and from the stability of the sequence $\left(A_{n}\right)$ we conclude that

$$
\left\|E_{-n}^{\tau} A_{n} E_{n}^{\tau} P_{n} x\right\|_{l_{2}(\mathbb{Z})} \geq C\left\|P_{n} x\right\|_{l_{2}(\mathbb{Z})}, \quad x \in l_{2}(\mathbb{Z})
$$

and

$$
\left\|\left(E_{-n}^{\tau} A_{n} E_{n}^{\tau}\right)^{*} P_{n} x\right\|_{l_{2}(\mathbb{Z})} \geq C\left\|P_{n} x\right\|_{l_{2}(\mathbb{Z})}, \quad x \in l_{2}(\mathbb{Z})
$$

and passing to the limits yields

$$
\left\|B_{1}^{\tau} x\right\| \geq C\|x\|,\left\|\left(B_{1}^{\tau}\right)^{*} x\right\| \geq C\|x\|
$$

whence the invertibility of $B_{1}^{\tau}$ follows.
For the converse it remains to show that the invertibility of all operators $B_{1}^{\tau}$ implies the invertibility of the coset $\left(A_{n}\right)+\mathcal{J}_{1}$ or $\left(A_{n}\right)+\mathcal{J}$ in the quotient algebras $\mathcal{S}_{C} / \mathcal{J}_{1}$ or $\mathcal{A} / \mathcal{J}$, respectively. Proposition 1.6.4 or 1.6.5 then applies to give the assertion. The invertibility of these cosets follows from the local principle of Gohberg and Krupnik of Section 1.9.1.

By $K_{n}^{\varepsilon}$ we denote the interpolation projection sending each Riemann integrable function $g$ on $\Gamma$ into the function

$$
K_{n}^{\varepsilon} g=\sum_{j=0}^{n-1} g\left(\tau_{j}^{(n)}\right) \chi_{j}^{(n)} \in L_{2}(\Gamma)
$$

and given a function $h \in \mathbf{C}(\Gamma)$ we abbreviate the operator $K_{n}^{\varepsilon} h L_{n}$ by $h_{n}$. The set of all real-valued Lipschitz continuous functions on $\Gamma$ which take values between 0 and 1 only may be denoted by $L(\Gamma)$.

Lemma 4.1.5. (a) For $\tau \in \Gamma$ the set

$$
M_{\tau}^{1}:=\left\{\left(h_{n}\right)+\mathcal{J}_{1}, h \in L(\Gamma), h \equiv 1 \quad \text { in a neighbourhood of } \tau\right\}
$$

is a localizing class in $\mathcal{S}_{C} / \mathcal{J}_{1}$ and the set

$$
M_{\tau}^{2}:=\left\{\left(h_{n}\right)+\mathcal{J}, h \in L(\Gamma), h \equiv 1 \quad \text { in a neighbourhood of } \tau\right\}
$$

is a localizing class in $\mathcal{A} / \mathcal{J}$. Moreover, $\left\{M_{\tau}^{1}\right\}_{\tau \in \Gamma}$ and $\left\{M_{\tau}^{2}\right\}_{\tau \in \Gamma}$ form covering systems of localizing classes in algebras $\mathcal{S}_{C} / \mathcal{J}_{1}$ and $\mathcal{A} / \mathcal{J}$, respectively.
(b) If $\left(A_{n}\right)$ is the approximation sequence of method (4.4) or (4.5), then the elements of $\bigcup_{\tau \in \Gamma} M_{\tau}^{1}$ commute with the coset $\left(A_{n}\right)+\mathcal{J}_{1}$ in $\mathcal{S}_{C} / \mathcal{J}_{1}$. If $\left(A_{n}\right)$ corresponds to (4.6), then the elements of $\bigcup_{\tau \in \Gamma} M_{\tau}^{2}$ commute with the coset $\left(A_{n}\right)+\mathcal{J}$ in $\mathcal{A} / \mathcal{J}$.

The proof of (a) is almost evident. Thus because of the identity

$$
M h_{n}=h_{n} M \quad \text { for all } \quad h \in L(\Gamma),
$$

one can consider approximation sequences for operators without conjugation, when it has been already shown [180, Theorem 1.3 (iii) and Theorem 1.4 (iii)'].

Lemma 4.1.6. (a) Let $\left(A_{n}\right)$ be the approximation sequence of (4.4) or of (4.5). If all associated operators $B_{\tau}^{1}, \tau \in \Gamma$ are invertible, then the $\operatorname{coset}\left(A_{n}\right)+\mathcal{J}_{1}$ is invertible in $\mathcal{S}_{C} / \mathcal{J}_{1}$.
(b) Let $\left(A_{n}\right)$ be the approximation sequence for (4.6). If all associated operators $B_{\tau}^{1}$ are invertible, then the coset $\left(A_{n}\right)+\mathcal{J}$ is invertible in $\mathcal{A} / \mathcal{J}$.

Proof. We only consider (4.4), since the proof for (4.5) and (4.6) is analogous. Let $B_{1}^{\tau}$ be invertible. In [180], Lemma 1.4 it has been shown that the sequences $\left(E_{n}^{\tau} B_{1}^{\tau} E_{-n}^{\tau}\right)$ and $\left(E_{n}^{\tau}\left(B_{1}^{\tau}\right)^{-1} E_{-n}^{\tau}\right)$ belong to $\mathcal{S}_{C}$ whenever $B_{1}^{\tau}$ is related to singular integral operators without conjugation. If the conjugation appears, then this case can be traced back to that without conjugation via (4.19).

We evidently have

$$
\left(E_{n}^{\tau} B_{1}^{\tau} E_{-n}^{\tau}\right)\left(E_{n}^{\tau}\left(B_{1}^{\tau}\right)^{-1} E_{-n}^{\tau}\right)=\left(L_{n}\right)
$$

i.e., all sequences $\left(E_{n}^{\tau} B_{1}^{\tau} E_{-n}^{\tau}\right)$ are invertible in $\mathcal{S}_{C}$, whence in particular it follows that all cosets $\left(E_{n}^{\tau} B_{1}^{\tau} E_{-n}^{\tau}\right)+\mathcal{J}_{1}$ are $M_{\tau}^{1}$-invertible in the quotient algebra $\mathcal{S}_{C} / \mathcal{J}_{1}$.

It remains to verify the $M_{\tau}^{1}$-equivalence of $\left(A_{n}\right)$ and $\left(E_{n}^{\tau} B_{1}^{\tau} E_{-n}^{\tau}\right)$. Again this can be reduced to sequences without conjugation, and again we may invoke [180, Theorem 1.3 (iv)]. Observe that the notion of $M_{\tau}$-equivalence used in [180] is equivalent to our definition since $\sup _{n}\left\|E_{n}^{\tau}\right\|\left\|E_{-n}^{\tau}\right\|<\infty$.

We have seen in Lemma 4.1.3 that the approximation sequences $\left(A_{n}\right)$ associated with (4.4), (4.5) and (4.6) belong both to $\mathcal{S}_{C}$ and to $\mathcal{A}$. Further, by Lemma 4.1.5, the sequences (4.4) and (4.5) commute with $\left(h_{n}\right), h \in L(\Gamma)$, modulo $\mathcal{J}_{1}$ (and, thus, modulo $\mathcal{J}$ ) whereas (4.6) commutes with $\left(h_{n}\right)$ modulo $\mathcal{J}$ (but not modulo $\mathcal{J}_{1}$ as one can show). Hence, we could study (4.4) and (4.5) by either Proposition 1.6 .4 or 1.6.5, but we prefer Proposition 1.6.4 for simplicity whereas (4.6) requires application of Proposition 1.6.5.

### 4.1.2 The $\varepsilon$-Collocation Method

The applicability of the $\varepsilon$-collocation method to equation (4.1) is now considered. This method determines an approximate solution $u_{n}$ in the form $u_{n}=\sum_{j=0}^{n-1} \xi_{j}^{(n)} \chi_{j}^{(n)}$ by solving the $n \times n$ algebraic system

$$
\begin{equation*}
\left(A u_{n}\right)\left(\tau_{j}^{n, \varepsilon}\right)=g\left(\tau_{j}^{n, \varepsilon}\right), \quad j=0,1, \ldots, n-1 \tag{4.20}
\end{equation*}
$$

where

$$
\tau_{j}^{n, \varepsilon}=\gamma\left(\frac{j+\varepsilon}{n}\right), \quad 0<\varepsilon<1
$$

The system (4.20) can be rewritten as the operator equation

$$
\begin{equation*}
K_{n}^{\varepsilon} A u_{n}=K_{n}^{\varepsilon} g, \quad u_{n} \in \operatorname{im} L_{n} \subseteq L_{2}(\Gamma) \tag{4.21}
\end{equation*}
$$

and so our main concern is the stability of the sequence $\left(K_{n}^{\varepsilon} A L_{n}\right)$ of approximation operators. As for the quadrature method, we associate to (4.21) a family of model operators as follows.

Let $A^{\tau}$ denote again the operator (4.9), and set

$$
\tilde{\tau}_{k}^{n, \varepsilon}=\left\{\begin{array}{cc}
\frac{k+\varepsilon}{n} & \text { if } \quad k \geq 0 \\
-\frac{k+\varepsilon}{n} e^{i \omega_{\tau}} & \text { if } \quad k<0
\end{array}\right.
$$

For Riemann integrable functions $g \in \mathbf{R}_{2}\left(\Gamma_{\tau}\right)$, we seek an approximate solution of the model equation

$$
\begin{equation*}
A^{\tau} u^{\tau}=g^{\tau}, \quad u^{\tau} \in L_{2}\left(\Gamma_{\tau}\right) \tag{4.22}
\end{equation*}
$$

in the form

$$
\begin{equation*}
u_{n}^{\tau}=\sum_{k \in \mathbb{Z}} \tilde{\xi}_{k}^{(n)} \tilde{\chi}_{k}^{(n)} \tag{4.23}
\end{equation*}
$$

where $\tilde{\chi}_{k}^{(n)}$ are the functions introduced in (4.13) and the coefficients $\tilde{\xi}_{k}^{(n)}, k \in \mathbb{Z}$, satisfy the infinite algebraic system

$$
\left(A^{\tau} u_{n}^{\tau}\right)\left(\tilde{\tau}_{k}^{n, \varepsilon}\right)=g^{\tau}\left(\tilde{\tau}_{k}^{n, \varepsilon}\right), k \in \mathbb{Z}
$$

This system can be rewritten as

$$
A_{n, \varepsilon}^{\tau} u_{n}^{\tau}=K_{n}^{\tau} g^{\tau}
$$

where

$$
A_{n, \varepsilon}^{\tau}=K_{n}^{\tau} A^{\tau} L_{n}^{\tau} \in \mathcal{L}_{a d d}\left(\operatorname{im} L_{n}^{\tau}\right),
$$

with $L_{n}^{\tau}$ referring to the orthogonal projection of $L_{2}\left(\Gamma_{\tau}\right)$ onto its closed subspace spanned by all functions $\tilde{\chi}_{k}^{(n)}, k \in \mathbb{Z}$, and $K_{n}^{\tau}$ again denotes the interpolation operator

$$
K_{n}^{\tau} h=\sum_{k \in \mathbb{Z}} h\left(\tilde{\tau}_{k}^{n, \varepsilon}\right) \tilde{\chi}_{k}^{(n)} .
$$

As in Section 4.1.1, we may identify the operators $A_{n, \varepsilon}^{\tau} \in \mathcal{L}_{a d d}\left(\mathrm{im} L_{n}^{\tau}\right)$ with the operators $B_{n, \varepsilon}^{\tau} \in \mathcal{L}_{\text {add }}\left(l_{2}(\mathbb{Z})\right)$ whose matrix representations with respect to the standard basis of $l_{2}(\mathbb{Z})$ are the same as those of $A_{n, \varepsilon}^{\tau}$ in the basis $\left(\tilde{\chi}_{k}^{(n)}\right)_{k \in \mathbb{Z}}$ of im $L_{n}^{\tau}$, and both sequences $\left(A_{n, \varepsilon}^{\tau}\right)$ and $\left(B_{n, \varepsilon}^{\tau}\right)$ are simultaneously either stable or not. Furthermore, it again turns out that the operators $B_{n, \varepsilon}^{\tau}$ are actually independent of $n$, so the sequence $\left(A_{n, \varepsilon}^{\tau}\right)$ is stable if and only if the operator $B_{1, \varepsilon}^{\tau}$ is invertible.

Employing the readily verifiable identities

$$
\begin{equation*}
\left(\left(M S_{\Gamma_{\tau}}\right)\left(\tilde{\xi}_{j}^{(n)} \tilde{\chi}_{j}^{(n)}\right)\right)\left(\tilde{\tau}_{k}^{n, \varepsilon}\right)=-\left(S_{\Gamma_{\tau}^{*}} \tilde{\tilde{\chi}}_{j}^{(n)}\right)\left(\overline{\tilde{\tau}_{k}^{n, \varepsilon}}\right) \overline{\tilde{\xi}_{j}^{(n)}} \tag{4.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\left(M S_{\Gamma_{\tau}} M\right)\left(\tilde{\xi}_{j}^{(n)} \tilde{\chi}_{j}^{(n)}\right)\right)\left(\tilde{\tau}_{k}^{n, \varepsilon}\right)=-\left(S_{\Gamma_{\tau}^{*}} \tilde{\tilde{\chi}}_{j}^{(n)}\right)\left(\overline{\tilde{\tau}_{k}^{n, \varepsilon}}\right) \tilde{\xi}_{j}^{(n)} \tag{4.25}
\end{equation*}
$$

where

$$
\Gamma_{\tau}^{*}=\left\{t e^{\left(2 \pi-\omega_{\tau}\right) i}, 0 \leq t<\infty\right\} \cup\{t, 0 \leq t<\infty\}
$$

and $\widetilde{\widetilde{\chi}}_{j}^{(n)}$ is defined as in (4.13) but with $\omega_{\tau}$ being replaced by $2 \pi-\omega_{\tau}$, it is not hard to find the explicit matrix representation of the operator $B_{1, \varepsilon}^{\tau}$ :

$$
\begin{align*}
B_{1, \varepsilon}^{\tau}= & a(\tau) I+\frac{b(\tau)}{\pi i}\left(\int_{\Gamma_{\tau}} \frac{\tilde{\chi}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}-\frac{f(\tau)}{\pi i}\left(\int_{\Gamma_{\tau}^{*}} \frac{\tilde{\tilde{\chi}}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}} \\
& +\left[c(\tau) I+\frac{d(\tau)}{\pi i}\left(\int_{\Gamma_{\tau}} \frac{\tilde{\chi}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}-\frac{e(\tau)}{\pi i}\left(\int_{\Gamma_{\tau}^{*}} \frac{\tilde{\tilde{\chi}}_{j}^{(1)}(s) d s}{s-\overline{\tilde{\tau}_{k}^{1, \varepsilon}}}\right)_{k, j \in \mathbb{Z}}\right] \bar{M} . \tag{4.26}
\end{align*}
$$

Theorem 4.1.7. Let $a, b, c, d, e, f \in \mathbf{C}(\Gamma), k_{1}, k_{2} \in \mathbf{C}(\Gamma \times \Gamma)$, and $0<\varepsilon<1$.
(a) The $\varepsilon$-collocation method for the operator

$$
A=a I+b S_{\Gamma}+c M+d S_{\Gamma} M-e M S_{\Gamma}-f M S_{\Gamma} M
$$

is stable if and only if the operator $A \in \mathcal{L}_{\text {add }}\left(L_{2}(\Gamma)\right)$ and all operators $B_{1, \varepsilon}^{\tau} \in$ $\mathcal{L}_{\text {add }}\left(l_{2}(\mathbb{Z})\right)$ with $\tau \in \Gamma$ are invertible.
(b) If the $\varepsilon$-collocation method is stable and $g$ is Riemann integrable, then the systems (4.20) are uniquely solvable for all sufficiently large $n$, and the sequence $\left(u_{n}\right)$ of their solutions tends to the solution of equation (4.1) in the norm of $L_{2}(\Gamma)$.

The proof of this result is analogous to the proof of Theorem 4.1.1. Thus it can be reduced again to the operators without conjugation, for which we again refer the reader to [180].

### 4.1.3 Qualocation Method

Choose real numbers $\varepsilon_{r}, 0<\varepsilon_{0}<\cdots<\varepsilon_{m-1}<1$ and numbers $w_{r}$, $r=0,1, \ldots, m-1$, such that $\sum_{r=0}^{m-1} w_{r}=1$, and consider the quadrature rule

$$
Q_{n}(g)=\sum_{k=0}^{n-1} \frac{1}{n} \sum_{r=0}^{m-1} w_{r} g\left(\tau_{k}^{n, \varepsilon_{r}}\right)
$$

with $\tau_{k}^{n, \varepsilon_{r}}=\gamma\left(\left(k+\varepsilon_{r}\right) / n\right)$.
In qualocation method one seeks an approximate solution $u_{n}$ of equation (4.1) in the form (4.7) and determines the unknown coefficients $\xi_{j}^{(n)}, j=0, \ldots, n-1$, from the algebraic system

$$
Q_{n}\left(\chi_{j}^{(n)} A u_{n}\right)=Q_{n}\left(g \chi_{j}^{(n)}\right), j=0, \ldots, n-1
$$

or equivalently

$$
\begin{equation*}
\sum_{r=0}^{m-1} w_{r}\left(A u_{n}\right)\left(\tau_{j}^{n, \varepsilon_{r}}\right)=\sum_{r=0}^{m-1} w_{r} g\left(\tau_{j}^{n, \varepsilon_{r}}\right), j=0, \ldots, n-1 \tag{4.27}
\end{equation*}
$$

Let us again emphasize that the interest in method (4.27) comes from the possibility to force higher convergence rates than for pure collocation methods, by special choices of the parameters $\varepsilon_{r}$ and $w_{r}$, cf. [104, 215, 216].

Set

$$
\tilde{\tau}_{k}^{n, \varepsilon_{r}}=\left\{\begin{array}{cl}
\frac{k+\varepsilon_{r}}{n} & \text { if } k \geq 0 \\
-\frac{k+\varepsilon_{r}}{n} e^{i \omega_{\tau}} & \text { if } k<0
\end{array}\right.
$$

and define a quadrature rule on the model curve $\Gamma_{\tau}$ by

$$
\tilde{Q}_{n}(g)=\sum_{k=-\infty}^{\infty} \frac{1}{n} \sum_{r=0}^{m-1} w_{r} g\left(\tilde{\tau}_{k}^{n, \varepsilon_{r}}\right) .
$$

Our model methods arise from looking for an approximative solution $u_{n}^{\tau}$ of the form (4.23) of equation (4.22), by determining the unknown coefficients $\tilde{\xi}_{k}^{(n)}$ via the algebraic system

$$
\begin{equation*}
\sum_{r=0}^{m-1} w_{r}\left(A^{\tau} u_{n}^{\tau}\right)\left(\tilde{\tau}_{j}^{n, \varepsilon_{r}}\right)=\sum_{r=0}^{m-1} w_{r} g^{\tau}\left(\tilde{\tau}_{j}^{n, \varepsilon_{r}}\right), \quad j \in \mathbb{Z} \tag{4.28}
\end{equation*}
$$

Theorem 4.1.8. Let $a, b, c, d, e, f \in \mathbf{C}(\Gamma), k_{1}, k_{2} \in \mathbf{C}(\Gamma \times \Gamma)$, and $\varepsilon_{r}, w_{r} \in \mathbb{R}^{+}$be such that $0<\varepsilon_{0}<\varepsilon_{1}<\cdots<\varepsilon_{m-1}<1$ and $\sum_{r=0}^{m-1} w_{r}=1$. Then:
(a) The qualocation method (4.27) is stable if and only if the operator $A$ and the operators $B_{Q(\varepsilon)}^{\tau}=\sum_{r=0}^{m-1} w_{r} B_{1, \varepsilon_{r}}^{\tau} \in \mathcal{L}_{\text {add }}\left(l_{2}(\mathbb{Z})\right)$ are invertible for all $\tau \in \Gamma$.
(b) If the method (4.27) is stable and if $g$ is Riemann integrable, then the systems (4.27) are uniquely solvable for all sufficiently large $n$, and the sequence ( $u_{n}$ ) of their solutions converges in $L_{2}(\Gamma)$ to the solution of equation (4.1).

Recall that the operators $B_{1, \varepsilon}^{\tau}$ are defined by (4.26).
The proof of Theorem 4.1.8 proceeds in the very same way as that of Theorem 4.1.7 since the qualocation method can be represented as a linear combination of $\varepsilon_{r}$-collocation methods. We omit the details here.

### 4.2 Fredholm Properties of Local Operators

The Fredholmness and invertibility of local operators $B_{1}^{\tau}$ and $B_{1, \varepsilon}^{\tau}$, associated with the above approximation methods for singular integral operators without conjugation, have been investigated by S. Prössdorf and A. Rathsfeld [180]. They pointed out that the Fredholmness of these operators is independent of the angles $\omega_{\tau}, \tau \in \Gamma$, and that the index of the local operator $B_{1}^{\tau}$ is zero whenever $B_{1}^{\tau}$ is Fredholm.

In contrast, we observe that the Fredholmness of the operator $B_{1}^{\tau}$ for operators with conjugation depends essentially on the value of the angle $\omega_{\tau}$. Moreover, the operator $B_{1}^{\tau}$ can be Fredholm but ind $B_{1}^{\tau} \neq 0$. Nevertheless, we can show that possible values for ind $B_{1}^{\tau}$ are rather restricted, e.g., if $e=f=0$ and the operator $B_{1}^{\tau}$ is Fredholm, then the index of this operator takes only one of the values: 1,0 , or -1 .

### 4.2.1 Quadrature Methods

Assume now that the coefficients $e=0$ and $f=0$ everywhere on $\Gamma$ and restrict ourselves to the method (4.4) and, correspondingly, to the local operators $B_{1}^{\tau}$ associated with the system (4.10). Further we identify the Hilbert space $l_{2}(\mathbb{Z})$ with the Cartesian product $l_{2}^{2}:=l_{2} \times l_{2}$ of the two Hilbert spaces $l_{2}:=l_{2}\left(\mathbb{Z}^{+}\right)$of one-sided sequences, and therefore consider operators on $l_{2}(\mathbb{Z})$ as $2 \times 2$ matrices of operators acting on $l_{2}^{2}$. By $\mathcal{T}$ we denote the smallest closed $C^{*}$-subalgebra of $\mathcal{L}\left(l_{2}\right)$ containing all Toeplitz operators $T(a)$ with piecewise constant generating functions $a$. Recall that the operator $T(a)$ acts on finitely supported sequences via

$$
T(a)\left(x_{k}\right)=\left(y_{k}\right), y_{k}=\sum_{r=0}^{\infty} a_{k-r} x_{r}
$$

where $a_{k}$ is the $k$ th Fourier coefficient of $a$. Finally, we write $\mathcal{T}^{2 \times 2}$ for the subalgebra of $\mathcal{L}\left(l_{2}(\mathbb{Z})\right) \cong \mathcal{L}\left(l_{2}^{2}\right) \cong \mathcal{L}^{2 \times 2}\left(l_{2}\right)$ consisting of all $2 \times 2$ matrices with entries in $\mathcal{T}$.

Lemma 4.2.1. If $\bar{M}: l_{2}\left(\mathbb{Z}^{+}\right) \mapsto l_{2}\left(\mathbb{Z}^{+}\right)$is the operator defined by

$$
\bar{M}\left(\left(x_{k}\right)_{k \in \mathbb{Z}^{+}}\right)=\left(\bar{x}_{k}\right)_{k \in \mathbb{Z}^{+}},
$$

then the operator $\bar{M}$ and the complex $C^{*}$-algebra $\mathcal{T}$ satisfy all axioms $\left(A_{1}\right)-\left(A_{5}\right)$ of Section 1.2.
Proof. Note that $\left(A_{1}\right)$ and $\left(A_{5}\right)$ are the only non-trivial axioms to check. A straightforward computation shows that for any $a \in \mathbf{P C}(\Gamma)$,

$$
\begin{equation*}
\bar{M} T(a) \bar{M}=T\left(a^{*}\right) \tag{4.29}
\end{equation*}
$$

where $a^{*}(t)=\overline{a(\bar{t})}, t \in \Gamma_{0}$. Thus $\bar{M} T(a) \bar{M} \in \mathcal{T}$, and since $\bar{M}^{2}=I$, the inclusion $\bar{M} A \bar{M} \in \mathcal{T}$ is valid for any operator $A \in \mathcal{T}$. The same relation (4.29) yields

$$
(\bar{M} T(a) \bar{M})^{*}=T(\widetilde{a})
$$

and

$$
\bar{M} T^{*}(a) \bar{M}=\bar{M} T(\bar{a}) \bar{M}=T(\widetilde{a})
$$

where $\widetilde{a}=a(\bar{t}), t \in \Gamma_{0}$, and our claim follows.
Lemma 4.2.2. If $B_{1}^{\tau}, \tau \in \Gamma$ is the operator determined by the left-hand side of system (4.10), then it has the form

$$
\begin{equation*}
B_{1}^{\tau}=B^{1, \tau}+B^{2, \tau} \bar{M} \tag{4.30}
\end{equation*}
$$

where $B^{1, \tau}, B^{2, \tau} \in \mathcal{T}^{2 \times 2}$. Moreover, the operator $B_{1}^{\tau}, \tau \in \Gamma$ is invertible (Fredholm) if and only if the operator

$$
\tilde{B}_{1}^{\tau}=\left(\begin{array}{cc}
B^{1, \tau} & B^{2, \tau} \\
M B^{2, \tau} \bar{M} & \bar{M} B^{1, \tau} \bar{M}
\end{array}\right), \quad \tau \in \Gamma_{0}
$$

is invertible (Fredholm).

Proof. A straightforward computation shows that $B_{1}^{\tau}$ can be written in the form (4.30), where

$$
B^{1, \tau}=\left(\begin{array}{ll}
B_{11}^{1, \tau} & B_{12}^{1, \tau} \\
B_{21}^{1, \tau} & B_{22}^{1, \tau}
\end{array}\right) \in \mathcal{L}^{2 \times 2}\left(l_{2}\right), \quad B^{2, \tau}=\left(\begin{array}{ll}
B_{11}^{2, \tau} & B_{12}^{2, \tau} \\
B_{21}^{2, \tau} & B_{22}^{2, \tau}
\end{array}\right) \in \mathcal{L}^{2 \times 2}\left(l_{2}\right)
$$

with

$$
\begin{aligned}
& B_{11}^{1, \tau}=(a(\tau)-b(\tau) i \cot (\pi(\varepsilon-\delta))) I+\frac{b(\tau)}{\pi i}\left(\frac{1}{-(k-j)-(\varepsilon-\delta)}\right)_{k, j=0}^{\infty}, \\
& B_{21}^{1, \tau}=\frac{b(\tau)}{\pi i}\left(\frac{1}{(j+\delta)+(-k-1+\varepsilon) e^{i \omega_{\tau}}}\right)_{k, j=0}^{\infty} \\
& B_{12}^{1, \tau}=\frac{b(\tau)}{\pi i}\left(\frac{e^{i \omega_{\tau}}}{(-j+1+\delta) e^{i \omega_{\tau}}+(k+\varepsilon)}\right)_{k, j=0}^{\infty} \\
& B_{22}^{1, \tau}=(a(\tau)-b(\tau) i \cot (\pi(\varepsilon-\delta))) I+\frac{b(\tau)}{\pi i}\left(\frac{1}{(k-j)+(\delta-\varepsilon)}\right)_{k, j=0}^{\infty}
\end{aligned}
$$

The operators $B_{l r}^{2, \tau}, l, r=1,2$, can be derived from the operators $B_{l r}^{1, \tau}$ by replacing $a$ and $b$ by $c$ and $d$, respectively. But each of the operators $B_{l r}^{j, \tau}, j, l, r \in\{1,2\}$, belongs to $\mathcal{T}$, as was shown in [180, Lemma 1.1].

The assertion concerning the invertibility (Fredholmness) of the operators $B_{1}^{\tau}$ follows immediately from Lemmas 4.2.1 and 1.4.6.

The Fredholmness of the operators $\tilde{B}_{1}^{\tau}, \tau \in \Gamma_{0}$ can be verified via the Gohberg - Krupnik symbol calculus for $\mathcal{T}^{2 \times 2}$. Thus with each operator $\tilde{B}_{1}^{\tau}$ one can associate a $4 \times 4$ matrix-valued function $\mathcal{A}_{\tilde{B}_{1}^{\tau}}$ on $\Gamma_{0} \times[0,1]$ with the property that $\tilde{B}_{1}^{\tau}$ is Fredholm if and only if $\operatorname{det} \mathcal{A}_{\tilde{B}_{1}^{\tau}}(t, \mu) \neq 0$ for all $t \in \Gamma_{0}$ and $\mu \in[0,1]$, and the index of $\tilde{B}_{1}^{\tau}$ coincides with the negative winding number ${ }^{1}$ of the determinant $\operatorname{det} \mathcal{A}_{\tilde{B}_{1}^{\tau}}(t, \mu)$.

In accordance with $[11,29,33,180]$, when $t \neq 1$ and $\mu \in[0,1]$ the matrix $\mathcal{A}_{\tilde{B}_{1}^{\tau}}(t, \mu)$ is

$$
\begin{align*}
& \mathcal{A}_{\tilde{B}_{1}^{\tau}}(t, \mu) \\
& =\left(\begin{array}{cccc}
a(\tau)+b(\tau) f^{(\varepsilon-\delta)}(t) & 0 & c(\tau)+d(\tau) f^{(\varepsilon-\delta)}(t) & 0 \\
0 & a(\tau)-b(\tau) f^{(\delta-\varepsilon)}(t) & 0 & c(\tau)-d(\tau) f^{(\delta-\varepsilon)}(t) \\
\overline{c(\tau)}+\overline{d(\tau)} f^{(\varepsilon-\delta) *}(t) & 0 & \overline{a(\tau)}+\overline{b(\tau)} f^{(\varepsilon-\delta) *}(t) & 0 \\
0 & \overline{c(\tau)}-\overline{d(\tau)} f^{(\delta-\varepsilon) *}(t) & 0 & \overline{a(\tau)}-\overline{b(\tau)} f^{(\delta-\varepsilon) *}(t)
\end{array}\right) \tag{4.31}
\end{align*}
$$

[^1]with
\[

$$
\begin{equation*}
f^{(\nu)}\left(e^{i 2 \pi s}\right):=2 e^{-i 2 \pi \nu(s-1)} \frac{\sin (-\pi \nu s)}{\sin (-\pi \nu)}-1, \quad 0 \leq s \leq 1, \tag{4.32}
\end{equation*}
$$

\]

and $f^{*}(t)=\overline{f(\bar{t})}$, whereas in the case $t=1$ and $\mu \in[0,1]$ this matrix is given by

$$
\begin{align*}
& \mathcal{A}_{\tilde{B}_{1}^{\tau}}(1, \mu) \\
& =\left(\begin{array}{cccc}
a(\tau)+b(\tau)(1-2 \mu) & \frac{i b(\tau)}{\beta} e^{i\left(\omega_{\tau}-\pi\right) \alpha} & c(\tau)+d(\tau)(1-2 \mu) & \frac{i d(\tau)}{\beta} e^{i\left(\omega_{\tau}-\pi\right) \alpha} \\
=\frac{i b(\tau)}{\beta} e^{i\left(\pi-\omega_{\tau}\right) \alpha} & a(\tau)-b(\tau)(1-2 \mu) & \frac{-i d(\tau)}{\beta} e^{i\left(\pi-\omega_{\tau}\right) \alpha} & c(\tau)-d(\tau)(1-2 \mu) \\
\overline{c(\tau)}-\overline{d(\tau)}(1-2 \mu) & \frac{-i \overline{d(\tau)}}{\beta} e^{i\left(\pi-\omega_{\tau}\right) \alpha} & \overline{a(\tau)}-\overline{b(\tau)}(1-2 \mu) & \frac{-i \overline{b(\tau)}}{\beta} e^{i\left(\pi-\omega_{\tau}\right) \alpha} \\
\frac{i \overline{d(\tau)}}{\beta} e^{i\left(\omega_{\tau}-\pi\right) \alpha} & \overline{c(\tau)}+\overline{d(\tau)}(1-2 \mu) & \frac{i \overline{d(\tau)}}{\beta} e^{i\left(\omega_{\tau}-\pi\right) \alpha} & \overline{a(\tau)}+\overline{b(\tau)}(1-2 \mu)
\end{array}\right) \tag{4.33}
\end{align*}
$$

with $\beta=\beta(\mu)=\sin (\pi(1 / 2+(i / 2 \pi) \log (\mu /(1-\mu)))$ and $\alpha=\alpha(\mu)=1 / 2+$ $(i / 2 \pi) \log (\mu /(1-\mu))$.

Theorem 4.2.3. Let $B_{1}^{\tau}, \tau \in \Gamma$ be the local operator associated with the method (4.4) in case $e=f=0$. If $B_{1}^{\tau}$ is Fredholm, then the index

$$
\text { ind } B_{1}^{\tau}:=\operatorname{ind}_{\mathbb{R}} B_{1}^{\tau}
$$

of this operator can take only three values 0,1 and -1 .
For the proof of this statement we need an auxiliary result.
Lemma 4.2.4. If $a, b, c$, and $d$ are any fixed complex numbers, then the function

$$
\operatorname{det} \mathcal{A}_{\tilde{B}_{1}^{\tau}}:\left(\Gamma_{0} \backslash\{1\}\right) \times[0,1] \mapsto \mathbb{C}
$$

is real-valued and non-negative.
Proof. Put $\nu=\varepsilon-\delta$ and multiply the matrix (4.31) both from the left- and from the right-hand side by the matrix

$$
J:=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)
$$

This transformation does not influence the determinant, and the new matrix has the form

$$
\left(\begin{array}{cccc}
a+b f^{\nu}(t) & c+d f^{\nu}(t) & 0 & 0 \\
\bar{c}+\bar{d} f^{\nu *}(t) & \bar{a}+\bar{b} f^{\nu *}(t) & 0 & 0 \\
0 & 0 & a-b f^{-\nu}(t) & c-d f^{-\nu}(t) \\
0 & 0 & \bar{c}-\bar{d} f^{-\nu *}(t) & \bar{a}-\bar{b} f^{-\nu *}(t)
\end{array}\right) .
$$

Its determinant is just

$$
\begin{align*}
& {\left[\left(a+b f^{\nu}(t)\right)\left(\bar{a}+\bar{b} f^{\nu *}(t)\right)-\left(c+d f^{\nu}(t)\right)\left(\bar{c}+\bar{d} f^{\nu *}(t)\right)\right]} \\
& \quad \cdot\left[\left(a-b f^{-\nu}(t)\right)\left(\bar{a}-\bar{b} f^{-\nu *}(t)\right)-\left(c-d f^{-\nu}(t)\right)\left(\bar{c}-\bar{d} f^{-\nu *}(t)\right)\right] \tag{4.34}
\end{align*}
$$

and using the identities

$$
f^{\nu *}(t)=-f^{\nu}(t), \quad \overline{f^{\nu}(t)}=f^{-\nu}(t)
$$

we can rewrite expression (4.34) in the form

$$
\begin{aligned}
& {\left[\left(a+b f^{\nu}(t)\right)\left(\bar{a}-\bar{b} f^{\nu}(t)\right)-\left(c+d f^{\nu}(t)\right)\left(\bar{c}-\bar{d} f^{\nu}(t)\right)\right]} \\
& \quad \cdot\left[\overline{\left(a+b f^{\nu}(t)\right)}\left(a-b \overline{f^{\nu}(t)}\right)-\overline{\left(c+d f^{\nu}(t)\right)}\left(c+d \overline{f^{\nu}(t)}\right)\right]
\end{aligned}
$$

which is obviously real and non-negative.
Proof of Theorem 4.2.3. First of all, let us recall that ind $B_{1}^{\tau}=\operatorname{ind}_{\mathbb{C}} \widetilde{B}_{1}^{\tau}$, cf. (2.11). Now if $t=1$, then

$$
\begin{aligned}
& \operatorname{det} \mathcal{A}_{\tilde{B}_{1}^{\tau}}(1, \mu) \\
& =\left[(a+b(1-\mu))(a-b(1-\mu))-\frac{b^{2}}{\beta^{2}}\right]\left[(\bar{a}+\bar{b}(1-\mu))(\bar{a}-\bar{b}(1-\mu))-\overline{\frac{b^{2}}{\beta^{2}}}\right] \\
& +\frac{1}{\beta^{2}}(a d-b c)(\overline{a d}-\overline{b c}) e^{i 2\left(\pi-\omega_{\tau}\right) \alpha}+\frac{1}{\beta^{2}}(a d-b c)(\overline{a d}-\overline{b c}) e^{i 2\left(\omega_{\tau}-\pi\right) \alpha} \\
& +\left[(a+b(1-\mu))(c-d(1-\mu))-\frac{b d}{\beta^{2}}\right]\left[\frac{\overline{b d}}{\beta^{2}}-(\bar{a}-\bar{b}(1-\mu))(\bar{c}+\bar{d}(1-\mu))\right] \\
& +\left[\left(\bar{a}+\bar{b}(1-\mu)(\bar{c}-\bar{d}(1-\mu))-\frac{\overline{b d}}{\beta^{2}}\right]\left[\frac{b d}{\beta^{2}}(a-b(1-\mu))(c+d(1-\mu))\right]\right. \\
& \left.+\left[(c+d(1-\mu))(c-d(1-\mu))-\frac{d^{2}}{\beta^{2}}\right)\right]\left[(\bar{c}+\bar{d}(1-\mu))(\bar{c}-\bar{d}(1-\mu)) \frac{\overline{d^{2}}}{\beta^{2}}\right]= \\
& =\left|a^{2}-b^{2}(1-2 \mu)^{2}-\frac{b^{2}}{\beta^{2}}\right|^{2}+\left|c^{2}-d^{2}(1-2 \mu)^{2}-\frac{d^{2}}{\beta^{2}}\right|^{2} \\
& +\frac{2}{\beta^{2}}|a d-b c| \cos \left[\left(\omega_{\tau}-\pi\right) 2 \alpha\right] \\
& +2 \operatorname{Re}\left\{\left[(a+b(1-\mu))(c-d(1-\mu))-\frac{b d}{\beta^{2}}\right]\right. \\
& \left.\times\left[\frac{\overline{b d}}{\beta^{2}}-(\bar{a}-\bar{b}(1-\mu))(\bar{c}+\bar{d}(1-\mu))\right]\right\} .
\end{aligned}
$$

Since

$$
\beta^{2}=\frac{1}{4 \mu(1-\mu)}
$$

$$
\begin{aligned}
& {\left[(a+b(1-\mu))(c-d(1-\mu))-\frac{b d}{\beta^{2}}\right]\left[\frac{\overline{b d}}{\beta^{2}}-(\bar{a}-\bar{b}(1-\mu))(\bar{c}+\bar{d}(1-\mu))\right]} \\
& =-|a c-b d|^{2}+|b c-a d|^{2}(1-2 \mu)^{2}-(\overline{a c}-\overline{b d})(b c-a d)(1-2 \mu) \\
& \quad+(a c-b d)(\overline{b c}-\overline{a d})(1-2 \mu),
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{1}{\beta^{2}} \cos \left(\left(\omega_{\tau}-\pi\right) 2 \alpha\right)= & -2\left(\mu^{\frac{\omega_{\tau}}{\pi}}(1-\mu)^{2-\frac{\omega_{\tau}}{\pi}}+(1-\mu)^{\frac{\omega_{\tau}}{\pi}} \mu^{2-\frac{\omega_{\tau}}{\pi}}\right) \cos \omega_{\tau} \\
& +2 i\left(\mu^{\frac{\omega_{\tau}}{\pi}}(1-\mu)^{2-\frac{\omega_{\tau}}{\pi}}-(1-\mu)^{\frac{\omega_{\tau}}{\pi}} \mu^{2-\frac{\omega_{\tau}}{\pi}}\right) \sin \omega_{\tau}
\end{aligned}
$$

we get

$$
\begin{align*}
\operatorname{det} \mathcal{A}_{\tilde{B}_{1}^{\tau}}(1, \mu)= & \left|a^{2}-b^{2}\right|^{2}+\left|c^{2}-d^{2}\right|^{2}-2|a c-b d|^{2}+2|b c-a d|^{2}(1-2 \mu)^{2} \\
& -4|a d-b c|^{2}\left\{\left(\mu^{\frac{\omega_{\tau}}{\pi}}(1-\mu)^{2-\frac{\omega_{\tau}}{\pi}}+(1-\mu)^{\frac{\omega_{\tau}}{\pi}} \mu^{2-\frac{\omega_{\tau}}{\pi}}\right) \cos \omega_{\tau}\right. \\
& \left.+i\left(\mu^{\frac{\omega_{\tau}}{\pi}}(1-\mu)^{2-\frac{\omega_{\tau}}{\pi}}-(1-\mu)^{\frac{\omega_{\tau}}{\pi}} \mu^{2-\frac{\omega_{\tau}}{\pi}}\right) \sin \omega_{\tau}\right\} . \tag{4.35}
\end{align*}
$$

Consider now the imaginary part of expression (4.35), i.e.,

$$
\begin{equation*}
\operatorname{Im} \operatorname{det} \mathcal{A}_{\tilde{B}_{1}^{\tau}}(1, \mu)=4|a d-b c|^{2} \psi(\mu) \sin \omega_{\tau} \tag{4.36}
\end{equation*}
$$

where

$$
\psi(\mu)=\mu^{x}(1-\mu)^{2-x}-(1-\mu)^{x} \mu^{2-x}, x=\omega_{\tau} / \pi, 0<x<2 .
$$

Since

$$
\psi(\mu)=\left(\mu(1-\mu)^{x}+(1-\mu) \mu^{x}\right)\left((1-\mu)^{1-x}-\mu^{1-x}\right),
$$

the sign of the real-valued function $\psi$ remains constant in each of the intervals $(0,1 / 2)$ and $(1 / 2,1)$. Together with the fact that $\operatorname{det} \mathcal{A}_{\tilde{B}_{1}^{\tau}}(t, \mu)$ is real-valued for $t \neq 0$, this shows that the winding number of the determinant function around the origin can only take the values $+1,0,-1$. This finishes the proof of Theorem 4.2.3.

Remark 4.2.5. Observe that (4.36) actually expresses the dependence of the Fredholmness of the operator $\tilde{B}_{1}^{\tau}$ and thus of $B_{1}^{\tau}$ on the angle $\omega_{\tau}$.

### 4.2.2 The $\varepsilon$-Collocation Method

Now we turn our attention to the Fredholmness of the local operators $B_{1, \varepsilon}^{\tau}$ connected with the $\varepsilon$-collocation method. Write $a, b, c, d, e, f$ in place of $a(\tau), b(\tau)$,
$c(\tau), d(\tau), e(\tau), f(\tau)$ respectively, and let $B_{1, \varepsilon}^{1, \tau}$ and $B_{1, \varepsilon}^{2, \tau}$ stand for the operators on $l_{2}(\mathbb{Z})$ with matrix representation

$$
\begin{equation*}
B_{1, \varepsilon}^{1, \tau}=a I+\frac{b}{\pi i}\left(\int_{\Gamma_{\tau}} \frac{\tilde{\chi}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}-\frac{f}{\pi i}\left(\int_{\Gamma_{\tau}^{*}} \frac{\tilde{\tilde{\chi}}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}} \tag{4.37}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{1, \varepsilon}^{2, \tau}=c I+\frac{d}{\pi i}\left(\int_{\Gamma_{\tau}} \frac{\tilde{\chi}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}-\frac{e}{\pi i}\left(\int_{\Gamma_{\tau}^{*}} \frac{\widetilde{\widetilde{\chi}}_{j}^{(1)}(s) d s}{s-\bar{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}} \tag{4.38}
\end{equation*}
$$

Clearly, $B_{1, \varepsilon}^{\tau}=B_{1, \varepsilon}^{1, \tau}+B_{1, \varepsilon}^{2, \tau} \bar{M}$, so it follows as in Lemma 4.2.2 that $B_{1, \varepsilon}^{\tau}$ is Fredholm if and only if the operator

$$
\left(\begin{array}{cc}
B_{1, \varepsilon}^{1, \tau} & B_{1, \varepsilon}^{2, \tau} \\
\bar{M} B_{1, \varepsilon}^{2, \tau} \bar{M} & \bar{M} B_{1, \varepsilon}^{1, \tau} \bar{M}
\end{array}\right) \in \mathcal{L}\left(l_{2}(\mathbb{Z}) \times l_{2}(\mathbb{Z})\right)
$$

is Fredholm. By (4.24) and (4.25),

$$
\bar{M} B_{1, \varepsilon}^{1, \tau} \bar{M}=\bar{a} I-\frac{\bar{b}}{\pi i}\left(\int_{\Gamma_{\tau}^{*}} \frac{\widetilde{\tilde{\chi}}_{j}^{(1)}(s) d s}{s-\bar{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}+\frac{\bar{f}}{\pi i}\left(\int_{\Gamma_{\tau}} \frac{\tilde{\chi}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}
$$

and

$$
\bar{M} B_{1, \varepsilon}^{2, \tau} \bar{M}=\bar{c} I-\frac{\bar{d}}{\pi i}\left(\int_{\Gamma_{\tau}^{*}} \frac{\tilde{\widetilde{\chi}}_{j}^{(1)}(s) d s}{s-\bar{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}+\frac{\bar{e}}{\pi i}\left(\int_{\Gamma_{\tau}} \frac{\tilde{\chi}_{j}^{(1)}(s) d s}{s-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}} .
$$

In particular, all operators $B_{1, \varepsilon}^{1, \tau}, B_{1, \varepsilon}^{2, \tau}, \bar{M} B_{1, \varepsilon}^{1, \tau} \bar{M}$ and $\bar{M} B_{1, \varepsilon}^{2, \tau} \bar{M}$ are of the same structure, and we may consider only one of these operators (say $B_{1, \varepsilon}^{1, \tau}$ ).

Given $k \in \mathbb{Z}$, and $\delta \in(0,1)$, define $t_{k}^{\delta}$ by

$$
t_{k}^{\delta}=\left\{\begin{array}{cl}
k+\delta & \text { if } k \geq 0 \\
-(k+\delta) e^{i \omega_{\tau}} & \text { if } k<0
\end{array}\right.
$$

and introduce the operator $C_{\varepsilon}^{\delta}$ as

$$
C_{\varepsilon}^{\delta}=(a-i(b-f) \operatorname{ctg}(\pi(\varepsilon-\delta))) I+\frac{b}{\pi i}\left(\frac{\Delta t_{j}^{(1)}}{t_{j}^{\delta}-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}-\frac{f}{\pi i}\left(\frac{\overline{\Delta t_{j}^{(1)}}}{t_{j}^{\delta}-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}
$$

with

$$
\Delta t_{j}^{(1)}=\left\{\begin{array}{cl}
1 & \text { if } j \geq 0 \\
-e^{i \omega_{\tau}} & \text { if } j<0
\end{array}\right.
$$

Consider the operator function

$$
\delta \mapsto C_{\epsilon}(\delta)=2 \varepsilon C_{\varepsilon}^{2 \varepsilon \delta}+2(\varepsilon-1) C_{\varepsilon}^{1+2(\varepsilon-1) \delta} \quad \text { with } \quad \delta \in(0,1)
$$

The results of the preceding section imply that $C_{\varepsilon}(\delta) \in \mathcal{T}^{2 \times 2} \subseteq \mathcal{L}\left(l_{2}(\mathbb{Z})\right)$; and since this function is continuous on the interval $(0,1 / 2)$, we conclude that the operator

$$
B_{1, \varepsilon}^{1, \tau}=\int_{0}^{1 / 2} C_{\varepsilon}(\delta) d \delta
$$

also belongs to the algebra $\mathcal{T}^{2 \times 2}$. The Gohberg-Krupnik symbol of this operator can now be computed as

$$
\begin{aligned}
\mathcal{A}_{B_{1, \varepsilon}^{1, \tau}}(t, \mu) & =\int_{0}^{1 / 2} \mathcal{A}_{C_{\varepsilon}(\delta)}(t, \mu) d \delta \\
& =\int_{0}^{1 / 2}\left[2 \varepsilon\left(\mathcal{A}_{C_{\varepsilon}^{2 \varepsilon \delta}}(t, \mu)+2(\varepsilon-1) \mathcal{A}_{C_{\varepsilon}^{1+2(\varepsilon-1) \delta}}(t, \mu)\right] d \delta\right.
\end{aligned}
$$

From (4.31) and (4.33), one obtains by straightforward calculation

$$
\mathcal{A}_{B_{1, \varepsilon}^{1, \tau}}(t, \mu)=\left(\begin{array}{cc}
a+(b-f) \int_{0}^{1} f^{(\varepsilon-\delta)}(t) d \delta & 0  \tag{4.39}\\
0 & a-(b-f) \int_{0}^{1} f^{(\delta-\varepsilon)}(t) d \delta
\end{array}\right)
$$

for $t \in \Gamma_{0} \backslash\{1\}, \mu \in[0,1]$, and

$$
\mathcal{A}_{B_{1, \varepsilon}^{1, \tau}}(1, \mu)=\left(\begin{array}{cc}
a+(b-f)(1-2 \mu) & i \frac{b}{\beta} e^{-i\left(\pi-\omega_{\tau}\right) \alpha}-i \frac{f}{\beta} e^{-i\left(\omega_{\tau}-\pi\right) \alpha}  \tag{4.40}\\
i \frac{f}{\beta} e^{-i\left(\pi-\omega_{\tau}\right) \alpha}-i \frac{b}{\beta} e^{-i\left(\omega_{\tau}-\pi\right) \alpha} & a-(b-f)(1-2 \mu)
\end{array}\right)
$$

for $\mu \in[0,1]$, where $f^{\nu}, \alpha$ and $\beta$ are as in the preceding section.
Now, the symbols of $B_{1, \varepsilon}^{2, \tau}, \bar{M} B_{1, \varepsilon}^{1, \tau} \bar{M}$ and $\bar{M} B_{1, \varepsilon}^{2, \tau} \bar{M}$ can be derived from (4.39)
and (4.40) by an obvious substitution of the coefficients, so the symbol of the operator $B_{1, \varepsilon}^{\tau}$ is the $4 \times 4$ matrix function

$$
\mathcal{A}_{B_{1, \varepsilon}^{\tau}}=\left(\begin{array}{cc}
\mathcal{A}_{B_{1, \varepsilon}^{1, \tau}} & \mathcal{A}_{B_{1, \varepsilon}^{2, \tau}} \\
\mathcal{A}_{\bar{M} B_{1, \varepsilon}^{2, \tau} \bar{M}} & \mathcal{A}_{\bar{M} B_{1, \varepsilon}^{1, \tau} \bar{M}}
\end{array}\right),
$$

on the cylinder $\Gamma_{0} \times[0,1]$.

Corollary 4.2.6. The operator $B_{1, \varepsilon}^{\tau}$ is Fredholm if and only if the matrices $\mathcal{A}_{B_{1, \varepsilon}^{\tau}}(t, \mu)$ are invertible for all $(t, \mu) \in \mathbb{T} \times[0,1]$.

Corollary 4.2.7. If $t \neq 1$, then $\operatorname{det} \mathcal{A}_{B_{1, \varepsilon}^{\tau}}(t, \mu)$ takes real values only.
Corollary 4.2.8. If the operators $B_{1, \varepsilon_{1}}^{\tau}$ and $B_{1, \varepsilon_{2}}^{\tau}, \varepsilon_{1}, \varepsilon_{2} \in(0,1)$ are Fredholm, then

$$
\text { ind } B_{1, \varepsilon_{1}}^{\tau}=\operatorname{ind} B_{1, \varepsilon_{2}}^{\tau} .
$$

Corollary 4.2.9. Let $e=f=0$. If $B_{1, \varepsilon}^{\tau}$ is Fredholm, then ind $B_{1, \varepsilon}^{\tau} \in\{-1,0,1\}$.

### 4.2.3 Qualocation Method

We study some peculiarities of the local operators for the qualocation method, and in particular, point out that, if the local operators are Fredholm, then their indices are independent of the values of the parameters $\varepsilon_{r}$ and $w_{r}$.

As in the preceding section, the corresponding local operators can be written as

$$
B_{Q(\varepsilon)}^{\tau}=B_{Q(\varepsilon)}^{1, \tau}+B_{Q(\varepsilon)}^{2, \tau} \bar{M}
$$

where

$$
B_{Q(\varepsilon)}^{i, \tau}=\sum_{r=0}^{m-1} w_{r} B_{1, \varepsilon_{r}}^{i, \tau_{r}}, \quad i=1,2
$$

(compare (4.37), (4.38)), and their symbols are the $4 \times 4$ matrix functions on $\mathbb{T} \times[0,1]$,

$$
\mathcal{A}_{B_{Q(\varepsilon)}^{\tau}}=\left(\begin{array}{cc}
\mathcal{A}_{B_{Q(\varepsilon)}^{1, \tau}} & \mathcal{A}_{B_{Q(\varepsilon)}^{2, \tau}} \\
\mathcal{A}_{\bar{M} B_{Q(\varepsilon)}^{2, \tau} \bar{M}} & \mathcal{A}_{\bar{M} B_{Q(\varepsilon)}^{1, \tau} \bar{M}}
\end{array}\right) .
$$

The symbols of $B_{Q(\varepsilon)}^{i, \tau}$ and $\bar{M} B_{Q(\varepsilon)}^{i, \tau} \bar{M}(i=1,2)$ can be computed via (4.39) and (4.40); for example,

$$
\mathcal{A}_{B_{Q(\varepsilon)}^{1, \tau}}(t, \mu)=\left\{\begin{array}{cc}
\left(\begin{array}{cc}
a+(b-f) \sum_{r=0}^{m-1} w_{r} \int_{0}^{1} f^{\left(\varepsilon_{r}-\delta\right)}(t) d \delta & 0 \\
0 & a-(b-f) \sum_{r=0}^{m-1} w_{r} \int_{0}^{1} f^{\left(\delta-\varepsilon_{r}\right)}(t) d \delta
\end{array}\right) \\
& \text { if } t \neq 1, \\
& \mu \in[0,1]
\end{array}\right)
$$

Corollary 4.2.10. The operator $B_{Q(\varepsilon)}^{\tau}$ is Fredholm if and only if the matrix $\mathcal{A}_{B_{Q(\varepsilon)}^{\tau}}(t, \mu)$ is invertible for all $(t, \mu) \in \mathbb{T} \times[0,1]$.

The result on the index independence is as follows.
Theorem 4.2.11. If $\left(\varepsilon_{r}^{i}\right)_{r=0}^{m-1}$ and $\left(w_{r}^{i}\right)_{r=0}^{m-1}, i=1,2$ are two collections of numbers satisfying the hypotheses of Theorem 4.1.8, and if the associated local operators $B_{Q_{1}(\varepsilon)}^{\tau}$ and $B_{Q_{2}(\varepsilon)}^{\tau}$ are Fredholm, then ind $B_{Q_{1}(\varepsilon)}^{\tau}=\operatorname{ind} B_{Q_{2}(\varepsilon)}^{\tau}$.

The proof of this theorem, as well as the proof of the subsequent corollary, follows by repeating arguments from the proof of Theorem 4.2.3, so the details are omitted.

Corollary 4.2.12. Let $e=f=0$, and the operator $B_{Q(\varepsilon)}^{\tau}$ be Fredholm. Then ind $B_{Q(\varepsilon)}^{\tau} \in\{-1,0,1\}$.

### 4.3 Stability of Approximation methods in $L_{2}$-Spaces with Weight

In this section, we again consider a special case of equation (4.1), where we suppose the coefficients $e$ and $r$ are identically equal to zero on $\Gamma$, viz., the equation

$$
\begin{align*}
(A u)(t) \equiv & a(t) u(t)+\frac{b(t)}{\pi i} \int_{\Gamma} \frac{u(\tau) d \tau}{\tau-t}+c(t) \overline{u(t)}+\frac{d(t)}{\pi i} \int_{\Gamma} \frac{\overline{u(\tau)} d \tau}{\tau-t}  \tag{4.41}\\
& +\int_{\Gamma} k_{1}(t, \tau) u(\tau) d \tau+\int_{\Gamma} k_{2}(t, \tau) \overline{u(\tau)} d \tau=f(t), \quad t \in \Gamma
\end{align*}
$$

### 4.3.1 A Quadrature Method and Its Stability

Let $\Gamma$ be a simple closed curve and let $\gamma: \mathbb{R} \rightarrow \Gamma$ be a 1-periodic parametrization of $\Gamma$. We suppose that there are points $u_{1}<u_{2}<\cdots<u_{n_{0}}=u_{1}+1$ such that $\gamma$ is twice continuously differentiable on each of the intervals $\left(u_{j}, u_{j+1}\right), j=$ $1,2, \ldots, n_{0}-1$, and that the derivatives $\gamma^{\prime}$ and $\gamma^{\prime \prime}$ possess finite one-sided limits $\gamma^{\prime}\left(u_{j} \pm 0\right)$ and $\gamma^{\prime \prime}\left(u_{j} \pm 0\right)$ such that $\left|\gamma^{\prime}\left(u_{j}-0\right)\right|=\left|\gamma^{\prime}\left(u_{j}+0\right)\right|$, but possibly $\arg \gamma^{\prime}\left(u_{j}-0\right) \neq \arg \gamma^{\prime}\left(u_{j}+0\right)$ at every point $u_{j}, j=1, \ldots, n_{0}-1$. Consider the function

$$
\omega(t):=\prod_{j=1}^{n_{0}-1}\left|t-\gamma\left(u_{j}\right)\right|^{-\rho_{j}}, \quad t \in \Gamma
$$

with $\rho_{j} \in(-1 / 2,1 / 2)$ for all $j$. Under these conditions, the operator $A$ of (4.41) acts boundedly on the Lebesgue space $L_{2, \omega}(\Gamma)$ of all complex-valued measurable functions $x$ with

$$
\|x\|_{L_{2, \omega}}:=\left(\int_{\Gamma}|x(t)|^{2} \omega^{2}(t) \mathrm{d} t\right)^{1 / 2}<\infty
$$

considered as a Banach space over the field $\mathbb{R}$.
To improve the convergence rate for the approximation method under consideration, we use discretizations based on graded meshes. Thus given $\sigma \geq 1$, choose a 1-periodic function $g: \mathbb{R} \rightarrow \mathbb{R}$ which satisfies the following conditions:

1) $g\left(j / n_{0}\right)=u_{j}$ for all $j=1,2, \ldots, n_{0}-1$.
2) $g(s)=g\left(j / n_{0}\right)+\left|s-j / n_{0}\right|^{\sigma} \operatorname{sign}\left(s-j / n_{0}\right)$ for all $s$ in some neighbourhood $U_{s_{j}}$ of the point $s_{j}=j / n_{0}$, with $U_{s_{j}} \cap U_{s_{k}}=\emptyset$ if $j \neq k$.
3) The function $g$ is strictly monotonically increasing on $[0,1]$, and its restriction onto the set $\left(s_{j}, s_{j+1}\right) \backslash\left(U_{s_{j}} \cup U_{s_{j+1}}\right)$ is a twice differentiable function for every $j$.

Let $n=\ln _{0}$ with $l \in \mathbb{N}$, choose numbers $\delta, \varepsilon \in(0,1)$ with $\delta \neq \varepsilon$, define $\tilde{\gamma}(s)=\gamma(g(s))$, and for each $k=0,1, \ldots, n-1$ put

$$
t_{k}^{(n)}:=\tilde{\gamma}\left(\frac{k+\delta}{n}\right), \quad \tau_{k}^{(n)}:=\tilde{\gamma}\left(\frac{k+\varepsilon}{n}\right), \quad \Delta t_{j}^{(n)}=\frac{1}{n} \tilde{\gamma}\left(\frac{j+\delta}{n}\right) .
$$

Applying a shifted trapezoidal rule to the singular integrals in (4.41) and then collocating at the shifted points $\tau_{k}^{(n)}$ leads to the system of algebraic equations (4.4). If $\xi_{k}^{(n)}, k=0,1, \ldots, n-1$ are the solutions of (4.4) and if $\chi_{j}^{(n)}(t)$ denotes the characteristic function of the $\operatorname{arc}[\tilde{\gamma}(j / n), \tilde{\gamma}((j+1) / n)))$ of $\Gamma$, then the function

$$
\begin{equation*}
x_{n}(t)=\sum_{j=0}^{n-1} \xi_{j}^{(n)} \chi_{j}^{(n)}(t), \quad t \in \Gamma \tag{4.42}
\end{equation*}
$$

can be viewed as an approximate solution of equation (4.4).
The stability of this quadrature method (4.4), (4.42) in the weighted space $L_{2, \omega}=L_{2, \omega}(\Gamma)$ can be studied by localizing techniques analogous to considerations of Section 4.1.1. Thus with every point $\tau \in \Gamma$ we again associate a model equation $A^{\tau} x^{\tau}=f^{\tau}$, which locally represents the equation (4.41), as well as a model approximation method for the model equation

$$
A_{n}^{\tau} x_{n}^{\tau}=f_{n}^{\tau}
$$

which locally represents the equation (4.4). Recall that this association can be performed as follows: given $\tau \in \Gamma$, let $s_{\tau}$ refer to that point of $[0,1)$ with $\tilde{\gamma}\left(s_{\tau}\right)=\tau$. Denote by $\omega_{\tau}$ the number

$$
\omega_{\tau}:=\arg \left(-\tilde{\gamma}^{\prime}\left(s_{\tau}-0\right) / \tilde{\gamma}^{\prime}\left(s_{\tau}+0\right)\right), \quad \omega_{\tau} \in[0,2 \pi),
$$

and write $\Gamma_{\tau}$ for the curve $\Gamma_{\tau}:=\mathrm{e}^{i \omega_{\tau}} \mathbb{R}^{+} \cup \mathbb{R}^{+}$, where the ray $\mathrm{e}^{i \omega_{\tau}} \mathbb{R}^{+}$is directed to the origin and the ray $\mathbb{R}^{+}$is directed away. Then define $L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)$ as the real

Hilbert space of all complex-valued Lebesgue measurable functions $x$ on $\Gamma_{\tau}$ such that

$$
\int_{\Gamma_{\tau}}|x(t)|^{2}|t|^{-2 \rho_{\tau}}(t) \mathrm{d} t<+\infty
$$

where $\rho_{\tau}=\rho_{j}$ if $\tau=\gamma\left(u_{j}\right), j=1,2, \ldots, n_{0}-1$ and $\rho_{\tau}=0$ at all other points $\tau \in \Gamma$. Further, introduce the operators

$$
\left(S_{\Gamma_{\tau}} x\right)(t):=\frac{1}{\pi i} \int_{\Gamma_{\tau}} \frac{x(u) d u}{u-t}, \quad t \in \Gamma_{\tau}
$$

as well as

$$
A^{\tau}:=a(\tau) I+b(\tau) S_{\Gamma_{\tau}}+c(\tau) M+d(\tau) S_{\Gamma_{\tau}} M
$$

which act boundedly on $L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)$. The model equation has the form

$$
\begin{equation*}
A^{\tau} x^{\tau}=f^{\tau}, \quad x^{\tau} \in L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right) \tag{4.43}
\end{equation*}
$$

with a function $f^{\tau}$ belonging to the Banach space $\mathbf{R}_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)$ of all functions that are Riemann integrable on every finite subcurve of $\Gamma_{\tau}$ and have a finite Riemann norm

$$
\begin{aligned}
\|f\|_{\mathbf{R}_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)}:= & \|f\|_{L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)}+\left(\sum_{k=0}^{\infty} \sup _{t \in[k, k+1]}|f(t)|^{2}|t|^{-2 \rho_{\tau}}\right)^{1 / 2} \\
& +\left(\sum_{k=0}^{\infty} \sup _{t \in e^{i \omega \tau}[k, k+1]}|f(t)|^{2}|t|^{-2 \rho_{\tau}}\right)^{1 / 2}
\end{aligned}
$$

For the approximate solution of equation (4.43), introduce points $\tilde{t}_{k}^{(n)}$ and $\tilde{\tau}_{k}^{(n)}, k \in \mathbb{Z}$ by

$$
\begin{aligned}
& \tilde{t}_{k}^{(n)}:=\left\{\begin{array}{cc}
\left(\frac{k+\delta}{n}\right)^{\sigma} & \text { if } \quad k \geq 0, \\
-\left(\frac{k+\delta}{n}\right)^{\sigma} e^{i \omega_{\tau}} & \text { if } \quad k<0,
\end{array}\right. \\
& \tilde{\tau}_{k}^{(n)}:=\left\{\begin{array}{cl}
\left(\frac{k+\varepsilon}{n}\right)^{\sigma} & \text { if } k \geq 0, \\
-\left(\frac{k+\varepsilon}{n}\right)^{\sigma} e^{i \omega_{\tau}} & \text { if } k<0,
\end{array}\right.
\end{aligned}
$$

and determine approximate values $\xi_{k}^{(n)}$ of the exact solution $x^{\tau}\left(\tilde{t}_{k}^{(n)}\right), k \in \mathbb{Z}$, of
(4.43) by solving the infinite model system of algebraic equations

$$
\begin{align*}
& {[a(\tau)-b(\tau) i \cot (\pi(\varepsilon-\delta))] \xi_{k}^{(n)}+\frac{b(\tau)}{\pi i} \sum_{j=-\infty}^{+\infty} \frac{\Delta \tilde{t}_{j}^{(n)}}{\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}} \xi_{j}^{(n)} } \\
&+[c(\tau)-d(\tau) i \cot (\pi(\varepsilon-\delta))] \overline{\xi_{k}^{(n)}}+\frac{d(\tau)}{\pi i} \sum_{j=-\infty}^{+\infty} \frac{\Delta \tilde{t}_{j}^{(n)}}{\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}} \overline{\xi_{j}^{(n)}} \\
&=f\left(\tilde{\tau}_{k}^{(n)}\right) \quad \text { for } k \in \mathbb{Z} \tag{4.44}
\end{align*}
$$

where

$$
\Delta \tilde{t}_{j}^{(n)}=\left\{\begin{array}{cc}
\frac{\sigma}{n} \cdot\left(\frac{j+\delta}{n}\right)^{\sigma-1} & \text { if } \quad j \geq 0 \\
-\frac{\sigma}{n} \cdot\left(\frac{j+\delta}{n}\right)^{\sigma-1} e^{i \omega_{\tau}} & \text { if } \quad j<0
\end{array}\right.
$$

If $\widetilde{\chi}_{k}^{(n)}$ stands for the characteristic function of the interval $\left[(k / n)^{\sigma},((k+1) / n)^{\sigma}\right)$ when $k \geq 0$ and of the interval $\left[e^{i \omega_{\tau}}(k / n)^{\sigma}, e^{i \omega_{\tau}}((k+1) / n)^{\sigma}\right)$ when $k<0$, the approximate solution of (4.43) on the whole curve $\Gamma_{\tau}$ is given by

$$
\begin{equation*}
x_{n}^{\tau}(t)=\sum_{k \in \mathbb{Z}} \xi_{k}^{(n)} \widetilde{\chi}_{k}^{(n)}(t), \quad t \in \Gamma_{\tau} . \tag{4.45}
\end{equation*}
$$

One can think of the infinite model system (4.44) - (4.45) as an operator equation

$$
\begin{equation*}
A_{n}^{\tau} x_{n}^{\tau}=f_{n}^{\tau} \tag{4.46}
\end{equation*}
$$

with $x_{n}^{\tau}, f_{n}^{\tau} \in L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)$ and $A_{n}^{\tau} \in \mathcal{L}_{a d d}\left(L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)\right)$. Note that the boundedness of $A_{n}^{\tau}$ follows from the corresponding results of [102, Chapters 2 and 3] or of [180], but it is more convenient for our purposes to translate this system into an equation on an appropriately chosen weighted $l_{2}$-space.

Let $\tilde{l}_{2, \nu}=\tilde{l}_{2, \nu}(\mathbb{Z}), \nu \in \mathbb{R}$ be the Hilbert space of all two-sided sequences $\left\{\xi_{k}\right\}_{k \in \mathbb{Z}}$ of complex numbers such that

$$
\left\|\left\{\xi_{k}\right\}_{k \in \mathbb{Z}}\right\|_{\tilde{l}_{2, \nu}}:=\left(\sum_{k \in \mathbb{Z}}\left|\xi_{k}\right|^{2}(|k|+1)^{2 \nu}\right)^{1 / 2}<\infty
$$

and set $r_{\tau}:=(\sigma-1) / 2-\rho_{\tau} \sigma$. It is well known (e.g., $\left.[102,179]\right)$ that there is a constant $c>0$ such that

$$
\begin{equation*}
\frac{1}{c}\left\|\sum_{k \in \mathbb{Z}} \xi_{k} \widetilde{\chi}_{k}^{(n)}\right\|_{L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)} \leq n^{-r_{\tau}-1 / 2}\left\|\left\{\xi_{k}\right\}_{k \in \mathbb{Z}}\right\|_{\tilde{L}_{2, r_{\tau}}} \leq c\left\|\sum_{k \in \mathbb{Z}} \xi_{k} \widetilde{\chi}_{k}^{(n)}\right\|_{L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)} \tag{4.47}
\end{equation*}
$$

for every sequence $\left\{\xi_{k}\right\} \in \tilde{l}_{2, r_{\tau}}$. Then de Boor inequalities (4.47) allow us to identify the system (4.44) with an operator equation

$$
\begin{equation*}
\tilde{A}_{n}^{\tau} \xi_{n}=\eta_{n} \tag{4.48}
\end{equation*}
$$

where $\xi_{n}=\left\{\xi_{k}^{(n)}\right\}_{k \in \mathbb{Z}}$, the sequence $\eta_{n}=\left\{f\left(\tilde{\tau}_{k}^{(n)}\right)\right\}_{k \in \mathbb{Z}}$ belongs to the space $\tilde{l}_{2, r_{\tau}}$, and $\tilde{A}_{n}^{\tau} \in \mathcal{L}_{a d d}\left(\tilde{l}_{2, r_{\tau}}\right)$. Moreover, again due to (4.47), the operator sequence $\left(A_{n}^{\tau}\right)_{n \in \mathbb{N}}$ in (4.46) is stable if and only if the sequence $\left(\tilde{A}_{n}^{\tau}\right)_{n \in \mathbb{N}}$ in (4.48) is stable. Now the advantage of considering the model problem on $\tilde{l}_{2, r_{\tau}}$ becomes obvious, viz., the operators $\tilde{A}_{n}^{\tau}, n \in \mathbb{N}$ turn out to be independent of $n$, so the sequence $\left(\tilde{A}_{n}^{\tau}\right)_{n \in \mathbb{N}}$ is actually constant, and this sequence is stable if and only if one of its members (say the operator $\tilde{A}_{1}^{\tau}$ ) is invertible.

Applying the local principle analogously to Section 4.1.1, one arrives at the following result.
Theorem 4.3.1. Let $a, b, c, d \in \mathbf{C}(\Gamma)$, and let $k_{1}, k_{2} \in \mathbf{C}(\Gamma \times \Gamma)$. The quadrature method (4.4), (4.42) is stable if and only if the operator $A \in \mathcal{L}_{\text {add }}\left(L_{2}\left(\Gamma_{\tau}, \rho_{\tau}\right)\right)$ and all operators $\tilde{A}_{1}^{\tau} \in \mathcal{L}_{\text {add }}\left(\tilde{l}_{2, r_{\tau}}\right), \tau \in \Gamma$, are invertible.

In contrast to Section 4.1.1, here we study operators defined on weighted spaces and associated with non-uniformly graded meshes, i.e., the situation where $\rho \neq 0$ and $\sigma \neq 0$. This modification does not seriously influence the proof of the corresponding stability results but the Fredholm properties of the local operators $\tilde{A}_{1}^{\tau}$ considered on such spaces differ from those for spaces without weight.

### 4.3.2 Local Operators and Their Indices

As mentioned above, both the Fredholm properties and the index of the local operators $\tilde{A}_{1}^{\tau}$ corresponding to pure singular integral equations without conjugation are independent of both the angles $\omega_{\tau}$ and the weights $\rho_{\tau}$ (cf. [179, 180]). On the other hand, as observed in Section 4.2.1 where the weight function was supposed to be identically 1 , the index of the operators $\tilde{A}_{1}^{\tau}$ corresponding to singular integral equations with conjugation can differ from zero, although it is restricted to the set $\{-1,0,1\}$. Let us now examine how the change of the weight influences the index.

We start with a matrix representation for the local operators $\tilde{A}_{1}^{\tau}$. Let us again identify the Hilbert space $\tilde{l}_{2, r_{\tau}}$ with the Cartesian product $l_{2, r_{\tau}}^{2}:=l_{2, r_{\tau}} \times l_{2, r_{\tau}}$ of the corresponding Hilbert spaces of one-sided sequences. Then every operator on $\tilde{l}_{2, r_{\tau}}$ corresponds to a $2 \times 2$ matrix of operators acting on the space $l_{2, r_{\tau}}$.

Further, given $\nu$ let $\mathcal{T}_{\nu}$ stand for the smallest closed subalgebra of $\mathcal{L}\left(l_{2, \nu}\right)$ containing all Toeplitz operators generated by piecewise constant functions, and let $\mathcal{T}_{\nu}^{2 \times 2}$ be the subalgebra of $\mathcal{L}\left(\tilde{l}_{2, \nu}\right) \cong \mathcal{L}\left(l_{2, \nu}^{2}\right) \cong \mathcal{L}^{2 \times 2}\left(l_{2, \nu}\right)$ which consists of all $2 \times 2$ matrices with entries in $\mathcal{T}_{\nu}$. Recall that the Toeplitz operator $T(a)$ with generating function $a \in L_{\infty}$ is defined via its matrix representation with respect to the standard basis of $l_{2, \nu}$ by $T(a)=\left(a_{j-k}\right)_{j, k=0}^{\infty}$, with $a_{k}$ referring to the $k$ th Fourier coefficient of $a$. Moreover, for any piecewise smooth function $a$, the operator $T(a)$ is bounded on the space $l_{2, \nu}$ if $-1 / 2<\nu<1 / 2$.

Lemma 4.3.2. Every operator $\tilde{A}_{1}^{\tau}$ as in (4.48) is isometrically isomorphic to the operator

$$
\begin{equation*}
\widehat{A}_{1}^{\tau}=\widehat{A}^{1, \tau}+\widehat{A}^{2, \tau} \bar{M} \tag{4.49}
\end{equation*}
$$

where $\widehat{A}^{1, \tau}, \widehat{A}^{2, \tau} \in \mathcal{T}^{2 \times 2}$ and $\bar{M}$ is the operator

$$
\bar{M}\left\{\left\{\xi_{k}\right\}_{k=0}^{\infty}, \quad\left\{\eta_{k}\right\}_{k=0}^{\infty}\right\}=\left\{\left\{\overline{\xi_{k}}\right\}_{k=0}^{\infty},\left\{\overline{\eta_{k}}\right\}_{k=0}^{\infty}\right\}
$$

Proof. Fix a point $\tau \in \Gamma$ and let for brevity

$$
a=a(\tau), \quad b=b(\tau), \quad c=c(\tau), \quad d=d(\tau), \quad \rho=\rho_{\tau}, \quad \omega=\omega_{\tau}
$$

Straightforward computation shows that the operator $\tilde{A}_{1}^{\tau}$ can be written in the form

$$
\tilde{A}_{1}^{\tau}=\tilde{A}^{1, \tau}+\tilde{A}^{2, \tau} \bar{M}
$$

with

$$
\tilde{A}^{1, \tau}=\left(A_{k, r}^{1, \tau}\right)_{k, r=1}^{2}, \quad \tilde{A}^{2, \tau}=\left(A_{k, r}^{2, \tau}\right)_{k, r=1}^{2}
$$

where

$$
\begin{aligned}
& A_{1,1}^{1, \tau}=(a-i b \cot (\pi(\varepsilon-\delta))) I+\frac{b}{\pi i}\left(\frac{\sigma(j+\delta)^{\sigma-1}}{(j+\delta)^{\sigma}-(k+\varepsilon)^{\sigma}}\right)_{k, j=0}^{\infty} \\
& A_{2,1}^{1, \tau}=\frac{b}{\pi i}\left(\frac{\sigma(j+\delta)^{\sigma-1}}{(j+\delta)^{\sigma}-(k+1-\varepsilon)^{\sigma}} \mathrm{e}^{i \omega}\right)_{k, j=0}^{\infty} \\
& A_{1,2}^{1, \tau}=\frac{b}{\pi i}\left(\frac{\sigma(j+1-\delta)^{\sigma-1} \mathrm{e}^{i \omega}}{(j+1-\delta)^{\sigma} \mathrm{e}^{i \omega}-(k+\varepsilon)^{\sigma}}\right)_{k, j=0}^{\infty} \\
& A_{2,2}^{1, \tau}=(a-i b \cot (\pi(\delta-\varepsilon))) I-\frac{b}{\pi i}\left(\frac{\sigma(j+1-\delta)^{\sigma-1}}{(j+1-\delta)^{\sigma}-(k+1-\varepsilon)^{\sigma}}\right)_{k, j=0}^{\infty} .
\end{aligned}
$$

Replacing $a$ and $b$ by $c$ and $d$ respectively, one gets analogous representations for the operators $A_{k, r}^{2, \tau}, k, r=1,2$.

Now let $\Lambda^{z}, z \in \mathbb{C}$ refer to the operator of multiplication by the diagonal matrix $\Lambda^{z}:=\left((j+1)^{z} \tilde{\delta}_{j, k}\right)_{k, j=0}^{+\infty}$. Evidently, $\Lambda^{z}$ is a linear isometry from $l_{2, z}$ onto $l_{2}$, where $l_{2}:=l_{2,0}$, so $\tilde{A}_{1}^{\tau}$ is a continuous additive operator on $l_{2, r_{\tau}} \times l_{2, r_{\tau}}$ if and only if the operator

$$
\hat{A}_{1}^{\tau}:=\left(\begin{array}{cc}
\Lambda^{r_{\tau}} & 0 \\
0 & \Lambda^{r_{\tau}}
\end{array}\right) \tilde{A}_{1}^{\tau}\left(\begin{array}{cc}
\Lambda^{-r_{\tau}} & 0 \\
0 & \Lambda^{-r_{\tau}}
\end{array}\right)
$$

belongs to $\mathcal{L}_{\text {add }}^{2 \times 2}\left(l_{2}\right)$. Moreover, $\mathcal{T}_{z}=\Lambda^{-z} \mathcal{T}_{0} \Lambda^{z}$. Since $\Lambda^{z} \bar{M}=\bar{M} \Lambda^{z}$ for every real $z$, the operator $\hat{A}_{1}^{\tau}$ can be rewritten in the form

$$
\hat{A}_{1}^{\tau}=\hat{A}^{1, \tau}+\hat{A}^{2, \tau} \bar{M}
$$

with $\hat{A}^{i, \tau}=\Lambda^{(\sigma-1) / 2-\rho \sigma} \tilde{A}^{i, \tau} \Lambda^{(-\sigma+1) / 2+\rho \sigma}$ for $i=1,2$. To complete the proof, one has to check that these operators belong to the algebra $\mathcal{T}^{2 \times 2}=\mathcal{T}_{0}^{2 \times 2}$. This has been done in [179, pp. 46-49] and [102, Sections 2.4 and 2.11].

Lemma 4.3.3. (a) If $\hat{A} \in \mathcal{T}$, then $\bar{M} \hat{A} \bar{M}$ is also in $\mathcal{T}$.
(b) The operator $\widehat{A}_{1}^{\tau}$ in (4.49) is Fredholm on the real space $\tilde{l}_{2}$ if and only if the operator

$$
A_{1, \tau}:=\left(\begin{array}{cc}
\hat{A}^{1, \tau} & \hat{A}^{2, \tau}  \tag{4.50}\\
\bar{M} \hat{A}^{2, \tau} \bar{M} & \bar{M} \hat{A}^{1, \tau} \bar{M}
\end{array}\right)
$$

is Fredholm on the corresponding complex space. In that case,

$$
\operatorname{ind}_{\mathbb{R}} \tilde{A}_{1}^{\tau}=\operatorname{ind}_{\mathbb{C}} A_{1, \tau}
$$

Assertion (a) is proved in Lemma 4.2.1, and (b) is a consequence of Lemma 1.4.6 (see also (2.11)).

Let us fix a point $\tau \in \Gamma$, and drop the subscript $\tau$ in $A_{1, \tau}$ but indicate the dependence of that operator on $\sigma, \rho$ and $\omega$ by writing $A_{1}^{\sigma, \rho, \omega}$ in place of $A_{1, \tau}$. The Fredholmness of the operator $A_{1}^{\sigma, \rho, \omega}$ can be studied via the Gohberg-Krupnik symbol calculus for the algebra $\mathcal{T}^{2 \times 2}$. We again consider the function $f^{\nu}$,

$$
f^{\nu}\left(\mathrm{e}^{i 2 \pi s}\right)=2 \mathrm{e}^{i \pi \nu(s-1)} \frac{\sin (-\pi \nu s)}{\sin (-\pi \nu)}-1 \quad \text { for } 0 \leq s<1
$$

first defined in (4.32). If we set $f^{*}(t):=\overline{f(\bar{t})}, \beta:=\beta(\mu)=\sin (\pi \theta), \gamma:=\gamma(\mu)=$ $-i \cot (\pi \theta)$, and

$$
\begin{equation*}
\theta:=\theta(\mu)=\frac{1}{2}-\rho+\frac{i}{2 \pi \sigma} \log \frac{\mu}{1-\mu}, \quad \mu \in[0,1] \tag{4.51}
\end{equation*}
$$

then the symbol $\mathcal{A}_{A_{1}^{\sigma, \rho, \omega}}$ of the operator $A_{1}^{\sigma, \rho, \omega}$, which is a $4 \times 4$-matrix-valued function defined on $\mathbb{T} \times[0,1]$, is given as follows (cf. Section 4.2.1 and [11, 94, 102, 179]):

If $t \neq 1$ and $\mu \in[0,1]$, then

$$
\begin{aligned}
& \mathcal{A}_{A_{1}, \rho, \omega}(t, \mu) \\
& =\left(\begin{array}{cccc}
a+b f^{(\varepsilon-\delta)}(t) & 0 & c+d f^{(\varepsilon-\delta)}(t) & 0 \\
0 & a-b f^{(\delta-\varepsilon)}(t) & 0 & c-d f^{(\delta-\varepsilon)}(t) \\
\bar{c}+\bar{d} f^{(\varepsilon-\delta) *}(t) & 0 & \bar{a}+\bar{b} f^{(\varepsilon-\delta) *}(t) & 0 \\
0 & \bar{c}-\bar{d} f^{(\delta-\varepsilon) *}(t) & 0 & \bar{a}-\bar{b} f^{(\delta-\varepsilon) *}(t)
\end{array}\right),
\end{aligned}
$$

and if $t=1$ and $\mu \in[0,1]$, then

$$
\begin{align*}
& \mathcal{A}_{A_{1}^{\sigma, \rho, \omega}(1, \mu)} \\
& =\left(\begin{array}{cccc}
a+b \gamma & i \frac{b}{\beta} \mathrm{e}^{i(\omega-\pi) \theta} & c+d \gamma & i \frac{d}{\beta} \mathrm{e}^{i(\omega-\pi) \theta} \\
-i \frac{b}{\beta} \mathrm{e}^{i(\pi-\omega) \theta} & a-b \gamma & -i \frac{d}{\beta} \mathrm{e}^{i(\pi-\omega) \theta} & c-d \gamma \\
\bar{c}-\bar{d} \gamma & -i \frac{\bar{d}}{\beta} \mathrm{e}^{i(\pi-\omega) \theta} & \bar{a}-\bar{b} \gamma & -i \frac{\bar{b}}{\beta} \mathrm{e}^{i(\pi-\omega) \theta} \\
i \frac{\bar{d}}{\beta} \mathrm{e}^{i(\omega-\pi) \theta} & \bar{c}+\bar{d} \gamma & i \frac{\bar{b}}{\beta} \mathrm{e}^{i(\omega-\pi) \theta} & \bar{a}+\bar{b} \gamma
\end{array}\right) . \tag{4.52}
\end{align*}
$$

We prepare for studying the Fredholmness of the local operator $A_{1}^{\sigma, \rho, \omega}$ by noting two of its important properties.

Lemma 4.3.4. If $a, b, c$, and $d$ are any fixed complex numbers, then the function

$$
\operatorname{det} \mathcal{A}_{A_{1}^{\sigma, \rho, \omega}}:\left(\Gamma_{0} \backslash\{1\}\right) \times[0,1] \mapsto \mathbb{C}
$$

is real-valued and non-negative.

Proof. If $t \neq 1$, then $\mathcal{A}_{A_{1}^{\sigma, \rho, \omega}}(t, \mu)=\mathcal{A}_{\tilde{B}_{1}^{\tau}}(t, \mu)$, where the operator $\tilde{B}_{1}^{\tau}(t, \mu)$ is defined by (4.30), so the result follows from Lemma 4.2.4.

Lemma 4.3.5. For any $\sigma_{1}, \sigma_{2} \in \mathbb{R}, \sigma_{1} \geq 1, \sigma_{2} \geq 1$, the operators $A_{1}^{\sigma_{1}, \rho, \omega}$ and $A_{1}^{\sigma_{2}, \rho, \omega}$ are either simultaneously Fredholm or not. If they are Fredholm,

$$
\operatorname{ind} A_{1}^{\sigma_{1}, \rho, \omega}=\operatorname{ind} A_{1}^{\sigma_{2}, \rho, \omega} .
$$

Proof. A closer look at the symbol of the operator $A_{1}^{\sigma, \rho, \omega}$ reveals that only the matrix (4.52) depends on the grading parameter $\sigma$ via the function $\theta$ defined by (4.51), but the image of the function $\theta=\theta(\mu), \mu \in[0,1]$, coincides with $1 / 2-\rho+i \mathbb{R}$, which is independent on $\sigma$.

Thus we can suppose hereafter that $\sigma=1$, and write $A_{1}^{\rho, \omega}$ in place of $A_{1}^{1, \rho, \omega}$. Recall that by Theorem 4.2.3, the index of the operator $A_{1}^{0, \omega}$ considered on the $l_{2}$-space without weight can only take the values $-1,0$ or 1 . Let us now verify that this still remains true for the weighted spaces if the weight $\rho$ is in the interval ( $0,1 / 2$ ).

Lemma 4.3.6. The determinant of $\mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu)$ can be represented as

$$
\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu)=U+V \Phi^{2}(\mu)
$$

with real numbers $U, V$, and with $\Phi$ denoting the function

$$
\Phi(\mu)=\Phi_{\rho, \omega}(\mu)=\frac{\sin ((\omega-\pi) \theta)}{\sin (\pi \theta)}, \quad \mu \in[0,1]
$$

where

$$
\theta=\theta(\mu)=\frac{1}{2}-\rho+\frac{i}{2 \pi} \log \frac{\mu}{1-\mu}, \quad \mu \in[0,1]
$$

Proof. Expanding the determinant according to the second-order minors of the first two rows leads to the expression

$$
\begin{align*}
\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu)= & {\left[(a+b \gamma)(a-b \gamma)-\frac{b^{2}}{\beta^{2}}\right]\left[(\bar{a}+\bar{b} \gamma)(\bar{a}-\bar{b} \gamma)-\frac{\overline{b^{2}}}{\beta^{2}}\right] } \\
& +\left[(c+d \gamma)(c-d \gamma)-\frac{d^{2}}{\beta^{2}}\right]\left[(\bar{c}+\bar{d} \gamma)(\bar{c}-\bar{d} \gamma)-\frac{\overline{d^{2}}}{\beta^{2}}\right] \\
& +\left[(a+b \gamma)(c-d \gamma)-\frac{b d}{\beta^{2}}\right]\left[\frac{\overline{b d}}{\beta^{2}}-(\bar{a}-\bar{b} \gamma)(\bar{c}+\bar{d} \gamma)\right] \\
& +\left[(\bar{a}+\bar{b} \gamma)(\bar{c}-\bar{d} \gamma)-\frac{\overline{b d}}{\beta^{2}}\right]\left[\frac{b d}{\beta^{2}}-(a-b \gamma)(c+d \gamma)\right] \\
& +\frac{1}{\beta^{2}}(a d-b c)(\overline{a d-b c}) \mathrm{e}^{i 2(\pi-\omega) \theta} \\
& +\frac{1}{\beta^{2}}(a d-b c)(\overline{a d-b c}) \mathrm{e}^{i 2(\omega-\pi) \theta} . \tag{4.53}
\end{align*}
$$

The first line on the right-hand side of (4.53) is equal to

$$
\left.\left.\left.\begin{array}{l}
{\left[a^{2}-b^{2} \gamma^{2}-\frac{b^{2}}{\beta^{2}}\right]\left[\bar{a}^{2}-\bar{b}^{2} \gamma^{2}-\frac{\overline{b^{2}}}{\beta^{2}}\right]} \\
\quad=\left[a^{2}-b^{2}\left(-\cot ^{2}(\pi \theta)+\frac{1}{\sin ^{2}(\pi \theta)}\right)\right]\left[\bar{a}^{2}-\bar{b}^{2}\left(-\cot ^{2}(\pi \theta)\right.\right.
\end{array}\right)+\frac{1}{\sin ^{2}(\pi \theta)}\right)\right] \text { } \begin{aligned}
& =\left|a^{2}-b^{2}\right|^{2}
\end{aligned}
$$

and the second coincides with $\left|c^{2}-d^{2}\right|^{2}$. For the third line, abbreviate $a c-b d$ and $c b-a d$ by $N$ and $P$ respectively, and note that

$$
(a+b \gamma)(c-d \gamma)-\frac{b d}{\beta^{2}}=N+P \gamma, \quad \frac{\overline{b d}}{\beta^{2}}-(\bar{a}-\bar{b} \gamma)(\bar{c}+\bar{d} \gamma)=-\bar{N}+\bar{P} \gamma
$$

which finally gives $-|N|^{2}-2 i \operatorname{Im}(P \bar{N}) \gamma+|P|^{2} \gamma^{2}$ for the third and $-|N|^{2}+$ $2 i \operatorname{Im}(P \bar{N}) \gamma+|P|^{2} \gamma^{2}$ for the fourth line. Thus

$$
\begin{aligned}
\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}(1, \mu)} & =\left|a^{2}-b^{2}\right|^{2}+\left|c^{2}-d^{2}\right|^{2}-2|N|^{2}+2|P|^{2} \gamma^{2}+2|P| \frac{\cos (2(\omega-\pi) \theta)}{\sin ^{2}(\pi \theta)} \\
& =\left|a^{2}-b^{2}\right|^{2}+\left|c^{2}-d^{2}\right|^{2}-2|N|^{2}+2|P|^{2}\left(1-2\left(\frac{\sin ((\omega-\pi) \theta)}{\sin (\pi \theta)}\right)^{2}\right) \\
& =U+V \Phi^{2}(\mu)
\end{aligned}
$$

with

$$
\begin{equation*}
V=-4|P|^{2}, \quad U=\left|a^{2}-b^{2}\right|^{2}+\left|c^{2}-d^{2}\right|^{2}+2\left(|P|^{2}-|N|^{2}\right) \tag{4.54}
\end{equation*}
$$

as desired.

Corollary 4.3.7. If $c b-a d=0$ and if the operator $A_{1}^{\rho, \omega}$ is Fredholm, then its index is zero.

The condition $c b-a d=0$ is, for example, satisfied for singular integral equations without conjugation, where $c=0, d=0$. The corresponding assertion for the index of $A_{1}^{\rho, \omega}$ is well known (cf. [180]). Lemma 4.3.6 provides another proof for this result.

Corollary 4.3.8. If $\omega=\pi$ and if the operator $A_{1}^{\rho, \pi}$ is Fredholm, then its index is zero.

It is obvious from Lemma 4.3 .6 that the winding number of $\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu)$ and thus the index of the operator $A_{1}^{\rho, \omega}$, depend essentially on the properties of the function

$$
\Phi(\mu)=\frac{\sin ((\omega-\pi) \theta)}{\sin (\pi \theta)}, \quad \theta=\frac{1}{2}-\rho+\frac{i}{2 \pi} \log \frac{\mu}{1-\mu}
$$

In connection with the index evaluation, the location of the zeros of the real and imaginary parts of the function $\Phi$ in the open interval $(0,1)$ is of a special interest. For the imaginary part the corresponding results are summarized in Lemma 4.3.12, whereas Lemma 4.3.18 contains results concerning the zeros of the real part.

Since $\theta=\alpha+i \beta$ with $\alpha=1 / 2-\rho$ and $\beta=(1 / 2 \pi) \log (\mu /(1-\mu))$, one has

$$
\begin{aligned}
\Phi(\mu)= & \frac{\sin ((\omega-\pi) \theta) \overline{\sin (\pi \theta)}}{\sin (\pi \theta) \overline{\sin (\pi \theta)}}=\frac{\sin ((\omega-\pi) \theta) \sin (\pi \bar{\theta})}{|\sin (\pi \theta)|^{2}} \\
= & \frac{\cos ((\omega-2 \pi \alpha)+i \omega \beta)-\cos (\omega \alpha+i(\omega-2 \pi) \beta)}{2|\sin (\pi \theta)|^{2}} \\
= & \frac{\cos ((\omega-2 \pi) \alpha) \cosh (\omega \beta)-\cos (\omega \alpha) \cosh ((\omega-2 \pi) \beta)}{2|\sin (\pi \theta)|^{2}} \\
& -i \frac{\sin ((\omega-2 \pi) \beta) \sinh (\omega \beta)-\sin (\omega \alpha) \sinh ((\omega-2 \pi) \beta)}{2|\sin (\pi \theta)|^{2}}
\end{aligned}
$$

so the real and imaginary parts of the function $\Phi$ have the form

$$
\begin{align*}
& \operatorname{Re} \Phi(\mu)=\frac{\cos ((\omega-2 \pi) \alpha) \cosh (\omega \beta)-\cos (\omega \alpha) \cosh ((\omega-2 \pi) \beta)}{2|\sin (\pi \theta)|^{2}}  \tag{4.55}\\
& \operatorname{Im} \Phi(\mu)=\frac{\sin (\omega \alpha) \sinh ((\omega-2 \pi) \beta)-\sin ((\omega-2 \pi) \beta) \sinh (\omega \beta)}{2|\sin (\pi \theta)|^{2}} \tag{4.56}
\end{align*}
$$

The common denominator of (4.55) and (4.56) can be written as

$$
\begin{aligned}
|\sin (\pi \theta)|^{2} & =\sin (\pi \theta) \sin (\pi \bar{\theta})=\frac{\cos (\pi(\theta-\bar{\theta}))-\cos (\pi(\theta+\bar{\theta}))}{2} \\
& =\frac{\cosh (2 \pi \beta)-\cos (2 \pi \sigma)}{2}=\frac{1}{4}\left[\left(\frac{\mu}{1-\mu}+\frac{1-\mu}{\mu}\right)+2 \cos (2 \pi \rho)\right) \\
& =\frac{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)}{4 \mu(1-\mu)}
\end{aligned}
$$

whence via straightforward calculation follows

$$
\begin{array}{r}
\operatorname{Re} \Phi(\mu)=\quad \frac{\mu(1-\mu)}{R(\mu)}\left[\left(\left(\frac{\mu}{1-\mu}\right)^{\delta}+\left(\frac{1-\mu}{\mu}\right)^{\delta}\right) \cos (2 \pi(\delta-1) \alpha)\right. \\
- \\
\left.-\left(\left(\frac{\mu}{1-\mu}\right)^{\delta-1}+\left(\frac{1-\mu}{\mu}\right)^{\delta-1}\right) \cos (2 \pi \delta \alpha)\right) \\
\operatorname{Im} \Phi(\mu)=\quad \frac{\mu(1-\mu)}{R(\mu)}\left[\left(\left(\frac{\mu}{1-\mu}\right)^{\delta-1}-\left(\frac{1-\mu}{\mu}\right)^{\delta-1}\right) \sin (2 \pi \delta \alpha)\right.  \tag{4.58}\\
\left.-\left(\left(\frac{\mu}{1-\mu}\right)^{\delta}-\left(\frac{1-\mu}{\mu}\right)^{\delta}\right) \sin (2 \pi(\delta-1) \alpha)\right)
\end{array}
$$

with

$$
R(\mu):=(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho), \quad-1 / 2<\rho<1 / 2
$$

and $\delta:=\omega /(2 \pi), \delta \in(0,1)$.
Let us start with study of the imaginary part of $\Phi$. For brevity, we introduce a new variable $x$ by $x=(1-\mu) / \mu$ and set $y=2 \pi \alpha$, i.e., $x$ runs through $(0,+\infty)$, and $y$ is in the interval $(0,2 \pi)$. Because the function $\mu \mapsto \mu(1-\mu) / R(\mu)$ has no zeros in the interval $(0,1)$, the zeros of the imaginary part of the function $\Phi$ are completely determined by those of the function

$$
\psi_{\delta}(x):=\left(x^{1-\delta}-x^{\delta-1}\right) \sin (\delta y)+\left(x^{-\delta}-x^{\delta}\right) \sin ((1-\delta) y)
$$

The following property of the function $\psi_{\delta}$ is obvious.
Lemma 4.3.9. If $\delta$ is in $(1 / 2,1)$ and $y=\pi / \delta$, then the function $\psi_{\delta}$ has no zeros in $(1, \infty)$.

Thus considering the function $\psi_{\delta}$ in case $\delta>1 / 2$, we can restrict ourselves to the case when $y \neq \pi / \delta$.

Write the function $\psi_{\delta}$ as

$$
\psi_{\delta}(x)=\sin (\delta y)\left(x^{-\delta}-x^{\delta}\right)\left(\phi_{\delta}(x)-A_{\delta}(y)\right)
$$

with

$$
\begin{equation*}
A_{\delta}(y):=\frac{\sin ((1-\delta) y)}{\sin (\delta y)} \quad \text { and } \quad \phi_{\delta}(x):=\frac{x^{1-\delta}-x^{\delta-1}}{x^{-\delta}-x^{\delta}} \tag{4.59}
\end{equation*}
$$

Further, given a function $f$, denote by $I_{f}(a, b)$ the image of the interval $(a, b)$ under the mapping $f$.
Lemma 4.3.10. If $\phi_{\delta}$ is the function defined in (4.59), then

$$
I_{\phi_{\delta}}(1, \infty)=\left\{\begin{array}{lll}
((1-\delta) / \delta, \infty) & \text { if } & \delta \in(0,1 / 2) \\
(0,(1-\delta) / \delta) & \text { if } & \delta \in(1 / 2,1)
\end{array}\right.
$$

Proof. The function $\phi_{\delta}$ is continuous on $(1, \infty)$ with one-sided limits

$$
\lim _{x \rightarrow 1+0} \phi_{\delta}(x)=(1-\delta) / \delta, \quad \lim _{x \rightarrow+\infty} \phi_{\delta}(x)=\left\{\begin{array}{lll}
+\infty & \text { if } & \delta \in(0,1 / 2) \\
0 & \text { if } & \delta \in(1 / 2,1),
\end{array}\right.
$$

and the elementary inequality

$$
\begin{equation*}
\frac{x^{\alpha}-x^{-\alpha}}{\alpha}<\frac{x^{\beta}-x^{-\beta}}{\beta} \tag{4.60}
\end{equation*}
$$

which is valid for $x>1$ and $0<\alpha<\beta<1$, yields

$$
\phi_{\delta}(x)<\frac{1-\delta}{\delta} \quad \text { if } x \in(1, \infty) \text { and } \delta \in(0,1 / 2)
$$

and

$$
\frac{1-\delta}{\delta}<\phi_{\delta}(x) \quad \text { if } x \in(1, \infty) \text { and } \delta \in(1 / 2,1)
$$

(Put $\alpha=\delta, \beta=1-\delta$ and $\alpha=1-\delta, \beta=\delta$ in (4.60), respectively.)
A similar discussion of the function $A_{\delta}$ leads to the following result.
Lemma 4.3.11. Let $A_{\delta}$ be defined by (4.59) and let $y \in(0,2 \pi)$.
(a) If $\delta \in(0,1 / 2)$, then $A_{\delta}(y)<(1-\delta) / \delta$ for all $y \in(0,2 \pi)$.
(b) If $\delta \in(1 / 2,1)$, then $A_{\delta}(y)>(1-\delta) / \delta$ for all $y \in(0, \pi / \delta)$, and $A_{\delta}(y)<0$ for all $y \in(\pi / \delta, 2 \pi)$.

Proof. For $0<\alpha<\beta<\pi$ one has

$$
\begin{equation*}
\frac{\sin \beta}{\beta}<\frac{\sin \alpha}{\alpha} \tag{4.61}
\end{equation*}
$$

If $\delta \in(0,1 / 2)$ and we set $\alpha=\delta y$ and $\beta=(1-\delta) y$ in (4.61), then this inequality yields

$$
A_{\delta}(y)=\frac{\sin ((1-\delta) y)}{\sin (\delta y)}<\frac{1-\delta}{\delta}
$$

for all $y \in(0, \pi /(1-\delta))$, which shows that assertion (a) is correct in this case. In case $y \in(\pi /(1-\delta), 2 \pi)$, one has $\sin ((1-\delta) y) \leq 0$, which verifies (a) for such $y$ too.

If we similarly put $\alpha=(1-\delta) y$ and $\beta=\delta y$ with $y \in(0, \pi / \delta)$ in (4.61), then we get the first estimate in (b), and the second one is evident.
Lemma 4.3.12. If $\delta \in(0,1 / 2) \cup(1 / 2,1)$ and $\rho \in(-1 / 2,1 / 2)$, then the function $\mu \mapsto \operatorname{Im} \Phi(\mu)$ has no zero in the intervals $(0,1 / 2)$ and $(1 / 2,1)$.

Proof. The assertion concerning the interval $(0,1 / 2)$ follows from Lemmas 4.3.9, 4.3.10 and 4.3.11, and for $(1 / 2,1)$ one can make use of the obvious identity

$$
\operatorname{Im} \Phi(\mu)=-\operatorname{Im} \Phi(1-\mu), \quad \mu \in(0,1 / 2)
$$

Let us now turn to the real part of the function $\Phi$ given by (4.57). As before, we introduce a new variable $x:=(1-\mu) / \mu$, set $y:=2 \pi \alpha$, and consider the function

$$
\hat{\psi}_{\delta}(x)=\left(x^{\delta}+x^{-\delta}\right) \cos ((\delta-1) y)-\left(x^{\delta-1}+x^{1-\delta}\right) \cos (\delta y), \quad x \in(1,+\infty)
$$

For $\delta \in(1 / 4,1 / 2) \cup(1 / 2,3 / 4)$, there is only one number $y \in(0,2 \pi)$ such that $\cos (\delta y)$ vanishes, whereas in case $\delta \in(3 / 4,1)$ there are exactly two different zeros $y_{1}, y_{2} \in(0,2 \pi)$ of the equation $\cos (\delta y)=0$. In any case, if $\cos (\delta y)=0$, then the sign of the function $\hat{\psi}_{\delta}$ is constant on the interval $(1, \infty)$. Thus we suppose that $y \in(0,2 \pi)$ and $\delta \in(0,1 / 2) \cup(1 / 2,1)$ are chosen such that $\cos (\delta y) \neq 0$, whence the function $\hat{\psi}_{\delta}$ can be written as

$$
\hat{\psi}_{\delta}(x)=\left(x^{\delta}+x^{-\delta}\right) \cos (\delta y)\left(\hat{A}_{\delta}-\hat{\phi}_{\delta}(x)\right)
$$

where

$$
\begin{equation*}
\hat{\phi}_{\delta}(x)=\frac{x^{1-\delta}+x^{\delta-1}}{x^{\delta}+x^{-\delta}} \quad \text { and } \quad \hat{A}_{\delta}=\hat{A}_{\delta}(y)=\frac{\cos ((\delta-1) y)}{\cos (\delta y)} \tag{4.62}
\end{equation*}
$$

Lemma 4.3.13. If $\hat{\phi}_{\delta}(x)$ is the function defined in (4.62), then

$$
I_{\hat{\phi}_{\delta}}(1, \infty)=\left\{\begin{array}{lll}
(1, \infty) & \text { if } & \delta \in(0,1 / 2) \\
(0,1) & \text { if } & \delta \in(1 / 2,1)
\end{array}\right.
$$

The proof is similar to that of Lemma 4.3.10, although the inequality

$$
x^{\beta}+x^{-\beta}<x^{\alpha}+x^{-\alpha} \text { for all } 0<\beta<\alpha<1 \text { and } x>1
$$

must be used instead of (4.60).
Let us now examine the function $\hat{A}_{\delta}$ given by (4.62). The behaviour of the derivative

$$
\begin{equation*}
\hat{A}_{\delta}^{\prime}(y)=\frac{\sin ((2 \delta-1) y)+(2 \delta-1) \sin y}{2 \cos ^{2}(\delta y)} \tag{4.63}
\end{equation*}
$$

of the function $\hat{A}_{\delta}$ depends essentially on the parameter $\delta$, so the cases $\delta \in(0,1 / 4]$, $\delta \in(1 / 4,1 / 2), \delta \in(1 / 2,3 / 4)$ and $\delta \in[3 / 4,1)$ are considered separately in the subsequent four lemmas.

Lemma 4.3.14. If $\delta \in(0,1 / 4]$, then $I_{\hat{A}_{\delta}}(0,2 \pi) \cap I_{\hat{\phi}_{\delta}}(1, \infty)=\emptyset$.
Proof. First suppose $\delta \in(0,1 / 4)$. If $\hat{\eta}_{\delta}$ denotes the numerator of (4.63), its derivative

$$
\begin{equation*}
\hat{\eta}_{\delta}^{\prime}(y)=2(2 \delta-1) \cos (\delta y) \cos ((1-\delta) y) \tag{4.64}
\end{equation*}
$$

has the two zeros

$$
y_{1}:=\frac{\pi}{2(1-\delta)} \in\left(\frac{\pi}{2}, \frac{2 \pi}{3}\right), \quad y_{2}:=\frac{3 \pi}{2(1-\delta)} \in\left(\frac{3 \pi}{2}, 2 \pi\right)
$$

in the interval $(0,2 \pi)$, and $\hat{\eta}_{\delta}^{\prime}(y)$ is negative for $y \in\left(0, y_{1}\right) \cup\left(y_{2}, 2 \pi\right)$ and positive for $y \in\left(y_{1}, y_{2}\right)$. In particular, $\hat{\eta}_{\delta}$ is a monotonically decreasing function on both of the intervals $\left(0, y_{1}\right)$ and $\left(y_{2}, 2 \pi\right)$. Since $\hat{\eta}_{\delta}(+0)=0$ and $\hat{\eta}_{\delta}(2 \pi-0)=\sin (4 \pi \delta)>0$, one has

$$
\hat{A}_{\delta}^{\prime}(y)<0 \text { for all } y \in\left(0, y_{1}\right) \text { and } \hat{A}_{\delta}^{\prime}(y)>0 \text { for all } y \in\left(y_{2}, 2 \pi\right)
$$

These inequalities imply that the function $\hat{A}_{\delta}$ is monotonically decreasing on $\left(0, y_{1}\right)$ and monotonically increasing on $\left(y_{2}, 2 \pi\right)$. Since $\hat{A}_{\delta}(+0)=\hat{A}_{\delta}(2 \pi-0)=1$, we henceforth obtain $\hat{A}_{\delta}(y)<1$ for all $y \in\left(0, y_{1}\right) \cup\left(y_{2}, 2 \pi\right)$. Moreover, it is easily seen that $\hat{A}_{\delta}(y) \leq 0$ for all $y \in\left[y_{1}, y_{2}\right]$, so that $I_{\hat{A}_{\delta}}(0,2 \pi) \subseteq(-\infty, 1)$, which together with Lemma 4.3 .13 proves the claim for $\delta \in(0,1 / 4)$. Finally, if $\delta=1 / 4$, then $y_{2}=2 \pi$, and $\hat{A}_{\delta}(y)$ is negative everywhere on the interval $\left(y_{1}, 2 \pi\right)$.

Lemma 4.3.15. Let $\delta \in(1 / 4,1 / 2)$. Set $y_{1}:=\pi /(2 \delta) \in(\pi, 2 \pi)$ and $y_{2}:=\pi /(2(1-$ $\delta)) \in(2 \pi / 3, \pi)$. Then
(a) $I_{\hat{A}_{\delta}}\left(0, y_{1}\right) \cap I_{\hat{\phi}_{\delta}}(1, \infty)=\emptyset$.
(b) $I_{\hat{A}_{\delta}}\left(y_{1}, 2 \pi\right) \subseteq I_{\hat{\phi}_{\delta}}(1, \infty)$. Moreover, for every $y \in\left(y_{1}, 2 \pi\right)$, there is only one $x \in(1, \infty)$ such that $\hat{\phi}_{\delta}(x)=\hat{A}_{\delta}(y)$.

Proof. The points $y_{1}$ and $y_{2}$ are zeros of the derivative $\hat{\eta}_{\delta}^{\prime}$ in (4.64), and $\hat{\eta}_{\delta}^{\prime}(y)<0$ for all $y \in\left(0, y_{2}\right) \cup\left(y_{1}, 2 \pi\right)$ but $\hat{\eta}_{\delta}^{\prime}(y)>0$ if $y \in\left(y_{2}, y_{1}\right)$, hence the function $\hat{\eta}_{\delta}$ is monotonically decreasing on $\left(0, y_{2}\right) \cup\left(y_{1}, 2 \pi\right)$ and monotonically increasing on $\left(y_{2}, y_{1}\right)$. Since $\hat{\eta}_{\delta}(+0)=0$ and $\hat{\eta}_{\delta}\left(y_{1}\right)=2 \delta \sin (\pi / 2 \delta)<0$, the derivative $\hat{A}_{\delta}^{\prime}$ is negative on $\left(0, y_{1}\right) \cup\left(y_{1}, 2 \pi\right)$, so the function $\hat{A}_{\delta}$ is monotonically decreasing on the intervals $\left(0, y_{1}\right)$ and $\left(y_{1}, 2 \pi\right)$. Moreover, $\hat{A}_{\delta}(+0)=1$. Combining these observations with Lemma 4.3.13, we obtain assertion (a).

Now consider the function $\hat{A}_{\delta}$ on the interval $\left(y_{1}, 2 \pi\right)$. It is continuous there, and has the one-sided limits $\hat{A}_{\delta}\left(y_{1}+0\right)=\infty$ and $\hat{A}_{\delta}(2 \pi-0)=1$. Again using Lemma 4.3.13, we find that $\hat{A}_{\delta}(y) \in I_{\hat{\phi}_{\delta}}(1, \infty)$ for every $y \in\left(y_{1}, 2 \pi\right)$, and the uniqueness of an element $x$ such that $\hat{\phi}_{\delta}(x)=\hat{A}_{\delta}(y)$ follows from the strict monotonicity of the function $\hat{\phi}_{\delta}$.

Analogous discussions lead to the following two lemmas.

Lemma 4.3.16. Let $\delta \in(1 / 2,3 / 4)$, and set $y_{1}:=\pi /(2 \delta) \in(2 \pi / 3, \pi)$ and $y_{2}:=$ $\pi /(2(1-\delta)) \in(\pi, 2 \pi)$. Then
(a) $I_{\hat{A}_{\delta}}\left(\left(0, y_{1}\right) \cup\left(y_{1}, y_{2}\right)\right) \cap I_{\hat{\phi}_{\delta}}(1, \infty)=\emptyset$.
(b) $I_{\hat{A}_{\delta}}\left(y_{2}, 2 \pi\right) \subseteq I_{\hat{\phi}_{\delta}}(1, \infty)$. Moreover, for every $y \in\left(y_{2}, 2 \pi\right)$, there is only one $x \in(1, \infty)$ such that $\hat{\phi}_{\delta}(x)=\hat{A}_{\delta}(y)$.

Lemma 4.3.17. Let $\delta \in(3 / 4,1)$ and set $y_{1}:=\pi /(2 \delta)$ and $y_{2}:=3 \pi /(2 \delta)$. Then

$$
I_{\hat{A}_{\delta}}\left(\left(0, y_{1}\right) \cup\left(y_{1}, y_{2}\right) \cup\left(y_{2}, 2 \pi\right)\right) \cap I_{\hat{\phi}_{\delta}}(1, \infty)=\emptyset
$$

Summarizing the preceding four lemmas and taking into account the identity

$$
\operatorname{Re} \Phi(1-\mu)=\operatorname{Re} \Phi(\mu), \quad \text { for } \mu \in(0,1 / 2)
$$

we arrive at the following characterization of the zeros of the real part of the function $\Phi$.

Lemma 4.3.18. Let $\Phi$ be the function defined in Lemma 4.3.6.
(a) If $\delta \in\left(0, \frac{1}{4}\right] \cup\left[\frac{3}{4}, 1\right)$ and $\rho \in\left(-\frac{1}{2}, \frac{1}{2}\right)$, then the real part $\operatorname{Re} \Phi$ of the function $\Phi$ has no zeros in $\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right)$.
(b) If $\delta \in\left(\frac{1}{4}, \frac{1}{2}\right)$ and $\rho \in\left[\frac{1}{2}-\frac{1}{4 \delta}, \frac{1}{2}\right)$, then $\operatorname{Re} \Phi$ has no zeros on $\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right)$; whereas in case $\rho \in\left(-\frac{1}{2}, \frac{1}{2}-\frac{1}{4 \delta}\right)$ the function $\operatorname{Re} \Phi$ has exactly one zero in $\left(0, \frac{1}{2}\right)$ and one in $\left(\frac{1}{2}, 1\right)$.
(c) If $\delta \in\left(\frac{1}{2}, \frac{3}{4}\right)$ and $\rho \in\left[\frac{1}{2}-\frac{1}{4(1-\delta)}, \frac{1}{2}\right)$, then $\operatorname{Re} \Phi$ has no zeros on $\left(0, \frac{1}{2}\right) \cup\left(\frac{1}{2}, 1\right)$; whereas in case $\rho \in\left(-\frac{1}{2}, \frac{1}{2}-\frac{1}{4(1-\delta)}\right)$, the function $\operatorname{Re} \Phi$ has exactly one zero in $\left(0, \frac{1}{2}\right)$ and one in $\left(\frac{1}{2}, 1\right)$.

Corollary 4.3.19. If $\delta \in(0,1 / 2) \cup(1 / 2,1)$ and $\rho \geq 0$, then the function $\operatorname{Re} \Phi$ has no zeros on $(0,1 / 2) \cup(1 / 2,1)$.

Here is the main result of this section.
Theorem 4.3.20. Let $\rho \in(-1 / 2,1 / 2), \omega \in(0,2 \pi)$, and let the operator $A_{1}^{\rho, \omega}$ be Fredholm. Then the index $\kappa:=\kappa\left(A_{1}^{\rho, \omega}\right)$ of $A_{1}^{\rho, \omega}$ satisfies the estimates summarized in the following table.

| Angle | Weight | Index |
| :--- | :--- | :--- |
| $0<\omega \leq \frac{\pi}{2}$ | $-\frac{1}{2}<\rho<\frac{1}{2}$ | $\|\kappa\| \leq 1$ |
| $\frac{\pi}{2}<\omega<\pi$ | $-\frac{1}{2}<\rho<\frac{1}{2}-\frac{\pi}{2 \omega}$ | $\|\kappa\| \leq 2$ |
| $\frac{\pi}{2}<\omega<\pi$ | $\frac{1}{2}-\frac{\pi}{2 \omega} \leq \rho<\frac{1}{2}$ | $\|\kappa\| \leq 1$ |
| $\omega=\pi$ | $-\frac{1}{2}<\rho<\frac{1}{2}$ | $\|\kappa\|=0$ |
| $\pi<\omega<\frac{3 \pi}{2}$ | $-\frac{1}{2}<\rho<\frac{1}{2}-\frac{\pi}{2(2 \pi-\omega)}$ | $\|\kappa\| \leq 2$ |
| $\pi<\omega<\frac{3 \pi}{2}$ | $\frac{1}{2}-\frac{\pi}{2(2 \pi-\omega)} \leq \rho<\frac{1}{2}$ | $\|\kappa\| \leq 1$ |
| $\frac{3 \pi}{2} \leq \omega<2 \pi$ | $-\frac{1}{2}<\rho<\frac{1}{2}$ | $\|\kappa\| \leq 1$ |

The table has to be read as follows: If the angle $\omega$ and the weight $\rho$ belong to the mentioned intervals, then the index $\kappa$ is subject to the corresponding estimate in the last column.

Proof. Lemma 4.3.6 implies that the imaginary part of the determinant of the symbol $\mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu)$ of the operator $A_{1}^{\rho, \omega}$ has the form

$$
\operatorname{Im} \operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu)=-8|N|^{2} \operatorname{Im} \Phi(\mu) \operatorname{Re} \Phi(\mu)
$$

From Lemmas 4.3.12 and 4.3.18, the function $\operatorname{Im} \Phi \cdot \operatorname{Re} \Phi$ can possess either three ( $\mu=0, \mu=1 / 2, \mu=1$ ) or five zeros on $[0,1]$. Since $\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(t, \mu)$ is real for $t \neq 1$ and $\mu \in[0,1]$ (cf. Lemma 4.3.4), the curve

$$
\left\{\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu), 0 \leq \mu \leq 1\right\} \cup\left\{\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(t, 0), t \neq 1\right\}
$$

can perform at most one rotation around the origin when there are three zeros, or two when there are five zeros.

Corollary 4.3.21. Let $\omega \in(0,2 \pi), \rho \in[0,1 / 2)$, and let the operator $A_{1}^{\rho, \omega}$ be Fredholm. Then $\left|\kappa\left(A_{1}^{\rho, \omega}\right)\right| \leq 1$.

Consider an example where the index of the corresponding local operator can take value 2 or -2 . Thus Figure 4.1 shows the image of the interval $[0,1]$ under the function $\Phi^{2}$ in the case $\omega=5 \pi / 4, \rho=-0.49$.

At first glance, Figure 4.1(a) does not give any hint that there might be a second coil of the curve. However, after "zooming" this picture one observes that in the neighbourhoods of the origin, the curve actually has two coils (cf., Figure 4.1(b)).

It is interesting to note that if the graph of the function $\Phi^{2}$ consists of two coils, one of each is substantially smaller than other, so in most cases it cannot be spotted without zooming. One of the rare cases where a graph has a visible second coil is presented in Figure 4.2 on page 196.


Figure 4.1: Graph of the function $\Phi^{2}$ for $\rho=-0.49, \omega=5 \pi / 4$.

### 4.3.3 The Vanishing of the Index of Local Operators

Vanishing of the index $\kappa\left(A_{1}^{\rho, \omega}\right)$ of the operator $A_{1}^{\rho, \omega}$ is a necessary condition for applicability of a modified quadrature methods considered in Section 4.3.4. When


Figure 4.2: Graph of the function $\Phi^{2}$ for $\rho=-0.35, \omega=1.1 \pi$.
the estimate $\left|\kappa\left(A_{1}^{\rho, \omega}\right)\right| \leq 1$ can be guaranteed, it is possible to force the index $\kappa\left(A_{1}^{\rho, \omega}\right)$ to vanish by an appropriately chosen weight function $\rho$. Recall that $U$ and $V$ are given by (4.54).
Theorem 4.3.22. Let $\omega \in(0, \pi) \cup(\pi, 2 \pi)$, assume the operator $A_{1}^{0, \omega}$ to be Fredholm, and let one of the following conditions be satisfied:
(i) $\omega \in(0, \pi] \cup[3 \pi / 2,2 \pi)$ and $\rho \in(-1 / 2,1 / 2)$,
(ii) $\omega \in(\pi / 2, \pi)$ and $\rho \in[-1 / 2-\pi /(2 \omega), 1 / 2)$,
(iii) $\omega \in(\pi, 3 / 2 \pi)$ and $\rho \in[-1 / 2-\pi /(2(2 \pi-\omega)), 1 / 2)$.

Then the following assertions are true:
(a) The operator $A_{1}^{\rho, \omega}$ is Fredholm if and only if

$$
\begin{equation*}
t_{2}=t_{2}(\rho):=t_{1}-4|c b-a d|^{2} \frac{\sin ^{2}((\omega-\pi)(1 / 2-\rho))}{\cos ^{2}(\pi \rho)} \neq 0 \tag{4.65}
\end{equation*}
$$

with $t_{1}:=U=\left|a^{2}-b^{2}\right|^{2}+\left|c^{2}-d^{2}\right|^{2}+2\left(|c b-a d|^{2}-|a c-b d|^{2}\right)$.
(b) If the operator $A_{1}^{\rho, \omega}$ is Fredholm, then its index vanishes if and only if $t_{1} \cdot t_{2}>0$.
Proof. If $A_{1}^{0, \omega}$ is a Fredholm operator, then $t \mapsto \operatorname{det} \mathcal{A}_{A_{1}^{0, \omega}}(t, 0), t \neq 1$ is a realvalued function without a zero. Since

$$
\left.\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(t, 0)\right|_{t \neq 1}=\left.\operatorname{det} \mathcal{A}_{A_{1}^{0, \omega}}(t, 0)\right|_{t \neq 1},
$$

the operator $A_{1}^{\rho, \omega}$ is Fredholm if and only if the origin does not lie on the arc

$$
\widetilde{\Gamma}:=\left\{\operatorname{det} \mathcal{A}_{A_{1}^{\rho, \omega}}(1, \mu), \mu \in[0,1]\right\}=\left\{U+V \Phi^{2}(\mu), \mu \in[0,1]\right\}
$$

Each of the above conditions (i) - (iii) implies that the real axis $\mathbb{R}$ and the arc $\widetilde{\Gamma}$ have only two common points that correspond to the parameters $\mu=0$ and $\mu=1 / 2$. Let us denote these points by $\tilde{t}_{1}$ and $\tilde{t}_{2}$. Since

$$
\Phi^{2}(\mu)=(\operatorname{Re} \Phi(\mu))^{2}-(\operatorname{Im} \Phi(\mu))^{2}+2 \operatorname{iRe} \Phi(\mu) \operatorname{Im} \Phi(\mu)
$$

with $\operatorname{Re} \Phi$ and $\operatorname{Im} \Phi$ given by (4.57) and (4.58) respectively, and since

$$
\begin{aligned}
& \operatorname{Re} \Phi(0)=\operatorname{Im} \Phi(0)=\operatorname{Im} \Phi(1 / 2)=0 \\
& \operatorname{Re} \Phi(1 / 2)=\frac{\sin ((\omega-\pi)(1 / 2-\rho))}{\cos (\pi \rho)}
\end{aligned}
$$

we conclude that $\tilde{t}_{1}=t_{1}$ and $\tilde{t}_{2}=t_{2}$. However, $t_{1}$ cannot be zero since $A_{1}^{0, \omega}$ is a Fredholm operator. This finishes the proof of assertion (a), and that of (b) is now obvious.

Thus, under each of the hypotheses (i) - (iii) of Theorem 4.3.22, the operator $A_{1}^{\rho, \omega}$ is Fredholm; and if $t_{1} \cdot t_{2}<0$, then necessarily $\kappa\left(A_{1}^{\rho, \omega}\right) \neq 0$. Since the location of the point $t_{2}$ on the real line depends on the weight $\rho$, one might try to find a new weight $\tilde{\rho}$ such that $\kappa\left(A_{1}^{\tilde{\rho}, \omega}\right)=0$. The following corollary establishes conditions when such a choice is possible.
Corollary 4.3.23. Let one of conditions (i) - (iii) of the previous theorem be satisfied, and suppose that $t_{1} \cdot t_{2}<0$. Then there is a weight $\rho \in(-1 / 2,1 / 2)$ such that $\kappa\left(A_{1}^{\rho, \omega}\right)=0$ if and only if one of the following conditions is fulfilled:
(a) $\omega \in(0, \pi / 2] \cup[3 \pi / 2,2 \pi)$ and

$$
0 \in\left(-\infty, U-4|c b-a d|^{2}(1-\pi / \omega)^{2}\right)
$$

(b) $\omega \in(\pi / 2, \pi)$ and

$$
0 \in\left(U-4|c b-a d|^{2} \cot ^{2}\left(\pi^{2} / 2 \omega\right), U-4|c b-a d|^{2}(1-\pi / \omega)^{2}\right)
$$

(c) $\omega \in(\pi, 3 \pi / 2)$ and

$$
0 \in\left(U-4|c b-a d|^{2} \cot ^{2}\left(\pi^{2} / 2(2 \pi-\omega)\right), U-4|c b-a d|^{2}(1-\pi / \omega)^{2}\right)
$$

In particular, if $U>0$ but $U-4|c b-a d|^{2}(1-\pi / \omega)^{2}<0$ then, for every $\rho \in$ $(-1 / 2,1 / 2)$ that satisfies the conditions of Theorem 4.3.22, the index of $\kappa\left(A_{1}^{\rho, \omega}\right)$ is not equal to zero. Conversely, if $U>0$ and $U-4|c b-a d|^{2}(1-\pi / \omega)^{2}>0$, then there always exists a $\rho$ such that all conditions of Theorem 4.3.22 are satisfied and that $\kappa\left(A_{1}^{\rho, \omega}\right)=0$.

Proof of Corollary 4.3.23. To prove the claim one has to describe the range of the function

$$
\rho \mapsto(\operatorname{Re} \Phi(1 / 2)(\rho))^{2}=\left(\frac{\sin ((\omega-\pi)(1 / 2-\rho))}{\cos (\pi \rho)}\right)^{2}
$$

or equivalently, after substituting $y:=\pi(1 / 2-\rho) \in(0, \pi)$ and $\delta:=\omega / 2 \pi$, that of the function

$$
\psi_{\delta}^{2}(y):=\left(\frac{\left.\sin ((2 \delta-1) y)^{2}\right)}{\sin y}\right)^{2}
$$

The one-sided limits of $\psi_{\delta}$ at 0 and $\pi$ are

$$
\lim _{y \rightarrow+0} \psi_{\delta}(y)=2 \delta-1 \quad \text { and } \quad \lim _{y \rightarrow \pi-0} \psi_{\delta}(y)=\left\{\begin{array}{ccc}
-\infty & \text { if } & 2 \delta-1<0  \tag{4.66}\\
+\infty & \text { if } & 2 \delta-1>0
\end{array}\right.
$$

respectively, the derivative of $\psi_{\delta}(y)$ is

$$
\psi_{\delta}^{\prime}(y)=\frac{(\delta-1) \sin (2 \delta y)+2 \delta(\sin (1-\delta) y)}{\sin ^{2} y}
$$

and the derivative of the numerator $\eta_{\delta}(y)$ of that fraction is given by

$$
\eta_{\delta}^{\prime}(y)=4 \delta(1-\delta) \sin y \sin ((2 \delta-1) y)
$$

Other properties of the function $\psi_{\delta}$ depend on the location of the point $\delta$ in the interval $(0,1)$.

If $\delta \in(0,1 / 4)$, then $\eta_{\delta}^{\prime}(y)<0$ for all $y \in(0, \pi)$ and hence $\eta_{\delta}$ is monotonically decreasing on $[0, \pi]$. Since $\eta_{\delta}(0)=0$, the function $\eta_{\delta}$ is negative on $(0, \pi)$, which implies that $\psi_{\delta}^{\prime}(y)<0$ for all $y \in(0, \pi)$. Thus $\psi_{\delta}$ is monotonically decreasing on this interval, which together with (4.66) shows that $I_{\psi_{\delta}}(0, \pi)=(-\infty, 2 \delta-1)$ and

$$
\begin{equation*}
I_{\psi_{\delta}}(0, \pi)=\left((2 \delta-1)^{2}, \infty\right) \quad \text { if } \delta \in(0,1 / 4) \tag{4.67}
\end{equation*}
$$

If $\delta=1 / 4$, then $\psi_{1 / 4}(y)=-1 /(2 \cos (y / 2))$, which immediately gives

$$
\begin{equation*}
I_{\psi_{1 / 4}^{2}}(0, \pi)=(1 / 4, \infty) \tag{4.68}
\end{equation*}
$$

When $\delta \in(1 / 4,1 / 2)$, we again have $\eta_{\delta}^{\prime}(y)<0$ for all $y \in(0, \pi)$. However, we now have to restrict ourselves to those $y$ for which the curve $\widetilde{\Gamma}$ has at most two common points with the real line, since otherwise, we have no information about the location of the zeros of the symbol. Thus according to Theorem 4.3.22, we get $y \in(0, \pi /(4 \delta))$, and therefore $I_{\psi_{\delta}}(0, \pi /(4 \delta))$ is the interval $\left(\cot \frac{\pi}{4 \delta}, 2 \delta-1\right)$, whence

$$
\begin{equation*}
I_{\psi_{\delta}^{2}}(0, \pi /(4 \delta))=\left((2 \delta-1)^{2}, \cot ^{2} \frac{\pi}{4 \delta}\right) \quad \text { if } \delta \in(1 / 4,1 / 2) \tag{4.69}
\end{equation*}
$$

Similarly we obtain

$$
\begin{gather*}
I_{\psi_{\delta}^{2}}(0, \pi /(4(1-\delta)))=\left((2 \delta-1)^{2}, \cot ^{2} \frac{\pi}{4(1-\delta)}\right) \quad \text { if } \delta \in(1 / 2,3 / 4),  \tag{4.70}\\
I_{\psi_{3 / 4}^{2}}(0, \pi)=(1 / 4, \infty)  \tag{4.71}\\
I_{\psi_{\delta}^{2}}(0, \pi)=\left((2 \delta-1)^{2}, \infty\right) \quad \text { if } \delta \in(3 / 4,1) \tag{4.72}
\end{gather*}
$$

A comparison of (4.67) - (4.72) with (4.65) indicates that the conditions of Corollary 4.3.23 allow us to choose the weight parameter $\rho$ in such a way that the product $t_{1} \cdot t_{2}(\rho)$ becomes positive, whence the index of $A_{1}^{\rho, \omega}$ becomes zero.

### 4.3.4 Modification of the Quadrature Method by Cutting Off Corner Singularities

When the operator $A$ is invertible and the local operators $A_{1}^{\tau}$ defined by (4.6) are not invertible but still Fredholm with index 0, the quadrature rule (4.4) can be modified in such a way that the stability conditions become essentially weaker. The modification under consideration, proposed by I.G. Graham and G.A. Chandler [98], is to cut off the quadrature rule in the neighbourhood of the corner points.

Thus choosing a non-negative integer $i_{0}$, one next defines a set of subscripts $I_{n, i_{0}}$ as the set of all $k$ in $\{0,1, \ldots, n-1\}$ such that

$$
\left|k / n-j / n_{0}\right| \geq i_{0} / n \quad \text { for every } j=1,2, \ldots, n_{0}-1
$$

and replace (4.4) by the system

$$
\begin{align*}
& {\left[a\left(\tau_{k}^{(n)}\right)-b\left(\tau_{k}^{(n)}\right) i \cot (\pi(\varepsilon-\delta))\right] \xi_{k}^{(n)}+\frac{b\left(\tau_{k}^{(n)}\right)}{\pi i} \sum_{j \in I_{n, i_{0}}} \frac{\Delta t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \xi_{j}^{(n)}} \\
& +\left[c\left(\tau_{k}^{(n)}\right)-d\left(\tau_{k}^{(n)}\right) i \cot (\pi(\varepsilon-\delta))\right] \overline{\xi_{k}^{(n)}}+\frac{d\left(\tau_{k}^{(n)}\right)}{\pi i} \sum_{j \in I_{n, i_{0}}} \frac{\Delta t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \overline{\xi_{j}^{(n)}} \\
& +\sum_{j \in I_{n, i_{0}}} k_{1}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \xi_{j}^{(n)}+\sum_{j \in I_{n, i_{0}}} k_{2}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \overline{\xi_{j}^{(n)}} \\
&  \tag{4.73}\\
& =f\left(\tau_{k}^{(n)}\right), \quad k \in I_{n, i_{0}}
\end{align*}
$$

Observe that the choice $i_{0}=0$ yields the original system (4.4).
The modified method can be analyzed in a similar way to the original (cf. Sections 4.2.4-4.2.6 in [102] for details), and results are summarized in Theorem 4.3.24 below. Note that $r_{\tau}=(\alpha-1) / 2-\rho_{\tau} \alpha$ again, and $P_{i}, i \geq 1$ stand for the projection operators

$$
P_{i}: l_{2, r_{\tau}} \rightarrow l_{2, r_{\tau}}, \quad\left(x_{0}, x_{1}, \ldots\right) \mapsto\left(x_{0}, \ldots, x_{i-1}, 0,0, \ldots\right)
$$

and $Q_{i}:=I-P_{i}$. The same notation is used for the diagonal operators $\operatorname{diag}\left(P_{i}, P_{i}, P_{i}, P_{i}\right)$ and $\operatorname{diag}\left(Q_{i}, Q_{i}, Q_{i}, Q_{i}\right)$, respectively.
Theorem 4.3.24. The modified quadrature method (4.73) is stable if and only if:
(a) the operator $A$ is invertible,
(b) the local operators $A_{1}^{\tau}$ are invertible for all $\tau \in \Gamma \backslash\left\{\gamma\left(u_{1}\right), \ldots, \gamma\left(u_{n_{0}}\right)\right\}$, and
(c) the sequences $\left(P_{i}+Q_{i} A_{1}^{\tau} Q_{i}\right)_{i \geq 1}$ are stable for all $\tau \in\left\{\gamma\left(u_{1}\right), \ldots, \gamma\left(u_{n_{0}}\right)\right\}$.

If the sequence $\left(P_{i}+Q_{i} A_{1}^{\tau} Q_{i}\right)_{i \geq 1}$ is stable, then the operators $P_{i}+Q_{i} A_{1}^{\tau} Q_{i}$ are invertible for sufficiently large $i$, so $A_{1}^{\tau}$ is necessarily a Fredholm operator with index 0 (due to the compactness of the $P_{i}$ ). On the other hand, the invertibility of $A_{1}^{\tau}$ is not necessary for stability of the sequence, since the strong limit of the operators $P_{i}+Q_{i} A_{1}^{\tau} Q_{i}$ as $i \rightarrow \infty$ is the identity operator (which obviously is invertible). In that sense, $\left(P_{i}+Q_{i} A_{1}^{\tau} Q_{i}\right)_{i \geq 1}$ is an approximation method for the identity operator.

The operator $A_{1}^{\tau}$ has the form of a Toeplitz operator + discretized Mellin convolution; thus Theorem 4.4 in [102] applies and yields the following stability result for the sequence $\left(P_{i}+Q_{i} A_{1}^{\tau} Q_{i}\right)_{i \geq 1}$ (cf. also Example 4.7 in [102]). We again make use of the abbreviations $a:=a(\tau), b:=b(\tau), c:=c(\tau), d:=d(\tau)$.

Theorem 4.3.25. The sequence $\left(P_{i}+Q_{i} A_{1}^{\tau} Q_{i}\right)_{i \geq 1}$ is stable if and only if the following conditions are satisfied:
(a) the operator $A_{1}^{\tau}$ is Fredholm on the space $l_{2, r_{\tau}} \times l_{2, r_{\tau}} \times l_{2, r_{\tau}} \times l_{2, r_{\tau}}$,
(b) the $4 \times 4$ block Toeplitz operator $T$ with generating function

$$
\left(\begin{array}{cccc}
a+b f^{(\varepsilon-\delta)} & 0 & c+d f^{(\varepsilon-\delta)} & 0 \\
0 & a-b f^{(\delta-\varepsilon)} & 0 & c-d f^{(\delta-\varepsilon)} \\
\bar{c}+\bar{d}\left(f^{(\varepsilon-\delta)}\right)^{*} & 0 & \bar{a}+\bar{b}\left(f^{(\varepsilon-\delta)}\right)^{*} & 0 \\
0 & \bar{c}-\bar{d}\left(f^{(\delta-\varepsilon)}\right)^{*} & 0 & \bar{a}-\bar{b}\left(f^{(\delta-\varepsilon)}\right)^{*}
\end{array}\right)
$$

is invertible on $l_{2,0} \times l_{2,0} \times l_{2,0} \times l_{2,0}$, and
(c) the singular integral operator

$$
\chi_{\Gamma_{\tau} \backslash \Gamma_{\tau, 1}}(a I+b S+(c I+d S) M) \chi_{\Gamma_{\tau} \backslash \Gamma_{\tau, 1}} I
$$

with $\Gamma_{\tau}:=e^{i \omega_{\tau}} \mathbb{R} \cup \mathbb{R}$ and $\Gamma_{\tau, 1}:=e^{i \omega_{\tau}}[0,1) \cup[0,1)$, is invertible on $L_{2}\left(\Gamma_{\tau} \backslash\right.$ $\left.\Gamma_{\tau, 1}, r_{\tau}\right) \subseteq L_{2}\left(\Gamma_{\tau}, r_{\tau}\right)$.
It may seem difficult to analyze condition (c) further, but it is actually equivalent to the invertibility of the Wiener-Hopf operator acting on the space $L_{2}\left([0, \infty), r_{\tau}\right) \oplus \ldots \oplus L_{2}\left([0, \infty), r_{\tau}\right.$ with generating function

$$
\left(\begin{array}{cccc}
a+b s & -b n_{2 \pi-\beta} & c+d s & -d n_{2 \pi-\beta} \\
b n_{\beta} & a-b s & d n_{\beta} & c-d s \\
\bar{c}-\bar{d} s & \bar{d} n_{\beta} & \bar{a}-\bar{b} s & \bar{b} n_{\beta} \\
-\bar{d} n_{2 \pi-\beta} & \bar{c}+\bar{d} s & -\bar{b} n_{2 \pi-\beta} & \bar{a}+\bar{b} s
\end{array}\right)
$$

where $\beta:=\omega_{\tau}$ and where $s(z):=\operatorname{coth} \pi\left(z+i\left(1 / 2+r_{\tau}\right)\right)$ and $n_{\beta}(z):=$ $\left.e^{\left(z+i\left(1 / 2+r_{\tau}\right)\right)(\pi-\beta)} / \sinh \pi\left(z+i\left(1 / 2+r_{\tau}\right)\right)\right)$. On the other hand, we have effective criteria to check the invertibility of the Toeplitz operator $T$ in condition (b).

As in the proof of Lemma 4.3 .4 one readily gets that the operator $T$ is invertible if and only if the Toeplitz operator with generating function

$$
\left(\begin{array}{cccc}
a+b f^{(\varepsilon-\delta)} & c+d f^{(\varepsilon-\delta)} & 0 & 0 \\
\bar{c}+\bar{d}\left(f^{(\varepsilon-\delta)}\right)^{*} & \bar{a}+\bar{b}\left(f^{(\varepsilon-\delta)}\right)^{*} & 0 & 0 \\
0 & 0 & a-b f^{(\delta-\varepsilon)} & c-d f^{(\delta-\varepsilon)} \\
0 & 0 & \bar{c}-\bar{d}\left(f^{(\delta-\varepsilon)}\right)^{*} & \bar{a}-\bar{b}\left(f^{(\delta-\varepsilon)}\right)^{*}
\end{array}\right)
$$

is invertible, and hence, if and only if the $2 \times 2$ block Toeplitz operators $T_{1}$ and $T_{2}$ with generating functions

$$
\left(\begin{array}{cc}
a+b f^{(\varepsilon-\delta)} & c+d f^{(\varepsilon-\delta)} \\
\bar{c}+\bar{d}\left(f^{(\varepsilon-\delta)}\right)^{*} & \bar{a}+\bar{b}\left(f^{(\varepsilon-\delta)}\right)^{*}
\end{array}\right), \quad\left(\begin{array}{cc}
a-b f^{(\delta-\varepsilon)} & c-d f^{(\delta-\varepsilon)} \\
\bar{c}-\bar{d}\left(f^{(\delta-\varepsilon)}\right)^{*} & \bar{a}-\bar{b}\left(f^{(\delta-\varepsilon)}\right)^{*}
\end{array}\right),
$$

respectively are invertible.

Making use of the identity $\left(f^{(\nu)}\right)^{*}=-f^{(\nu)}$ (again from the proof of Lemma 4.2.4), we can rewrite the operator $T_{1}$ as

$$
\left(\begin{array}{cc}
a+b T\left(f^{(\varepsilon-\delta)}\right) & c+d T\left(f^{(\varepsilon-\delta)}\right) \\
\bar{c}-\bar{d} T\left(f^{(\varepsilon-\delta)}\right) & \bar{a}-\bar{b} T\left(f^{(\varepsilon-\delta)}\right)
\end{array}\right)
$$

and since all entries in this operator matrix commute with each other, we conclude that the operator $T_{1}$ is invertible if and only if the operator

$$
\begin{aligned}
& \left(a+b T\left(f^{(\varepsilon-\delta)}\right)\right)\left(\bar{a}-\bar{b} T\left(f^{(\varepsilon-\delta)}\right)\right)-\left(c+d T\left(f^{(\varepsilon-\delta)}\right)\right)\left(\bar{c}-\bar{d} T\left(f^{(\varepsilon-\delta)}\right)\right) \\
& \quad=(a \bar{a}-c \bar{c}) I+(\bar{a} b-a \bar{b}-\bar{c} d+c \bar{d}) T\left(f^{(\varepsilon-\delta)}\right)-(b \bar{b}-d \bar{d})\left(T\left(f^{(\varepsilon-\delta)}\right)\right)^{2}
\end{aligned}
$$

is invertible. This clearly is true if and only if

$$
\begin{equation*}
(a \bar{a}-c \bar{c}) I+(\bar{a} b-a \bar{b}-\bar{c} d+c \bar{d}) \lambda-(b \bar{b}-d \bar{d}) \lambda^{2} \neq 0 \tag{4.74}
\end{equation*}
$$

for all $\lambda$ belonging to the spectrum of the Toeplitz operator $T\left(f^{(\varepsilon-\delta)}\right)$.
We still need the spectrum of that Toeplitz operator, considered as acting on the Hilbert space $l_{2}$. Abbreviating $\varepsilon-\delta$ by $\nu$ and observing that for $\nu \neq 0$ the piecewise continuous function $f^{(\nu)}$ maps the unit circle into a circular arc $\mathcal{C}_{\nu}$ in the complex plane which joins -1 to 1 and runs through the point $i \tan (\pi \nu / 2)$ (the center of that circular arc is $-i \cot \pi \nu$, and its radius is equal to $1 /|\sin \pi \nu|$ ). The well-known criterion for the invertibility of Toeplitz operators with piecewise continuous generating function (e.g., Corollary 2.40 and Theorem 2.74 in [11]) states that the spectrum of $T\left(f^{(\nu)}\right)$ just coincides with that compact region in the complex plane which is bounded by the circular $\operatorname{arc} \mathcal{C}_{\nu}$ and the interval $[-1,1]$. Thus denoting this region by $\mathcal{D}_{\nu}$, we get

Lemma 4.3.26. The Toeplitz operator $T_{1}$ is invertible if and only if (4.74) is satisfied for all $\lambda \in \mathcal{D}_{\varepsilon-\delta}$.

An analogous result holds for invertibility of the operator $T_{2}$.

### 4.4 Double Layer Potential Equation

As above, let $\Gamma$ be a curve in the complex plane and write $n_{\tau}$ for the inner normal to $\Gamma$ at $\tau \in \Gamma$, which exists for all points of $\Gamma$ with exception of the corner points $\tau_{0}, \tau_{1}, \ldots, \tau_{n_{0}-1}$. By $V_{\Gamma}$ we denote the double layer potential operator on $\Gamma$, viz.,

$$
\left(V_{\Gamma} u\right)(t)=\frac{1}{\pi} \int_{\Gamma} u(\tau) \frac{d}{d n_{\tau}} \log |t-\tau| d s_{\tau}, \quad t \in \Gamma
$$

where $d s_{\tau}$ refers to the arc length differential. In this notation, we can rewrite equation (4.2) in the form

$$
\begin{equation*}
A u=\left(a I+b V_{\Gamma}+T\right) u=g, \quad g \in L_{2}(\Gamma) \tag{4.75}
\end{equation*}
$$

where $I$ is the identity operator, $T$ is compact and $a, b \in \mathbf{C}(\Gamma)$.
If $\Gamma$ is a sufficiently smooth curve, then $V_{\Gamma}$ is a compact operator and this essentially simplifies the question of stability of projection methods for (4.75). In this section, we proceed to stability investigation for collocation, qualocation, and quadrature methods for solving (4.75) when the curve $\Gamma$ is not smooth, and we can rely upon results of preceding sections. Indeed, using the well-known identity [162]

$$
2 V_{\Gamma}=S_{\Gamma}+M S_{\Gamma} M
$$

we can rewrite equation (4.75) as

$$
\begin{equation*}
A u=\left(a I+\frac{b}{2} S_{\Gamma}+\frac{b}{2} M S_{\Gamma} M+T\right) u=g \tag{4.76}
\end{equation*}
$$

which is a particular case of equation (4.1) and hence subject to Theorems 4.1.1, 4.1.7 and 4.1.8. For simplicity, throughout this section we suppose that $T=0$ and consider the operator $A$ on the space $L_{2}$ without weight.

### 4.4.1 Quadrature Methods

Let $t_{k}^{(n)}$ and $\tau_{k}^{(n)}$ be as in (4.3), and set $\Delta t_{j}^{(n)}=\gamma((j+1) / n)-\gamma(j / n)$. We determine approximate values $\xi_{k}^{(n)}$ for the exact values of the solution $u$ of (4.76) at the points $t_{k}^{(n)}$ by solving the linear system

$$
\begin{equation*}
a\left(\tau_{k}^{(n)}\right)+\frac{b\left(\tau_{k}^{(n)}\right)}{2 \pi i} \sum_{j=0}^{n-1}\left(\frac{\Delta t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}}-\frac{\overline{\Delta t_{j}^{(n)}}}{\overline{t_{j}^{(n)}}-\overline{\tau_{k}^{(n)}}}\right) \xi_{j}^{(n)}=g\left(\tau_{k}^{(n)}\right) \tag{4.77}
\end{equation*}
$$

for $k=0,1, \ldots, n-1$. Fix $\tau \in \Gamma$ and abbreviate $a(\tau)$ and $b(\tau)$ by $a$ and $b$. The local (model) system associated with (4.77) at $\tau \in \Gamma$ is given by
$a \tilde{\xi}_{k}^{(n)}+\frac{b}{2 \pi i n}\left[\sum_{j=0}^{\infty} \frac{2 \operatorname{Im} \tilde{\tau}_{k}^{(n)}}{\left|\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}\right|^{2}}-\sum_{j=-\infty}^{-1}\left(\frac{e^{i \omega_{\tau}}}{\tilde{t}_{j}^{(n)}-\tilde{\tau}_{k}^{(n)}}-\frac{e^{-i \omega_{\tau}}}{\overline{\tilde{t}_{j}^{(n)}}-\overline{\tilde{\tau}_{k}^{(n)}}}\right)\right] \tilde{\xi}_{j}^{(n)}=g^{\tau}\left(\tilde{\tau}_{k}^{(n)}\right)$
where $k \in \mathbb{Z}$, and the corresponding operator $A_{1}^{\tau} \in \mathcal{L}\left(l_{2}^{2}\right)$ is of the form $\left(A_{r l}^{\tau}\right)_{r, l=1}^{2}$ where

$$
\begin{gathered}
A_{11}^{\tau}=A_{22}^{\tau}=a I \\
A_{21}^{\tau}=\frac{b}{2 \pi i}\left(\frac{1}{j+\delta+(\varepsilon-k-1) e^{i \omega_{\tau}}}-\frac{1}{j+\delta+(\varepsilon-k-1) e^{i\left(2 \pi-\omega_{\tau}\right)}}\right)_{k, j=0}^{\infty} \\
A_{12}^{\tau}=\frac{b}{2 \pi i}\left(\frac{e^{i \omega_{\tau}}}{(\delta-j+1) e^{i \omega_{\tau}}+k+\varepsilon}-\frac{e^{i\left(2 \pi-\omega_{\tau}\right)}}{(\delta-j+1) e^{i\left(2 \pi-\omega_{\tau}\right)}+k+\varepsilon}\right)_{k, j=0}^{\infty} .
\end{gathered}
$$

Corollary 4.4.1. If $a, b, \in \mathbf{C}(\Gamma)$, then the quadrature method (4.77) is stable if and only if the operator $A \in \mathcal{L}\left(L_{2}(\Gamma)\right)$ and all operators $A_{1}^{\tau} \in \mathcal{L}\left(l_{2}^{2}\right), \tau \in \Gamma$ are invertible.

Our next goal is to consider the Fredholmness of the local operator $A_{1}^{\tau}$. Computing its Gohberg-Krupnik symbol yields

$$
\mathcal{A}_{A_{1}^{\tau}}(t, \mu)=\left\{\begin{array}{c}
\left(\begin{array}{cc}
a & 0 \\
0 & a
\end{array}\right) \\
\text { if } t \neq 1, \mu \in[0,1] \\
\left(\begin{array}{cc}
a & \frac{b i}{2 \beta}\left(e^{-i\left(\pi-\omega_{\tau}\right) \alpha}-e^{-i\left(\omega_{\tau}-\pi\right) \alpha}\right) \\
\left(-\frac{b i}{2 \beta}\left(e^{-i\left(\omega_{\tau}-\pi\right) \alpha}-e^{-i\left(\pi-\omega_{\tau}\right) \alpha}\right)\right. & a
\end{array}\right) \\
\text { if } t=1, \mu \in[0,1]
\end{array}\right.
$$

where $\alpha, \beta$ are as in Section 4.2.1.
Corollary 4.4.2. Let $\theta_{\tau}:=\omega_{\tau} / 2 \pi$. The operator $A_{1}^{\tau}$ is Fredholm if and only if the function

$$
\begin{align*}
\Phi_{\tau}(\mu)=a^{2}-\frac{b^{2}}{2}[ & 4 \mu(1-\mu)+2\left(\mu^{\theta_{\tau}}(1-\mu)^{2-\theta_{\tau}}+(1-\mu)^{\theta_{\tau}} \mu^{2-\theta_{\tau}}\right) \cos \omega_{\tau} \\
& \left.-2 i\left(\mu^{\theta_{\tau}}(1-\mu)^{2-\theta_{\tau}}-(1-\mu)^{\theta_{\tau}} \mu^{2-\theta_{\tau}}\right) \sin \omega_{\tau}\right] \tag{4.78}
\end{align*}
$$

does not vanish on the interval $[0,1]$.
Proof. The determinant of the symbol $\mathcal{A}_{A_{1}^{\tau}}(t, \mu)$ of the operator $A_{1}^{\tau}$ is

$$
\operatorname{det} \mathcal{A}_{A_{1}^{\tau}}(t, \mu)=a^{2}-\frac{b^{2}}{\beta^{2}} \sin ^{2}\left(\left(\pi-\omega_{\tau}\right) \alpha\right)=a^{2}-\frac{b^{2}}{2 \beta^{2}}\left(1-\cos \left(2\left(\pi-\omega_{\tau} \alpha\right)\right)\right)
$$

Recalling the expressions for $1 / \beta^{2}$ and $\cos \left(2\left(\pi-\omega_{\tau}\right) \alpha\right) / \beta^{2}$ quoted above, we obtain (4.78).

Corollary 4.4.3. If the quadrature method is stable, then

$$
a(t) \neq 0 \quad \text { for } \quad \text { all } \quad t \in \Gamma .
$$

For proof, set $\mu=0$ in (4.78).
Now let $\tau_{0}, \tau_{1}, \ldots, \tau_{n_{0}-1}$ denote the corner points of $\Gamma$, i.e., $\omega_{\tau_{r}} \neq \pi$ for $r=0,1, \ldots, n_{0}-1$ and $\omega_{\tau}=\pi$ for $\tau \in \Gamma \backslash\left\{\tau_{0}, \tau_{1}, \ldots, \tau_{n_{0}-1}\right\}$. Consider the curves

$$
\mathcal{C}_{r}:=\left\{\frac{(1+s)^{2}}{4 s+2\left(s^{\theta_{r}}+s^{2-\theta_{r}}\right) \cos \omega_{\tau_{r}}-2 i\left(s^{\theta_{r}}-s^{2-\theta_{r}}\right) \sin \omega_{\tau_{r}}}, s \in(0, \infty), \theta_{r}:=\frac{\omega_{\tau_{r}}}{2 \pi}\right\}
$$

for $r=0,1,2, \ldots, n_{0}-1$, and

$$
\mathcal{C}_{a, b}=\left\{\frac{b^{2}(t)}{2 a^{2}(t)}, \quad t \in \Gamma\right\}
$$

Corollary 4.4.4. Let $a(t) \neq 0$ for all $t \in \Gamma$.
(a) The local operators $A_{1}^{\tau}, \tau \in \Gamma$ are Fredholm if and only if

$$
\begin{equation*}
\mathcal{C}_{a, b} \bigcap\left(\bigcup_{r=0}^{n_{0}-1} \mathcal{C}_{r}\right)=\emptyset \tag{4.79}
\end{equation*}
$$

(b) If (4.79) is satisfied, then the index of $A_{1}^{\tau_{r}}, r=0, \ldots, n_{0}-1$ is equal to the negative winding number of the curve $\mathcal{B}_{r}=\left\{\Phi_{\tau_{r}}(\mu), \mu \in[0,1]\right\}$.
(c) If $\omega_{\tau}=\pi$, then ind $A_{1}^{\tau}=0$.

Proof. If $\tau \neq \tau_{r}, r=0, \ldots, n_{0}-1$, then $\operatorname{det} \mathcal{A}_{A_{1}^{\tau}}(t, \mu)=a^{2}$ for all $[t, \mu] \in \mathbb{T} \times[0,1]$, i.e., $A_{1}^{\tau}$ is Fredholm with the index zero.

Let now $\tau=\tau_{r}$ for some $r=0, \ldots, n_{0}-1$. Then the determinant of the symbol of $A_{1}^{\tau}$ does not vanish if and only if

$$
\begin{aligned}
\frac{b^{2}}{2 a^{2}} \neq[ & 4 \mu(1-\mu)+2\left(\mu^{\theta_{\tau}}(1-\mu)^{2-\theta_{\tau}}+(1-\mu)^{\theta_{\tau}} \mu^{2-\theta_{\tau}}\right) \cos \omega_{\tau_{r}} \\
& \left.-2 i\left(\mu^{\theta_{r}}(1-\mu)^{2-\theta_{r}}-(1-\mu)^{\theta_{r}} \mu^{2-\theta_{r}}\right) \sin \omega_{\tau_{r}}\right]^{-1}
\end{aligned}
$$

Substituting $\mu /(1-\mu)$ by $s$ one arrives at the assertion (4.79).
Corollary 4.4 .4 can now be reformulated in the following way:
Corollary 4.4.5. Let $a, b \in \mathbf{C}(\Gamma)$ and $a(t) \neq 0$ for all $t \in \Gamma$. The quadrature method (4.77) is stable if and only if the following conditions are fulfilled:
(a) the operator $A$ is invertible in $\mathcal{L}\left(L_{2}(\Gamma)\right)$.
(b) $\mathcal{C}_{a, b} \cap\left(\bigcup_{r=0}^{n_{0}-1} \mathcal{C}_{r}\right)=\emptyset$.
(c) the winding number of each curve $\mathcal{B}_{r}, r=0, \cdots, n_{0}-1$, is zero.
(d) $\operatorname{dim} \operatorname{ker} A_{1}^{\tau}=0$ for all $\tau \in \Gamma$.

Remark 4.4.6. The conditions (b) and (c) are easily verifiable, but the authors are not aware of any analytic method to evaluate the kernel dimension of the operators $A_{1}^{\tau}, \tau \in \Gamma$. On the other hand, there are results [209, 210] that allow us to study the kernel dimensions of Toeplitz operators by using singular values of certain sequences of matrices associated with the operator under consideration. This approach can be used to study the kernel dimensions of the operators $A_{1}^{\tau}$.

It is interesting to compare the conditions (b) and (c), which are responsible for the Fredholmness of the local operators $A_{1}^{\tau}$, with the corresponding conditions for quadrature methods for singular integral equations without conjugation. In our setting, the form of the curves $\mathcal{C}_{r}$ is independent of the parameters $\varepsilon$ and $\delta$, but it essentially depends on the angle $\omega_{\tau_{r}}$. In case of singular integral equations
without conjugation, $\mathcal{C}_{r}$ is a semi-axis which forms the angle $\pi(\delta-\varepsilon)$ with the real axis (see [180]). There is also a decidable difference in the behaviour of the indices of the local operators: for singular integral operators without conjugation, the index of the local operators is always zero, whereas for local operators associated with double layer potential operators one has either $b\left(\tau_{r}\right)=0$, which implies ind $A_{1}^{\tau_{r}}=0$, or $b\left(\tau_{r}\right) \neq 0$, which implies ind $A_{1}^{\tau_{r}}=-$ wind $\mathcal{B}_{r}=-$ wind $\mathcal{B}_{r}^{\prime}$ where

$$
\begin{aligned}
\mathcal{B}_{r}^{\prime}=\{ & \frac{2 a^{2}\left(\tau_{r}\right)}{b^{2}\left(\tau_{r}\right)}-\left[4 \mu(1-\mu)+2\left(\mu^{\theta_{r}}(1-\mu)^{2-\theta_{r}}+(1-\mu)^{\theta_{r}} \mu^{2-\theta_{r}}\right) \cos \omega_{\tau_{r}}\right. \\
& \left.\left.-2 i\left(\mu^{\theta_{r}}(1-\mu)^{2-\theta_{r}}-(1-\mu)^{\theta_{r}} \mu^{2-\theta_{r}}\right) \sin \omega_{\tau_{r}}\right], \quad \mu \in[0,1] \cdot\right\} .
\end{aligned}
$$

Corollary 4.4.7. Assume that the operator $A_{1}^{\tau_{r}}$ is Fredholm and $b\left(\tau_{r}\right) \neq 0$. Then:
(a) If $\frac{a^{2}\left(\tau_{r}\right)}{b^{2}\left(\tau_{r}\right)} \in \mathbb{R}$ and $0 \notin\left(\frac{2 a^{2}\left(\tau_{r}\right)}{b^{2}\left(\tau_{r}\right)}-1-\cos \omega_{\tau_{r}}, \frac{2 a^{2}\left(\tau_{r}\right)}{b^{2}\left(\tau_{r}\right)}\right)$, then

$$
\text { ind } A_{1}^{\tau_{r}}=0
$$

(b) If $\frac{a^{2}\left(\tau_{r}\right)}{b^{2}\left(\tau_{r}\right)} \in \mathbb{R}$ and $0 \in\left(\frac{2 a^{2}\left(\tau_{r}\right)}{b^{2}\left(\tau_{r}\right)}-1-\cos \omega_{\tau_{r}}, \frac{2 a^{2}\left(\tau_{r}\right)}{b^{2}\left(\tau_{r}\right)}\right)$, then

$$
\left|\operatorname{ind} A_{1}^{\tau_{r}}\right|=1
$$

### 4.4.2 The $\varepsilon$-Collocation Method

Consider an approximate solution of equation (4.76) in the form (4.7) and determine the unknown coefficients $\xi_{j}^{(n)}, j=0, \ldots, n-1$, by solving the linear algebraic system

$$
\begin{equation*}
\left(A u_{n}\right)\left(\tau_{j}^{n, \varepsilon}\right)=g\left(\tau_{j}^{n, \varepsilon}\right), \quad j=0, \ldots, n-1 \tag{4.80}
\end{equation*}
$$

where $A=a I+\frac{b}{2} S_{\Gamma}+\frac{b}{2} M S_{\Gamma} M$ and $\tau_{j}^{n, \varepsilon}$ is given by (4.18). In accordance with (4.26), the local operators at $\tau \in \Gamma$ are of the form

$$
\begin{equation*}
A_{1, \varepsilon}^{\tau}=a I+\frac{b}{2 \pi i}\left(\int_{\Gamma_{\tau}} \frac{\tilde{\chi}_{j}^{(1)}(t) d t}{t-\tilde{\tau}_{k}^{1, \varepsilon}}\right)_{k, j \in \mathbb{Z}}-\frac{b}{2 \pi i}\left(\int_{\Gamma_{\tau}^{*}} \frac{\tilde{\widetilde{\chi}}_{j}^{(1)}(t) d t}{t-\overline{\tilde{\tau}_{k}^{1, \varepsilon}}}\right)_{k, j \in \mathbb{Z}} \tag{4.81}
\end{equation*}
$$

Moreover, the symbols of the local operators $A_{1, \varepsilon}^{\tau}$ can be calculated by (4.38) and (4.39), so

$$
\mathcal{A}_{A_{1, \varepsilon}^{\tau}}(t, \mu)=\mathcal{A}_{A_{1}^{\tau}}(t, \mu)
$$

for all $(t, \mu) \in \Gamma \times[0,1]$, where $A_{1}^{\tau}$ is the local operator considered in the preceding subsection. Thus the results on Fredholmness of the local operators $A_{1}^{\tau}$ are similar to the corresponding results for the local operators $A_{1, \varepsilon}^{\tau}$ associated with the $\varepsilon$ collocation method.

Corollary 4.4.8. Let $a, b \in \mathbf{C}(\Gamma)$ and $a(t) \neq 0$ on $\Gamma$. The $\varepsilon$-collocation method (4.80) is stable if and only if conditions (a) - (c) from Corollary 4.4.5 are satisfied and if dim ker $A_{1, \varepsilon}^{\tau}=0$ for all $\tau \in \Gamma$.
Corollary 4.4.9. If $a, b \in \mathbb{C}$ and $a \neq 0$, then the Fredholmness of $A_{1, \varepsilon}^{\tau}$ is independent of the choice of $\varepsilon \in[0,1]$. If $A_{1, \varepsilon}^{\tau}$ is Fredholm, then its index is also independent of $\varepsilon$.

From (4.39) one can conclude that the choice of $\varepsilon \in(0,1)$ essentially influences the Fredholmness of the local operators corresponding to equation (4.1), but it does not influence their indices. For the double layer potential operator, $\varepsilon$ influences neither the indices nor Fredholmness of the local operators.

### 4.4.3 Qualocation Method

Given $r=0,1, \ldots, m-1$, choose real numbers $\varepsilon_{r}$ and $w_{r}$ as in Section 4.1.3. For the qualocation method, we seek an approximate solution $u_{n}$ of equation (4.76) in the form (4.7), whence the unknown coefficients $\xi_{j}^{(n)}$ will be obtained by solving the algebraic systems

$$
\begin{equation*}
\sum_{r=0}^{m-1} w_{r}\left(A u_{n}\right)\left(\tau_{j}^{n, \varepsilon_{r}}\right)=\sum_{r=0}^{m-1} w_{r} g\left(\tau_{j}^{n, \varepsilon_{r}}\right), \quad j=0, \ldots, n-1 \tag{4.82}
\end{equation*}
$$

The local operators $A_{Q(\varepsilon)}^{\tau}$ associated with $\tau \in \Gamma$ are

$$
A_{Q(\varepsilon)}^{\tau}=\sum_{r=0}^{m-1} w_{r} A_{1, \varepsilon_{r}}^{\tau}
$$

where the operators $A_{1, \varepsilon_{r}}^{\tau}$ are now defined in (4.81).
Corollary 4.4.10. Let $a, b \in \mathbf{C}(\Gamma)$ and $a(t) \neq 0$ on $\Gamma$, and suppose the numbers $\varepsilon_{r}$ and $w_{r}, r=0, \ldots, m-1$ are subject to the conditions of Theorem 4.1.8. The qualocation method (4.82) is stable if and only conditions (a) - (c) of Corollary 4.4.5 are satisfied and if $\operatorname{dim} \operatorname{ker} A_{Q(\varepsilon)}^{\tau}=0$ for all $\tau \in \Gamma$.

The analogue of Corollary 4.4.9 also remains valid.
Finally, let us point out once more a characteristic and, although at first glance unexpected, common property of all of these approximation methods for the double layer potential equations.

Corollary 4.4.11. Let $\tau \in \Gamma$. The local operators $A_{1}^{\tau}, A_{1, \varepsilon}^{\tau}$, and $A_{Q(\varepsilon)}^{\tau}-$ corresponding to the quadrature method, the $\varepsilon$-collocation method, and the qualocation method, respectively - are either simultaneously Fredholm or not. Moreover, if these operators are Fredholm, their indices coincide.

Consequently, if the index of at least one of these local operators is non-zero, then none of the above approximation methods is suitable to solve the double layer potential equation (4.75) in the space $L_{2}(\Gamma)$.

### 4.5 Approximation Methods for Mellin Operators with Conjugation

Let $\rho_{0}, \rho_{1}$ be fixed numbers in the interval $(-1 / 2,1 / 2)$ and $J:=[0,1]$. By $L_{2}\left(\rho_{0}, \rho_{1}\right)=L_{2}\left(J, \rho_{0}, \rho_{1}\right)$ we denote the set of all Lebesgue measurable functions $\phi$ such that

$$
\|\phi\|=\|\phi\|_{2, \rho_{0}, \rho_{1}}=\left(\int_{0}^{1} \tau^{2 \rho_{0}}(1-\tau)^{2 \rho_{1}}|\phi(t)|^{2} d \tau\right)^{1 / 2}<+\infty
$$

The set $L_{2}\left(\rho_{0}, \rho_{1}\right)$ with the scalar product

$$
(\phi, \psi)=\int_{0}^{1} \tau^{2 \rho_{0}}(1-\tau)^{2 \rho_{1}} \phi(t) \overline{\psi(\tau)} d \tau
$$

is a Hilbert space. In the space $L_{2}\left(\rho_{0}, \rho_{1}\right)$, let us consider an additive operator $A$ defined by

$$
\begin{align*}
(A \phi)(\tau):= & \frac{1}{2 \pi i} \int_{\operatorname{Re}(z)=1 / 2} \tau^{-z} \mathcal{A}_{1}(\tau, z) \tilde{\phi}(z) d z \\
& +\frac{1}{2 \pi i} \int_{\operatorname{Re}(z)=1 / 2} \tau^{-z} \mathcal{A}_{2}(\tau, z)(\widetilde{M \phi})(z) d z \\
& +\int_{0}^{1} K_{1}(\tau, s) \phi(s) d s+\int_{0}^{1} K_{2}(\tau, s)(M \phi)(s) d s \tag{4.83}
\end{align*}
$$

where M is the operator of complex conjugation, and $\tilde{\varphi}$ denotes the Mellin transformation,

$$
\tilde{\phi}(z)=\int_{0}^{1} \tau^{z-1} \phi(\tau) d \tau
$$

of the function $\varphi$, and the functions $K_{1}(\tau, s), K_{2}(\tau, s)$ are continuous on $J \times J$. We assume that $\mathcal{A}_{1}(\tau, z), \mathcal{A}_{2}(\tau, z)$ have the form

$$
\begin{align*}
& \mathcal{A}_{1}(t, z)=a(t)-b(t) i \cot (\pi z)+e(t, z)  \tag{4.84}\\
& \mathcal{A}_{2}(t, z)=c(t)-d(t) i \cot (\pi z)+m(t, z) \tag{4.85}
\end{align*}
$$

where:

- the functions $a, b, c, d$, are infinitely differentiable over $[0,1]$;
- there is a strip $\Pi_{\gamma, \beta}=\{z \in \mathbf{C}: \gamma<\operatorname{Re} z<\beta, \gamma, \beta \in \mathbf{R}, \gamma<\beta\}$ and complex numbers $z_{l}$ and $\breve{z}_{p}, l=1,2, \ldots, k, p=1,2, \ldots, r$ such that $1 / 2$, $1 / 2-\rho, z_{l}-\rho, \breve{z}_{p}-\rho \in \Pi_{\gamma, \beta}$, but $z_{l}-\rho, \breve{z}_{p}-\rho \notin \Pi_{1 / 2,1 / 2-\rho}$ or $z_{l}-\rho, \breve{z}_{p}-\rho \notin$ $\Pi_{1 / 2-\rho, 1 / 2}$. Moreover, the function $e(t, z)$ (correspondingly $m(t, z)$ ) for every $t \in J$ and for every $z \in \Pi_{\gamma, \beta} \backslash\left\{z_{l}-\rho, l=1,2, \ldots, k\right\}$ (correspondingly
for every $\left.z \in \Pi_{\gamma, \beta} \backslash\left\{\breve{z}_{p}-\rho, p=1,2, \ldots, r\right\}\right)$ is infinitely differentiable in $t$ and analytic in $z$. If $t \in J$ is fixed, then the points $z_{l}-\rho, l=1,2, \ldots, k$ (correspondingly $\left.\breve{z}_{p}-\rho, p=1,2, \ldots, r\right)$ are poles for the function $e(t, z)$ (correspondingly $m(t, z)$ ) with degree at most N , the same for all points $t$;
- for any $\epsilon>0$ and for any natural numbers $n, s$ the following inequalities hold:

$$
\begin{aligned}
& \sup _{z \in \Pi_{\alpha, \beta} \backslash \bigcup_{l=1}^{k} B_{\epsilon}\left(z_{l}\right), t \in J}\left|(\partial / \partial t)^{n}(\partial / \partial z)^{s} e(t, z)(1+|z|)^{1+s}\right|<+\infty, \\
& \sup _{z \in \Pi_{\alpha, \beta} \backslash \bigcup_{p=1}^{r} B_{\epsilon}\left(\breve{z}_{p}\right), t \in J}\left|(\partial / \partial t)^{n}(\partial / \partial z)^{s} m(t, z)(1+|z|)^{1+s}\right|<+\infty,
\end{aligned}
$$

where $B_{\epsilon}\left(z_{k}\right)=\left\{z \in \mathbf{C}:\left|z-\left(z_{k}-\rho\right)\right|<\epsilon\right\}$.
It is notable that the above-defined Mellin operators interact well with the conjugation operator.

Lemma 4.5.1. Let the function $\mathcal{A}(t, z)$ satisfy the above assumptions. If $A$ is a Mellin operator generated by the function $\mathcal{A}(t, z)$, i.e.,

$$
\begin{equation*}
(A x)(\tau)=\frac{1}{2 \pi i} \int_{\operatorname{Re}(z)=1 / 2} \tau^{-z} \mathcal{A}(\tau, z) \widetilde{x(z)} d z \tag{4.86}
\end{equation*}
$$

then

$$
\begin{equation*}
M A M=\widehat{A} \tag{4.87}
\end{equation*}
$$

where $\widehat{A}$ is the Mellin operator generated by the function $\widehat{\mathcal{A}}(t, z)=\overline{\mathcal{A}(t, \bar{z})}$.
Proof. Since $M \tilde{x}(z)=(\widetilde{M x})(\bar{z})$,

$$
(M A x)(\tau)=-\frac{1}{2 \pi i} \int_{\operatorname{Re}(z)=1 / 2} \tau^{-\bar{z}} \overline{\mathcal{A}(\tau, z)}(\widetilde{M x})(\bar{z}) \overline{d z}
$$

and $\overline{d z}=d \bar{z}$, from the substitution $\bar{z}=u$ one obtains the equation $M A=\widehat{A} M$ that implies (4.87).

Due to Lemma 4.5.1 one can now use Corollary 1.4.7 to investigate the algebra generated by the Mellin operators (4.86) and the operator of conjugation.

Assumptions (4.84) and (4.85) and the requirements on the functions $e(t, z), m(t, z)$ allow us to rewrite (4.83) in the form

$$
\begin{align*}
(A \phi)(t)= & a(t) \phi(t)+\frac{b(t)}{\pi i} \int_{0}^{1} \frac{\phi(s)}{s-t} d s+c(t) \overline{\phi(t)}+\frac{d(t)}{\pi i} \int_{0}^{1} \frac{\overline{\phi(s)}}{s-t} d s \\
& +\int_{0}^{1} k_{1}(t, s) \phi(s) d s+\int_{0}^{1} k_{2}(t, s) \overline{\phi(s)} d s=f(t), t \in[0,1] \tag{4.88}
\end{align*}
$$

where the integrals

$$
\int_{0}^{1} k_{1}(t, s) \phi(s) d s, \int_{0}^{1} k_{2}(t, s) \overline{\phi(s)} d s
$$

are absolutely convergent and their kernels $k_{1} k_{2}$ are continuous on the unit square except on the lines $t=s$ and $t, s=0$ [187].

### 4.5.1 A Quadrature Method

Let us now apply a quadrature method to equation (4.88). We first choose real numbers $\delta_{0}, \delta_{1} \in(0,1 / 2)$ and $\sigma_{0}, \sigma_{1} \geq 1$ such that $\sigma_{i}\left(1-2 \rho_{i}\right)<2, i=0,1$. Secondly, we define a function $g$ by

$$
g(t)=\left\{\begin{array}{ccc}
t^{\sigma_{0}} & \text { if } & t \in\left[0, \delta_{0}\right] \\
1-(1-t)^{\sigma_{1}} & \text { if } & t \in\left[1-\delta_{1}, 1\right]
\end{array}\right.
$$

and extend $g$ on the whole interval $(0,1)$ as a twice differentiable and monotonically increasing function.

Now we take an $n \in \mathbb{N}$, fix an $\varepsilon \in(-1 / 2,1 / 2], \varepsilon \neq 0$ and put

$$
t_{j}^{(n)}:=g\left(\frac{j+1 / 2}{n}\right), \quad \tau_{j}^{(n)}:=g\left(\frac{j+1 / 2+\varepsilon}{n}\right), \quad j=0,1, \ldots, n-1 .
$$

Let $\phi$ denote the solution of equation (4.88). The approximate values $\xi_{j}^{(n)}$ of $\phi\left(t_{j}^{(n)}\right), j=0,1, \ldots, n-1$ are determined from the following system of algebraic equations:

$$
\begin{align*}
& {\left[a\left(\tau_{k}^{(n)}\right)-b\left(\tau_{k}^{(n)}\right) i \cot (\pi \varepsilon)\right] \xi_{k}^{(n)}+\frac{b\left(\tau_{k}^{(n)}\right)}{\pi i} \sum_{j=0}^{n-1} \frac{\Delta t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \xi_{j}^{(n)}} \\
& +\left[c\left(\tau_{k}^{(n)}\right)-d\left(\tau_{k}^{(n)}\right) i \cot (\pi \varepsilon)\right] \overline{\xi_{k}^{(n)}}+\frac{d\left(\tau_{k}^{(n)}\right)}{\pi i} \sum_{j=0}^{n-1} \frac{\Delta t_{j}^{(n)}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \overline{\xi_{j}^{(n)}} \\
& +\sum_{j=0}^{n-1} k_{1}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \xi_{j}^{(n)}+\sum_{j=0}^{n-1} k_{2}\left(t_{k}^{(n)}, t_{j}^{(n)}\right) \Delta t_{j}^{(n)} \overline{\xi_{j}^{(n)}} \\
& =f\left(\tau_{k}^{(n)}\right), \quad k=0,1, \ldots, n-1, \tag{4.89}
\end{align*}
$$

where

$$
\Delta t_{j}^{(n)}:=\frac{1}{n} g^{\prime}\left(\frac{j+1 / 2}{n}\right)
$$

Let $\chi_{[0,1)}$ represent the characteristic function of the interval $[0,1)$ and let $n \in \mathbb{N}$ be as above. By $\phi_{k, n}$ we denote the functions

$$
\phi_{k, n}(t)=\chi_{[0,1)}(n t-k), \quad k=0,1, \ldots, n-1
$$

and define the operator $P_{n}: L_{2}\left(\rho_{0}, \rho_{1}\right) \rightarrow L_{2}\left(\rho_{0}, \rho_{1}\right)$ by

$$
\left(P_{n} x\right)(t)=\sum_{k=0}^{n-1}\left(x, \phi_{k, n}\right) \phi_{k, n}(t), \quad x \in L_{2}\left(\rho_{0}, \rho_{1}\right)
$$

Lemma 4.5.2. (cf. $[102,183])$ The operators $P_{n}, n=1,2, \ldots$ are orthogonal projections onto the subspaces generated by the function systems $\left\{\phi_{k, n}(t), k=\right.$ $0,1, \ldots, n-1\}$, and the sequences $\left(P_{n}\right)$ and $\left(P_{n}^{*}\right)$ converge strongly to the identity operators as $n \rightarrow \infty$.

Let us introduce the real Banach algebra $\mathcal{A}$ of all sequences $\left(B_{n}\right)$ of additive continuous operators $B_{n}: \operatorname{im} P_{n} \rightarrow \operatorname{im} P_{n}$ for which there are operators $B \in$ $\mathcal{L}_{\text {add }}\left(L_{2}\left(\rho_{0}, \rho_{1}\right)\right)$ such that

$$
s-\lim _{n \rightarrow \infty} B_{n} P_{n}=B, \quad s-\lim _{n \rightarrow \infty}\left(B_{n}^{*}\right) P_{n}^{*}=B^{*}
$$

Let $\mathcal{K}_{\text {add }}\left(L_{2}\left(\rho_{0}, \rho_{1}\right)\right)$ denote the subset of all additive compact operators of $\mathcal{L}_{\text {add }}\left(L_{2}\left(\rho_{0}, \rho_{1}\right)\right)$. It is easily seen that the set $\mathcal{J}$,

$$
\mathcal{J}:=\left\{\left(P_{n} T P_{n}+G_{n}\right): T \in \mathcal{K}_{a d d}\left(L_{2}\left(\rho_{0}, \rho_{1}\right)\right),\left\|G_{n}\right\| \rightarrow 0 \text { as } n \rightarrow \infty\right\},
$$

forms an ideal in $\mathcal{A}$.
Let $A$ be the operator defined by (4.88) and let $A_{n} \in \mathcal{L}_{\text {add }}\left(\operatorname{im} P_{n}\right)$ be the operator which corresponds to the approximation method (4.89). Recall that $A_{n}$ has a special representation, viz.,

$$
A_{n}=A_{n}^{1}+A_{n}^{2} M
$$

where $A_{n}^{1}$ and $A_{n}^{2}$ are the linear operators whose matrices with respect to the basis $\phi_{k, n}, k=0,1, \ldots, n-1$ are the matrices of the linear and antilinear parts of system (4.89), respectively.

Theorem 4.5.3. The operator sequence $\left(A_{n}\right)$ belongs to the algebra $\mathcal{A}$, and is stable if and only if the operator $A$ is invertible in $\mathcal{L}_{\text {add }}\left(L_{2}\left(\rho_{0}, \rho_{1}\right)\right)$ and if the coset $\left(A_{n}\right)+\mathcal{J}$ is invertible in the quotient algebra $\mathcal{A} / \mathcal{J}$.

The proof of this result follows immediately from Proposition 1.6.4.
Thus the applicability of the approximation method (4.89) to equation (4.88) depends on the invertibility of the coset $\left(A_{n}\right)+\mathcal{J}$ in the quotient algebra $\mathcal{A} / \mathcal{J}$. As already mentioned, this problem can be studied via a localization technique. To proceed, we introduce additional operators.

For $\sigma_{0} \geq 1, \varepsilon \in(-1 / 2,1 / 2], \varepsilon \neq 0$, we set

$$
\begin{gathered}
t_{j n}^{\sigma_{0}}:=\left(\frac{j+1 / 2}{n}\right)^{\sigma_{0}}, \quad \tau_{j n}^{\sigma_{0}}:=\left(\frac{j+1 / 2+\varepsilon}{n}\right)^{\sigma_{0}}, \quad j=0,1, \ldots, \\
\Delta t_{j n}^{\sigma_{0}}:=\frac{\sigma_{0}}{n}\left(\frac{j+1 / 2}{n}\right)^{\sigma_{0}-1}, j=0,1, \ldots,
\end{gathered}
$$

and depending on the location of the point $\tau$, we introduce three kinds of systems of algebraic equations.

1. The first system corresponds to the point $\tau=0$ and is

$$
\begin{align*}
& {[a(0)-b(0) i \cot (\pi \varepsilon)] \xi_{k}^{(n)}+\frac{b(0)}{\pi i} \sum_{j=0}^{+\infty} \frac{\Delta t_{j n}^{\sigma_{0}}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \xi_{j}^{(n)}} \\
& +[c(0)-d(0) i \cot (\pi \varepsilon)] \overline{\xi_{k}^{(n)}}+\frac{d(0)}{\pi i} \sum_{j=0}^{+\infty} \frac{\Delta t_{j n}^{\sigma_{0}}}{t_{j}^{(n)}-\tau_{k}^{(n)}} \overline{\xi_{j}^{(n)}} \\
& +\sum_{j=1}^{\infty} k_{1}^{(0)}\left(\tau_{k n}^{\sigma_{0}}, t_{j n}^{\sigma_{0}}\right) \Delta t_{j n}^{\sigma_{0}} \xi_{j}^{(n)}+\sum_{j=1}^{\infty} k_{2}^{(0)}\left(\tau_{k n}^{\sigma_{0}}, t_{j n}^{\sigma_{0}}\right) \Delta t_{j n}^{\sigma_{0}} \overline{\xi_{j}^{(n)}} \\
& =f\left(\tau_{k n}^{\sigma_{0}}\right), \quad k=0,1, \ldots, \tag{4.90}
\end{align*}
$$

where $k_{1}^{(0)}, k_{2}^{(0)}$ represent kernels of integral operators

$$
\begin{aligned}
\int_{0}^{1} k_{1}^{0}(t, s) x(s) d s & =\frac{1}{2 \pi i} \int_{\operatorname{Re} z=1 / 2} t^{-z} e(0, z) \widetilde{x(z)} d z \\
\int_{0}^{1} k_{2}^{0}(t, s) \overline{x(s)} d s & =\frac{1}{2 \pi i} \int_{\operatorname{Re} z=1 / 2} t^{-z} m(0, z) \widetilde{(M x)}(z) d z .
\end{aligned}
$$

2. The second system corresponds to $\tau=1$, and has just the same structure as system (4.90) except that $a(0), b(0), c(0), d(0), \sigma_{0}$ and $\varepsilon$ should be replaced by $a(1),-b(1), c(1),-d(1), \sigma_{1}$ and $-\varepsilon$, respectively.
3. If $\tau$ is an arbitrary fixed point of $(0,1)$, then

$$
\begin{align*}
& {[a(\tau)-b(\tau) i \cot (\pi \varepsilon)] \xi_{k}^{(n)}+\frac{b(\tau)}{\pi i} \sum_{j=-\infty}^{+\infty} \frac{1}{j-k-\varepsilon} \xi_{j}^{(n)}} \\
& +[c(\tau)-d(\tau) i \cot (\pi \varepsilon)] \overline{\xi_{k}^{(n)}}+\frac{d(\tau)}{\pi i} \sum_{j=-\infty}^{+\infty} \frac{1}{j-k-\varepsilon} \overline{\xi_{j}^{(n)}} \\
& =f\left(\frac{k+1 / 2+\varepsilon}{n}\right), \quad k \in \mathbb{Z} . \tag{4.91}
\end{align*}
$$

Let $H_{\tau}, \tau \in[0,1]$ denote one of the following Hilbert spaces:

$$
H_{\tau}:=\left\{\begin{array}{ccc}
l_{2,\left(\sigma_{0}-1\right) / 2-\sigma_{0} \rho_{0}} & \text { if } & \tau=0, \\
\tilde{l}_{2} & \text { if } & \tau \in(0,1), \\
l_{2,\left(\sigma_{1}-1\right) / 2-\sigma_{1} \rho_{1}} & \text { if } & \tau=1,
\end{array}\right.
$$

where $l_{2, \gamma}$ and $\tilde{l}_{2}$ are respectively the spaces of one- and two-sided sequences $\left\{\xi_{k}\right\}_{k=0}^{+\infty}$ and $\left\{\xi_{k}\right\}_{k=-\infty}^{+\infty}$ of complex numbers such that

$$
\left\|\left\{\xi_{k}\right\}_{k=0}^{+\infty}\right\|_{l_{2, \gamma}}=\left(\sum_{k=0}^{+\infty}\left|\xi_{k}\right|^{2}(1+k)^{2 \gamma}\right)^{1 / 2}<+\infty
$$

and

$$
\left\|\left\{\xi_{k}\right\}_{k=-\infty}^{+\infty}\right\|_{\tilde{l}_{2}}=\left(\sum_{k=-\infty}^{+\infty}\left|\xi_{k}\right|^{2}\right)^{1 / 2}<+\infty
$$

By $\bar{M}$ we again denote the operator defined on spaces of one- or two-sided sequences $\left\{\xi_{k}\right\}$ by the rule

$$
\bar{M}\left\{\xi_{k}\right\}=\left\{\overline{\xi_{k}}\right\}
$$

Let $\tilde{A}_{n}^{\tau} \in \mathcal{L}_{a d d}\left(H_{\tau}\right), \tau \in[0,1]$ refer to the operator which corresponds to system (4.90) or (4.91). This operator has the form

$$
\begin{equation*}
\tilde{A}_{n}^{\tau}=\tilde{A}_{1, n}^{\tau}+\tilde{A}_{2, n}^{\tau} \bar{M} \tag{4.92}
\end{equation*}
$$

where $\tilde{A}_{1, n}^{\tau}, \tilde{A}_{2, n}^{\tau}$ are the linear operators whose matrices with respect to the basis $\phi_{k, n}, k=0,1, \ldots$ are the matrices of the linear and antilinear parts of system (4.90) or (4.91). In the sequel we will identify the operators $\tilde{A}_{1, n}^{\tau}, \tilde{A}_{2, n}^{\tau}$ with their matrices.
Lemma 4.5.4. Let $\tilde{A}_{n}^{\tau}, \tau \in[0,1]$ be the operator defined by (4.92). Then:

1. The operators $\tilde{A}_{n}^{\tau}, \tau \in[0,1]$ are independent of $n$, so all elements of the sequence $\left(\tilde{A}_{n}^{\tau}\right)_{n \in \mathbb{N}}$ coincide with the operator $\tilde{A}_{1}^{\tau}$.
2. The coset $\left(A_{n}\right)+\mathcal{J}$ is invertible in $\mathcal{A} / \mathcal{J}$ if and only if the operators $\tilde{A}_{n}^{\tau} \in \mathcal{L}_{\text {add }}\left(H_{\tau}\right), \tau \in[0,1]$ are invertible.

The first statement of the lemma is proved by straightforward calculation, and the second follows from the Gohberg-Krupnik local principle, (cf. Section 1.9.1).

### 4.5.2 Fredholm Properties of Local Operators

In order to use the approximation method (4.89), we need to know conditions for the invertibility of the operators $\tilde{A}_{n}^{\tau}, \tau \in[0,1]$. However, the complicated structure of the above operators does not allow us to treat the problem completely. Nevertheless, it turns out that these operators belong to a well-studied operator algebra, so conditions for their Fredholmness can be established. Referring again to Lemma 1.4.4 and Corollary 1.4.7, we note that the operator $\tilde{A}_{n}^{\tau}: H_{\tau} \mapsto H_{\tau}$ is invertible (Fredholm) if and only if the operator $A_{n}^{\tau}=\Psi\left(\tilde{A}_{n}^{\tau}\right): H_{\tau} \times H_{\tau} \mapsto H_{\tau} \times H_{\tau}$ given by

$$
A_{n}^{\tau}=\left(\begin{array}{cc}
\tilde{A}_{1,1}^{\tau} & \tilde{A}_{2,1}^{\tau} \\
\bar{M} \tilde{A}_{2,1}^{\tau} \bar{M} & \bar{M} \tilde{A}_{1,1}^{\tau} \bar{M}
\end{array}\right)
$$

is invertible (Fredholm). Furthermore,

$$
\begin{equation*}
\operatorname{ind}_{\mathbb{R}} \tilde{A}_{n}^{\tau}=\operatorname{ind}_{\mathbb{C}} A_{n}^{\tau} \tag{4.93}
\end{equation*}
$$

where the left- and right-hand sides of (4.93) denote the indices of $\tilde{A}_{n}^{\tau}$ and $A_{n}^{\tau}$ acting on the real and complex versions of $H_{\tau}$ and $H_{\tau} \times H_{\tau}$, respectively (see (2.11)). Let us start with the operators $A_{1}^{\tau}$ in the simplest case, $\tau \in(0,1)$. From the invertibility of the original operator $A$ and [143], it follows that

$$
\begin{equation*}
e(\tau)=(a(\tau)+b(\tau) \overline{(a(\tau)-b(\tau))}-(c(\tau)+d(\tau)) \overline{(c(\tau)-d(\tau))} \neq 0 \tag{4.94}
\end{equation*}
$$

for any $\tau \in(0,1)$. Let us introduce the curves

$$
\begin{aligned}
& \Gamma_{a, b, c, d}^{1}=\left\{z \in \mathbf{C}: z(\tau)=\frac{q(\tau)+\sqrt{q(\tau)^{2}-4|e(\tau)|^{2}}}{-2 \overline{e(\tau)}}, \tau \in(0,1)\right\}, \\
& \Gamma_{a, b, c, d}^{2}=\left\{z \in \mathbf{C}: z(\tau)=\frac{q(\tau)-\sqrt{q(\tau)^{2}-4|e(\tau)|^{2}}}{-2 \overline{e(\tau)}}, \tau \in(0,1)\right\},
\end{aligned}
$$

where

$$
\begin{equation*}
q(\tau)=|a(\tau)-b(\tau)|^{2}+|a(\tau)+b(\tau)|^{2}-|c(\tau)-d(\tau)|^{2}-|c(\tau)+d(\tau)|^{2} \tag{4.95}
\end{equation*}
$$

Note that whenever the square root sign is used, this means the branch defined by $\sqrt{1}=1$. Consider now the ray

$$
R_{\varepsilon}=\left\{z \in \mathbf{C}: z(t)=t e^{-i \pi \varepsilon}, t \in(0,+\infty)\right\}
$$

Lemma 4.5.5. Let the operator $A \in L_{\text {add }}\left(L_{2}\left(\rho_{0}, \rho_{1}\right)\right)$ be invertible. The operator $\tilde{A}_{1}^{\tau}, \tau \in(0,1)$ is invertible if and only if

$$
\begin{equation*}
\left(\Gamma_{a, b, c, d}^{1} \cup \Gamma_{a, b, c, d}^{2}\right) \cap R_{\varepsilon}=\emptyset \tag{4.96}
\end{equation*}
$$

Proof. Let the operator $A$ be invertible and $\tau \in(0,1)$. Set

$$
\Phi_{\varepsilon}(t)=\left\{\begin{array}{c}
1-2 \mu, \text { if } \varepsilon=0, t=e^{2 \pi i \mu}, \mu \in(0,1) \\
2 e^{-i \pi \varepsilon(\mu-1)} \frac{\sin (-\pi \mu \varepsilon)}{\sin (-\pi \varepsilon)}-1, \text { if } \varepsilon \neq 0, t=e^{2 \pi i \mu}, \mu \in(0,1)
\end{array}\right.
$$

We study the operator $\tilde{A}_{1}^{\tau}$ by means of the operator $A_{1}^{\tau}$, and observe that $A_{1}^{\tau}$ is the discrete Wiener-Hopf operator generated by the matrix

$$
\mathcal{A}_{A_{1}^{\tau}}(t)=\left(\begin{array}{cc}
a(\tau)  \tag{4.97}\\
\frac{a(\tau)}{c(\tau)}-\frac{b(\tau)}{d(\tau)} \Phi_{\varepsilon}(t) & \frac{c(\tau)}{a(\tau)}+\frac{d(\tau)}{} \Phi_{\varepsilon}(t) \\
\overline{b(\tau)} \Phi_{\varepsilon}(t)
\end{array}\right), t=e^{2 \pi i \mu}, \mu \in(0,1)
$$

The invertibility conditions for such operators are well known, and involve the non-vanishing of the determinant of the matrix $\mathcal{A}_{A_{1}^{\tau}}(t)$ (e.g., see [89, Chapter 8]). Now we show that this matrix is non-vanishing if and only if conditions (4.96) are satisfied.

Set

$$
\Psi_{\varepsilon}(t)=e^{-i \pi \varepsilon(\mu-1)} \frac{\sin (-\pi \mu \varepsilon)}{\sin (-\pi \varepsilon)}, \quad t=e^{2 \pi i \mu}, \mu \in(0,1)
$$

and write the matrix (4.97), in the form

$$
\mathcal{A}_{A_{1}^{\tau}}(t)=\left(\begin{array}{cc}
(a+b) \Psi_{\varepsilon}(t)+(a-b)\left(1-\Psi_{\varepsilon}(t)\right) & (c+d) \Psi_{\varepsilon}(t)+(c-d)\left(1-\Psi_{\varepsilon}(t)\right) \\
(\bar{c}-\bar{d}) \Psi_{\varepsilon}(t)+(\bar{c}+\bar{d})\left(1-\Psi_{\varepsilon}(t)\right) & (\bar{a}-\bar{b}) \Psi_{\varepsilon}(t)+(\bar{a}+\bar{b})\left(1-\Psi_{\varepsilon}(t)\right)
\end{array}\right)
$$

where the coefficients $a, b, c, d$ are evaluated at $\tau$. Then

$$
\operatorname{det} \mathcal{A}_{A_{1}^{\tau}}(t)=\Psi_{\varepsilon}^{2}(t)\left[e(\tau)+q(\tau) R_{\varepsilon}(t)+\overline{e(\tau)} R_{\varepsilon}^{2}(t)\right]
$$

with $R_{\varepsilon}(t)=\left(1-\Psi_{\varepsilon}(t)\right) / \Psi_{\varepsilon}(t)$. Since $A$ is invertible, the function $\overline{e(\tau)}$ does not vanish in the interval $(0,1)$, so the condition $\operatorname{det} \mathcal{A}_{A_{1}^{\tau}}(t) \neq 0$ is equivalent to (4.96).

We now consider the case $\tau=\underset{\tilde{A}}{0}$. Writing $a=a(0), b=b(0), c=c(0), d=$ $d(0)$ and passing from the operator $\tilde{A}_{1}^{0}$ to the operator $A_{1}^{0}$, we get

$$
A_{1}^{0}=\left(\begin{array}{cc}
A_{11}^{0} & A_{12}^{0} \\
A_{21}^{0} & A_{22}^{0}
\end{array}\right)
$$

where the operators $A_{r p}^{0}, r, p=1,2$ are

$$
\begin{aligned}
& A_{11}^{0}=\left((a-i b \cot (\pi \varepsilon)) \delta_{j k}+\frac{b}{\pi i} \frac{\Delta t_{j n}^{\sigma_{0}}}{t_{j n}^{\sigma_{0}}-\tau_{j n}^{\sigma_{0}}}+k_{1}^{0}\left(\tau_{j n}^{\sigma_{0}}, t_{j n}^{\sigma_{0}}\right) \Delta t_{j n}^{\sigma_{0}}\right)_{k, j=1}^{+\infty}, \\
& A_{12}^{0}=\left((c-i d \cot (\pi \varepsilon)) \delta_{j k}+\frac{d}{\pi i} \frac{\Delta t_{j n}^{\sigma_{0}}}{t_{j n}^{\sigma_{0}}-\tau_{j n}^{\sigma_{0}}}+k_{2}^{0}\left(\tau_{j n}^{\sigma_{0}}, t_{j n}^{\sigma_{0}}\right) \Delta t_{j n}^{\sigma_{0}}\right)_{k, j=1}^{+\infty}, \\
& A_{21}^{0}=\left((\bar{c}+i \bar{d} \cot (\pi \varepsilon)) \delta_{j k}-\frac{\bar{d}}{\pi i} \frac{\Delta t_{j n}^{\sigma_{0}}}{t_{j n}^{\sigma_{0}}-\tau_{j n}^{\sigma_{0}}}+\overline{k_{2}^{0}\left(\tau_{j n}^{\sigma_{0}}, t_{j n}^{\sigma_{0}}\right)} \Delta t_{j n}^{\sigma_{0}}\right)_{k, j=1}^{+\infty}, \\
& A_{22}^{0}=\left((\bar{a}+i \bar{b} \cot (\pi \varepsilon)) \delta_{j k}-\frac{\bar{b}}{\pi i} \frac{\Delta t_{j n}^{\sigma_{0}}}{t_{j n}^{\sigma_{0}}-\tau_{j n}^{\sigma_{0}}}+\overline{k_{1}^{0}\left(\tau_{j n}^{\sigma_{0}}, t_{j n}^{\sigma_{0}}\right)} \Delta t_{j n}^{\sigma_{0}}\right)_{k, j=1}^{+\infty} .
\end{aligned}
$$

From Lemma 4.5.1 and [187], all operators $A_{r p}^{0}, r, p=1,2$, belong to the smallest algebra containing all Toeplitz operators generated by piecewise continuous functions and acting in the Hilbert space $l_{2,\left(\sigma_{0}-1\right) / 2-\sigma_{0} \rho_{0}}$. As before this algebra is denoted by $\mathcal{T}_{\left(\sigma_{0}-1\right) / 2-\rho_{0} \sigma_{0}}^{2 \times 2}$. Since for every $z \in \mathbf{C}$,

$$
\begin{equation*}
\cot (\pi \bar{z})=\overline{\cot (\pi z)} \tag{4.98}
\end{equation*}
$$

for the symbols $\mathcal{A}_{A_{r p}^{0}}(t, \mu)$ of the operators $A_{r p}^{0}, r, p=1,2$, (again from Lemma 4.5.1 and [187]) we get

$$
\begin{align*}
& \mathcal{A}_{A_{11}^{0}}(t, \mu)=\left\{\begin{array}{c}
\mathcal{A}_{1}\left(0,1 / 2-\rho_{0}+\frac{i}{2 \pi \sigma_{0}} \log (\mu /(1-\mu)), \text { if } t=1, \mu \in[0,1],\right. \\
\mathcal{A}_{1}\left(0,1 / 2-\rho_{0}-i \infty\right) \Psi_{\varepsilon}(t)+\mathcal{A}_{1}\left(0,1 / 2-\rho_{0}+i \infty\right)\left(1-\Psi_{\varepsilon}(t)\right), \\
\text { if } t=e^{2 \pi i s}, s \in(0,1), \mu \in[0,1] .
\end{array}\right.  \tag{4.99}\\
& \mathcal{A}_{A_{12}^{0}}(t, \mu)=\left\{\begin{array}{c}
\mathcal{A}_{2}\left(0,1 / 2-\rho_{0}+\frac{i}{2 \pi \sigma_{0}} \log (\mu /(1-\mu)), \text { if } \quad t=1, \mu \in[0,1],\right. \\
\mathcal{A}_{2}\left(0,1 / 2-\rho_{0}-i \infty\right) \Psi_{\varepsilon}(t)+\mathcal{A}_{2}\left(0,1 / 2-\rho_{0}+i \infty\right)\left(1-\Psi_{\varepsilon}(t)\right), \\
\text { if } t=e^{2 \pi i s}, s \in(0,1), \mu \in[0,1] .
\end{array}\right.  \tag{4.100}\\
& \mathcal{A}_{A_{21}^{0}}(t, \mu)=\left\{\begin{array}{c}
\overline{\mathcal{A}_{2}\left(0,1 / 2-\rho_{0}-\frac{i}{2 \pi \sigma_{0}} \log (\mu /(1-\mu))\right.}, \text { if } t=1, \mu \in[0,1], \\
\overline{\mathcal{A}_{2}\left(0,1 / 2-\rho_{0}+i \infty\right)} \Psi_{\varepsilon}(t)+\overline{\mathcal{A}_{2}\left(0,1 / 2-\rho_{0}-i \infty\right)}\left(1-\Psi_{\varepsilon}(t)\right), \\
\text { if } t=e^{2 \pi i s}, s \in(0,1), \mu \in[0,1] .
\end{array}\right.  \tag{4.101}\\
& \mathcal{A}_{A_{22}^{0}}(t, \mu)=\left\{\begin{array}{c}
\overline{\mathcal{A}_{1}\left(0,1 / 2-\rho_{0}-\frac{i}{2 \pi \sigma_{0}} \log (\mu /(1-\mu))\right.}, \text { if } t=1, \mu \in[0,1], \\
\overline{\mathcal{A}_{1}\left(0,1 / 2-\rho_{0}+i \infty\right)} \Psi_{\varepsilon}(t)+\overline{\mathcal{A}_{1}\left(0,1 / 2-\rho_{0}-i \infty\right)}\left(1-\Psi_{\varepsilon}(t)\right), \\
\text { if } t=e^{2 \pi i s}, s \in(0,1), \mu \in[0,1] .
\end{array}\right. \tag{4.102}
\end{align*}
$$

Now the symbol of the operator $A_{1}^{0}$ is

$$
\begin{align*}
\mathcal{A}_{A_{1}^{0}}(1, \mu) & =\left(\begin{array}{ll}
\mathcal{A}_{A_{11}^{0}}(1, \mu) & \mathcal{A}_{A_{12}^{0}}(1, \mu) \\
\mathcal{A}_{A_{21}^{0}}(1, \mu) & \mathcal{A}_{A_{22}^{0}}(1, \mu)
\end{array}\right), \quad \mu \in[0,1],  \tag{4.103}\\
\mathcal{A}_{A_{1}^{0}}\left(e^{2 \pi i s}, \mu\right) & =\left(\begin{array}{cc}
\mathcal{A}_{A_{11}^{0}}\left(e^{2 \pi i s}, \mu\right) & \mathcal{A}_{A_{12}^{0}}\left(e^{2 \pi i s}, \mu\right) \\
\mathcal{A}_{A_{21}^{0}}\left(e^{2 \pi i s}, \mu\right) & \mathcal{A}_{A_{22}^{0}}\left(e^{2 \pi i s}, \mu\right)
\end{array}\right), s \in(0,1), \quad \mu \in[0,1], \tag{4.104}
\end{align*}
$$

where the elements of the matrix (4.103) and (4.104) have the form (4.99) - (4.102).
Henceforth let us define $e(\tau), q(\tau) \tau \in[0,1]$ by

$$
\begin{align*}
e(\tau):= & \mathcal{A}_{1}\left(\tau, 1 / 2-\rho_{0}-i \infty\right) \overline{\mathcal{A}_{1}\left(\tau, 1 / 2-\rho_{0}+i \infty\right)} \\
& -\mathcal{A}_{2}\left(\tau, 1 / 2-\rho_{0}-i \infty\right) \overline{\mathcal{A}_{2}\left(\tau, 1 / 2-\rho_{0}+i \infty\right)} \tag{4.105}
\end{align*}
$$

and by

$$
\begin{aligned}
q(\tau):= & \mathcal{A}_{1}\left(\tau, 1 / 2-\rho_{0}+i \infty\right) \overline{\mathcal{A}_{1}\left(\tau, 1 / 2-\rho_{0}-i \infty\right)} \\
& +\mathcal{A}_{1}\left(\tau, 1 / 2-\rho_{0}-i \infty\right) \overline{\mathcal{A}_{1}\left(\tau, 1 / 2-\rho_{0}+i \infty\right)} \\
& -\left[\mathcal{A}_{2}\left(\tau, 1 / 2-\rho_{0}+i \infty\right) \overline{\mathcal{A}_{2}\left(\tau, 1 / 2-\rho_{0}-i \infty\right)}\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.+\mathcal{A}_{2}\left(\tau, 1 / 2-\rho_{0}-i \infty\right) \overline{\mathcal{A}_{2}\left(\tau, 1 / 2-\rho_{0}+i \infty\right)}\right] \tag{4.106}
\end{equation*}
$$

Observe that if $\tau \in(0,1)$ these functions are equal to the functions $q$ and $e$ considered earlier.

Using the invertibility criterion for elements of $\mathcal{T}_{\rho}^{2 \times 2}$ [94], we get
Lemma 4.5.6. Let the operator $A$ be invertible. Then the operator $A_{1}^{0}$ is invertible if and only if:

1. The points

$$
z_{1,2}=\frac{q(0) \pm \sqrt{q^{2}(0)-4|e(0)|^{2}}}{-2 \overline{e(0)}}
$$

do not belong to the ray $R_{\varepsilon}$;
2. $\operatorname{det} \mathcal{A}_{A_{1}^{0}}(1, \mu) \neq 0$ for every $\mu \in[0,1]$;
3. the winding number for the curve

$$
\Gamma_{0}=\left\{\operatorname{det} \mathcal{A}_{A_{1}^{0}}(1, \mu), \mu \in[0,1]\right\} \cup\left\{\operatorname{det} \mathcal{A}_{A_{1}^{0}}\left(e^{2 \pi i s}, 0\right), s \in(0,1)\right\}
$$

is equal to zero;
4. dim ker $\tilde{A}_{1}^{0}=0$, i.e., the operator $\tilde{A}_{1}^{0}$ is injective.

Condition 1 ensures the non-vanishing of $\operatorname{det} \mathcal{A}_{A_{1}^{0}}(t, \mu), t \neq 1$ (its proof is similar to the proof of Lemma 4.5.5).

The invertibility of the operator $\tilde{A}_{1}^{1}$ can be considered analogously, so one again arrives at a matrix Toeplitz operator whose symbol can be obtained by obvious substitutions in the symbol of the operator $\tilde{A}_{1}^{0}$. We omit unnecessary details and just write down the corresponding invertibility conditions.

Lemma 4.5.7. Let the operator $A$ be invertible. The operator $A_{1}^{1}$ is invertible if and only if:

1. The points

$$
z_{1,2}=\frac{q(1) \pm \sqrt{q^{2}(1)-4|e(1)|^{2}}}{-2 \overline{e(1)}}
$$

do not belong to the ray $R_{-\varepsilon}$;
2. $\operatorname{det} \mathcal{A}_{A_{1}^{1}}(1, \mu) \neq 0$ for every $\mu \in[0,1]$;
3. the winding number for the curve

$$
\Gamma_{1}=\left\{\operatorname{det} \mathcal{A}_{A_{1}^{1}}(1, \mu), \mu \in[0,1]\right\} \cup\left\{\operatorname{det} \mathcal{A}_{A_{1}^{1}}\left(e^{2 \pi i s}, 0\right), s \in(0,1)\right\}
$$

is equal to zero;
4. $\operatorname{dim} \operatorname{ker} \tilde{A}_{1}^{1}=0$, i.e., the operator $\tilde{A}_{1}^{1}$ is injective.

We now consider the curves

$$
\begin{aligned}
& \mathcal{C}_{a, b, c, d}^{1}=\left\{z \in \mathbf{C}: z(\tau)=\frac{q(\tau)+\sqrt{q(\tau)^{2}-4|e(\tau)|^{2}}}{-2 \overline{e(\tau)}}, \tau \in[0,1)\right\}, \\
& \mathcal{C}_{a, b, c, d}^{2}=\left\{z \in \mathbf{C}: z(\tau)=\frac{q(\tau)-\sqrt{q(\tau)^{2}-4|e(\tau)|^{2}}}{-2 \overline{e(\tau)}}, \tau \in[0,1)\right\},
\end{aligned}
$$

which differ from $\Gamma_{a, b, c, d}^{1}$ and $\Gamma_{a, b, c, d}^{2}$ since we now use the formulas (4.105) and (4.106) in place of (4.94) and (4.95) respectively. Combining Lemmas 4.5.4, 4.5.5 and 4.5.7 leads to the following stability condition of the approximation method (4.89).

Theorem 4.5.8. Assume that the operator $A$ is invertible. The approximation method (4.89) is stable if and only if the following conditions hold:

1. $\left(\mathcal{C}_{a, b, c, d}^{1} \cup \mathcal{C}_{a, b, c, d}^{2}\right) \cap R_{\varepsilon}=\emptyset$;
2. the points

$$
z_{1,2}=\frac{q(1) \pm \sqrt{q^{2}(1)-4|e(1)|^{2}}}{-2 \overline{e(1)}}
$$

do not belong to the ray $R_{-\varepsilon}$;
3. $\operatorname{det} \mathcal{A}_{A_{1}^{0}}(1, \mu) \neq 0$ and $\operatorname{det} \mathcal{A}_{A_{1}^{1}}(1, \mu) \neq 0$ for every $\mu \in[0,1]$;
4. the winding number for every curve $\Gamma_{0}, \Gamma_{1}$ is equal to zero.
5. $\operatorname{dim} \operatorname{ker} \tilde{A}_{1}^{1}=\operatorname{dim} \operatorname{ker} \tilde{A}_{1}^{0}=0$, i.e., the operators $\tilde{A}_{1}^{1}$ and $\tilde{A}_{1}^{0}$ are injective.

Remark 4.5.9. Conditions $1-4$ of Theorem 4.5 .8 have a geometrical nature and can be easily verified. For Condition 5 see Remark 4.4.6.
Remark 4.5.10. The condition $\operatorname{det} \mathcal{A}_{A_{1}^{0}}(1, \mu) \neq 0$ for the dominant singular integral equations with conjugation, i.e., if $m(t, z)=n(t, z) \equiv 0$, has a very simple form (cf. Lemma 4.5.14 below)

$$
|a|^{2}-|c|^{2}-\left(|b|^{2}-|d|^{2}\right)\left|\cot \left(\pi\left(\frac{1}{2}-\rho_{0}+\frac{i}{2 \sigma_{0} \pi} \log \left(s_{1,2}\right)\right)\right)\right|^{2} \neq 0
$$

where $s_{1,2}$ are non-negative roots of the quadratic equation

$$
\operatorname{Im}(c \bar{d}-b \bar{a}) s^{2}-2 \operatorname{Re}(c \bar{d}-b \bar{a}) \sin \left(2 \pi \rho_{0}\right) s-\operatorname{Im}(c \bar{d}-b \bar{a})=0
$$

and all coefficients $a, b, c, d$ are evaluated at $\tau=0$.

### 4.5.3 Index of the Local Operators

As already mentioned (cf. Lemma 4.5.5), there are simple geometrical conditions of invertibility for the operators $A_{1}^{\tau}$ for $\tau \in(0,1)$. For $\tau=0$ or $\tau=1$, the
situation is more involved. Although both these operators belong to the abovementioned Toeplitz algebra, there are no general invertibility conditions in such algebras. However, one can study the index of the operators $A_{1}^{0}$ and $A_{1}^{1}$, and in some cases find a Hilbert space where the corresponding operator has index 0 . This is important in applications, because the associated approximation method can be modified to achieve stability. For definiteness, let us consider the operator $A_{1}^{0}$, and recall that this operator also depends on the parameters $\varepsilon \in[0,1)$ and $\sigma \in[1, \infty)$. To make this dependence more visible, let us now re-denote the operator $A_{1}^{0}$ by $A_{0}\left(\varepsilon, \sigma_{0}\right)$, where subscript 0 means that the operator is associated with the corresponding approximation method for the point 0 . Note an important consequence of representations (4.99) - (4.104).

Corollary 4.5.11. For all $\sigma_{0}^{(1)}, \sigma_{0}^{(2)} \geq 1$ such that $\sigma_{0}^{(i)}\left(1-2 \rho_{0}\right)<2, i=1,2$, the operators $A_{0}\left(\varepsilon, \sigma_{0}^{(1)}\right)$ and $A_{0}\left(\varepsilon, \sigma_{0}^{(2)}\right)$ are either simultaneously Fredholm or not, and

$$
\text { ind } A_{0}\left(\varepsilon, \sigma_{0}^{(1)}\right)=\operatorname{ind} A_{0}\left(\varepsilon, \sigma_{0}^{(2)}\right)
$$

Proof. Consider the symbol of the operator $A_{0}\left(\varepsilon, \sigma_{0}\right), \sigma_{0} \geq 1$. It is easily seen that the image of the function $\left(i / 2 \pi \sigma_{0}\right) \log (\mu /(1-\mu))$ is independent of $\sigma_{0}$. Hence, the determinant of the symbol does not depend on this parameter either, implying this result.

In the following let us therefore assume that $\sigma_{0}=1$ and study the operator $A_{0}(\varepsilon):=A_{0}(\varepsilon, 1)$ in the space $l_{2,-\rho}:=l_{2,-\rho_{0}}$. Moreover, let us now consider the Cauchy singular integral equations with conjugation

$$
\begin{equation*}
(A \phi)(t)=a(t) \phi(t)+\frac{b(t)}{\pi i} \int_{0}^{1} \frac{\phi(s)}{s-t} d s+c(t) \overline{\phi(t)}+\frac{d(t)}{\pi i} \int_{0}^{1} \frac{\overline{\phi(s)}}{s-t} d s=f(t), t \in[0,1] . \tag{4.107}
\end{equation*}
$$

Note that the operator $A$ in (4.107) is a Mellin operator with conjugation generated by the functions

$$
\begin{aligned}
& \mathcal{A}_{1}(t, z)=a(t)-b(t) i \cot (\pi z), \\
& \mathcal{A}_{2}(t, z)=c(t)-d(t) i \cot (\pi z)
\end{aligned}
$$

As before, we define a curve $\Gamma_{0}$ by

$$
\Gamma_{0}=\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}(1, \mu), \mu \in[0,1]\right\} \cup\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{i 2 \pi s}, 0\right), s \in(0,1)\right\}
$$

Lemma 4.5.12. If $A_{0}(\varepsilon)$ is a Fredholm operator, then

$$
\left|\operatorname{ind} A_{0}(\varepsilon)\right| \leq\left[\frac{N}{2}\right]
$$

where $N$ is the number of zeros of the function $E(s, \mu)$ given by

$$
E(s, \mu)= \begin{cases}\operatorname{Im}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}(1, \mu), & s=0, \mu \in[0,1] \\ \operatorname{Im}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}\left(e^{i 2 \pi s}, 0\right), & s \in(0,1), \mu \in[0,1]\end{cases}
$$

and [•] denotes the integral part.
Proof. Since $A_{0}(\varepsilon) \in \mathcal{T}_{-\rho}^{2 \times 2}$, it follows that ind $A_{0}(\varepsilon)$ is equal to the winding number of the curve $\Gamma_{0}[94]$. Let $p$ denote the number of intersections of $\Gamma_{0}$ with the real axis. Thus the lemma is an obvious consequence of the estimate

$$
\mid \text { ind } A_{0}(\varepsilon) \left\lvert\, \leq\left[\frac{p}{2}\right]\right.
$$

and the equality $p=N$.
Consequently, we have to estimate the number of zeros of the function $E(s, \mu)$, and to do so we consider the two parts $\Gamma_{0}^{1}$ and $\Gamma_{0}^{2}$ of the curve $\Gamma_{0}$ defined by

$$
\begin{align*}
& \Gamma_{0}^{1}=\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{i 2 \pi s}, 0\right): s \in(0,1)\right\} \\
& \Gamma_{0}^{2}=\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}(1, \mu): \mu \in[0,1]\right\} \tag{4.108}
\end{align*}
$$

Lemma 4.5.13. The equation

$$
\begin{equation*}
\operatorname{Im} \operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{2 \pi i s}, 0\right)=0, \quad s \in(0,1) \tag{4.109}
\end{equation*}
$$

has at most four solutions.
Proof. Let us consider the case $\varepsilon \neq 0$. The behaviour of the curve $\Gamma_{0}^{1}$ for $\varepsilon=0$ is simpler, so it will be analyzed in the proof of Theorem 4.5.15. Thus we assume that $\varepsilon \neq 0$ and set

$$
\begin{aligned}
\Psi_{\varepsilon}(s) & =e^{-i \pi \varepsilon(s-1)} \frac{\sin (-\pi s \varepsilon)}{\sin (-\pi \varepsilon)} \\
e & =(a(0)+b(0)) \overline{(a(0)-b(0))}-(c(0)+d(0)) \overline{(c(0)-d(0))} \\
q & =2\left(|a(0)|^{2}+|b(0)|^{2}-|c(0)|^{2}-|d(0)|^{2}\right)
\end{aligned}
$$

Then

$$
\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{2 \pi i s}, 0\right)=(2 \operatorname{Re}(e)-q) \Psi_{\varepsilon}^{2}(s)+(q-2 \bar{e}) \Psi_{\varepsilon}(s)+\bar{e}
$$

so using the notation

$$
A=\frac{\sin (\pi s \varepsilon)}{\sin (\pi \varepsilon)}
$$

one obtains

$$
\begin{aligned}
\operatorname{Im} \operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{2 \pi i s}, 0\right)= & (2 \operatorname{Re}(e)-q) A^{2} \sin (-2 \pi \varepsilon(s-1)) \\
& +(q-2 \operatorname{Re}(\bar{e})) A \sin (-\pi \varepsilon(s-1)) \\
& +2 A(\operatorname{Im}(\bar{e}) \cos (\pi \varepsilon(s-1))+\operatorname{Im}(\bar{e}) .
\end{aligned}
$$

Now the imaginary part of $\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{i 2 \pi s}, 0\right)$ can be transformed as follows:
$\operatorname{Im} \operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{i 2 \pi s}, 0\right)$

$$
\begin{aligned}
= & (2 \operatorname{Re}(e)-q) A^{2} \sin (-2 \pi \varepsilon(s-1))+(q-2 \operatorname{Re}(e)) A \sin (-\pi \varepsilon(s-1)) \\
& +2 A \operatorname{Im}(e) \cos (\pi \varepsilon(s-1))+\operatorname{Im}(\bar{e})
\end{aligned}
$$

$$
\begin{aligned}
= & (2 \operatorname{Re}(e)-q) A[-A \sin (2 \pi \varepsilon(s-1))+\sin (\pi \varepsilon(s-1))] \\
& +\frac{\operatorname{Im}(e)}{\sin (\pi \varepsilon)} \sin (\pi s \varepsilon) \cos (\pi \varepsilon(s-1))+\operatorname{Im}(\bar{e}) \\
= & (q-2 \operatorname{Re}(e)) A\left[\frac{\sin (\pi s \varepsilon)}{\sin (\pi \varepsilon)} \sin (2 \pi \varepsilon(s-1))-\sin (\pi \varepsilon(s-1))\right] \\
& +\frac{\operatorname{Im}(e)}{2 \sin (\pi \varepsilon)}[\sin ((\pi s \varepsilon)+\pi(s-1) \varepsilon)+\sin ((\pi s \varepsilon)-\pi(s-1) \varepsilon)]+\operatorname{Im}(\bar{e}) \\
= & \frac{(q-2 \operatorname{Re}(e))}{\sin (\pi \varepsilon)} A[\sin (\pi s \varepsilon) \sin (2 \pi \varepsilon(s-1))-\sin (\pi \varepsilon) \sin (\pi \varepsilon(s-1))] \\
& +\frac{\operatorname{Im}(e)}{\sin (\pi \varepsilon)}[\sin (\pi \varepsilon(2 s-1))+\sin (\pi \varepsilon)]+\operatorname{Im}(\bar{e}) \\
= & \frac{(q-2 \operatorname{Re}(e))}{2 \sin (\pi \varepsilon)} A[\cos (\pi s \varepsilon)-\cos (\pi \varepsilon(3 s-2))]+\frac{\operatorname{Im}(e)}{\sin (\pi \varepsilon)} \sin (\pi \varepsilon(2 s-1)) \\
= & \frac{(q-2 \operatorname{Re}(e))}{2 \sin ^{2}(\pi \varepsilon)}[\cos (\pi s \varepsilon) \sin (\pi s \varepsilon)-\cos (\pi \varepsilon(3 s-2)) \sin (\pi s \varepsilon)] \\
& +\frac{\operatorname{Im}(e)}{\sin (\pi \varepsilon)} \sin (\pi \varepsilon(2 s-1)) \\
= & \frac{(q-2 \operatorname{Re}(e))}{4 \sin ^{2}(\pi \varepsilon)}[\sin (2 \pi s \varepsilon)-\sin (2 \pi \varepsilon(2 s-1))-\sin (2 \pi \varepsilon(s-1))] \\
& +\frac{\operatorname{Im}(e)}{\sin ^{(\pi \varepsilon)}} \sin (\pi \varepsilon(2 s-1)) \\
= & \frac{(q-2 \operatorname{Re}(e))}{2 \sin ^{2}(\pi \varepsilon)}[\sin (\pi \varepsilon) \cos (\pi \varepsilon(2 s-1))-\sin (\pi \varepsilon(2 s-1)) \cos (\pi \varepsilon(2 s-1))] \\
& +\frac{\operatorname{Im}(e)}{\sin ^{2}(\pi \varepsilon)} \sin (\pi \varepsilon(2 s-1)) .
\end{aligned}
$$

Thus we have

$$
\begin{align*}
& \operatorname{Im} \operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{2 \pi i s}, 0\right) \\
& =\frac{q-2 \operatorname{Re}(e)}{2 \sin ^{2} \pi \varepsilon}[\sin (\pi \varepsilon) \cos (\pi \varepsilon(2 s-1))-\sin (\pi \varepsilon(2 s-1)) \cos (\pi \varepsilon(2 s-1))] \\
& \quad+\frac{\operatorname{Im}(e)}{\sin \pi \varepsilon} \sin (\pi \varepsilon(2 s-1)) \tag{4.110}
\end{align*}
$$

Moreover, the number of intersections of the curve $\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{2 \pi i s}, 0\right)$ with the real axis can be replaced by the number of roots in the interval $[-1,1]$ of the equation

$$
\begin{equation*}
p_{1} \sin (\pi \varepsilon t) \cos (\pi \varepsilon t)=p_{2} \sin (\pi \varepsilon t)+p_{3} \cos (\pi \varepsilon t) \tag{4.111}
\end{equation*}
$$

where

$$
p_{1}=\frac{2 \operatorname{Re}(e)-q}{2 \sin ^{2} \pi \varepsilon}, p_{2}=-\frac{\operatorname{Im}(e)}{\sin \pi \varepsilon}, p_{3}=\frac{2 \operatorname{Re}(e)-q}{2 \sin \pi \varepsilon} .
$$

Squaring both sides of (4.111), dividing by $\cos ^{2}(\pi \varepsilon t)$ and making the substitution $y=\tan (\pi \varepsilon t)$, we obtain the quartic equation in $y$,

$$
p_{1}^{2} y^{2}=\left(1+y^{2}\right)\left(p_{2}^{2} y^{2}+2 p_{2} p_{3} y+p_{3}^{2}\right)
$$

which can have at most four roots $y_{i}, i=1, \ldots, 4$. The equation

$$
\begin{equation*}
\tan (\pi \varepsilon t)=y_{k}, k=1, \ldots, 4 \tag{4.112}
\end{equation*}
$$

has at most one solution $t_{j}$ on the segment $[-1,1]$. Indeed, the solution of (4.112) has the form

$$
\pi \varepsilon t_{j}=\arctan y_{k}+\pi j, j \in \mathbb{Z}
$$

so

$$
t_{j}=\frac{\arctan y_{k}}{\pi \varepsilon}+\frac{j}{\varepsilon}
$$

and since $\varepsilon \in(-1 / 2,1 / 2]$, then $|j / \varepsilon| \geq 2$. Thus both (4.111) and equation (4.109) have at most four solutions.

Let us now consider the behavior of the sub-curve $\Gamma_{0}^{2}$ defined by (4.108).
Lemma 4.5.14. Set $a=a(0), b=b(0), c=c(0), d=d(0)$. Then the real and imaginary parts of $\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}(1, \mu), \mu \in[0,1]$ can be represented in the form
$\operatorname{Re}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}(1, \mu)$

$$
\begin{aligned}
= & |a|^{2}-|c|^{2}+2 \operatorname{Im}(c \bar{d}-a \bar{b}) \frac{2 \sin (2 \pi \rho) \mu(1-\mu)}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)} \\
& +\left(|b|^{2}-|d|^{2}\right) \\
& \times\left[\left(\frac{2 \sin (2 \pi \rho) \mu(1-\mu)}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)}\right)^{2}-\left(\frac{2 \mu-1}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)}\right)^{2}\right]
\end{aligned}
$$

and

$$
\begin{align*}
& \operatorname{Im}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}(1, \mu) \\
& =-2\left[\operatorname{Im}(c \bar{d}-a \bar{b})+\left(|b|^{2}-|d|^{2}\right) \frac{2 \sin (2 \pi \rho) \mu(1-\mu)}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)}\right] \\
& \quad \times \frac{2 \mu-1}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)} . \tag{4.113}
\end{align*}
$$

Proof. First of all we note the following well-known identities:

$$
\overline{\cot (\pi z)}=\cot (\pi \bar{z}), \sin (i z)=i \sinh z, \quad \cos (i z)=\cosh z, \quad z \in \mathbb{C}, i^{2}=-1
$$

which are used without additional references.
Setting

$$
\gamma=\cot \left(\pi\left(\frac{1}{2}-\rho+\frac{i}{2 \pi} \log \frac{\mu}{1-\mu}\right)\right)
$$

we have

$$
\mathcal{A}_{A_{0}(\varepsilon)}(1, \mu)=\left(\begin{array}{ll}
a-i b \gamma & c-i d \gamma \\
\bar{c}+i \bar{d} \gamma & \bar{a}+i \bar{b} \gamma
\end{array}\right)
$$

with determinant

$$
\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}(1, \mu)=|a|^{2}-|c|^{2}+2 \operatorname{Im}(c \bar{d}-a \bar{b}) \gamma+\left(|b|^{2}-|d|^{2}\right) \gamma^{2} .
$$

Hence the real and imaginary parts of the determinant $\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}$ can be expressed in the form

$$
\begin{align*}
& \operatorname{Re}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}(1, \mu) \\
& =|a|^{2}-|c|^{2}+2 \operatorname{Im}(c \bar{d}-a \bar{b}) \operatorname{Re} \gamma+\left(|b|^{2}-|d|^{2}\right)\left((\operatorname{Re} \gamma)^{2}-(\operatorname{Im} \gamma)^{2}\right),  \tag{4.114}\\
& \operatorname{Im}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}(1, \mu)=2\left[\operatorname{Im}(c \bar{d}-a \bar{b})+\left(|b|^{2}-|d|^{2}\right) \operatorname{Re} \gamma\right] \operatorname{Im} \gamma . \tag{4.115}
\end{align*}
$$

However,

$$
\begin{align*}
\operatorname{Re} \gamma & =\frac{2 \sin (2 \pi \rho) \mu(1-\mu)}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)}  \tag{4.116}\\
\operatorname{Im} \gamma & =-\frac{2 \mu-1}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)} \tag{4.117}
\end{align*}
$$

so substituting $\operatorname{Re} \gamma$ and $\operatorname{Im} \gamma$ in (4.114), (4.115) by their expressions (4.116), (4.117) we obtain the claim.

Theorem 4.5.15. If $A_{0}(\varepsilon)$ is a Fredholm operator, then $\left|\kappa_{0}\right| \leq 3$. Moreover, if $\varepsilon=0$, then $\left|\kappa_{0}\right| \leq 2$.
Proof. Consider first the case $\varepsilon \neq 0$. By Lemma 4.5.13 the curve $\Gamma_{0}^{1}$ has at most four common points with the real axis $\mathbb{R}$, and equation (4.113) implies that the curve $\Gamma_{0}^{2}$ and $\mathbb{R}$ have at most three common points. Applying Lemma 4.5.12 one obtains the estimate $\left|\kappa_{0}\right| \leq 3$. Consider now the case $\varepsilon=0$. Then
$\operatorname{det} \mathcal{A}_{A_{0}(0)}\left(e^{2 \pi i s}, 0\right)=e s^{2}+(1-s) s q+\bar{e}(1-s)^{2}=(2 \operatorname{Re}(e)-q) s^{2}+(q-2 \bar{e}) s+\bar{e}$.
It follows that

$$
\operatorname{Im} \operatorname{det} \mathcal{A}_{A_{0}(0)}\left(e^{2 \pi i s}, 0\right)=(1-2 s) \operatorname{Im}(\bar{e})
$$

from which $\operatorname{Im} \operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\left(e^{2 \pi i s}, 0\right)$ is either identically zero or has one root, $s=$ $1 / 2$. Using Lemma 4.5.12 once more, one obtains $\left|\kappa_{0}\right| \leq 2$.

Thus the indices $\kappa$ of the local operators, for the approximation methods under consideration for singular integral equations on open contours, are in the set $S=\{-3,-2,-1,0,1,2,3\}$. These estimates differ from those for singular operators considered on closed contours. Recall that for the space $l_{2}$ the corresponding set is $S=\{-1,0,1\}$, and for the weighted $l_{2}$ spaces, $S=\{-2,-1,0,1,2\}$. However, it is possible to choose parameters of the approximation method and the space where the local operators are considered such that the index of the corresponding local operator becomes zero. To show this we need a few auxiliary results.

Lemma 4.5.16. If $a \bar{b}-c \bar{d} \notin \mathbb{R}$, then the sign of $\varepsilon \in(-1 / 2,1 / 2], \varepsilon \neq 0$ can be chosen in such a way that the curve $\Gamma_{0}^{1}$ has at most one intersection with the real axis.

Proof. Considering the equation

$$
\begin{equation*}
\operatorname{Im}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}\left(e^{i 2 \pi s}, 0\right)=0 \tag{4.118}
\end{equation*}
$$

and taking into account relation (4.110), we can write (4.118) in the form

$$
\begin{equation*}
(q-2 \operatorname{Re}(e))\left(1-\frac{\sin (\pi \varepsilon \lambda)}{\sin (\pi \varepsilon)}\right)=-2 \operatorname{Im}(e) \tan (\pi \varepsilon \lambda), \quad \lambda \in(-1,1) \tag{4.119}
\end{equation*}
$$

Note that $\operatorname{Im}(a \bar{b}-c \bar{d})=-2 \operatorname{Im}(e)$, hence $\operatorname{Im}(e) \neq 0$. Moreover, for each $\varepsilon \in$ $(-1 / 2,1 / 2], \varepsilon \neq 0$, the function

$$
\Phi(\lambda)=1-\frac{\sin (\pi \varepsilon \lambda)}{\sin (\pi \varepsilon)}
$$

is monotonically decreasing. We choose the sign of $\varepsilon$ so that the function

$$
\operatorname{Im}(e) \tan (\pi \varepsilon \lambda), \quad \lambda \in(-1,1)
$$

has the same character of monotonicity as the left-hand side of (4.119). Then equation (4.119) has at most one root, and the proof is complete.
Corollary 4.5.17. If the conditions of Theorem 4.5 .8 hold, then there is an $\varepsilon \neq$ 0 such that the index $\kappa_{0}$ of the corresponding local operator $A_{0}(\varepsilon)$ satisfies the inequality $\left|\kappa_{0}\right| \leq 2$.
Proof. If one chooses an $\varepsilon$ according to Lemma 4.5.16, then the curves $\Gamma_{0}^{1}$ and $\Gamma_{0}^{2}$ have at most four common points with the real axis $\mathbb{R}$, so the result again follows from Lemma 4.5.12.

Lemma 4.5.18. Set

$$
\begin{equation*}
A=\operatorname{Im}(c \bar{d}-a \bar{b}), \quad B=|b|^{2}-|d|^{2} \tag{4.120}
\end{equation*}
$$

and suppose $A \neq 0$. Then the following assertions are true:

1. If $A B<0$, then for all $\rho$,

$$
\rho \in\left(-\frac{1}{2},-\frac{1}{2}+\frac{1}{2 \pi} \operatorname{arccot}\left(-\frac{B}{2 A}\right)\right) \bigcup\left(0, \frac{1}{2 \pi} \operatorname{arccot}\left(-\frac{B}{2 A}\right)\right),
$$

the equation

$$
\begin{equation*}
\operatorname{Im}\left\{\operatorname{det} \mathcal{A}_{A_{0}(\varepsilon)}\right\}(1, \mu)=0 \tag{4.121}
\end{equation*}
$$

has only one root $\mu=1 / 2$ in the interval $[0,1]$.
2. If $A B>0$, then for all $\rho$,

$$
\rho \in\left(-\frac{1}{2}+\frac{1}{2 \pi} \operatorname{arccot}\left(-\frac{B}{2 A}\right), 0\right) \bigcup\left(\frac{1}{2 \pi} \operatorname{arccot}\left(-\frac{B}{2 A}\right), \frac{1}{2}\right)
$$

the equation (4.121) has only one root $\mu=1 / 2$ in the interval $[0,1]$.
3. If $B=0$, then for all $\rho \in(-1 / 2,1 / 2)$ the equation (4.121) has only one root $\mu=1 / 2$ in the interval $[0,1]$.

Proof. Let us denote the expression in the square brackets of (4.113) by $R(\mu)$. Then

$$
\begin{equation*}
R(\mu)=\frac{\left(4 A \sin ^{2}(\pi \rho)-2 B \sin (2 \pi \rho)\right) \mu^{2}-\left(4 A \sin ^{2}(\pi \rho)-2 B \sin (2 \pi \rho)\right) \mu+A}{(2 \mu-1)^{2}+4 \mu(1-\mu) \cos ^{2}(\pi \rho)} \tag{4.122}
\end{equation*}
$$

and consider the behaviour of the numerator of the fraction (4.122). Let $D$ denote the discriminant of the trinomial in this numerator. Since

$$
4 A \sin ^{2}(\pi \rho)-2 B \sin (2 \pi \rho)=4 \sin (\pi \rho)[A \sin (\pi \rho)-B \cos (\pi \rho)]
$$

we obtain

$$
\begin{aligned}
D & =-8 \sin (2 \pi \rho)[A \sin (\pi \rho)-B \cos (\pi \rho)][A \cos (\pi \rho)+B \sin (\pi \rho)] \\
& =-8 \sin (2 \pi \rho)\left[\left(A^{2}-B^{2}\right) \sin (\pi \rho) \cos (\pi \rho)+A B\left(\sin ^{2}(\pi \rho)-\cos ^{2}(\pi \rho)\right)\right] \\
& =-4 \sin ^{2}(2 \pi \rho)\left[A^{2}-B(B+2 A \cot (2 \pi \rho))\right] .
\end{aligned}
$$

Suppose $A B \neq 0$. Choosing $\rho$ from the corresponding set, we have that $B+$ $2 A \cot (2 \pi \rho)$ has sign opposite to the sign of $B$. This implies that $D<0$ and that the numerator of (4.122) does not have any roots on $[0,1]$.

Consequently, if we choose an $\varepsilon^{*}$ as in Lemma 4.5.16 and a $\rho^{*}$ as in Lemma 4.5.18, then the curve $\Gamma_{0}$ will have at most two common points with the real axis, denoted by $P_{1}$ and $P_{2}$. According to Lemma 4.5.12, the index of $A_{1}^{0}\left(\varepsilon^{*}\right): l_{2,-\rho^{*}} \rightarrow$ $l_{2,-\rho^{*}}$ can be estimated by

$$
\left|\operatorname{ind} A_{1}^{0}\left(\varepsilon^{*}\right)\right| \leq 1
$$

However, if the points $P_{1}$ and $P_{2}$ are located both on the right or both on the left of the origin, then

$$
\text { ind } A_{1}^{0}\left(\varepsilon^{*}\right)=0
$$

Let us consider the quadratic equation

$$
\begin{equation*}
B z^{2}+2 A z+C=0 \tag{4.123}
\end{equation*}
$$

where $B$ and $A$ are defined by (4.120) and $C=|a|^{2}-|c|^{2}$. In addition, we put

$$
\alpha_{A B}:=\frac{1}{2} \operatorname{arccot}\left(-\frac{B}{2 A}\right)-\frac{\pi}{2}, \quad \beta_{A B}:=\frac{1}{2} \operatorname{arccot}\left(-\frac{B}{2 A}\right) .
$$

Theorem 4.5.19. Let

$$
\left(|a|^{2}-|c|^{2}\right)\left(|b|^{2}-|d|^{2}\right) \leq 0
$$

and assume at least one of the following conditions is satisfied:

1. $A B<0$ and at least one root of equation (4.123) belongs to the set $E_{A B}^{1}$,

$$
E_{A B}^{1}:=\left(-\infty, \tan \alpha_{A B}\right) \cup\left(0, \tan \beta_{A B}\right) ;
$$

2. $A B>0$ and at least one root of equation (4.123) belongs to the set $E_{A B}^{2}$,

$$
E_{A B}^{2}:=\left(\tan \alpha_{A B}, 0\right) \cup\left(\tan \beta_{A B},+\infty\right) ;
$$

3. $B=0$ and $A \neq 0$.

Then there exists $\rho^{*} \in(-1 / 2,1 / 2)$ such that the index of the operator $A_{0}\left(\varepsilon^{*}\right)$ : $l_{2,-\rho^{*}} \rightarrow l_{2,-\rho^{*}}$ is equal to zero.

Proof. We take an $\varepsilon^{*}$ and a $\rho$ such as in Lemmas 4.5.16 and 4.5.18, respectively. Then the curve $\Gamma_{0}$ has at most two intersections with the real axis $\mathbb{R}$. Let $P_{2}$ be the common point of $\Gamma_{0}^{2}$ and $\mathbb{R}$. Then

$$
\begin{aligned}
P_{2} & =\operatorname{Re}\left\{\operatorname{det} \mathcal{A}_{A_{0}\left(\varepsilon^{*}\right)}\right\}(1,1 / 2) \\
& =|a|^{2}-|c|^{2}+2 \operatorname{Im}(c \bar{d}-a \bar{b}) \tan (\pi \rho)+\left(|b|^{2}-|d|^{2}\right) \tan ^{2}(\pi \rho) .
\end{aligned}
$$

It is not hard to prove that each of the conditions of Theorem 4.5.19 implies that the function $B(\rho)=\operatorname{Re}\left\{\operatorname{det} \mathcal{A}_{A_{0}\left(\varepsilon^{*}\right)}\right\}(1,1 / 2)$ takes both positive and negative values, hence we can choose a $\rho^{*}$ such that the points $P_{1}$ and $P_{2}$ are located on the same side of the origin. This finishes the proof.

### 4.5.4 Examples of the Essential Spectrum of Local Operators

Let us illustrate the results of Sections 4.5.2-4.5.3 by a few examples. We present the essential spectrum $\sigma_{\text {ess }}\left(A_{0}(\varepsilon)\right)$ of local operators $A_{0}(\varepsilon)$ considered on spaces $l_{2,-\rho}$ for various values of the parameters $\varepsilon \in(-1 / 2,1 / 2)$ and $\rho \in(-1 / 2,1 / 2)$. As was already mentioned, the set $\sigma_{\text {ess }}\left(A_{0}(\varepsilon)\right)$ consists of two curves $\Gamma_{0}^{1}$ and $\Gamma_{0}^{2}$. Let us draw the graphs of these curves such that $\Gamma_{0}^{1}$ is represented by a dashed line and $\Gamma_{0}^{2}$ by a solid line. The values $a:=a(0), b:=b(0), c:=c(0)$ and $d:=d(0)$ of the coefficients of the singular integral equations (4.107) at the point $t=0$ are displayed in the title of the corresponding figure. The values of the parameters $\varepsilon$ and $\rho$ are given on the top of each subgraph.

We start with a simple example illustrating Theorem 4.5.19. If the coefficients of (4.88) are $a=3, b=2 i, c=1, d=-2 i$, then $B=0, A=8$ and $P_{2}=P_{2}(\rho)=$ $8+16 \tan (\pi \rho)$. The function $P_{2}(\rho)$ takes both positive and negative values, so it is possible to choose a $\rho^{\prime} \in(-1 / 2,1 / 2)$ such that the points $P_{1}$ and $P_{2}\left(\rho^{\prime}\right)$ are


Figure 4.3: Essential spectrum of the operator $A_{0}(\varepsilon) ; a=3 i, b=2 i, c=1$, $d=-2 i$.
located on the same side of the origin. Thus the index of the corresponding local operator will be equal to zero.

The graphs of the curve $\Gamma_{0}$ for some local operators of the approximation methods are presented in Figure 4.3 on page 227. Graphs 4.3(a) and 4.3(b) show that the local operator $A_{0}(0.35)$ on the space $l_{2,-0.49}$ has index $\kappa=-1$. To obtain an appropriate local operator with index zero one can change either the sign of $\varepsilon$ (Graph 4.3(c)) or the sign of $\rho$ (Graph 4.3(d)). In the first case, the local operator $A_{0}(-0.35)$ has index zero on the space $l_{2,-0.49}$, but in the second case the local operator $A_{0}(0.35)$ remains the same. However, it again has index zero but on the space $l_{2,0.49}$.

Let us now analyze a more complicated situation. The curve $\Gamma_{0}=\Gamma_{0}^{1} \cup \Gamma_{0}^{2}$ in Figure $4.4(\mathrm{a})$ has four intersections with the real axis $\mathbb{R}$; the operator $A_{0}(-0.45)$ on the space $l_{2,-0.30}$ is Fredholm and has index $\kappa=2$. This operator $A_{0}(-0.45)$ is also Fredholm on the space $l_{2,0.30}$, but then its index is different, viz., $\kappa=0$, cf. 4.4(b).

On the other hand, if one changes the sign of the parameter $\varepsilon$ to + and considers the corresponding local operator $A_{0}(0.45)$ on the space $l_{2,0.25}$, then the graphs $4.4(\mathrm{c})$ and $4.4(\mathrm{~d})$ show that this local operator is again Fredholm; the corresponding curve $\Gamma_{0}$ has two coils, but $\kappa\left(A_{0}(0.45)\right)=1$.

Note that Graph 4.4(d) is a "zoomed" image of the second coil, which is indiscernible in Graph 4.4(c).


Figure 4.4: Essential spectrum of the operator $A_{0}(\varepsilon) ; a=150 i, b=150, c=10 i$, $d=0.01$.


Figure 4.5: Essential spectrum of the operator $A_{0}(\varepsilon) ; a=150 i, b=150, c=10 i$, $d=0.01$.


Figure 4.6: Essential spectrum of the operator $A_{0}(\varepsilon) ; a=-3-0.5 i, b=-1$, $c=-1-i, d=5 i$.

Let us separately analyze the behaviour of the curves $\Gamma_{0}^{1}$ and $\Gamma_{0}^{2}$ by fixing one parameter ( $\varepsilon$ or $\rho$ ) and changing another. In the next example, the coefficients of the initial equation are the same as in Figure 4.4 and $\varepsilon=-0.35$; the essential spectrum of the operator $A_{0}(-0.35)$ in various spaces $l_{2,-\rho}$ is presented. Considered on $l_{2,-0.4}$ the index of this operator is equal to 2 (Graph 4.5(a)). If the parameter $\rho$ decreases, then the shrinking coil of the curve $\Gamma_{0}^{2}$ moves to the left (Graphs $4.5(\mathrm{~b})$ and $4.5(\mathrm{c})$ ). As a result, the origin falls away from the set bounded by the curves $\Gamma_{0}^{1}$ and $\Gamma_{0}^{2}$, so the index of the operator under consideration in the space $l_{2,-0.2}$ is equal to zero (see Graph 4.5(d)).

Let us now consider how the essential spectrum of the local operators $A_{0}(\varepsilon)$ depends on the parameter $\varepsilon$. Starting with the Graph 4.6(a), one notes that the curves $\Gamma_{0}^{1}$ and $\Gamma_{0}$, respectively, have three and six common points with the real axis $\mathbb{R}$, and the local operator $A_{0}(-0.45)$ has index $\kappa=-2$ on $l_{2,-0.4}$. By changing the parameter $\varepsilon$ to -0.35 , one can reduce the index of the local operator to -1 (Graph 4.6(b)). However, in this special case it is not possible to obtain a local operator having index zero by varying the parameter $\varepsilon$ only. To this end, local operators must be considered on appropriate spaces other than the space $l_{2,-0.35}$. One such case is established on Graph 4.6(c). The number of intersections of the curve $\Gamma_{0}$ with $\mathbb{R}$ is the same as before, but in comparison to the previous figure the left border of the graph has moved to the right, so the origin then falls outside of the curve $\Gamma_{0}$. Another approach is presented on the Graph 4.6(d). As
was stated in Lemma 4.5.16, the sign of $\varepsilon$ can be chosen so that $\Gamma_{0}^{1}$ will have at most one intersection point with $\mathbb{R}$. On the other side, Lemma 4.5 .18 presents conditions when $\mathbb{R}$ and $\Gamma_{0}^{2}$ have only one common point; and Theorem 4.5.19 provides conditions when the index of the local operator can be made equal to zero. By changing the sign of parameters from the Graph 4.6(a) one notes that on the space $l_{2,0.35}$ the local operator $A_{0}(0.45)$ has the index $\kappa=0$.

These examples and others not presented here, reflect the properties of the essential spectrum of the local operators $A_{0}(\varepsilon)$ very well. However, although the situation where the curve $\Gamma_{0}$ has three coils is not rare, we were unable to find local operators with the index 3 or -3 . It seems that the modulus $\kappa\left(A_{0}(\varepsilon)\right)$ cannot exceed 2, which is similar to the behaviour of local operators of approximation methods for singular integral equations with conjugation on closed contours with corner points. Thus a more detailed study of the symbol of local operators is needed.

### 4.6 Comments and References

Equations of type (4.1) containing the operator of complex conjugation often occur in elasticity theory, hydrodynamics, acoustics, and in deformation theory of solid surfaces (e.g., see $[71,70,72,73,121,123,132,133,143,150,161,168,221,222])$. Fredholm properties of such equations on curves with corner points have been established in $[74,75,76,136,137,138,164,165,213,218]$. In particular, it was shown that the operators arising in case of curves with angular points locally are equivalent to Mellin convolution operators. Moreover, there is a very well developed theory of approximation methods for Cauchy singular integral equations without conjugation on smooth and non-smooth open and closed contours and for various classes of Mellin operators [14, 19, 79, 80, 102, 104, 114, 115, 116, 180, 181, 186, 187, 179, 183, 189]. On the other hand, the methods of approximate solution of singular integral equations with conjugation based on replacement of the initial equation by a system of integral equations without conjugation meet additional difficulties because the operator $M S_{\Gamma}-S_{\Gamma} M$ is non-compact [166]. However, the algebraic approach to the stability investigation can be successfully applied in this situation too. One of the reasons for this is because in the case under consideration, all relevant operators $A$ interact well with the operator of complex conjugation $M$ in the sense that the operators $A$ and $M A M$ belong to the same operator algebras.
Sections 4.1-4.2: For quadrature method (4.4) the stability results were announced in [46]. Other results of these sections are taken from the subsequent paper [54]. The proof of Lemma 4.2.4 used here is from [55]. The initial proof given in [54] is more technical. Note that it was discovered in [54] that the local operators of approximation methods could have non-zero indices. This effect does not have a place for singular integral equations without conjugation where the indices of the corresponding operators are always zero [180].

The stability analysis of the approximation methods considered in Section 4.1 can also be based upon the fact that the related approximation sequences are indeed contained in the extension $\tilde{\mathcal{C}}$ of the complex algebra $\mathcal{C}$ defined on page 76 (cf. [183, Sections 11.1-11.17]).

Sections 4.3: The material of this section is taken from [55]. It turns out that consideration of approximation methods in spaces with weights leads to new effects, e.g., the indices of local operators of approximation methods can also take values 2 and -2 . On the other hand, this gives more flexibility since one can vary the spaces where an approximation method is considered to find a situation when the local operators of the approximation method will possess the necessary properties. In particular, Section 4.3.4 uses the effect mentioned to modify quadrature methods in the situation when associated local operators are not invertible. Here we follow the approach of [188].

Section 4.4: When $\Gamma$ is the boundary of a polygonal domain, and $a=b=1$ on $\Gamma$, M. Costabel and E. Stephan [33, 35] established the stability of the $0-$ collocation and Galerkin methods for equation (4.2) and K.E. Atkinson, I.G. Graham, G.A. Chandler, and R. Kress studied the stability and convergence of quadrature methods [5, 98, 128]. The decisive observation widely used in these papers is that, under the above restrictions, the operator in (4.2) can be written as

$$
\begin{equation*}
A=I+R_{1}+T_{1} \tag{4.124}
\end{equation*}
$$

where $I$ denotes the identity operator, $\left\|R_{1}\right\|<1$, and $T_{1}$ is compact. The representation (4.124) is no longer valid if the coefficients of $A$ are not equal to 1 .

Sections 4.5.1-4.5.3: Material of these sections is taken from [49, 63]. Initial study undertaken in [63] bounds the indices of local operators by numbers -3 and 3. However, the examples from Section 4.5.4 indicate that absolute value of the indices probably do not exceed 2 , which is similar to the situation for closed contours with corner points. Numerical testing of the quadrature methods for singular integral equations with conjugation on open contours is undertaken in [53]

Note that the corresponding quadrature method for Mellin operators without conjugation has been studied in [187].

## Chapter 5

## Approximation Methods for the Muskhelishvili Equation

### 5.1 Boundary Problems for the Biharmonic Equation

Let $D \subset \mathbb{R}^{2}$ denote a domain bounded by a simple closed piecewise smooth contour $\Gamma$ and let $\bar{D}:=D \cup \Gamma$. It is well known that many problems in plane elasticity, radar imaging, and theory of slow viscous flows can be reduced to the biharmonic problem

$$
\begin{equation*}
\Delta^{2} \mathbf{U}(x, y)=0, \quad(x, y) \in D \tag{5.1}
\end{equation*}
$$

where $\Delta$ is the Laplace operator (3.48). We assume that the function $\mathbf{U}$ is from the space $W_{p}^{1}(\bar{D}) \cap W_{p}^{4}(D)$. The notation $W_{p}^{k}(X)$ is used for the Sobolev space of $k$-times differentiable functions on $X$, the derivatives of which belong to the corresponding space $L_{p}(X)$.

Equation (5.1) has been thoroughly studied [101]. Our aim now is to solve boundary problems for this equation using the theory of functions of complex variables. Thus let us identify sets from $\mathbb{R}^{2}$ and $\mathbb{C}$ via the correspondence $\mathbb{R}^{2} \ni$ $(x, y) \longleftrightarrow z=x+i y \in \mathbb{C}$, and denote the associated sets in $\mathbb{R}^{2}$ and $\mathbb{C}$ by the same symbol. Any function $f$ biharmonic in a domain $D$ can be represented as a combination of two functions analytic in $D$, viz., the following result is true.
Lemma 5.1.1 (Goursat Representation). If $D$ is a domain bounded by a simple closed contour, and if $u$ is a biharmonic function in $D$, then there are two functions $\chi$ and $\varphi$ that are analytic in $D$ and such that

$$
\begin{equation*}
u(x, y)=\operatorname{Re}(\bar{z} \varphi(z)+\chi(z)), \quad z=x+i y \tag{5.2}
\end{equation*}
$$

Proof. Since $\Delta^{2} u=\Delta(\Delta u)$, the function $\Delta u$ is harmonic in the domain $D$, so it is the real part of an analytic function $\psi=\psi(z), z \in D$, i.e.,

$$
\begin{equation*}
\Delta u(x, y)=\operatorname{Re} \psi(z) \tag{5.3}
\end{equation*}
$$

Choose a point $z_{0} \in D$ and introduce a function

$$
\varphi(z):=\frac{1}{4} \int_{z_{0}}^{z} \psi(\xi) d \xi, \quad z \in D
$$

Considering now the operators

$$
\begin{gathered}
\frac{\partial}{\partial z}=\frac{1}{2}\left(\frac{\partial}{\partial x}-i \frac{\partial}{\partial y}\right), \\
\frac{\partial}{\partial \bar{z}}=\frac{1}{2}\left(\frac{\partial}{\partial x}+i \frac{\partial}{\partial y}\right)
\end{gathered}
$$

one notes that

$$
\Delta=4 \frac{\partial^{2}}{\partial z \partial \bar{z}}
$$

so

$$
\begin{equation*}
\Delta(\bar{z} \varphi(z))=4 \frac{\partial^{2}}{\partial z \partial \bar{z}}(\bar{z} \varphi(z))=4 \frac{\partial}{\partial z}(\varphi(z))=\psi(z) \tag{5.4}
\end{equation*}
$$

If we define a function $v$ by

$$
v:=u-\operatorname{Re}(\bar{z} \varphi(z)),
$$

then from (5.3), (5.4),

$$
\Delta v=\Delta(u-\operatorname{Re}(\bar{z} \varphi(z))=0
$$

everywhere in $D$. Thus, $v$ is a harmonic function in $D$, so it is the real part of an analytic function $\chi$, i.e.,

$$
u-\operatorname{Re}(\bar{z} \varphi(z))=\operatorname{Re} \chi(z)
$$

or

$$
u(x, y)=\operatorname{Re}(\bar{z} \varphi(z)+\chi(z))
$$

and the proof is complete.

### 5.1.1 Reduction of Biharmonic Problems to a Boundary Problem for Two Analytic Functions

Let $c_{1}, c_{2}, \ldots, c_{l}$ be the corner points of $\Gamma$. By $\omega_{j}$ we denote the angle between the corresponding semi-tangents at the point $c_{j}$. Hence,

$$
\omega_{j} \in(0,2 \pi), \quad \omega_{j} \neq \pi, \quad j=1,2, \ldots, l
$$

For real numbers $p$ and $\alpha_{j} j=1,2, \ldots, l$ satisfying the inequalities $p>1$ and

$$
\begin{equation*}
0<\alpha_{j}+\frac{1}{p}<1, \quad j=1,2, \ldots, l \tag{5.5}
\end{equation*}
$$

we introduce the weight function

$$
\rho=\rho(t)=\prod_{j=1}^{l}\left|t-c_{j}\right|^{\alpha_{j}}, \quad t \in \Gamma
$$

By $L_{p}(\Gamma, \rho)$ we denote the set of all Lebesgue measurable functions $f: \Gamma \mapsto \mathbb{C}$ such that

$$
\|f\|:=\left(\int_{\Gamma}|f(t) \rho(t)|^{p}|d t|\right)^{1 / p}<\infty
$$

Correspondingly, $W_{p}^{1}(\Gamma, \rho)$ refers to the Sobolev space of all Lebesgue measurable functions $f: \Gamma \mapsto \mathbb{C}$ such that

$$
\|f\|_{W_{p}^{1}(\Gamma, \rho)}:=\left(\int_{\Gamma}\left|f^{\prime}(t) \rho(t)\right|^{p}|d t|+\int_{\Gamma}|f(t) \rho(t)|^{p}|d t|\right)^{1 / p}<\infty
$$

We also consider the space $H_{\mu}=H_{\mu}(\Gamma)$ of Hölder continuous functions provided with the norm

$$
\|f\|_{H_{\mu}}:=\max _{t \in \Gamma}|f(t)|+\sup _{t_{1}, t_{2} \in \Gamma, t_{1} \neq t_{2}} \frac{\left|f\left(t_{1}\right)-f\left(t_{2}\right)\right|}{\left|t_{1}-t_{2}\right|^{\mu}} .
$$

It is known that the above-defined Sobolev space $W_{p}^{1}(\Gamma, \rho)$ is continuously embedded into a Hölder space, viz., the following result holds.

Lemma 5.1.2 ([72, 73]). The Sobolev space $W_{p}^{1}(\Gamma, \rho)$ is continuously embedded into the Hölder space $H_{1-1 / q}(\Gamma)$, where

$$
q=p \quad \text { if } \quad \alpha_{1}=\alpha_{2}=\ldots=\alpha_{l}=0
$$

and

$$
1<q<\min \left(p, \frac{p}{1+\alpha_{1}}, \ldots, \frac{p}{1+\alpha_{l}}\right) \quad \text { if } \quad \sum_{j=1}^{l} \alpha_{j}^{2} \neq 0
$$

Moreover, every function $f \in W_{p}^{1}(\Gamma, \rho)$ is Hölder continuous with the exponent $1-1 / p$ everywhere on $\Gamma$ except for the corner points $c_{j}, j=1, \ldots, l$, in neighbourhoods of which it is Hölder continuous with exponents $1-1 / q_{j}$, where $q_{j} \in$ $\left(1, \min \left\{p /\left(1+\alpha_{j}\right)\right\}\right)$.

Let us now consider boundary problems for the biharmonic equation.
Lemma 5.1.3. If $G_{1}, G_{2} \in L_{p}(\Gamma, \rho)$, and if $\mathbf{U}=\mathbf{U}(x, y)$ is a solution of the biharmonic problem

$$
\begin{align*}
& \left.\Delta^{2} \mathbf{U}\right|_{D}=0 \\
& \left.\frac{\partial \mathbf{U}}{\partial x}\right|_{\Gamma}=G_{1},\left.\quad \frac{\partial \mathbf{U}}{\partial y}\right|_{\Gamma}=G_{2} \tag{5.6}
\end{align*}
$$

then $\mathbf{U}$ can be represented in the form (5.2), where $\varphi$ and $\chi$ are analytic functions in the domain $D$ satisfying the boundary condition

$$
\begin{equation*}
\varphi(t)+t \overline{\varphi^{\prime}(t)}+\overline{\chi^{\prime}(t)}=f(t), \quad t=x+i y \in \Gamma \tag{5.7}
\end{equation*}
$$

with $f(t):=G_{1}(t)+i G_{2}(t)$. Moreover, if $\varphi$ and $\chi$ are analytic functions satisfying (5.7), then the biharmonic function $\mathbf{U}$ constructed by (5.2) is a solution of the boundary value problem (5.6).

Proof. Since for any analytic functions $\varphi$ and $\chi$ function (5.2) is biharmonic, our task is to find $\varphi$ and $\chi$ to satisfy boundary conditions (5.6).

Let $\varphi=u+i v$ and $z=x+i y$, with $u=\operatorname{Re} \varphi, v=\operatorname{Im} \varphi$. Then

$$
\begin{aligned}
\mathbf{U}(x, y) & =\operatorname{Re}[\bar{z} \cdot(u+i v)(z)+\chi(z)] \\
& =x \cdot u(x, y)+y \cdot v(x, y)+\operatorname{Re}[\chi(x, y)], \quad z \in D .
\end{aligned}
$$

From this immediately follows

$$
\begin{aligned}
& \frac{\partial \mathbf{U}}{\partial x}=u+x \frac{\partial u}{\partial x}+y \frac{\partial v}{\partial x}+\frac{\partial \operatorname{Re}[\chi]}{\partial x} \\
& \frac{\partial \mathbf{U}}{\partial y}=x \frac{\partial u}{\partial y}+v+y \frac{\partial v}{\partial y}+\frac{\partial \operatorname{Re}[\chi]}{\partial y}
\end{aligned}
$$

Letting $z$ tend to $\Gamma$ and taking into account the Cauchy-Riemann equations and boundary conditions (5.6) we obtain

$$
\begin{align*}
\varphi(t)+\overline{t \varphi^{\prime}(t)}+\overline{\chi^{\prime}(t)}= & \varphi+x\left(\frac{\partial u}{\partial x}-i \frac{\partial v}{\partial x}\right)+i y\left(\frac{\partial v}{\partial y}-i \frac{\partial v}{\partial x}\right) \\
& +\frac{\partial \operatorname{Re}[\chi]}{\partial x}-i \frac{\partial \operatorname{Im}[\chi]}{\partial x} \\
= & (u+i v)+x\left(\frac{\partial u}{\partial x}+i \frac{\partial u}{\partial y}\right)+y\left(\frac{\partial v}{\partial x}+i \frac{\partial v}{\partial y}\right)  \tag{5.8}\\
& +\frac{\partial \operatorname{Re}[\chi]}{\partial x}+i \frac{\partial \operatorname{Re}[\chi]}{\partial y} \\
= & \frac{\partial \mathbf{U}}{\partial x}+i \frac{\partial \mathbf{U}}{\partial y}=G_{1}(t)+i G_{2}(t), \quad t \in \Gamma
\end{align*}
$$

so the functions $\varphi$ and $\chi$ satisfy the boundary problem (5.7). On the other hand, the converse follows from the first and last lines of transformation (5.8).

Let $\alpha=\alpha(t), t \in \Gamma$ be the angle between the real axis and the outward normal n to $\Gamma$ at the point $t$. By s we denote the unit vector such that the angle between s and the real axis is $\alpha-\pi / 2$.

Lemma 5.1.4. If $\left(f_{1}, f_{2}\right) \in W_{p}^{1}(\Gamma, \rho) \times L_{p}(\Gamma, \rho)$ and $\mathbf{U}=\mathbf{U}(x, y)$ is a solution of the biharmonic Dirichlet problem

$$
\begin{align*}
& \left.\Delta^{2} \mathbf{U}\right|_{D}=0, \\
& \left.\mathbf{U}\right|_{\Gamma}=f_{1},\left.\quad \frac{\partial \mathbf{U}}{\partial \mathrm{n}}\right|_{\Gamma}=f_{2}, \tag{5.9}
\end{align*}
$$

then it can be represented in the form (5.2), where $\varphi$ and $\chi$ are analytic functions in the domain $D$ satisfying the boundary condition

$$
\begin{equation*}
\overline{\varphi(t)}+\bar{t} \varphi^{\prime}(t)+\chi^{\prime}(t)=e^{-i \alpha}\left(f_{2}+i \frac{\partial f_{1}}{\partial s}\right), \quad t \in \Gamma \tag{5.10}
\end{equation*}
$$

Moreover, if $\varphi$ and $\chi$ are analytic functions satisfying (5.10), and $\mathbf{U}$ is the corresponding biharmonic function $\mathbf{U}$ constructed by (5.2), then there is a constant $c \in \mathbb{R}$ such that $\mathbf{U}+c$ is a solution of the boundary value problem (5.9).

Proof. Using representation (5.2) for the biharmonic function $\mathbf{U}$, let us first find appropriate functions $\varphi$ and $\chi$ to satisfy the boundary conditions (5.9).

Since $f_{1}$ belongs to the Sobolev space $W_{p}^{1}(\Gamma, \rho)$ and $\mathbf{U}$ is differentiable on $\bar{D}$, one can write

$$
\begin{align*}
f_{2}+i \frac{\partial f_{1}}{\partial s} & =\frac{\partial \mathbf{U}}{\partial \mathrm{n}}+i \frac{\partial \mathbf{U}}{\partial s} \\
& =(\cos \alpha+i \sin \alpha)\left(\frac{\partial \mathbf{U}}{\partial x}-i \frac{\partial \mathbf{U}}{\partial y}\right)=e^{i \alpha} \overline{\left(\mathbf{U}_{x}+i \mathbf{U}_{y}\right)} \tag{5.11}
\end{align*}
$$

On the other hand, if the analytic function $\varphi$ from the representation (5.2) is written in the form $\varphi=u+i v$, then

$$
\mathbf{U}(x, y)=x u(x, y)+y v(x, y)+\operatorname{Re} \chi(x, y) .
$$

Immediate calculations and the Cauchy-Riemann equations lead to the formula

$$
\begin{align*}
\mathbf{U}_{x}(z)+i \mathbf{U}_{y}(z)= & u(x, y)+x u_{x}(x, y)+y v_{x}(x, y)+\operatorname{Re} \chi_{x}(x, y) \\
& +i\left(x u_{y}(x, y)+v(x, y)+y v_{y}(x, y)+\operatorname{Re} \chi_{y}(x, y)\right) \\
= & \varphi(z)+z \overline{\varphi^{\prime}(z)}+\overline{\chi^{\prime}(z)} . \tag{5.12}
\end{align*}
$$

Comparing (5.11) and (5.12) we obtain that the functions $\varphi$ and $\chi$ of (5.2) satisfy the boundary condition (5.10).

The converse also follows from relations (5.11) and (5.12).
Thus the boundary value problem

$$
\begin{equation*}
\varphi(t)+\overline{t \overline{\varphi^{\prime}(t)}}+\overline{\psi(t)}=f(t), \quad t \in \Gamma \tag{5.13}
\end{equation*}
$$

for two analytic functions $\varphi$ and $\psi:=\chi^{\prime}$ can be used to find exact or approximate solutions of biharmonic problems. However, attempts to apply projection methods
directly to the problem (5.13) meet an immediate difficulty, viz., the operator that corresponds to the left-hand side of (5.13) is not invertible in main functional spaces. Indeed, this is a consequence of the following result.
Lemma 5.1.5. If $\Gamma$ is a simple closed piecewise smooth contour, then the homogeneous problem

$$
\begin{equation*}
\varphi(t)+t \overline{\varphi^{\prime}(t)}+\overline{\psi(t)}=0, \quad t \in \Gamma \tag{5.14}
\end{equation*}
$$

has a non-trivial solution. Moreover, in the space of functions with boundary values from $W_{p}^{1}(\Gamma, \rho)$, any solution of (5.14) has the form

$$
\begin{equation*}
\varphi(z)=i r z+c, \quad \psi(z)=-\bar{c} \tag{5.15}
\end{equation*}
$$

where $r \in \mathbb{R}$ and $c \in \mathbb{C}$.
Proof. It is easily seen that any pair of functions (5.15) is a solution for (5.14), so let us show that there are no other solutions of (5.14) with the boundary values from $W_{p}^{1}(\Gamma, \rho)$. For any analytic function $\varphi$ we define the function $q$ by

$$
q(z):=\overline{\varphi(z)}+\bar{z} \varphi^{\prime}(z), \quad z \in D
$$

Using the representation $\varphi(z)=u(x, y)+i v(x, y), z=x+i y$ again, one obtains

$$
q=U+i V=\left(u+x u_{x}+y v_{x}\right)-i\left(v+y u_{x}-x v_{x}\right)
$$

Let us study whether $q$ is an analytic function in $D$. The Cauchy-Riemann conditions for the function $\varphi$ show that the equation

$$
\frac{\partial U}{\partial y}=-\frac{\partial V}{\partial x}
$$

holds everywhere in $D$. However, the equation

$$
\frac{\partial U}{\partial x}=\frac{\partial V}{\partial y}
$$

is satisfied if and only if

$$
u_{x}(x, y)=0, \quad(x, y) \in D
$$

It follows that

$$
u(x, y)=m(y), \quad v(x, y)=n(x)
$$

where $m$ and $n$ are differentiable functions, so using the Cauchy-Riemann condition $u_{x}=-v_{y}$, one obtains

$$
\begin{equation*}
n^{\prime}(x)=-m^{\prime}(y) \tag{5.16}
\end{equation*}
$$

This is possible if and only if both functions in (5.16) are constants. Thus there is an $r \in \mathbb{R}$ such that

$$
n(x)=r x+c_{1}, \quad m(y)=-r y+c_{2}
$$

where $c_{1}$ and $c_{2}$ are arbitrary real numbers. Henceforth,

$$
\begin{equation*}
\varphi(z)=-r y+i r x+c=i r z+c \tag{5.17}
\end{equation*}
$$

with the constant $c=c_{2}+i c_{1} \in \mathbb{C}$. Thus $q$ is an analytic function if and only if the function $\varphi$ has the form (5.17), and $q=\bar{c}$ in this case. The function $q$ also satisfies the boundary condition

$$
\overline{\varphi(t)}+\bar{t} \varphi^{\prime}(t)-q(t)=0, \quad t \in \Gamma
$$

Hence if there is another function $\psi$ that satisfies the boundary condition (5.14), is analytic in $D$, and such that $\psi \in W_{p}^{1}(\Gamma, \rho)$, then $\psi$ is continuous on $\Gamma$, so the maximum modulus principle implies the equality

$$
\psi(z)=-q(z)=-\bar{c}
$$

for all $z \in D$. That completes the proof.
An immediate consequence of Lemma 5.1.5 is the following result.
Proposition 5.1.6. Let $X$ denote one of the functional spaces $\mathbf{C}(\Gamma), L_{p}(\Gamma)$ or $W_{p}^{1}(\Gamma, \rho)$. If problem (5.13) has a solution $\varphi_{0}, \psi_{0}$ the boundary values of which belong to $X$, then for any $r \in \mathbb{R}$ and for any $c \in \mathbb{C}$ the pair

$$
\begin{aligned}
& \varphi(z)=\varphi_{0}(z)+i r z+c \\
& \psi(z)=\psi_{0}(z)-\bar{c}
\end{aligned}
$$

is also a solution of the problem (5.13).
Note that the non-uniqueness of a solution for problem (5.13) has a limited impact on solutions of the initial biharmonic problem, because the corresponding solutions differ by a constant only. For example, considering the biharmonic function constructed via functions $\varphi$ and $\psi$ one gets

$$
\begin{aligned}
\operatorname{Re}(\chi(z)+\bar{z} \varphi(z)) & =\operatorname{Re}\left(\chi_{0}-\bar{c} z+c_{1}+\bar{z}\left(\varphi_{0}(z)+i r z+c\right)\right) \\
& =\operatorname{Re}\left(\chi_{0}+\bar{z} \varphi_{0}(z)+c_{1}\right) .
\end{aligned}
$$

Note that for the problem (5.9) the constant $c_{1}$ is chosen to satisfy the boundary condition

$$
\left.\mathbf{U}\right|_{\Gamma}=f_{1},
$$

whereas each of the above pairs $\varphi, \chi$ generates a solution of the boundary problem (5.6).

Thus, if problem (5.13) is solvable, its solution is not unique. It is also worth mentioning that this problem is not always solvable. More precisely, the following result holds.

Proposition 5.1.7. If problem (5.13) has a solution $\varphi_{0}, \psi_{0}$ the boundary values of which belongs to $W_{p}^{1}(\Gamma, \rho)$, then

$$
\begin{equation*}
\operatorname{Re} \int_{\Gamma} \overline{f(t)} d t=0 \tag{5.18}
\end{equation*}
$$

Proof. The function $\psi$ is analytic in $D$ and continuous on $\Gamma$, so by the Cauchy theorem

$$
\int_{\Gamma} \psi(t) d t=0
$$

and, correspondingly,

$$
\operatorname{Re} \int_{\Gamma} \psi(t) d t=0
$$

The last equation can be rewritten in the form

$$
\operatorname{Re} \int_{\Gamma}(\overline{\varphi(t)} d t-\varphi(t) d \bar{t}+\psi(t) d t)=0
$$

Since $\varphi$ is also continuous on $\Gamma$, integration by parts gives

$$
\int_{\Gamma} \bar{t} \varphi^{\prime}(t) d t=-\int_{\Gamma} \varphi(t) d \bar{t}
$$

so

$$
\operatorname{Re} \int_{\Gamma}\left(\overline{\varphi(t)}+\bar{t} \varphi^{\prime}(t)+\psi(t)\right) d t=0
$$

that implies (5.18).
In view of Proposition 5.1.7 we will always assume that the right-hand side $f$ of equation (5.13) satisfies condition (5.18).

Let us now assume that boundary values $\varphi=\varphi(t), \chi=\chi(t), t \in \Gamma$ of the functions $\varphi$ and $\chi$ have been found. Then using the Cauchy integral formula,

$$
\begin{array}{ll}
\varphi(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(t) d t}{t-z}, & z \in D \\
\chi(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\chi(t) d t}{t-z}, & z \in D
\end{array}
$$

and (5.2), one can represent the biharmonic function $\mathbf{U}$ inside of the domain $D$. Later on we will see that the function $\varphi=\varphi(t), t \in \Gamma$ is the solution of an integral equation, so if $\varphi$ is known, then

$$
\begin{equation*}
\chi^{\prime}(t)=f(t)-\overline{\varphi(t)}-\bar{t} \varphi^{\prime}(t), \quad t \in \Gamma \tag{5.19}
\end{equation*}
$$

where $f$ denotes the right-hand side of (5.7) or (5.10).

It is clear that equation (5.19) allows us to restore the function $\chi$. Really, let $t=t(s)$ be a 1-periodic parametrization of $\Gamma$, and let $s_{1}, s_{2}, \ldots, s_{l}$ be those points on $[0,1)$ which correspond to the corner points of $\Gamma$, i.e.,,

$$
t\left(s_{j}\right)=c_{j}, \quad j=1,2, \ldots, l
$$

The function $t=t(s)$ is continuously differentiable on $\left(s_{j}, s_{j+1}\right)$ because $\Gamma$ was supposed to be a piecewise smooth curve. We set $s_{l+1}=s_{1}+1$, let $\Gamma_{k}$ be the subarc of $\Gamma$ which joins the points $t_{k}$ and $t_{k+1}$, and let $s \in\left[s_{k}, s_{k+1}\right]$. Using (5.19) we can write

$$
\chi^{\prime}(t(s)) t^{\prime}(s)=f(t(s)) t^{\prime}(s)-\overline{\varphi(t(s))} t^{\prime}(s)-\overline{t(s)} \varphi^{\prime}(t(s)) t^{\prime}(s)
$$

for any $s \in\left(s_{k}, s_{k+1}\right)$ and hence introduce the functions

$$
\begin{aligned}
\zeta_{k}(t(s))= & \int_{s_{k}}^{s} f(t(s)) t^{\prime}(s) d s-\int_{s_{k}}^{s} \overline{\varphi(t(s))} t^{\prime}(s) d s \\
& +\int_{s_{k}}^{s} \frac{d \overline{t(s)}}{d s} \varphi(t(s)) d s-\overline{t(s)} \varphi(t(s)), \quad k=1,2, \ldots, l
\end{aligned}
$$

Then the function $\chi$ may be represented in the form

$$
\chi(t)= \begin{cases}\zeta_{1}(t)+C & \text { if } t \in \Gamma_{1} \\ \zeta_{2}(t)+\left(\zeta_{1}\left(c_{2}\right)-\zeta_{2}\left(c_{2}\right)\right)+C & \text { if } t \in \Gamma_{2} \\ \cdots \cdots \cdots \cdots \cdots & \cdots \\ \zeta_{l}(t)+\left(\zeta_{l-1}\left(c_{l}\right)-\zeta_{l}\left(c_{l}\right)\right)+\ldots+\left(\zeta_{1}\left(c_{2}\right)-\zeta_{2}\left(c_{2}\right)\right)+C & \text { if } t \in \Gamma_{l}\end{cases}
$$

Let us recall that for the problem (5.9) the constant $C$ has to be chosen to satisfy the first of the boundary conditions (5.9).

### 5.1.2 Reduction of Boundary Problems for Two Analytic Functions to Integral Equations

The aim of this section is to reduce the boundary problem for two analytic functions $\varphi$ and $\psi$,

$$
\begin{equation*}
\psi(t)=\overline{f(t)}-k \overline{\varphi(t)}-\bar{t} \varphi^{\prime}(t), \quad t \in \Gamma \tag{5.20}
\end{equation*}
$$

to an integral equation. If $k=1$, we obtain equation (5.13), but boundary problems (5.20) with $k \neq 1$ also arise in plane elasticity [121, 161, 170]. Thus, in the case of the first fundamental boundary problem concerned with elastic equilibrium of a solid when boundary displacements are known, the constant $k$ is defined by

$$
\begin{equation*}
k=: 3-4 \nu \tag{5.21}
\end{equation*}
$$

or by

$$
\begin{equation*}
k:=\frac{3-\nu}{1+\nu} \tag{5.22}
\end{equation*}
$$

for plane deformation and plane strain-state correspondingly. Note that the parameter $\nu \in(0,1 / 2)$ is usually referred as the Poisson constant. On the other hand, the constant $k$ is equal to 1 for the second fundamental boundary problem when a stress vector is given on the boundary $\Gamma$.

Assume that the functions $\varphi=\varphi(t), \psi=\psi(t), t \in \Gamma$ are Hölder continuous. Then they can be represented as the Cauchy integrals

$$
\varphi(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-z}, \quad \psi(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\psi(\tau) d \tau}{\tau-z}, \quad z \in D
$$

Let $D^{-}$denote the complement of the set $D \cup \Gamma$. Then

$$
\begin{equation*}
\frac{1}{\pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-z}=0, \quad \frac{1}{\pi i} \int_{\Gamma} \frac{\psi(\tau) d \tau}{\tau-z}=0, \quad z \in D^{-} \tag{5.23}
\end{equation*}
$$

and taking into account equation (5.20) one can rewrite the first equation in (5.23) as

$$
\begin{equation*}
\frac{1}{\pi i} \int_{\Gamma} \frac{\overline{f(\tau)} d \tau}{\tau-z}-\frac{1}{\pi i} \int_{\Gamma} \frac{\left(\overline{k \varphi(\tau)}-\bar{\tau} \varphi^{\prime}(\tau)\right) d \tau}{\tau-z}=0, \quad z \in D^{-} \tag{5.24}
\end{equation*}
$$

If $\Phi^{+}(t)$ and $\Phi^{-}(t)$ are the limit values of the Cauchy integral

$$
\Phi(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-z}
$$

when $z \rightarrow t \in \Gamma$ by a non-tangential way from the domain $D$ and $D^{-}$, respectively, then by the Sohotsky-Plemely formulas [162]

$$
\Phi^{ \pm}(t)=\left(\frac{1 \pm 1}{2}-\frac{\omega(t)}{2 \pi}\right) \varphi(t)+\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-t}
$$

where $\omega(t)=\pi$ if $t \neq c_{j}$ and $\omega(t)=\omega_{j}$ if $t=c_{j}, j=1, \ldots, l$. Now it follows from (5.24) that for $t \neq c_{j}$ the equation

$$
\begin{equation*}
-\frac{k \overline{\varphi(t)}}{2}+\frac{k}{2 \pi i} \int_{\Gamma} \frac{\overline{\varphi(\tau)} d \tau}{\tau-t}+\frac{\bar{t} \varphi^{\prime}(t)}{2}-\frac{1}{2 \pi i} \int_{\Gamma} \frac{\bar{\tau} \varphi^{\prime}(\tau) d \tau}{\tau-t}=f_{0}(t) \tag{5.25}
\end{equation*}
$$

where

$$
f_{0}(t)=-\frac{\overline{f(t)}}{2}+\frac{1}{2 \pi i} \int_{\Gamma} \frac{\overline{f(\tau)} d \tau}{\tau-t}
$$

holds.
Since $\varphi$ and $\varphi^{\prime}$ are analytic in $D$, then

$$
\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-z}=0, \quad \frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi^{\prime}(\tau) d \tau}{\tau-z}=0
$$

for $z \in D^{-}$, and another application of the Sohotsky-Plemely formulas leads to the relations

$$
\begin{array}{ll}
-\frac{\varphi(t)}{2}+\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-t}=0, & t \in \Gamma \\
-\frac{\varphi^{\prime}(t)}{2}+\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi^{\prime}(\tau) d \tau}{\tau-t}=0 & t \in \Gamma \tag{5.27}
\end{array}
$$

Using (5.26), (5.27) one can rewrite equation (5.25) in the form

$$
\begin{equation*}
-k \overline{\varphi(t)}-\frac{k}{2 \pi i} \int_{\Gamma} \overline{\varphi(\tau)}\left(\frac{d \bar{\tau}}{\bar{\tau}-\bar{t}}-\frac{d \tau}{\tau-t}\right)-\frac{1}{2 \pi i} \int_{\Gamma} \varphi^{\prime}(\tau) \frac{\bar{\tau}-\bar{t}}{\tau-t} d \tau=f_{0}(t) \tag{5.28}
\end{equation*}
$$

Since

$$
\int_{\Gamma} \varphi^{\prime}(\tau) \frac{\bar{\tau}-\bar{t}}{\tau-t} d \tau=\int_{\Gamma} \varphi(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t}
$$

and

$$
\frac{d \bar{\tau}}{\bar{\tau}-\bar{t}}-\frac{d \tau}{\tau-t}=d \ln \frac{\bar{\tau}-\bar{t}}{\tau-t}
$$

where the symbol $d$ is associated with differentiation in the variable $\tau$, it is customary to write equation (5.28) as

$$
\begin{equation*}
R \varphi(t) \equiv-k \overline{\varphi(t)}-\frac{k}{2 \pi i} \int_{\Gamma} \overline{\varphi(\tau)} d \log \frac{\bar{\tau}-\bar{t}}{\tau-t}-\frac{1}{2 \pi i} \int_{\Gamma} \varphi(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t}=f_{0}(t), t \in \Gamma \tag{5.29}
\end{equation*}
$$

and call it the Muskhelishvili equation.
Thus the function $\varphi$ is a solution of the Muskhelishvili equation (5.29). Therefore, the above-described procedure can be used to determine solutions of the boundary value problem (5.20) and, correspondingly, allows us to obtain solutions of biharmonic problems and associated problems of plane elasticity. Let us mention that, in general, equation (5.29) is not solvable in a closed form, so the applicability of approximation methods acquires a great importance. However, in the case $k=1$ the operator $R$ defined by the left-hand side of (5.29) is not invertible in main functional spaces since Proposition 5.1.6 yields that $\operatorname{dim} \operatorname{ker} R>0$. A similar result can also be established for other relevant values of $k$. This means that neither of the projection methods considered earlier can be directly applied to the equation (5.29). One of the ways to overcome this difficulty consists in modifying the spaces where the operator $R$ is considered. Such an approach also requires modification of the corresponding approximating subspaces and, normally, this leads to additional problems during implementation of the corresponding approximation methods. Therefore, here we prefer another approach. Instead of modifying the corresponding spaces where the operator $R$ is considered, we will modify the operator $R$ itself in a very special way. This allows us to apply most of the projection methods studied to the modified operator and obtain approximate solutions of the initial Muskhelishvili equation (5.29). For this, we need to study the operator $R$ in more detail.

### 5.2 Muskhelishvili Operator. Fredholm Properties and Invertibility in $L_{p}(\Gamma, \rho)$

This section is devoted to investigating the Fredholm properties of the operator $R$ in the spaces $L_{p}(\Gamma, \rho)$, where $\Gamma$ is a piecewise Lyapunov curve. However, we start with studying the operator $R$ on special curves: thus, let $\Gamma_{\beta, \omega}, \beta \in[0,2 \pi)$, $\omega \in(0,2 \pi)$ refer to the curve

$$
\Gamma_{\beta, \omega}=\Gamma_{1} \bigcup \Gamma_{2}
$$

where

$$
\Gamma_{1}:=e^{i(\beta+\omega)} \mathbb{R}^{+}, \quad \Gamma_{2}:=e^{i \beta} \mathbb{R}^{+}
$$

and $\Gamma_{1}$ is directed to 0 but $\Gamma_{2}$ is directed away from 0 . Given $p \in(1,+\infty)$ and $\alpha$ satisfying the inequality (5.5), we consider the weighted Lebesgue spaces $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ and $L_{p}\left(\mathbb{R}^{+}, \alpha\right)$ of measurable functions endowed with the norms

$$
\|f\|_{p, \alpha, \omega}=\left(\int_{\Gamma_{\beta, \omega}}|f(t)|^{p}|t|^{\alpha p}|d t|\right)^{1 / p}
$$

and

$$
\|f\|_{p, \alpha}:=\left(\int_{\mathbb{R}^{+}}|f(t)|^{p} t^{\alpha p} d t\right)^{1 / p}
$$

respectively.
Let us further introduce the set $L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$ of all pairs $\left(f_{1}, f_{2}\right)^{T}, f_{1}, f_{2} \in$ $L_{p}\left(\mathbb{R}^{+}, \alpha\right)$ and the norm

$$
\left\|\left(f_{1}, f_{2}\right)^{T}\right\|:=\left(| | f_{1}\left\|_{p, \alpha}^{p}+\right\| f_{2} \|_{p, \alpha}^{p}\right)^{1 / p}
$$

together with a mapping $\eta: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$ defined as follows:

$$
\eta(f)=\left(\eta_{1}(f), \eta_{2}(f)\right)^{T}
$$

with

$$
\begin{aligned}
\eta_{1}(f)(s) & =f\left(s e^{i(\beta+\omega)}\right) \\
\eta_{2}(f)(s) & =f\left(s e^{i \beta}\right)
\end{aligned}
$$

for all $s \in \mathbb{R}^{+}$. It is clear that $\eta$ is a linear isometry from $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ onto $L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$. In addition, the mapping $A \rightarrow \eta A \eta^{-1}$ is an isometric algebra isomorphism of $\mathcal{L}_{\text {add }}\left(L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)\right)$ onto $\mathcal{L}_{\text {add }}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right)$.

In the space $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ we consider the corresponding Muskhelishvili operator

$$
\begin{equation*}
R_{\omega} x(t) \equiv-k \overline{x(t)}-\frac{k}{2 \pi i} \int_{\Gamma_{\beta, \omega}} \overline{x(\tau)} d \log \frac{\bar{\tau}-\bar{t}}{\tau-t}-\frac{1}{2 \pi i} \int_{\Gamma_{\beta, \omega}} x(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t} \tag{5.30}
\end{equation*}
$$

Now we are going to use Theorem 1.9.5 to investigate Fredholm properties of the Muskhelishvili operator in the space $L_{p}(\Gamma, \rho)$.

Let $z$ be a point of $\Gamma$, and $\hat{\Gamma}_{z}$ denote the curve which consists of the semitangents to $\Gamma$ at the point $z$ with the orientation inherited from the orientation of $\Gamma$. By $\beta_{z}$ we denote the angle between the real axis and that semi-tangent which is directed away from $z$. Then, $\Gamma_{z}:=\hat{\Gamma}_{z}-z$. For the sake of simplicity, we will write $\beta_{j}$ for the angle at the point $z=c_{j}, j=1,2, \ldots, l$ where $c_{j}$ are the corner points of $\Gamma$.

Theorem 5.2.1. Let $\Gamma$ be a simple closed piecewise smooth curve in the complex plane $\mathbb{C}$. Then the operator $R$ is Fredholm if and only if the operators $R_{\omega_{j}}: L_{p}\left(\Gamma_{\beta_{j}, \omega_{j}}, \alpha_{j}\right) \rightarrow L_{p}\left(\Gamma_{\beta_{j}, \omega_{j}}, \alpha_{j}\right)$ are invertible for all $j=1,2, \ldots, l$.

Let us point out important steps of the proof. $\operatorname{By} \mathcal{B}_{p}(\Gamma, \rho)$ we denote the smallest closed real subalgebra of $\mathcal{L}_{\text {add }}\left(L_{p}(\Gamma, \rho)\right)$ which contains the operators

$$
\begin{aligned}
\left(K_{1, \Gamma} \varphi\right)(t) & =\frac{1}{2 \pi i} \int_{\Gamma} \varphi(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t} \\
\left(K_{2, \Gamma} \varphi\right)(t) & =\frac{1}{2 \pi i} \int_{\Gamma} \varphi(\tau) d \ln \frac{\bar{\tau}-\bar{t}}{\tau-t}
\end{aligned}
$$

the operator of the complex conjugation

$$
\left(M_{\Gamma} \varphi\right)(t):=\overline{\varphi(t)}, \quad t \in \Gamma
$$

and all operators of multiplication by continuous bounded functions. The algebra $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)$, where

$$
\alpha_{z}=\left\{\begin{array}{lll}
\alpha_{j}, & \text { if } & z=c_{j} \\
0, & \text { if } & z \neq c_{j}, j=1,2 \ldots, l
\end{array}\right.
$$

is defined analogously.
We mention two useful properties of the algebra $\mathcal{B}_{p}(\Gamma, \rho)$ :

1. The algebra $\mathcal{B}_{p}(\Gamma, \rho)$ contains the ideal $K_{\text {add }}\left(L_{p}(\Gamma, \rho)\right)$ of all compact operators on $L_{p}(\Gamma, \rho)$.
2. For any continuous real-valued function $f$, the operator $f A-A f I, A \in$ $\mathcal{B}_{p}(\Gamma, \rho)$ is compact.

Due to these properties one can consider the algebra

$$
\mathcal{B}_{p}(\Gamma, \rho)^{\pi}:=\mathcal{B}_{p}(\Gamma, \rho) / K_{a d d}\left(L_{p}(\Gamma, \rho)\right)
$$

and localize it over $\Gamma$ via Allan's local principle. This leads to the local algebras $\mathcal{B}_{p}(\Gamma, \rho)_{z}^{\pi}, z \in \Gamma$ with canonical real algebra homomorphisms $\Phi_{z}: \mathcal{B}_{p}(\Gamma, \rho)^{\pi} \rightarrow$ $\mathcal{B}_{p}(\Gamma, \rho)_{z}^{\pi}, z \in \Gamma$. Simultaneously, we localize the algebra $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)^{\pi}$ over $\Gamma_{z}$
that leads to local algebras $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)_{w}^{\pi}$ with canonical homomorphisms $\Psi_{w}$ : $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)^{\pi} \rightarrow \mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)_{w}^{\pi}, w \in \Gamma_{z}$. The algebras $\mathcal{B}_{p}(\Gamma, \rho)_{z}^{\pi}$ and $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)_{0}^{\pi}$ are topologically isomorphic, and there is an isomorphism which sends $\Phi_{z}\left(\pi\left(K_{j, \Gamma}\right)\right)$ into $\Psi_{0}\left(\pi\left(K_{j, \Gamma_{z}}\right)\right), j=1,2 ; \Phi_{z}\left(\pi\left(M_{\Gamma}\right)\right)$ into $\Psi_{0}\left(\pi\left(M_{\Gamma_{z}}\right)\right)$, and $\Phi_{z}(\pi(f I))$ into $\Psi_{0}(\pi(f(z) I))$ for each continuous function $f$. However, the algebra $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)_{0}^{\pi}$ possesses the so-called homogenization property [102]. This property allows us to obtain a locally equivalent representation of the algebra $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)_{0}^{\pi}$ and, consequently, conditions of invertibility of the element $\pi(R)_{z}$ in the algebra $\mathcal{B}_{p}(\Gamma, \rho)_{z}^{\pi}$. Note that a description of the corresponding homomorphism between the algebras $\mathcal{B}_{p}(\Gamma, \rho)_{z}^{\pi}$ and $\mathcal{B}_{p}\left(\Gamma_{z}, \alpha_{z}\right)_{0}^{\pi}$ can be found in [102, pp. 286-289], although algebras considered there differ from those used above.

It turns out that the integral operators in (5.30) are isometrically isomorphic to Mellin convolution operators. More precisely, let $\widetilde{K}_{1}, \widetilde{K}_{2}: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow$ $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ be the integral operators of the left-hand side of (5.30), viz.,

$$
\begin{gathered}
\left(\widetilde{K}_{1} \varphi\right)(t)=-\frac{1}{2 \pi i} \int_{\Gamma_{\beta, \omega}} \varphi(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t} \\
\left(\widetilde{K}_{2} \varphi\right)(t)=-\frac{1}{2 \pi i} \int_{\Gamma_{\beta, \omega}} \varphi(\tau) d \ln \frac{\bar{\tau}-\bar{t}}{\tau-t}
\end{gathered}
$$

Given $\nu \in(0,2 \pi)$ we consider the Mellin convolution operators $\mathcal{M}_{\nu}, \mathcal{N}_{\nu}$ : $L_{p}\left(\mathbb{R}^{+}, \alpha\right) \rightarrow L_{p}\left(\mathbb{R}^{+}, \alpha\right)$ defined by

$$
\begin{equation*}
\left(\mathcal{M}_{\nu}(\varphi)\right)(\sigma)=\frac{1}{\pi} \int_{0}^{+\infty}\left(\frac{\sigma}{s}\right) \frac{\sin \nu}{\left(1-(\sigma / s) e^{i \nu}\right)^{2}} \frac{\varphi(s)}{s} d s \tag{5.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathcal{N}_{\nu}(\varphi)\right)(\sigma)=\frac{1}{2 \pi i} \int_{0}^{+\infty} \frac{\varphi(s) d s}{s-\sigma e^{i \nu}} \tag{5.32}
\end{equation*}
$$

Lemma 5.2.2. The operators $\widetilde{K}_{1}, \widetilde{K}_{2}: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ are isometrically isomorphic to the block Mellin operators

$$
\begin{gather*}
\hat{K}_{1}=\left(\begin{array}{cc}
0 & e^{-i 2 \beta} \mathcal{M}_{\omega} \\
-e^{-i 2(\beta+\omega)} \mathcal{M}_{2 \pi-\omega} & 0
\end{array}\right) \in \mathcal{L}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right),  \tag{5.33}\\
\hat{K}_{2}=\left(\begin{array}{cc}
0 & \frac{1}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] \\
\frac{1}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] & 0
\end{array}\right) \in \mathcal{L}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right), \tag{5.34}
\end{gather*}
$$

respectively.
Proof. Let $\left(f_{1}, f_{2}\right)^{T}$ be a vector of $L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$, and let $\widetilde{f}_{1}(t), \tilde{f}_{2}(t), t \in \Gamma_{\beta, \omega}$ denote the functions

$$
\tilde{f}_{1}(t)= \begin{cases}f_{1}(s), & \text { if } \quad t=s e^{i(\beta+\omega)} \\ 0, & \text { if } \quad t=s e^{i \beta}\end{cases}
$$

$$
\widetilde{f}_{2}(t)= \begin{cases}0, & \text { if } \quad t=s e^{i(\beta+\omega)} \\ f_{2}(s), & \text { if } \quad t=s e^{i \beta}\end{cases}
$$

Then $\eta^{-1}: L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right) \rightarrow L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ can be written in the form

$$
\left(\eta^{-1}\left(f_{1}, f_{2}\right)^{T}\right)(t)=\widetilde{f}_{1}(t) \chi_{\Gamma_{1}}(t)+\widetilde{f}_{2}(t) \chi_{\Gamma_{2}}(t)
$$

where $\chi_{\Gamma_{j}}, j=1,2$ is the characteristic function of the curve $\Gamma_{j}, j=1,2$. Let $K$ be an integral operator on $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$, i.e.,

$$
(K f)(t)=\int_{\Gamma_{\beta, \omega}} f(\tau) K(t, \tau) d \tau
$$

Then the operator $\eta K \eta^{-1}: L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right) \rightarrow L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ is a matrix operator of the form

$$
\eta K \eta^{-1}=\left(\begin{array}{cc}
\widetilde{K}_{11} & \widetilde{K}_{12}  \tag{5.35}\\
\widetilde{K}_{21} & \widetilde{K}_{22}
\end{array}\right)
$$

with

$$
\begin{equation*}
\widetilde{K}_{j l} f_{l}=\eta_{j}\left(\int_{\Gamma_{l}} \widetilde{f}_{l}(\tau) K(t, \tau) d \tau\right), \quad j, l=1,2 . \tag{5.36}
\end{equation*}
$$

Now we set $K=\widetilde{K}_{1}$ and find the entries of the corresponding matrix (5.35). For instance, we have

$$
\begin{aligned}
\widetilde{K}_{12}^{1} f_{2}(\sigma) & =\eta_{1}\left(\int_{\Gamma_{2}} \widetilde{f}_{2}(\tau)\left(\frac{\bar{\tau}-\bar{t}}{(\tau-t)^{2}} d \tau-\frac{1}{\tau-t} d \bar{\tau}\right)\right) \\
& =\frac{1}{2 \pi i} \int_{0}^{+\infty} f_{2}(s)\left(\frac{\left(s e^{-i \beta}-\sigma e^{-i(\beta+\omega)}\right) e^{i \beta}}{\left(s e^{i \beta}-\sigma e^{i(\beta+\omega)}\right)^{2}}-\frac{e^{-i \beta}}{s e^{i \beta}-\sigma e^{i(\beta+\omega)}}\right) d s \\
& =\frac{e^{-i 2 \beta}}{\pi} \int_{0}^{+\infty}\left(\frac{\sigma}{s}\right) \frac{\sin \omega}{\left(1-(\sigma / s) e^{i \omega}\right)^{2}} f_{2}(s) \frac{d s}{s}
\end{aligned}
$$

Thus, $\widetilde{K}_{12}^{1}$ is a Mellin convolution operator $\mathcal{M}_{\omega}$ defined by (5.31). Analogously,

$$
\widetilde{K}_{11}^{1}=0, \quad \widetilde{K}_{22}^{1}=0, \quad \widetilde{K}_{21}^{1}=-e^{-i 2(\beta+\omega)} \mathcal{M}_{2 \pi-\omega}
$$

and we arrive at representation (5.33). Representation (5.34) for the operator $\widetilde{K}_{2}$ can be obtained by using the same formulas (5.35) and (5.36), completing the proof.

Let $M$ be the operator of complex conjugation on the space $L_{p}\left(\mathbb{R}^{+}, \alpha\right)$, and let $\widetilde{M}: L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right) \rightarrow L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$ stand for the diagonal operator $\operatorname{diag}(M, M)$. Then from Lemma 5.2.2 we immediately obtain the following result

Proposition 5.2.3. The operator $R_{\omega}$ is isometrically isomorphic to the operator $A_{\omega} \in \mathcal{L}_{a d d}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right)$,

$$
A_{\omega}=\mathcal{A}+\mathcal{B} \widetilde{M}
$$

with

$$
\mathcal{A}=\left(\begin{array}{cc}
0 & e^{-i 2 \beta} \mathcal{M}_{\omega} \\
-e^{-i 2(\beta+\omega)} \mathcal{M}_{2 \pi-\omega} & 0
\end{array}\right)
$$

and

$$
\mathcal{B}=\left(\begin{array}{cc}
-k I & \frac{k}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] \\
\frac{k}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] & -k I
\end{array}\right) .
$$

Thus $A_{\omega}$ is a block Mellin operator with conjugation.
Lemma 5.2.4. Let $\mathcal{M}_{\nu}$ and $\mathcal{N}_{\nu}, \nu \in(0,2 \pi)$ be the operators defined by (5.31) and (5.32), respectively. Then

$$
\begin{equation*}
M \mathcal{M}_{\nu} M=-\mathcal{M}_{2 \pi-\nu}, \quad M \mathcal{N}_{\nu} M=-\mathcal{N}_{2 \pi-\nu} \tag{5.37}
\end{equation*}
$$

The proof of relations (5.37) follows immediately from the definition of the operators $M, \mathcal{M}_{\nu}$ and $\mathcal{N}_{\nu}$.
Lemma 5.2.5. The operator $R_{\omega}: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ is invertible if and only if the block Mellin operator
$\widetilde{A}_{\omega}=\left(\begin{array}{cccc}0 & e^{-i 2 \beta} \mathcal{M}_{\omega} & -k I & \frac{k}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] \\ -e^{-i 2(\beta+\omega)} \mathcal{M}_{2 \pi-\omega} & 0 & \frac{k}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] & -k I \\ -k I & \frac{k}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] & 0 & -e^{i 2 \beta} \mathcal{M}_{2 \pi-\omega} \\ \frac{k}{2}\left[\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right] & -k I & e^{i 2(\beta+\omega)} \mathcal{M}_{\omega} & 0\end{array}\right)$
is so.
The proof follows from Lemmas 1.4.16 and 5.2.4.
Proposition 5.2.6. The operator $R_{\omega}: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ is invertible if and only if the function

$$
\begin{equation*}
F(y)=\frac{\left[y^{2} \sin ^{2} \omega-k^{2} \sinh ^{2}(2 \pi-\omega) y\right]\left[y^{2} \sin ^{2} \omega-k^{2} \sinh ^{2} \omega y\right]}{\sinh ^{4} \pi y} \tag{5.39}
\end{equation*}
$$

does not vanish for all $y \in \mathbb{R}+i(1 / p+\alpha)$.
Proof. The operators $R_{\omega}$ and $\widetilde{A}_{\omega}$ are simultaneously invertible or not. However, $\widetilde{A}_{\omega}$ is a matrix Mellin operator. The conditions of invertibility for such operators are well known, and consist in the invertibility of their symbols (see Section 1.10.2). To find the symbol of the operator $\widetilde{A}_{\omega}$, we compute the symbols of the Mellin operators $\mathcal{M}_{\nu}$ and $\mathcal{N}_{\nu}, \nu \in(0,2 \pi)$. From Sections 1.10.2 and 1.10.3, the symbol $m_{\nu}=m_{\nu}(z)$ of the operator $\mathcal{M}_{\nu}$ is

$$
m_{\nu}(z)=\frac{1}{\pi} \int_{0}^{+\infty} x^{1 / p+\alpha-z i-1} \frac{x \sin \nu}{\left(1-x e^{i \nu}\right)^{2}} d x
$$

Therefore, via formula (3.194.6) of [97] we get

$$
\begin{aligned}
m_{\nu}(z) & =\frac{\sin \nu}{\pi} \int_{0}^{+\infty} \frac{x^{(1+1 / p+\alpha-z i)-1}}{\left(1-x e^{i \nu}\right)^{2}} d x \\
& =-e^{i \nu} \sin \nu \frac{z+i(1 / p+\alpha)}{\sinh \pi(z+i(1 / p+\alpha))} e^{-(\nu-\pi)(z+i(1 / p+\alpha))}, \quad z \in \mathbb{R}
\end{aligned}
$$

Setting $\nu=\omega$ and $y=z+i(1 / p+\alpha)$ we find

$$
m_{\omega}(y)=-e^{-i \omega} \sin \omega \frac{y}{\sinh \pi y} e^{-(\omega-\pi) y}, \quad y=z+i(1 / p+\alpha), z \in \mathbb{R}
$$

Analogously, the symbol $n_{\omega}$ of the operator $\left(\mathcal{N}_{\omega}-\mathcal{N}_{2 \pi-\omega}\right) / 2$ is

$$
n_{\omega}(y)=\frac{\sinh (\pi-\omega) y}{\sinh \pi y}, \quad y=z+i(1 / p+\alpha), \quad z \in \mathbb{R}
$$

Thus the symbol of $\widetilde{A}_{\omega}$ can be represented in the form

$$
\begin{align*}
& \mathcal{A}_{\tilde{A}_{\omega}}(y) \\
& =\left(\begin{array}{cccc}
0 & e^{-i 2 \beta} m_{\omega}(y) & -k & k n_{\omega}(y) \\
-e^{-i 2(\beta+\omega)} m_{2 \pi-\omega}(y) & 0 & k n_{\omega}(y) & -k \\
-k & k n_{\omega}(y) & 0 & -e^{i 2 \beta} m_{2 \pi-\omega}(y) \\
k n_{\omega}(y) & -k & e^{i 2(\beta+\omega)} m_{\omega}(y) & 0
\end{array}\right) . \tag{5.40}
\end{align*}
$$

Let us calculate the determinant of the matrix (5.40). Expanding it by the first two rows yields

$$
\begin{aligned}
\operatorname{det} \mathcal{A}_{\tilde{A}_{\omega}}(y)= & \left(m_{\omega}(y) m_{2 \pi-\omega}(y)\right)^{2}-k^{2} e^{-i 2 \omega} m_{2 \pi-\omega}^{2}(y)+k^{2} m_{2 \pi-\omega}(y) m_{\omega}(y) n_{\omega}^{2}(y) \\
& +k^{2} m_{\omega}(y) m_{2 \pi-\omega}(y) n_{\omega}^{2}(y)-k^{2} e^{i 2 \omega} m_{\omega}^{2}(y)+k^{4}\left(1-n_{\omega}^{2}(y)\right)^{2} \\
= & \sin ^{4} \omega \frac{y^{4}}{\sinh ^{4} \pi y}-k^{2} \sin ^{2} \omega \frac{y^{2}}{\sinh ^{2} \pi y} e^{-2(\pi-\omega) y} \\
& -2 k^{2} \sin ^{2} \omega \frac{y^{2}}{\sinh ^{2} \pi y} \frac{\sinh ^{2}(\pi-\omega) y}{\sinh ^{2} \pi y} \\
& -k^{2} \sin ^{2} \omega \frac{y^{2}}{\sinh ^{2} \pi y} e^{-2(\omega-\pi) y}+k^{4}\left(1-\frac{\sinh (\pi-\omega) y}{\sinh ^{2} \pi y}\right)^{2} \\
= & k^{4} \frac{\sinh ^{2}(2 \pi-\omega) y \sinh ^{2} \omega y}{\sinh ^{4} \pi y}+\frac{y^{4} \sin ^{4} \omega}{\sinh ^{4} \pi y} \\
& -2 k^{2} \frac{y^{2} \sin ^{2} \omega}{\sinh ^{4} \pi y}\left(\sinh ^{2}(\pi-\omega) y \cosh ^{2} \pi y+\sinh ^{2} \pi y \cosh ^{2}(\pi-\omega) y\right) \\
= & \frac{\left[y^{2} \sin ^{2} \omega-k^{2} \sinh ^{2}(2 \pi-\omega) y\right]\left[y^{2} \sin ^{2} \omega-k^{2} \sinh ^{2} \omega y\right]}{\sinh ^{4} \pi y} .
\end{aligned}
$$

Thus the right-hand side of (5.39) represents the determinant of the symbol of $\widetilde{A}_{\omega}$, so the operator $R_{\omega}$ is invertible if and only if the function $F$ does not vanish on the line $y \in \mathbb{R}+i(1 / p+\alpha)$.

Consequently, invertibility of the Muskhelishvili operator $R_{\omega}$ in $\mathcal{L}_{\text {add }}\left(L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)\right)$ depends on whether the function

$$
g_{\gamma, \delta}(z)=k^{2} \sinh ^{2} \gamma(z+i \delta)-(z+i \delta)^{2} \sin ^{2} \gamma, \quad z \in \mathbb{R}
$$

has any zeros when $\delta=1 / p+\alpha$ and $\gamma=\omega$ or $\gamma=2 \pi-\omega$. The behaviour of this function was studied by R. Duduchava [73], who inter alia proved a result which for convenience is formulated here as a lemma.

Lemma 5.2.7. (R.V. Duduchava, [73]). Let $k$ be the coefficient of the boundary problem (5.20). If $\pi<\gamma<2 \pi$, then the transcendental equation

$$
\begin{equation*}
k \sin \gamma \delta=\delta|\sin \gamma| \tag{5.41}
\end{equation*}
$$

has only one solution $\delta=\delta_{\gamma}^{\prime}$ in the interval $(0,1)$ such that

$$
\begin{equation*}
\frac{1}{2}<\delta_{\gamma}^{\prime}<\frac{\pi}{\gamma} \tag{5.42}
\end{equation*}
$$

If $0<\gamma<\pi$, then equation (5.41) does not have any solutions in the interval $(0,1)$.

Remark 5.2.8. A result analogous to Lemma 5.2 .7 has been also presented by J.E. Lewis [140].

From Proposition 5.2.6 and inequality (5.42) of Lemma 5.2 .7 we immediately obtain the following result.
Corollary 5.2.9. There exists $\delta_{\omega}^{\prime}>1 / 2$ such that the operator $R_{\omega}: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow$ $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ is invertible for all $p$ and $\alpha$ satisfying the inequality

$$
0<\frac{1}{p}+\alpha<\delta_{\omega}^{\prime}
$$

The principal significance of this corollary is that it provides us with conditions of invertibility of the local operators $R_{\omega_{j}}, j=1,2, \ldots, l$ from Theorem 5.2.1.

With each operator $R$ of the form (5.29) we can now associate the symbol of $R$, viz.,

$$
\mathcal{A}_{R}(t, z)= \begin{cases}\mathcal{A}_{\tilde{A}_{\omega_{j}}}(z), z \in \mathbb{R} & \text { if } \quad t=c_{j}, \quad j=1,2, \ldots l \\
\left(\begin{array}{cc}
-k & 0 \\
0 & -k
\end{array}\right) & \text { otherwise } .\end{cases}
$$

Theorem 5.2.10. Let $\delta_{\omega_{j}}^{\prime}, j=1,2, \ldots, l$ be defined as in Corollary 5.2.9 for every corner point $c_{j}, j=1,2, \ldots, l$, and let

$$
\delta^{\prime}=\min _{1 \leq j \leq l}\left\{\delta_{\omega_{j}}^{\prime}\right\}
$$

If

$$
\begin{equation*}
0<\max _{1 \leq j \leq l}\left\{\frac{1}{p}+\alpha_{j}\right\}<\delta^{\prime} \tag{5.43}
\end{equation*}
$$

then the Muskhelishvili operator

$$
R: L_{p}(\Gamma, \rho) \rightarrow L_{p}(\Gamma, \rho)
$$

is Fredholm and

$$
\operatorname{ind}_{L_{p}(\Gamma, \rho)} R=0
$$

Proof. The first assertion follows from Theorem 5.2.1 and Corollary 5.2.9. For the second assertion we mention that the index of the operator $R$ is equal to the winding number of the curve $L:=\operatorname{det} \mathcal{A}_{R}(t, z), t \in \Gamma, z \in \mathbb{R}$ around the origin. Homotopy arguments shows that in the case where the operator $R$ is Fredholm, the winding number of the curve $L$ is zero.
Theorem 5.2.11. There exist $\delta$ and $\delta^{\prime}, \delta<1 / 2<\delta^{\prime}$ such that, if

$$
\begin{equation*}
\delta<\min _{1 \leq j \leq l}\left\{\frac{1}{p}+\alpha_{j}\right\} \leq \max _{1 \leq j \leq l}\left\{\frac{1}{p}+\alpha_{j}\right\}<\delta^{\prime} \tag{5.44}
\end{equation*}
$$

then the operator $R$ is Fredholm in both $L_{p}(\Gamma, \rho)$ and $W_{p}^{1}(\Gamma, \rho)$ and has the same index $\kappa=0$ in each of these spaces.

Proof. As we have seen from Theorem 5.2.10, $R$ is a Fredholm operator with index $\kappa=0$ in all spaces $L_{p}(\Gamma, \rho)$ with $p$ and $\rho=\rho\left(\alpha_{1}, \alpha_{1}, \ldots, \alpha_{l}\right)$ satisfying inequality (5.43). On the other hand there exists a $\delta \in(0,1 / 2)$ such that $R$ is a Fredholm operator with index $\kappa=0$ in all spaces $W_{p}^{1}(\Gamma, \rho)$ with $p$ and $\rho$ satisfying the inequality [72, 73]:

$$
\begin{equation*}
\delta<\min _{1 \leq j \leq l}\left\{\frac{1}{p}+\alpha_{j}\right\}<1 \tag{5.45}
\end{equation*}
$$

Comparing inequalities (5.43) and (5.45) completes the proof.
Thus the operator $R$ is Fredholm in both families of the Banach spaces, and its index vanishes. Nevertheless, this operator is not invertible in each of the spaces mentioned, so none of the approximation methods can be applied to $R$ immediately. However, the operator $R$ can be corrected in such a way that the consequent operator is already invertible. Moreover, some additional conditions ensure correspondence between solutions of the respective equations. To be more precise, we consider the operators

$$
\begin{equation*}
R_{j}=R+T_{j}, \quad j=1,2 \tag{5.46}
\end{equation*}
$$

where $T=T_{1}$ if $k$ is defined by (5.21) or (5.22), and $T=T_{2}$ if $k=1$, with

$$
\left(T_{1} \varphi\right)(t)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau}
$$

and

$$
\begin{equation*}
\left(T_{2} \varphi\right)(t)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau}+\frac{1}{t} \frac{1}{2 \pi i} \int_{\Gamma}\left(\frac{\varphi(\tau)}{\tau^{2}} d \tau+\frac{\overline{\varphi(\tau)}}{\bar{\tau}^{2}} \overline{d \tau}\right) \tag{5.47}
\end{equation*}
$$

Let us study properties of the operators $R_{j}, j=1,2$ and their connections with various properties of the Muskhelishvili operators. Note that the operator $R_{2}$ will be studied in more detail, whereas relevant properties of the operator $R_{1}$ will only be mentioned in the end of this section. We start with considering an auxiliary boundary value problem for a pair of analytic functions.
Lemma 5.2.12. If domain $D$ is bounded by simple closed piecewise smooth curve $\Gamma$, then any solution of the exterior boundary value problem

$$
\overline{\varphi_{-}(t)}+\bar{t} \varphi_{-}^{\prime}(t)+\psi_{-}(t)=0, \quad t \in \Gamma
$$

where $\varphi_{-}, \psi_{-} \in W_{p}^{1}(\Gamma, \rho)$ are the boundary values of functions $\varphi$ and $\psi$, analytic in the exterior domain $D^{-}:=\mathbb{C} \backslash \bar{D}$, has the form

$$
\varphi(z)=i r z+c, \quad \psi(z)=-\bar{c}
$$

with an $r \in \mathbb{R}$ and a $c \in \mathbb{C}$.
The proof of Lemma 5.2.12 mainly follows the proof of lemma 5.1.5. However, it is not possible to use the maximum modulus principle now. Instead, one has to consider a function $\psi_{1}: D \rightarrow \mathbb{C}$ defined by $\psi_{1}(z)=-\bar{c}$ for any $z \in D$ and use the uniqueness of the analytic continuation.

Lemma 5.2.13. Let $\Gamma$ be a simple closed piecewise smooth contour and let $f \in$ $W_{p}^{1}(\Gamma, \rho)$. If the Muskhelishvili equation (5.29) is solvable in the space $W_{p}^{1}(\Gamma, \rho)$, then any of its solutions is a boundary value of a function analytic in the domain D.

Proof. Assume that $\varphi_{0} \in W_{p}^{1}(\Gamma, \rho)$ is a solution of equation (5.29) and define two functions $\Phi, \Psi: D^{-} \rightarrow \mathbb{C}$ by

$$
\begin{align*}
& \Phi(z):=-\frac{1}{2 \pi} \int_{\Gamma} \frac{\varphi_{0}(\tau)}{\tau-z} d \tau  \tag{5.48}\\
& \Psi(z):=\frac{1}{2 \pi} \int_{\Gamma} \frac{\overline{\varphi_{0}(\tau)}+\bar{\tau} \varphi_{0}^{\prime}(\tau)-\overline{f(\tau)}}{\tau-z} d \tau
\end{align*}
$$

The functions $\Phi$ and $\Psi$ are analytic in the domain $D^{-}$, so using the SohotskyPlemely formulas one can rewrite equation (5.29) as

$$
\begin{equation*}
\overline{\Phi(t)}+\bar{t} \Phi^{\prime}(t)+\Psi(t)=0, \quad t \in \Gamma \tag{5.49}
\end{equation*}
$$

where $\Phi(t)$ and $\Psi(t)$ are the boundary values of the functions $\Phi(z)$ and $\Psi(z)$ as $z \rightarrow t \in \Gamma$ from the domain $D^{-}$. By Lemma 5.2 .12 any solution of the boundary problem (5.49) has the form

$$
\Phi(z)=i r_{0} z+c_{0}, \quad \Psi(z)=-\bar{c}_{0}
$$

with $r_{0} \in \mathbb{R}$ and $c_{0} \in \mathbb{C}$. On the other hand, the function $\Phi$ is represented via a Cauchy type integral, so it vanishes at infinity. This is possible if and only if $r_{0}=0$ and $c_{0}=0$. Thus, $\Phi(z)=0$ for any $z \in D^{-}$, and our assertion follows from (5.48). In passing note that $\Psi(z)=-\bar{c}_{0}=0$ everywhere in $D^{-}$.

Lemma 5.2.14. If $\Gamma$ is a simple closed piecewise smooth curve, then

$$
\operatorname{ker}_{W_{p}^{1}(\Gamma, \rho)} R=\{i r t+c: r \in \mathbb{R}, c \in \mathbb{C}\}
$$

Proof. Let $\varphi_{0} \in W_{p}^{1}(\Gamma, \rho)$ be a solution of the homogeneous Muskhelishvili equation

$$
\begin{equation*}
R \varphi=0 \tag{5.50}
\end{equation*}
$$

It follows from the proof of Lemma 5.2.13 that

$$
\frac{1}{2 \pi} \int_{\Gamma} \frac{\overline{\varphi_{0}(\tau)}+\bar{\tau} \varphi_{0}^{\prime}(\tau)}{\tau-z} d \tau=0, \quad z \in D^{-}
$$

so the function $\overline{\varphi_{0}(t)}+\bar{t} \varphi_{0}^{\prime}(t)$ is the boundary value of a function $\psi_{0}$ analytic in $D$. Thus functions $\psi_{0}$ and $\varphi_{0}$ satisfy the boundary condition

$$
\psi_{0}(t)=\overline{\varphi_{0}(t)}+\bar{t} \varphi_{0}^{\prime}(t), \quad t \in \Gamma
$$

and Lemma 5.2.12 yields that $\varphi_{0}(t)=i r_{0} t+c_{0}$ with $r_{0} \in \mathbb{R}$ and $c_{0} \in \mathbb{C}$.

Lemma 5.2.15. Let $\Gamma$ be a simple closed piecewise smooth curve, and let $f \in$ $W_{p}^{1}(\Gamma, \rho)$ and satisfy the condition (5.18). If equation

$$
\begin{equation*}
\left(R+T_{2}\right) \varphi=f \tag{5.51}
\end{equation*}
$$

has a solution $\varphi_{0} \in W_{p}^{1}(\Gamma, \rho)$, then $\varphi_{0}$ is also a solution of the Muskhelishvili equation (5.29).

Proof. Let us show that any solution $\varphi_{0} \in W_{p}^{1}(\Gamma, \rho)$ of equation (5.51) has the property

$$
T_{2} \varphi_{0}=0
$$

Analogously to the proof of Lemma 5.2.13, one can introduce two functions $\Phi, \Psi$ : $D \rightarrow \mathbb{C}$ by

$$
\begin{aligned}
& \Phi(z):=-\frac{1}{2 \pi} \int_{\Gamma} \frac{\varphi_{0}(\tau)}{\tau-z} d \tau \\
& \Psi(z):=\frac{1}{2 \pi} \int_{\Gamma} \frac{\varphi_{0}(\tau)}{\tau} d \tau+\frac{1}{z} \frac{1}{2 \pi} \int_{\Gamma}\left(\frac{\varphi_{0}(\tau)}{\tau^{2}} d \tau+\frac{\overline{\varphi_{0}(\tau)}}{\bar{\tau}^{2}} d \bar{\tau}\right) \\
&+\frac{1}{2 \pi} \int_{\Gamma} \frac{\overline{\varphi_{0}(\tau)}+\bar{\tau} \varphi_{0}^{\prime}(\tau)-\overline{f(\tau)}}{\tau-z} d \tau
\end{aligned}
$$

and rewrite the equation (5.51) as an homogeneous exterior boundary problem which again leads to the equation

$$
\begin{equation*}
\Psi(z)=0 \tag{5.52}
\end{equation*}
$$

for all $z \in D^{-}$. Consider the Laurent series expansion of the function $\Psi$ around the point $z_{0}=\infty$ in the domain $|z|>\max _{t \in \Gamma}|t|$. It is

$$
\begin{aligned}
\frac{1}{2 \pi} \int_{\Gamma} \frac{\varphi_{0}(\tau)}{\tau} d \tau+\frac{1}{2 \pi} \int_{\Gamma}\left(\frac{\varphi_{0}(\tau)}{\tau^{2}}\right. & \left.d \tau+\frac{\overline{\varphi_{0}(\tau)}}{\bar{\tau}^{2}} d \bar{\tau}\right) \cdot \frac{1}{z} \\
& +\frac{1}{2 \pi} \int_{\Gamma}\left(\overline{\varphi_{0}(\tau)}+\bar{\tau} \varphi_{0}^{\prime}(\tau)-\overline{f(\tau)}\right) d \tau \cdot \frac{1}{z}+\ldots
\end{aligned}
$$

and from (5.52) one obtains that all Laurent coefficients in the above expansion must be equal to zero. In particular,

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\Gamma} \frac{\varphi_{0}(\tau)}{\tau} d \tau=0 \tag{5.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\Gamma}\left(\frac{\varphi_{0}(\tau)}{\tau^{2}} d \tau+\frac{\overline{\varphi_{0}(\tau)}}{\bar{\tau}^{2}} d \bar{\tau}\right)+\frac{1}{2 \pi} \int_{\Gamma}\left(\overline{\varphi_{0}(\tau)}+\bar{\tau} \varphi_{0}^{\prime}(\tau)-\overline{f(\tau)}\right) d \tau=0 \tag{5.54}
\end{equation*}
$$

Using integration by parts, we rewrite equation (5.54) as

$$
\begin{align*}
& \frac{1}{2 \pi} \int_{\Gamma}\left(\frac{\varphi_{0}(\tau)}{\tau^{2}} d \tau+\frac{\overline{\varphi_{0}(\tau)}}{\bar{\tau}^{2}} d \bar{\tau}\right)  \tag{5.55}\\
& \left.-\frac{1}{2 \pi} \int_{\Gamma}\left(\overline{\varphi_{0}(\tau)} d \tau-\varphi_{0}(\tau) d \bar{\tau}\right)+\frac{1}{2 \pi} \int_{\Gamma} \overline{f(\tau)}\right) d \tau=0
\end{align*}
$$

and notice that the first integral in the left-hand side of (5.55) is a real number, whereas the second and third are pure imaginary (cf. (5.18)). Therefore

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{\Gamma}\left(\frac{\varphi_{0}(\tau)}{\tau^{2}} d \tau+\frac{\overline{\varphi_{0}(\tau)}}{\bar{\tau}^{2}} d \bar{\tau}\right)=0 \tag{5.56}
\end{equation*}
$$

and combining (5.53) and (5.56) completes the proof.
Lemma 5.2.16. Let $\Gamma$ be a simple closed piecewise smooth curve. Then

$$
\operatorname{ker}_{W_{p}^{1}(\Gamma, \rho)}\left(R+T_{2}\right)=0
$$

Proof. Let $\varphi_{0} \in \operatorname{ker}_{W_{p}^{1}(\Gamma, \rho)}\left(R+T_{2}\right)$. Since for the corresponding homogeneous equation condition (5.18) obviously holds, by Lemma $5.2 .15 \varphi_{0} \in \operatorname{ker}_{W_{p}^{1}(\Gamma, \rho)}(R)$, so Lemma 5.2 .14 yields that $\varphi_{0}(t)=i r_{0} t+c_{0}$ with $r_{0} \in \mathbb{R}$ and $c_{0} \in \mathbb{C}$. On the other hand, $\varphi_{0}$ must satisfy relations (5.53) and (5.56). Hence

$$
\frac{1}{2 \pi} \int_{\Gamma} \frac{\varphi_{0}(\tau)}{\tau} d \tau=\frac{1}{2 \pi} \int_{\Gamma} \frac{i r_{0} \tau+c_{0}}{\tau} d \tau=i c_{0}=0
$$

which gives us $c_{0}=0$ and also $r_{0}=0$ because of the identity

$$
\frac{1}{2 \pi} \int_{\Gamma}\left(\frac{\varphi_{0}(\tau)}{\tau^{2}} d \tau+\frac{\overline{\varphi_{0}(\tau)}}{\bar{\tau}^{2}} d \bar{\tau}\right)=\frac{1}{2 \pi} \int_{\Gamma}\left(\frac{i r_{0} \tau}{\tau^{2}} d \tau-i \frac{r_{0} \bar{\tau}}{\bar{\tau}^{2}} d \bar{\tau}\right)=-2 r_{0}=0
$$

Thus the homogeneous equation $\left(R+T_{2}\right) \varphi=0$ has the only solution $\varphi_{0}=0$.
Theorem 5.2.17. Let $\Gamma$ be a piecewise smooth curve, and let $\alpha_{j}, j=1,2, \ldots, l$ satisfy conditions (5.44). Then the operator

$$
R_{j}: L_{p}(\Gamma, \rho) \rightarrow L_{p}(\Gamma, \rho), \quad j=1,2
$$

is invertible. Moreover, if $f \in W_{p}^{1}(\Gamma, \rho)$, then:

1. If $k$ is defined by (5.21) or (5.22), then the solution of the equation

$$
R_{1} \varphi=f_{0}
$$

is simultaneously a solution of the corresponding Muskhelishvili equation (5.29).
2. If $k=1$ and if $f$ satisfies the condition

$$
\operatorname{Re} \int_{\Gamma} \overline{f(\tau)} d \tau=0
$$

then the solution of the equation

$$
\begin{equation*}
R_{2} \varphi=f_{0} \tag{5.57}
\end{equation*}
$$

is simultaneously a solution of the corresponding Muskhelishvili equation (5.29).

Proof. Let us consider the operator $R_{2}$. As was established in Lemma 5.2.16, in the space $W_{p}^{1}(\Gamma, \rho)$ the homogeneous equation

$$
R_{2} \varphi=0
$$

has only the trivial solution. Since $T_{2}$ is a compact operator on $W_{p}^{1}(\Gamma, \rho)$, we have [89]

$$
\operatorname{ind}_{W_{p}^{1}(\Gamma, \rho)} R_{2}=\operatorname{ind}_{W_{p}^{1}(\Gamma, \rho)} R,
$$

so ind ${ }_{W_{p}^{1}(\Gamma, \rho)} R_{2}=0$ and the operator $R_{2}: W_{p}^{1}(\Gamma, \rho) \rightarrow W_{p}^{1}(\Gamma, \rho)$ is invertible. Because of condition (5.44) the operator $R_{2}: L_{p}(\Gamma, \rho) \rightarrow L_{p}(\Gamma, \rho)$ is Fredholm and has the same index zero. However, the space $W_{p}^{1}(\Gamma, \rho)$ is dense in $L_{p}(\Gamma, \rho)$. Since the indices of $R_{2}$ are the same in both $W_{p}^{1}(\Gamma, \rho)$ and $L_{p}(\Gamma, \rho)$ the dimensions of null spaces of $R_{2}$ are equal as well [89], so $\left.\operatorname{dim} \operatorname{ker} R_{2}\right|_{L_{p}(\Gamma, \rho)}=0$ and the operator $R_{2}$ is invertible in $L_{p}(\Gamma, \rho)$. The application of Lemma 5.2.15 completes the proof.

Corollary 5.2.18. The operator $R_{j}, j=1,2$ is invertible in the space $L_{2}(\Gamma)$.
The last results allow us to apply and investigate different approximation methods for the operator $R_{j}$, and simultaneously obtain approximate solutions of the corresponding Muskhelishvili equation (5.29).

### 5.3 Approximation Methods for Equations on Smooth Contours

We start with a study of the stability of various projection methods for the Muskhelishvili equation on simple smooth contours. The assumption on the smoothness of the contour leads to a very nice result. Namely, all approximation methods under consideration converge without any additional conditions.

Let $\Gamma$ be a simple closed Lyapunov curve in the complex plane $\mathbb{C}$ and let $\gamma$ be a 1-periodic parametrization of $\Gamma$, which maps the interval $[0,1)$ one-to-one and onto $\Gamma$ and $\gamma^{\prime}(s) \neq 0$ for every $s \in[0,1)$. This curve divides the complex plane into two domains. As before, the interior domain is denoted by $D$ and we also assume that $0 \in D$.

For definiteness, let us assume that the coefficient $k$ in the Muskhelishvili equation (5.29) is equal to 1 , so

$$
\begin{equation*}
R x(t) \equiv-\overline{x(t)}-\frac{1}{2 \pi i} \int_{\Gamma} \overline{x(\tau)} d \log \frac{\bar{\tau}-\bar{t}}{\tau-t}-\frac{1}{2 \pi i} \int_{\Gamma} x(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t}=f_{0}(t), t \in \Gamma \tag{5.58}
\end{equation*}
$$

Recall that for $k=1$ the auxiliary operator $T_{2}$ in (5.57) is defined by (5.47), and consider the stability of approximation methods based on splines. Let $(f * g)$ denote the convolution of the functions $f$ and $g$,

$$
(f * g)(s)=\int_{\mathbb{R}} f(s-x) g(x) d x
$$

Consider the characteristic function $\chi=\chi(s), s \in \mathbb{R}$ of the interval [0,1), i.e.,

$$
\chi(s)=\left\{\begin{array}{cc}
1 & s \in[0,1) \\
0 & \text { otherwise }
\end{array}\right.
$$

For any $d \in \mathbb{N}$ introduce the function $\phi^{d}$ by

$$
\phi^{d}(s)=\left(\phi^{0} * \phi^{d-1}\right)(s)
$$

where $\phi^{0}(s)=\chi(s), s \in \mathbb{R}$. The functions $\phi^{d}$ generate spline spaces on $\mathbb{R}$. To be more precise, we fix $d \in \mathbb{N}$ and set

$$
\tilde{\phi}(s)=\phi^{d}(s), \quad s \in \mathbb{R}
$$

Also, fix a number $n \in \mathbb{N}$ and for each $j \in \mathbb{Z}$ define the function $\tilde{\phi}_{j n}=\tilde{\phi}_{j n}(s)$ by

$$
\tilde{\phi}_{j n}(s)=\tilde{\phi}(n s-j), s \in \mathbb{R}
$$

Then the set of all linear combinations of $\tilde{\phi}_{j n}, j \in \mathbb{Z}$ is a spline space on $\mathbb{R}$.
Using the above construction one can introduce the corresponding spline spaces on $\Gamma$. Thus, if $\gamma$ is a 1-periodic parametrization of the curve $\Gamma$, then for any $t \in \Gamma$ we set

$$
\phi_{j n}(t)=\tilde{\phi}_{j n}(s), \quad t=\gamma(s), \quad s \in \mathbb{R}
$$

Let $S_{n}^{d}=S_{n}^{d}(\Gamma)$ denote the corresponding spline space on $\Gamma$.

### 5.3.1 Galerkin Method

An approximate solution $x_{n}=x_{n}(t) \in S_{n}^{d}$ of equation (5.58) is sought in the form

$$
\begin{equation*}
x_{n}(t)=\sum_{j=0}^{n-1} c_{j} \phi_{j n}(t), \quad t \in \Gamma \tag{5.59}
\end{equation*}
$$

By $(\cdot, \cdot)$ we denote the usual inner product on $\Gamma$, i.e.,

$$
(f, g)=\int_{\Gamma} f(t) \overline{g(t)}|d t|, \quad f, g \in L_{2}(\Gamma)
$$

The unknown coefficients $c_{j}, j=0,1, \ldots, n-1$ of the approximate solution (5.59) are defined by the system of algebraic equations

$$
\begin{equation*}
\left(R_{2} x_{n}, \phi_{k n}\right)=\left(f_{0}, \phi_{k n}\right), \quad k=0,1, \ldots, n-1 \tag{5.60}
\end{equation*}
$$

where $R_{2}$ is defined by (5.46) and (5.47).
Theorem 5.3.1. Let $\Gamma$ be a simple closed Lyapunov curve, and let $f \in W_{2}^{1}(\Gamma)$. Then there exists $n_{0}$ such that for all $n \geq n_{0}$ the systems of algebraic equations (5.60) are solvable and the sequence $\left(x_{n}\right)_{n \geq n_{0}}$ of approximate solutions (5.59) of equation (5.57) converges to the exact solution of (5.58) in the space $L_{2}(\Gamma)$.

Proof. Denote by $P_{n}$ the orthogonal projections onto the spline subspaces $S_{n}^{d}(\Gamma)$. Then the systems of algebraic equations (5.60) are equivalent to the operator equations

$$
\begin{equation*}
P_{n} R_{2} P_{n} x_{n}=P_{n} f_{0}, \quad n=1,2, \ldots \tag{5.61}
\end{equation*}
$$

Therefore, if we establish the stability of the sequence $\left\{P_{n} R_{2} P_{n}\right\}$, our claim will follow from Theorem 5.2.17, estimate (1.30) and from the corresponding results of approximation theory. Let $M$ refer to the operator of complex conjugation and let $K$ be the operator defined by

$$
\begin{align*}
K x(t)= & -\frac{1}{2 \pi i} \int_{\Gamma} \overline{x(\tau)} d \log \frac{\bar{\tau}-\bar{t}}{\tau-t}-\frac{1}{2 \pi i} \int_{\Gamma} x(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t} \\
& +\frac{1}{2 \pi i} \int_{\Gamma} \frac{x(\tau) d \tau}{\tau}+\frac{1}{t} \frac{1}{2 \pi i} \int_{\Gamma}\left(\frac{x(\tau) d \tau}{\tau^{2}}+\frac{\overline{x(\tau)}}{\bar{\tau}^{2}} d \bar{\tau}\right) \tag{5.62}
\end{align*}
$$

Then the operator $P_{n} R_{2} P_{n}$ can be written as $P_{n} R_{2} P_{n}=-P_{n} M P_{n}+P_{n} K P_{n}$. Using the easily verified equality $M P_{n}=P_{n} M$, we immediately obtain

$$
\begin{equation*}
P_{n} R_{2} P_{n}\left(-P_{n} M P_{n}\right)=P_{n}-P_{n} K M P_{n} \tag{5.63}
\end{equation*}
$$

By Corollary 5.2.18 the operator $R_{2}$ is invertible on the space $L_{2}(\Gamma)$. We can thus introduce operators $B_{n}: \operatorname{im} P_{n} \longrightarrow \operatorname{im} P_{n}$ by

$$
B_{n}=-P_{n} M P_{n}+P_{n} R_{2}^{-1} K M P_{n}
$$

Then by (5.63),

$$
\begin{align*}
\left(P_{n} R_{2} P_{n}\right) B_{n} & =\left(P_{n} R_{2} P_{n}\right)\left(-P_{n} M P_{n}\right)+\left(P_{n} R_{2} P_{n}\right)\left(P_{n} R_{2}^{-1} K M P_{n}\right) \\
& =P_{n}-P_{n} K M P_{n}+P_{n} R_{2} P_{n} R_{2}^{-1} K M P_{n} \\
& =P_{n}-P_{n} R_{2}\left(I-P_{n}\right)\left(R_{2}^{-1} K M\right) P_{n} . \tag{5.64}
\end{align*}
$$

But by Lemma 5.21 of [183] the projections $P_{n}$ converge strongly to the identity operator. Since $\Gamma$ is a Lyapunov curve, the operator $K$ is compact on $L_{2}(\Gamma)$, [162]. Therefore, the sequence $\left\{P_{n} R_{2}\left(I-P_{n}\right) R_{2}^{-1} K M P_{n}\right\}$ converges uniformly to 0 as $n \longrightarrow \infty$. Hence, the operators in the right-hand side of (5.64) are invertible on im $P_{n}$ for all $n$ sufficiently large and the norms of their inverses are bounded, for example by 2 .

This implies the invertibility from the right of the operators $\left(P_{n} R_{2} P_{n}\right)$ and the inequality

$$
\left\|\left(P_{n} R_{2} P_{n}\right)^{-1} P_{n}\right\| \leq 2\left\|B_{n}\right\| \leq 2+2\left\|R_{2}^{-1} K\right\|
$$

for the norms of the right inverses. The left invertibility of $P_{n} R_{2} P_{n}$ can be proved analogously. Thus, the sequence $\left\{P_{n} R_{2} P_{n}\right\}$ is stable and the proof of Theorem 5.3.1 follows from Theorem 5.2.17 and estimate (1.30).

Taking into account the stability of the method, Theorem 5.2.17, and inequality (1.30), one easily obtains error estimates. More precisely, if the right-hand side $f$ in (5.47) belongs to $W_{2}^{1}(\Gamma)$, then $f_{0} \in W_{2}^{1}(\Gamma)$ [91], and the solution $x$ of (5.58) belongs to $W_{2}^{1}(\Gamma)$ as well, [73]. Therefore, by [183, p. 44]

$$
\left\|x-P_{n} x\right\|_{L_{2}(\Gamma)} \leq \frac{d_{1}}{n}\|x\|_{W_{2}^{1}(\Gamma)}
$$

and

$$
\left\|f_{0}-P_{n} f_{0}\right\|_{L_{2}(\Gamma)} \leq \frac{d_{2}}{n}\left\|f_{0}\right\|_{W_{2}^{1}(\Gamma)}
$$

where $d_{1}, d_{2}$ are constants independent of $x, f_{0}$ and $n$. Hence

$$
\begin{aligned}
\left\|x-x_{n}\right\|_{L_{2}(\Gamma)} \leq & \left\|x-P_{n} x\right\|_{L_{2}(\Gamma)}+\left\|A_{n}^{-1} P_{n}\right\|\left(\left\|P_{n} A P_{n} x-A P_{n} x\right\|_{L_{2}(\Gamma)}\right. \\
& \left.+\left\|A P_{n} x-A x\right\|_{L_{2}(\Gamma)}+\left\|f_{0}-P_{n} f_{0}\right\|_{L_{2}(\Gamma)}\right) \leq \frac{d_{3}}{n},
\end{aligned}
$$

where the constant $d_{3}$ is independent of $n$.

### 5.3.2 The $\varepsilon$-Collocation Method

Let $0 \leq \varepsilon<1$ be a real number and let $t_{j}^{(n)} \in \Gamma$ be defined as

$$
t_{j}^{(n)}=\gamma\left(\frac{j+\varepsilon}{n}\right), \quad j=0,1, \ldots, n-1
$$

The approximate solution of equation (5.58) is again sought in the form (5.59) but the unknown coefficients $c_{j}, j=0,1, \ldots, n-1$ will be obtained from the system

$$
\begin{equation*}
R_{2} x_{n}\left(t_{j}^{(n)}\right)=f_{0}\left(t_{j}^{(n)}\right), \quad j=0,1, \ldots, n-1 \tag{5.65}
\end{equation*}
$$

The collocation method is considered in the context of the space $\mathbf{C}(\Gamma)$. It follows from [183, p. 64], that if $d$ is odd and $\varepsilon \neq 1 / 2$ or if $d$ is even and $\varepsilon \neq 0$, then there exists a uniquely determined interpolation projection $L_{n}$ onto the space $S_{n}^{d}(\Gamma)$ such that

$$
L_{n} f\left(t_{j}^{(n)}\right)=f\left(t_{j}^{(n)}\right)
$$

Using this notation and recalling the remark after (5.61), we see that the system (5.65) is equivalent to the operator equation

$$
\begin{equation*}
L_{n} R_{2} P_{n} x_{n}=L_{n} f_{0}, \quad n \in \mathbb{N} \tag{5.66}
\end{equation*}
$$

However, the projections $L_{n}$ are not defined on the space $L_{2}(\Gamma)$. Hence, to be able to study the collocation method we have to consider the operator $R_{2}$ on a more appropriate space.

Theorem 5.3.2. Let $\Gamma$ be a simple closed curve and let its parametrization $\gamma$ be twice continuously differentiable on $[0,1]$. Assume that $f \in W_{2}^{1}(\Gamma)$. Then there exists an integer $n_{0}$ such that equations (5.66) are solvable for all $n \geq n_{0}$, and the sequence $\left\{x_{n}\right\}_{n \geq n_{0}}$ converges to a solution of equation (5.58) in the norm of $\mathbf{C}(\Gamma)$. More precisely, there is a constant $d_{4}$ such that for all $n \geq n_{0}$ the estimate

$$
\begin{equation*}
\left\|x-x_{n}\right\|_{\mathbf{C}(\Gamma)} \leq \frac{d_{4}}{n} \tag{5.67}
\end{equation*}
$$

holds.
Proof. We now consider the operator $R_{2}$ on the space $\mathbf{C}(\Gamma)$. First of all we mention that if $\gamma$ is twice continuously differentiable, then the operator $K$ of (5.62), is compact on $C(\Gamma)$. Really, this claim is obvious for the operator $T$ because the kernels of the corresponding integral operators are continuous. Therefore consider for instance the operator $T_{1}$,

$$
T_{1} x(t)=\frac{1}{2 \pi i} \int_{\Gamma} x(\tau) d \frac{\bar{\tau}-\bar{t}}{\tau-t}=\int_{\Gamma} K_{1}(t, \tau) x(\tau) d \tau
$$

The kernel $K_{1}(t, \tau)$ of this integral operator has the form

$$
K_{1}(t, \tau)=\frac{1}{2 \pi i}\left[\frac{(\tau-t) \frac{d \bar{\tau}}{d \tau}-(\bar{\tau}-\bar{t})}{(\tau-t)^{2}}\right]
$$

Since the curve $\Gamma$ does not have any intersections with itself, the function $K_{1}$ is obviously continuous for $\tau \neq t$. Let us study the behaviour of the expression

$$
\Phi_{1}(t, \tau)=\frac{(\tau-t) d \bar{\tau}-(\bar{\tau}-\bar{t}) d \tau}{(\tau-t)^{2}}
$$

when $\tau$ tends to $t$. Setting $\tau=\gamma(\sigma), t=\gamma(s), \sigma, s \in[0,1), \sigma \neq s$ and using the twice continuous differentiability of the function $\gamma$, we get as $\sigma \longrightarrow s$,

$$
\Phi_{1}(t, \tau)=\frac{i \operatorname{Im}\left(\overline{\gamma^{\prime \prime}(\sigma)} \gamma^{\prime}(\sigma)\right)+o(1)}{\left[\gamma^{\prime}(\sigma)\right]^{2}}
$$

Hence

$$
\lim _{\tau \longrightarrow t} \Phi_{1}(t, \tau)=i \frac{\operatorname{Im}\left(\overline{\gamma^{\prime \prime}(s)} \gamma^{\prime}(s)\right)}{\left[\gamma^{\prime}(s)\right]^{2}}
$$

thus the function $\Phi_{1}(t, \tau)$ is continuous for all $t, \tau$ on $\Gamma$, and the operator $T_{1}$ : $\mathbf{C}(\Gamma) \longrightarrow \mathbf{C}(\Gamma)$ is compact. The compactness of the remaining integral operator $T_{2}$,

$$
T_{2} x(t)=-\frac{1}{2 \pi i} \int_{\Gamma} \overline{x(\tau)} d \log \frac{\bar{\tau}-\bar{t}}{\tau-t}=\int_{\Gamma} K_{2}(t, \tau) \overline{x(\tau)} d \tau
$$

can be shown in the same way, thus obtaining

$$
\lim _{\tau \longrightarrow t} \Phi_{2}(t, \tau)=i \frac{\operatorname{Im}\left(\overline{\gamma^{\prime \prime}(s)} \gamma^{\prime}(s)\right)}{\left|\gamma^{\prime}(s)\right|^{2}} .
$$

Now we can show the invertibility of the operator $R_{2}$ on the space $\mathbf{C}(\Gamma)$. Since $K$ is compact, the standard Fredholm theory implies that the index of the operator $R_{2}$ considered on $\mathbf{C}(\Gamma)$, is equal to zero. The space $\mathbf{C}(\Gamma)$ is dense in $L_{2}(\Gamma)$ and by Theorem 5.2.10 the index of $R_{2}$ on $L_{2}(\Gamma)$ is equal to zero. Therefore, by [89] the dimensions of the kernels of the operator $R_{2}$ on the spaces $L_{2}(\Gamma)$ and $\mathbf{C}(\Gamma)$ coincide. However the operator $R_{2}: L_{2}(\Gamma) \longrightarrow L_{2}(\Gamma)$ is invertible, hence dim $\left.\operatorname{ker} R_{2}\right|_{L_{2}(\Gamma)}=0$. This implies dim ker $\left.R_{2}\right|_{\mathbf{C}(\Gamma)}=0$. Taking into account that the index of the operator $R_{2}: \mathbf{C}(\Gamma) \longrightarrow \mathbf{C}(\Gamma)$ is also zero, one obtains the invertibility of the operator $R_{2}$ on the Banach space $C(\Gamma)$.

The next steps mainly follow the Proof of Theorem 5.3.1. Representing the operator $L_{n} R_{2} P_{n}$ in the form

$$
L_{n} R_{2} P_{n}=-L_{n} M P_{n}+L_{n} K P_{n}
$$

and multiplying the latter expression by the operator

$$
\tilde{B}_{n}=-L_{n} M P_{n}+L_{n} R_{n}^{-1} K M P_{n}
$$

one obtains

$$
\left(L_{n} R_{2} P_{n}\right) \tilde{B}_{n}=P_{n}-L_{n} R_{2}\left(I-L_{n}\right) R_{2}^{-1} K M P_{n}
$$

Since by Lemma 5.28 of [183] the sequence $\left\{I-L_{n}\right\}_{n \in \mathbb{N}}$ is uniformly bounded, the approximation properties of the splines guarantee that the sequence converges strongly to zero on $\mathbf{C}(\Gamma)$. Also observing that the operator $R^{-1} K M$ is compact, we get that for all $n$ large enough the operators $L_{n} R_{2} P_{n}: \operatorname{im} P_{n} \longrightarrow \operatorname{im} P_{n}$ are right invertible and their right inverses are uniformly bounded. Since these operators are finite-dimensional their invertibility on im $P_{n}$ follows. Having proved the stability of the sequence $\left\{L_{n} R_{2} P_{n}\right\}$ we again can use the inequality (1.30) to establish the estimate (5.67), and hence, convergence of the collocation method.

### 5.3.3 Qualocation Method

Here we consider the stability of the following version of the qualocation method for the Muskhelishvili equation.

Let $0<\varepsilon_{1}<\varepsilon_{2}<\ldots<\varepsilon_{m}<1$ and $\omega_{1}, \omega_{2}, \ldots, \omega_{m}$, be positive numbers such that $\omega_{1}+\omega_{2}+\ldots+\omega_{m}=1$ and let $t_{j, \varepsilon_{k}}^{(n)}=\gamma\left(\left(j+\varepsilon_{k}\right) / n\right), j \in \mathbb{Z}, k=1,2, \ldots, m$. By $Q_{n}$ we denote the quadrature formula

$$
Q_{n}(g)=\sum_{j=0}^{n-1} \sum_{r=1}^{m} \omega_{r} g\left(t_{j, \varepsilon_{r}}^{(n)}\right) .
$$

The approximate solution of equation (5.58) is sought in the form (5.59) but in contrast to (5.60) the coefficients $c_{j}, j=0,1, \ldots, n-1$ are determined from the system of algebraic equations

$$
\begin{equation*}
Q_{n}\left(R_{2} x_{n}, v\right)=Q_{n}\left(f_{0}, v\right), \quad x_{n} \in S_{n}^{d}(\Gamma) \tag{5.68}
\end{equation*}
$$

for all $v \in S_{n}^{0}(\Gamma)$, where $S_{n}^{0}(\Gamma)$ denotes the space of piecewise constant splines on $\Gamma$. Recall that such a spline qualocation method, though with the more general spline space $S_{n}^{\mu}(\Gamma)$ in place of $S_{n}^{0}(\Gamma)$, was studied in Section 2.9 for the Cauchy singular integral equations on the unit circle $\Gamma$.
Theorem 5.3.3. . Let $\Gamma$ be a simple closed curve such that its parametrization $\gamma$ is a twice continuously differentiable function on $[0,1]$. Assume also that $f \in W_{2}^{1}(\Gamma)$, and let $\varepsilon_{r} \in(0,1)$ be real numbers such that $\varepsilon_{r} \neq 1 / 2, r=1,2, \ldots, m$ if $d$ is odd. Then there exists an integer $n_{0}$ such that for all $n \geq n_{0}$ equations (5.68) are solvable and the corresponding approximate solutions $x_{n}$ converge to an exact solution of equation (5.58) in the norm of $\mathbf{C}(\Gamma)$.
Proof. The operators $A_{n}: S_{n}^{d}(\Gamma) \longrightarrow S_{n}^{d}(\Gamma)$ corresponding to the left-hand side of (5.68) can be represented in the form

$$
\begin{equation*}
A_{n}=\sum_{r=1}^{m} \omega_{r} L_{n}^{\varepsilon_{r}} R_{2} P_{n} \tag{5.69}
\end{equation*}
$$

where $L_{n}^{\varepsilon_{r}}$ denotes the interpolation projection onto the spline space $S_{n}^{d}(\Gamma)$ satisfying the property

$$
L_{n}^{\varepsilon_{r}} u\left(t_{j, \varepsilon_{r}}\right)=u\left(t_{j, \varepsilon_{r}}\right), \quad j=0,1, \ldots, n-1
$$

Since $R_{2}=-M+K$ and $L_{n}^{\varepsilon_{r}} M P_{n}=M P_{n}=L_{n}^{\varepsilon_{1}} M P_{n}$ for any $r=1,2, \ldots, m$ we can rewrite (5.69) as

$$
A_{n}=-L_{n}^{\varepsilon_{1}} M P_{n}+L_{n}^{\varepsilon_{1}} K P_{n}+\sum_{r=2}^{m} \omega_{r}\left(L_{n}^{\varepsilon_{r}}-L_{n}^{\varepsilon_{1}}\right) K P_{n}
$$

The sequence $\left\{L_{n}^{\varepsilon_{r}}-L_{n}^{\varepsilon_{1}}\right\}$ converges strongly to 0 on the space $\mathbf{C}(\Gamma)$ as $n \longrightarrow \infty$. Taking into account the compactness of $K$ we deduce that $\left\|\sum_{r=2}^{m} \omega_{r}\left(L_{n}^{\varepsilon_{r}}-L_{n}^{\varepsilon_{1}}\right) K P_{n}\right\| \longrightarrow 0$ as $n \longrightarrow \infty$. Now we can proceed as in the proofs of Theorems 5.3.1 and 5.3.2.

### 5.3.4 Biharmonic Problem

Let us now study constructions connected with approximate solution of the biharmonic problem. For definiteness we assume that the boundary $\Gamma$ of a domain $D$ satisfies conditions of Section 5.3, and consider the boundary value problem

$$
\begin{align*}
& \left.\Delta^{2} \mathbf{U}\right|_{D}=0, \\
& \left.\frac{\partial \mathbf{U}}{\partial x}\right|_{\Gamma}=G_{1},\left.\quad \frac{\partial \mathbf{U}}{\partial y}\right|_{\Gamma}=G_{2}, \tag{5.70}
\end{align*}
$$

under the assumption $G_{1}, G_{2} \in W_{2}^{1}(\Gamma)$. By Lemma 5.1.3, any solution of (5.70) can be represented in the form

$$
\begin{equation*}
\operatorname{Re}[\bar{z} \varphi(z)+\chi(z)], \quad z \in D \tag{5.71}
\end{equation*}
$$

where $\varphi$ and $\chi$ are analytic functions in the domain $D$ satisfying the boundary condition

$$
\begin{equation*}
\varphi(t)+\overline{t \varphi^{\prime}(t)}+\overline{\chi^{\prime}(t)}=f(t), \quad t \in \Gamma \tag{5.72}
\end{equation*}
$$

with the right-hand side $f(t):=G_{1}(t)+i G_{2}(t)$. As was already mentioned, the function $\varphi$ can be obtained as a solution of the Muskhelishvili equation (5.58). On the other hand, relation (5.72) allows us to express the boundary value $\chi^{\prime}(t)$, $t \in \Gamma$, for the analytic function $\chi^{\prime}$, viz.,

$$
\begin{equation*}
\chi^{\prime}(t)=\overline{f(t)}-\overline{\varphi(t)}-\bar{t} \varphi^{\prime}(t) . \tag{5.73}
\end{equation*}
$$

Making the substitution $t=\gamma(\sigma)$ in (5.73) and multiplying the resulting expression by $\gamma^{\prime}(\sigma)$, we obtain

$$
\begin{equation*}
\chi^{\prime}(\gamma(\sigma)) \gamma^{\prime}(\sigma)=\overline{f(\gamma(\sigma))} \gamma^{\prime}(\sigma)-\overline{\varphi(\gamma(\sigma))} \gamma^{\prime}(\sigma)-\overline{\gamma(\sigma)} \varphi^{\prime}(\gamma(\sigma)) \gamma^{\prime}(\sigma) . \tag{5.74}
\end{equation*}
$$

Taking integrals of both sides of (5.74) and using integration by parts for the last integral in (5.74) we get

$$
\begin{align*}
\chi(\gamma(s))= & \int_{0}^{s} \overline{f(\gamma(\sigma))} \gamma^{\prime}(\sigma) d \sigma-\int_{0}^{s} \overline{\varphi(\gamma(\sigma))} \gamma^{\prime}(\sigma) d \sigma \\
& +\int_{0}^{s} \overline{\gamma^{\prime}(\sigma)} \varphi(\gamma(\sigma)) d \bar{\sigma}-\overline{\gamma(s)} \varphi(\gamma(s))+\overline{\gamma(0)} \varphi(\gamma(0))+c \tag{5.75}
\end{align*}
$$

where $c \in \mathbb{C}$ is an arbitrary constant. If $t$ denotes the point $\gamma(s)$ and if $\Gamma_{t}$ denotes the arc of $\Gamma$ joining the points $t_{0}=\gamma(0)$ and $t=\gamma(s)$, then representation (5.75) takes the form

$$
\chi(t)=\int_{\Gamma_{t}} \overline{f(\tau)} d \tau-\int_{\Gamma_{t}} \overline{\varphi(\tau)} d \tau+\int_{\Gamma_{t}} \varphi(\tau) d \bar{\tau}-\bar{t} \varphi(t)+\bar{t}_{0} \varphi\left(t_{0}\right)+C .
$$

Thus having obtained the boundary representations $\varphi(t)$ and $\chi(t), t \in \Gamma$ of the analytic functions $\varphi$ and $\chi$ one can retrieve these functions via the Cauchy integrals, viz.,

$$
\varphi(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi(\tau) d \tau}{\tau-z}, \quad \chi(z)=\frac{1}{2 \pi i} \int_{\Gamma} \frac{\chi(\tau) d \tau}{\tau-z}, \quad z \in D .
$$

Then using the Goursat representation (5.71) one can get a solution of the biharmonic problem (5.6).

Assume now that we have available an approximate solution $\varphi_{n}$ of the Muskhelishvili equation (5.58) and let

$$
\begin{equation*}
\left\|\varphi-\varphi_{n}\right\|_{\mathbf{C}} \leq \epsilon_{n}, \quad n \geq n_{0} \tag{5.76}
\end{equation*}
$$

From formulas (5.74), (5.75) we can also obtain an approximation for the function $\chi$, viz.,

$$
\chi_{n}(t)=\int_{\Gamma_{t}} \overline{f(\tau)} d \tau-\int_{\Gamma} \overline{\varphi_{n}(\tau)} d \tau+\int_{\Gamma} \varphi_{n}(\tau) d \bar{\tau}-\bar{t} \varphi_{n}(t)+\bar{t}_{0} \varphi_{n}\left(t_{0}\right)+C
$$

Now taking into account (5.76) one can easily find

$$
\begin{equation*}
\left\|\chi_{n}-\chi\right\|_{\mathbf{C}} \leq d_{1} \epsilon_{n} \tag{5.77}
\end{equation*}
$$

where $d_{1}$ is a constant independent of $n$. Then

$$
\begin{equation*}
\tilde{\varphi}_{n}(z) \equiv \frac{1}{2 \pi i} \int_{\Gamma} \frac{\varphi_{n}(\tau) d \tau}{\tau-z}, \quad \tilde{\chi}_{n}(z) \equiv \frac{1}{2 \pi i} \int_{\Gamma} \frac{\chi_{n}(\tau) d \tau}{\tau-z}, \quad z \in D \tag{5.78}
\end{equation*}
$$

and using the Goursat representation (5.71) once more, one obtains

$$
\begin{equation*}
U_{n}(x, y) \equiv \operatorname{Re}\left[\bar{z} \tilde{\varphi}_{n}(z)+\tilde{\chi}_{n}(z)\right], \quad z=x+i y \in D \tag{5.79}
\end{equation*}
$$

Theorem 5.3.4. Let the approximate solution $\varphi_{n}, n \geq n_{0}$ of the Muskhelishvili equation (5.58) satisfy inequality (5.76). Then for any compact subset $K$ of $D$ the approximate solution (5.79) of the biharmonic problem satisfies the estimate

$$
\begin{equation*}
\sup _{(x, y) \in K}\left|U_{n}(x, y)-U(x, y)\right| \leq d_{2} \epsilon_{n}, \quad n \geq n_{0} \tag{5.80}
\end{equation*}
$$

where $d_{2}$ is independent of the point $(x, y) \in K$, parameter $n \in \mathbb{N}$, and where $U$ is the exact solution of the biharmonic problem (5.70).

Proof. Using the above construction we have

$$
\begin{aligned}
& \left|U_{n}(x, y)-U(x, y)\right| \\
& \leq \frac{|z|}{2 \pi} \int_{\Gamma} \frac{\left|\varphi_{n}(\tau)-\varphi(\tau)\right|}{|\tau-z|}|d \tau|+\frac{1}{2 \pi} \int_{\Gamma} \frac{\left|\chi_{n}(\tau)-\chi(\tau)\right|}{|\tau-z|}|d \tau| \\
& \leq \frac{|\Gamma|}{2 \pi \operatorname{dist}(K, \Gamma)}\left[\max _{z \in \Gamma}|z|+d_{1}\right] \epsilon_{n}
\end{aligned}
$$

where $|\Gamma|$ stands for the length of $\Gamma$ and the constant $d_{1}$ is taken from (5.77).
Remark 5.3.5. Estimate (5.80) contains the constant $[\operatorname{dist}(K, \Gamma)]^{-1}$ which grows if the boundary of $K$ tends to $\Gamma$. The estimate can be improved if it is known that the functions $\varphi_{n}(t), \chi_{n}(t), n \geq n_{0}$ belong to a subspace $W(\Gamma)$ of $\mathbf{C}(\Gamma)$ such that the Cauchy integral operator $S$,

$$
S x(t)=\frac{1}{\pi i} \int_{\Gamma} \frac{x(\tau) d \tau}{\tau-t}, \quad t \in \Gamma
$$

is bounded on $W(\Gamma)$, i.e., if there exists a constant $d_{3}$ such that

$$
\|S x\|_{\mathbf{C}} \leq d_{3}\|x\|_{\mathbf{C}}
$$

for any $x \in W(\Gamma)$. Then instead of $\varphi_{n}$ and $\chi_{n}$ one can use in (5.78) the functions

$$
\hat{\varphi}_{n}(t)=\left(P \varphi_{n}\right)(t), \quad \hat{\chi}_{n}(t)=\left(P \chi_{n}\right)(t)
$$

with $P=\frac{1}{2}(I+S)$. Since $\varphi$ and $\chi$ are boundary values of analytic functions in $D$ we have

$$
\begin{aligned}
& \left\|\varphi-\hat{\varphi}_{n}\right\|_{\mathbf{C}}=\left\|P\left(\varphi-\varphi_{n}\right)\right\|_{\mathbf{C}} \leq d_{3}\left\|\varphi-\varphi_{n}\right\|_{\mathbf{C}} \\
& \left\|\chi-\hat{\chi}_{n}\right\|_{\mathbf{C}}=\left\|P\left(\chi-\chi_{n}\right)\right\|_{\mathbf{C}} \leq d_{3}\left\|\chi-\chi_{n}\right\|_{\mathbf{C}}
\end{aligned}
$$

An approximate solution for the biharmonic problem can now be constructed as

$$
\hat{U}_{n}(x, y)=\operatorname{Re}\left[\widetilde{\bar{z}} \widetilde{\hat{\varphi}_{n}}(z)+\widetilde{\hat{\chi}_{n}}(z)\right]
$$

However, to estimate the error now one can use the maximum principle for analytic functions. This gives us

$$
\sup _{(x, y) \in D}\left|\hat{U}_{n}(x, y)-U(x, y)\right| \leq d_{4} \epsilon_{n}
$$

### 5.4 Approximation Methods for the Muskhelishvili Equation on Special Contours

Let $\Gamma_{\beta, \omega}, \beta \in[0,2 \pi), \omega \in(0,2 \pi), \omega \neq \pi$ be as above. In this section we examine the stability of approximation methods based on piecewise constant splines for the Muskhelishvili equation

$$
R_{\omega} x=y, \quad x, y \in L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)
$$

considered on the curve $\Gamma_{\beta, \omega}$. The corresponding methods represent the so-called local models, which are of great importance in studying approximation methods for equations on piecewise smooth contours. More precisely, the stability conditions of approximation methods for equation (5.29) can be formulated in terms of the local models mentioned.

First of all, we construct spline spaces on $\Gamma_{\beta, \omega}$. Let $\chi_{[0,1)}=\chi_{[0,1)}(s), s \in \mathbb{R}$, denote the characteristic function of the interval $[0,1)$. For any positive integer $m$, let us introduce the function

$$
\psi^{m}(s):=\left(\psi^{0} * \psi^{m-1}\right)(s), \quad s \in \mathbb{R}
$$

with

$$
\psi^{0}(s)=\chi_{[0,1)}(s), \quad s \in \mathbb{R}
$$

where $(f * g)$ denotes the convolution of the functions $f$ and $g$, i.e.,

$$
(f * g)(s):=\int_{\mathbb{R}} f(s-x) g(x) d x
$$

From now on we fix $m \in \mathbb{N}$ and set

$$
\begin{equation*}
\psi(s)=\psi^{m}(s), \quad s \in \mathbb{R} \tag{5.81}
\end{equation*}
$$

As a next step we also fix a positive integer $n$ and, for each $k \in \mathbb{N}$, we define the function $\psi_{k n}=\psi_{k n}(s)$ by

$$
\begin{equation*}
\psi_{k n}(s):=\psi(n s-k), \quad s \in \mathbb{R} \tag{5.82}
\end{equation*}
$$

Lemma 5.4.1. Let $\psi$ denote the function defined by (5.81). Then

1. $\operatorname{supp}\{\psi\} \subset[0, m+1]$;
2. for every $s \geq 0$ one has

$$
\begin{equation*}
\psi(-s+m+1)=\psi(s) \tag{5.83}
\end{equation*}
$$

Proof. Both assertions of this lemma can be proved by induction. We show the second one only. Thus, if $m=1$, then

$$
\psi(s)=\left\{\begin{array}{cl}
s & \text { if } 0 \leq s<1 \\
2-s & \text { if } 1 \leq s<2 \\
0 & \text { otherwise }
\end{array}\right.
$$

and (5.83) is obvious. Suppose that equality (5.83) is satisfied for $k=m$ and consider the case $k=m+1$. One has

$$
\begin{aligned}
\psi^{m+1}(-s+m+2) & =\int_{\mathbb{R}} \chi_{[0,1)}(-s+m+2-x) \psi^{m}(x) d x \\
& =\int_{\mathbb{R}} \chi_{[0,1)}(-s+1+u) \psi^{m}(-u+m+1) d u \\
& =\int_{\mathbb{R}} \chi_{[0,1)}(-s+1+u) \psi^{m}(u) d u \\
& =\int_{\mathbb{R}} \chi_{[0,1)}(s-u) \psi^{m}(u) d u=\psi^{m+1}(s),
\end{aligned}
$$

which completes the proof.
Now we are able to introduce spline spaces on $\Gamma_{\beta, \omega}$. Namely, we denote by $S_{n}^{\beta, \omega}$ the smallest closed subspace of $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ which contains all the functions

$$
\widetilde{\phi}_{k}^{(n)}(t):= \begin{cases} \begin{cases}\psi_{k n}(s) & \text { if } \\
\begin{array}{ll} 
& t=e^{i \beta} s
\end{array} & k \geq 0 \\
0 & \text { otherwise }\end{cases} \\
\begin{cases}\psi_{k-m, n}(s) & \text { if } \quad t=e^{i(\beta+\omega)} s \\
0 & \text { otherwise }\end{cases} & k<0\end{cases}
$$

Let us consider the semi-linear form

$$
\langle f, g\rangle:=\int_{\Gamma_{\beta, \omega}} f(t) \overline{g(t)}|d t|
$$

where $f \in L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right), g \in L_{q}\left(\Gamma_{\beta, \omega},-\alpha\right)$ and $1 / p+1 / q=1$. The Galerkin projection operators $\widetilde{L}_{n}$ from $L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)$ onto $S_{n}^{\beta, \omega}$ can be defined by the relations

$$
\left\langle\widetilde{L}_{n} f, \phi_{k n}\right\rangle:=\left\langle f, \phi_{k n}\right\rangle \quad \text { for } \quad f \in L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \quad \text { and } \quad \phi_{k n} \in S_{n}^{\beta, \omega} .
$$

It is known [102] that the operators $\widetilde{L}_{n}, n=1,2, \ldots$ are well defined and the sequence ( $\widetilde{L}_{n}$ ) converges strongly to the identity operator $I$ as $n$ tends to $\infty$.

Our task now is to establish stability conditions for the sequence of Galerkin operators ( $\widetilde{L}_{n} R_{\omega} \widetilde{L}_{n}$ ) in the case where $R_{\omega}$ is the Muskhelishvili operator (5.30). To proceed with this problem we have to recall some notions. Following Section 5.2 consider the mapping $\eta: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$ defined by

$$
\eta(f)=\left(\eta_{1}(f), \eta_{2}(f)\right)^{T}
$$

where

$$
\begin{aligned}
& \eta_{1}(f)(s)=f\left(s e^{i(\beta+\omega)}\right), \quad s \in \mathbb{R}^{+} \\
& \eta_{2}(f)(s)=f\left(s e^{i \beta}\right), \quad s \in \mathbb{R}^{+}
\end{aligned}
$$

Recall that the mapping $\eta: L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right) \rightarrow L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)$ is invertible and $A \rightarrow \eta A \eta^{-1}$ is an isometric algebra isomorphism of $\mathcal{L}\left(L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)\right)$ onto $\mathcal{L}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right)$.
Lemma 5.4.2. Let $S_{n}$ be the smallest closed subspace of $L_{p}\left(\mathbb{R}^{+}, \alpha\right)$ which contains all functions $\psi_{k n}=\psi_{k n}(s), s \in \mathbb{R}^{+}$of (5.82) with $k \geq 0$ and let $L_{n}: L_{p}\left(\mathbb{R}^{+}, \alpha\right) \rightarrow$ $S_{n}$ denote the Galerkin projection onto $S_{n}$. Then for every $n \in \mathbb{N}$ the operator $\widetilde{L}_{n} \in \mathcal{L}\left(L_{p}\left(\Gamma_{\beta, \omega}, \alpha\right)\right)$ is isometrically isomorphic to the operator $\operatorname{diag}\left(L_{n}, L_{n}\right) \in$ $\mathcal{L}\left(L_{p}^{2}\left(\mathbb{R}^{+}, \alpha\right)\right)$.
Proof. Immediate calculations and Lemma 5.4.1 show that

$$
\eta\left(\widetilde{L}_{n}\right) \eta^{-1}=\operatorname{diag}\left(L_{n}, L_{n}\right)
$$

Note that in the sequel any diagonal operator of the form $\operatorname{diag}(T, T, \ldots, T)$ will be written as $T$, so we write $L_{n}$ instead of $\operatorname{diag}\left(L_{n}, L_{n}\right)$.

The next result immediately follows from Lemma 5.4.2 and Proposition 5.2.3.
Proposition 5.4.3. The sequence $\left(\widetilde{L}_{n} R_{\omega} \widetilde{L}_{n}\right)$ is stable if and only if so is the sequence $\left(L_{n} A_{\omega} L_{n}\right)$.

Recall that the operator $A_{\omega}$ is defined in Proposition 5.2.3. Now we can make further simplification. For, we consider the space $l_{p, \alpha}$ of all sequences $\left\{\xi_{j}\right\}_{j=0}^{+\infty}$ of complex numbers $\xi_{j}$ such that

$$
\left\|\left\{\xi_{j}\right\}\right\|_{p, \alpha}^{p}=\sum_{j=0}^{+\infty}(1+j)^{\alpha p}\left|\xi_{j}\right|^{p}<\infty
$$

and we define the operators $E_{n}: l_{p, \alpha} \rightarrow S_{n}$ and $E_{-n}: S_{n} \rightarrow l_{p, \alpha}$ by

$$
\begin{aligned}
& E_{n}:\left\{\xi_{j}\right\} \rightarrow \sum_{j=0}^{+\infty} \xi_{j} \psi_{j n}(t), \\
& E_{-n}: \sum_{j=0}^{+\infty} \xi_{j} \psi_{j n}(t) \rightarrow\left\{\xi_{j}\right\} .
\end{aligned}
$$

Proposition 5.4.4. ([39]) The mappings $E_{n}: l_{p, \alpha} \rightarrow S_{n}$ and $E_{-n}: S_{n} \rightarrow l_{p, \alpha}$ are bounded linear operators, and there are constants $C_{1}>0$ and $C_{2}>0$ such that

$$
\begin{aligned}
\left\|\sum_{j=0}^{+\infty} \xi_{j} \psi_{j n}\right\|_{L_{p}\left(\mathbb{R}^{+}, \alpha\right)} & \leq C_{1} n^{-(1 / p+\alpha)}\left\|\left\{\xi_{j}\right\}\right\|_{l_{p, \alpha}} \\
\left\|\left\{\xi_{j}\right\}\right\| & \leq C_{2} n^{(1 / p+\alpha)}\left\|\sum_{j=0}^{+\infty} \xi_{j} \psi_{j n}\right\|_{L_{p}\left(\mathbb{R}^{+}, \alpha\right)}
\end{aligned}
$$

Let $l_{p, \alpha}^{2}$ denote the Cartesian product of two copies of $l_{p, \alpha}$.
Lemma 5.4.5. The sequence $\left(\widetilde{L}_{n} R_{\omega} \widetilde{L}_{n}\right)$ is stable if and only if the operator $B_{\omega}^{1}:=$ $E_{-1} L_{1} A_{\omega} L_{1} E_{1}: l_{p, \alpha}^{2} \rightarrow l_{p, \alpha}^{2}$ is invertible.
Proof. Let $M$ and $M^{-1}$ be the direct and inverse Mellin transforms introduced in Section 1.10.2, $\mathcal{M}(b)$ be the Mellin convolution operator with the symbol $b, k:=M^{-1}(b)$, and let $F(b)=\left(a_{l q}\right)_{l, q=0}^{\infty}$ be the matrix of the operator $E_{-n} L_{n}\left(M^{-1} b M\right) L_{n} E_{n}: l_{p, \alpha} \rightarrow l_{p, \alpha}$. Then

$$
\begin{aligned}
a_{l_{q}} & =\int_{\mathbb{R}}\left(\mathcal{M}(b) \psi_{q n}\right)(s) \psi_{l n}(\sigma) d \sigma \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}^{+}} k\left(\frac{\sigma}{s}\right) \psi(n s-q) \frac{d s}{s} \psi(\sigma n-l) d u \\
& =\int_{\mathbb{R}} \int_{\mathbb{R}^{+}} k\left(\frac{u+l}{t+q}\right) \psi(t) \frac{d t}{t} \psi(u) d u
\end{aligned}
$$

Thus, the entries of the matrix $F(b)$ are independent of $n$. Taking into account that the operator $B_{\omega}=B_{\omega}^{1}:=E_{-1} L_{1} A_{\omega} L_{1} E_{1}$ admits the representation

$$
B_{\omega}=\left(\begin{array}{cc}
0 & F\left(b_{1}\right)  \tag{5.84}\\
F\left(b_{2}\right) & 0
\end{array}\right)+\left(\begin{array}{cc}
-I & F\left(b_{3}\right) \\
F\left(b_{3}\right) & -I
\end{array}\right)\left(\begin{array}{cc}
\bar{M} & 0 \\
0 & \bar{M}
\end{array}\right)
$$

where $\bar{N}\left(\left\{\xi_{j}\right\}\right)=\left\{\bar{\xi}_{j}\right\}$ and $b_{1}=e^{-2 i \beta} m_{\omega}(y), b_{2}=e^{-2 i(\beta+\omega)} m_{2 \pi-\omega}(y), b_{3}=$ $k n_{\omega}(y), y=z+i(1 / p+\alpha), z \in \mathbb{R}$, one obtains the claim.

It is worth mentioning that the study of the invertibility of the operator $B_{\omega}$ is a very difficult problem. However, the conditions for invertibility of the operator $A_{\omega}$ are simultaneously the conditions for Fredholmness of the operator $B_{\omega}$. Thus the following corollary holds.

Corollary 5.4.6. For every $\omega \in(0,2 \pi)$ there exists a real number $\delta_{\omega}^{\prime}>1 / 2$ such that for every $p>1$ and every $\alpha$ satisfying the inequality

$$
0<\frac{1}{p}+\alpha<\delta_{\omega}^{\prime}
$$

the operator $B_{\omega}^{1}: l_{p, \alpha}^{2} \rightarrow l_{p, \alpha}^{2}$ is Fredholm of index zero.
Proof. Indeed, let us consider the operator $F(b)$ again, and let $R$ and $S$ denote the real and imaginary parts of the function $k=M^{-1} b$, respectively. Then

$$
a_{l q}=\int_{\mathbb{R}} \int_{\mathbb{R}^{+}} R\left(\frac{u+l}{t+q}\right) \psi(t) \frac{d t}{t} \psi(u) d u+i \int_{\mathbb{R}^{R}} \int_{\mathbb{R}^{+}} S\left(\frac{u+l}{t+q}\right) \psi(t) \frac{d t}{t} \psi(u) d u .
$$

Using the generalized mean value theorem we find that there are points $u_{l q}^{1}, u_{l q}^{2} \in$ $[0, m]$ and $t_{l q}^{1}, t_{l q}^{2} \in[0, m]$ such that

$$
a_{l q}=\left(\int_{\mathbb{R}^{+}} \psi(t) d t\right)^{2}\left(R\left(\frac{u_{l q}^{1}+l}{t_{l q}^{1}+q}\right) \frac{1}{t_{l q}^{1}}+i S\left(\frac{u_{l q}^{2}+l}{t_{l q}^{2}+q}\right) \frac{1}{t_{l q}^{2}}\right) .
$$

Now by [102, Corollary 2.1 and Proposition 2.11 on p. 65] there exists a compact operator $K_{1}$ such that

$$
\begin{equation*}
F(b)=\left(\int_{\mathbb{R}} \psi(t) d t\right)^{2}\left(\int_{l}^{l+1} \int_{q}^{q+1} k\left(\frac{t}{s}\right) \frac{d s}{s} d t\right)_{l, q=0}^{+\infty}+K_{1} \tag{5.85}
\end{equation*}
$$

Recall that $k=M^{-1}(b)$ and define the operator $G(b)$ by

$$
G(b):=\left(\int_{l}^{l+1} \int_{q}^{q+1} k\left(\frac{t}{s}\right) \frac{d s}{s} d t\right)_{l, q=0}^{+\infty}
$$

Considering now the operators $G\left(b_{j}\right)$ for the above defined symbols $b_{j}, j=1,2,3$, we note that the functions $b_{1}, b_{2}, b_{3}$ are continuous on $\mathbb{R}$, possess a total finite variation and vanish at infinity. Consequently, by [102, Theorem 2.1, p. 69] the operators $G\left(b_{j}\right), j=1,2,3$ belong to the algebra of Toeplitz operators alg $T\left(P C_{p, \alpha}\right)$ and the symbols of $G\left(b_{j}\right)$ are

$$
\mathcal{A}_{G\left(b_{j}\right)}=\mathcal{M}\left(b_{j}\right), \quad j=1,2,3,
$$

and relation (5.85) implies

$$
\begin{equation*}
\mathcal{A}_{F\left(b_{j}\right)}=d \mathcal{M}\left(b_{j}\right), \quad j=1,2,3 \tag{5.86}
\end{equation*}
$$

where the constant

$$
d=\left(\int_{\mathbb{R}} \psi(t) d t\right)^{2}
$$

Since the operator $B_{\omega}$ has the form (5.84), one can use Lemma 1.4.16 to study its Fredholm properties. Thus the operator $B_{\omega}=\mathcal{F}_{1}+\mathcal{F}_{2} \bar{M}$ is Fredholm if and only if the operator

$$
\widetilde{B}_{\omega}=\left(\begin{array}{cc}
\mathcal{F}_{1} & \mathcal{F}_{2} \\
\bar{M} \mathcal{F}_{2} \bar{F} & \bar{M} \mathcal{F}_{1} \bar{M}
\end{array}\right)
$$

is Fredholm, so (5.86) and the equalities

$$
\bar{M} G\left(b_{j}\right) \bar{M}=G\left(\widetilde{b}_{j}\right), \quad j=1,2,3
$$

where $\widetilde{b}_{j}(z)=\overline{b_{j}(-z)}, z \in \mathbb{R}$, imply that

$$
\mathcal{A}_{B_{\omega}}=d \widetilde{A}_{\omega}
$$

Recall that the operator $\widetilde{A}_{\omega}$ is defined by (5.38). The operator $B_{\omega}$ is Fredholm if and only if its symbol is invertible. However, conditions of invertibility of the operator $\tilde{A}_{\omega}$ have been established in Corollary 5.2.9.

Corollary 5.4.7. The operator $B_{\omega}$ considered on the space $l^{2}:=l_{0}^{2}$ is Fredholm for any $\omega \in(0,2 \pi)$, and its index vanishes.

### 5.5 Galerkin Method. Piecewise Smooth Contour

This section contains some results concerning stability and convergence of the Galerkin method based on splines of degree $m \geq 1$.

Let $\gamma$ be a 1-periodic parametrization of $\Gamma$ such that the corner points $c_{j}$, $j=0,1, \ldots, l-1$, are represented as follows:

$$
c_{j}=\gamma(j / l), \quad j=0,1, \ldots, l-1
$$

We also assume that $\gamma$ is twice continuously differentiable on each of the intervals $(j / l,(j+1) / l), j=0,1, \ldots, l-1$, and that there exist one-sided limits $\gamma^{\prime}(j / l \pm 0)$ and $\gamma^{\prime \prime}(j / l \pm 0)$ and

$$
\left|\gamma^{\prime}(j / l+0)\right|=\left|\gamma^{\prime}(j / l-0)\right|, \quad j=0,1, \ldots, l-1
$$

Choose $n=l r, r \in \mathbb{N}$ and set

$$
\widetilde{\psi}_{k n}(t):=\psi_{k n}(s), \quad t=\gamma(s), \quad s \in[0,1)
$$

with $\psi_{k n}$ defined by (5.82).

An approximate solution $\varphi_{n}$ of equation (5.58) is sought in the form

$$
\begin{equation*}
\varphi_{n}=\sum^{\prime} c_{k} \widetilde{\psi}_{k n} \tag{5.87}
\end{equation*}
$$

where the sum $\sum^{\prime}$ includes only those functions $\widetilde{\psi}_{k n}$, the support of which is entirely contained in one of the arcs $[\gamma(j / l), \gamma((j+1) / l)), j=\underset{\sim}{\sim}, 1, \ldots, l-1$. The smallest subspace of $L_{p}(\Gamma, \rho)$ containing all such functions $\widetilde{\psi}_{k n}$ will be referred to as $S_{n}(\Gamma)$. The corresponding subset of indices $k(0 \leq k \leq n-1)$ such that $\widetilde{\psi}_{k n} \in S_{n}(\Gamma)$ is denoted by $A^{\prime}$.

To find the coefficients $c_{k}, k \in A^{\prime}$ on the right-hand side of (5.87) we use the following system of algebraic equations:

$$
\begin{equation*}
\left(R_{j} \varphi_{n}, \widetilde{\psi}_{k n}\right)_{\Gamma}=\left(f_{0}, \tilde{\psi}_{k n}\right)_{\Gamma}, \quad k \in A^{\prime} \tag{5.88}
\end{equation*}
$$

where the form of the operator $R_{j}, j=1,2$ depends on the coefficient $k$ in the Muskhelishvili equation (cf. (5.46)), and

$$
\begin{aligned}
& (x, y)_{\Gamma}=\sum_{j=0}^{l-1} \int_{j / l}^{(j+1) / l} x(\gamma(s)) \overline{y(\gamma(s))} d s, \quad x \in L_{p}(\Gamma, \rho), y \in L_{q}\left(\Gamma, \rho^{-1}\right) \\
& 1 / p+1 / q=1
\end{aligned}
$$

With each corner point $c_{r}(r=0,1, \ldots, l-1)$ of $\Gamma$ we associate an operator $B_{\omega_{r}}=B_{\beta_{r}, \omega_{r}}$. These operators are defined similarly to the operator $B_{\omega}$ in (5.84), but the parameters $\omega$ and $\beta$ are replaced by $\omega_{r}$ and $\beta_{r}$, respectively. We recall that $\omega_{r}$ is the angle between corresponding semi-tangents to $\Gamma$ at the point $c_{r}$ and that $\beta_{r}$ is the angle between the right semi-tangent to $\Gamma$ at the point $c_{r}$ and the real axis.

Theorem 5.5.1. Let $\alpha_{r}, r=0,1, \ldots, l-1$, and $p \in(1, \infty)$ satisfy inequality (5.44). Then:

1. The Galerkin method (5.88) for the operator $R_{j}$ in $L_{p}(\Gamma, \rho)$ is stable if and only if the operators $B_{\omega_{r}} \in \mathcal{L}_{\text {add }}\left(l_{p, \alpha_{r}}^{2}\right), r=0,1,2, \ldots, l-1$, are invertible.
2. Let the operators $B_{\omega_{r}} \in \mathcal{L}_{\text {add }}\left(l_{p, \alpha_{r}}^{2}\right), r=0,1,2, \ldots, l-1$, be invertible. If, in addition, the right-hand side $f \in W_{p}^{1}(\Gamma, \rho)$ and satisfies other conditions of Theorem 5.2.17, then the approximate solutions (5.87) converge to a solution of Muskhelishvili equation (5.58) in the norm of $L_{p}(\Gamma, \rho)$.
The proof of the first assertion follows from Theorems 1.6.6, 1.9.5 and from the first part of Theorem 5.2.17. Afterwards, the second assertion follows from the second part of Theorem 5.2.17 and estimates (1.29), (1.30).

Thus, the sequence $\left\{\varphi_{n}\right\}$ constructed by Galerkin method (5.88) converges to an exact solution of (5.58) in the norm $L_{p}(\Gamma, \rho)$. What is more important is that in the case $p=2$ one can guarantee convergence of the sequence in the space $W_{2}^{1}(\Gamma)$.

Corollary 5.5.2. Let the operators $B_{\omega_{r}}, r=0,1, \ldots, l-1$, be invertible in $l_{2}^{2}$. Then the Galerkin method (5.58) is stable in $W_{2}^{1}(\Gamma)$, and if $f$ satisfies condition (5.18), then the sequence $\left\{\varphi_{n}\right\}$ converges to a solution of equation (5.58) in the norm of $W_{2}^{1}(\Gamma)$.
Proof. It follows from Corollary 5.2.18 and from the proof of Theorem 5.2.17 that the operator $R_{j}$ is simultaneously invertible in the spaces $L_{2}(\Gamma)$ and $W_{2}^{1}(\Gamma)$. Hence, to prove the stability of the method (5.88) in $W_{2}^{1}(\Gamma)$ one can use Theorem 1.37 of [183]. Let $L_{n}$ denote the corresponding Galerkin projection onto the subspace $S_{n}(\Gamma)$. A slight modification of the proof of Theorem 2.7 of [183] shows that there exists a constant $d_{1}>0$ such that

$$
\left\|g-L_{n} g\right\|_{L_{2}(\Gamma)}<d_{1} n^{-1}\|g\|_{W_{2}^{1}(\Gamma)}, \quad g \in W_{2}^{1}(\Gamma)
$$

The latter inequality yields the estimate

$$
\left\|A g-L_{n} A L_{n} g\right\|_{L_{2}(\Gamma)}<d_{2} n^{-1}\|g\|_{W_{2}^{1}(\Gamma)}, \quad g \in W_{2}^{1}(\Gamma)
$$

Note that the positive constants $d_{1}, d_{2}$ are independent of $g \in W_{2}^{1}(\Gamma)$ and $n$.
Taking into account the inverse properties of the splines $\varphi_{n}$ (recall that $n=$ $l r, r \in \mathbb{N}$ and that the support of $\widetilde{\psi}_{k n}$ is entirely contained in one of the arcs $(\gamma(j / l), \gamma((j+1) / l)), j=0,1, \ldots, l-1)$ and applying Theorem 1.37 of [183] one obtains stability of the Galerkin method (5.88). This implies convergence of $\left\{\varphi_{n}\right\}$ in $W_{2}^{1}(\Gamma)$. Using Theorem 5.2.17 once more we get the result.

### 5.6 Comments and References

The biharmonic problem arises in different branches of applied mathematics, e.g., the behaviour of plane "slow" viscous flows, the deflection of plates, the elastic equilibrium of solids etc can be modelled by means of the biharmonic equation $[25,26,34,121,134,148,153,160,161,150,167,170,217,219]$. It is therefore no wonder that this problem has been attracting great attention from numerical analysts. Suffice it to say that one of the most powerful approximation procedures, viz., the Galerkin method ${ }^{1}$, was discovered while considering a special case of problem (5.1) [12, 13, 87, 211]. Among the variety of approaches to numerical treatment of problem (5.1), one can distinguish the so-called boundary element methods $[16,21,31,32,109,110]$. They allow us to reduce the dimension of the initial problem, and, correspondingly, reduce the computation cost drastically. The authors of the aforementioned papers usually use various modifications of the integral equation proposed by S. Christiansen and P. Hougaard [22, 23, 84], or an integral equation of the first kind [111]. Although such approaches are widely used, they do have some drawbacks. Thus for some boundaries called critical the corresponding integral operators become non-invertible and corrections are necessary

[^2]before one can start with the construction of approximation methods. Note that the analysis of stability of the approximation methods has mainly been conducted for smooth boundaries, although for piecewise smooth contours, invertibility of the corresponding integral operators is also studied [30].

On the other hand, there is a very nice alternative complex approach to the problem (5.1), which originates from the work of N.I. Muskhelishvili [160] and leads to integral equations without critical geometry. However, in a strange way the Muskhelishvili equation remains a little-known quantity in numerical analysis. The most common approach to the approximate solution of this equation is based on trigonometric Fourier expansions and was proposed by N.I. Muskhelishvili himself in the mid-1930s (cf. [17, 18, 24, 121]). Since then many new powerful approximation methods have been developed, but they have not been implemented and/or studied in the case of the Muskhelishvili equation. For example, the papers [99, 100, 107, 108, 129, 220, 130, 152, 172, 173] deal with variety of approximation methods for this and similar equations on smooth and non-smooth contours but do not contain a complete stability analysis.

It is also notable that the integral operators in the Muskhelishvili equation can be "locally" represented as elements of an algebra of Mellin operators with conjugation. The stability of approximation methods for Mellin convolutions was studied in $[102,179]$, so one can apply some of these results to the operators connected with the Muskhelishvili equation. It should also be noted that, from the practical point of view, convergence of the methods considered has to be proven in spaces of differentiable functions. However, since the technique used here is well adapted to the norms of $L_{p}$ spaces, we first show stability in the spaces $L_{p}$, and then we use [183] to obtain some results for Sobolev norms.

Section 5.1: Material presented here can be found in the elasticity theory literature (cf. for example [121, 147, 161, 170, 219]) although some proofs may be new.

Section 5.2: In case of smooth boundaries, the equations of Muskhelishvili and Sherman-Laurichella possess weakly-singular kernels. Various properties and solvability of these equations is established in [160, 161, 162, 204, 205, 206]. For the non-smooth contours, these equations have considerably different properties. Therefore, a lot of effort has been spent and various methods have been used to investigate the Fredholmness of the corresponding operators in functional spaces C, $L_{p}(\Gamma)$ or $L_{p}(\Gamma, \rho),[37,145,146,149,156,169,201,202,203]$. However, since the initial boundary problems (5.13), (5.20) contain the derivative of the solution, the results mentioned do not allow one to show the equivalence of these boundary problems with the associated integral equations.

To overcome this difficulty, R.V. Duduchava studied these integral equations in the weighted Sobolev spaces $W_{p}^{1}(\Gamma, \rho)[72,73]$. His results were used in [61] to show the invertibility of the relevant integral operators in the space $L_{p}(\Gamma, \rho)$. If $\Omega$ is a plane sector, the spectra of the hydrostatic $K_{\text {Stoks }}$ and elastostatic $K_{\text {Lame }}$ layer potential operators in spaces $L_{p}(\Omega)$ are studied [158]. Note that the determinant of the symbol of these operators obtained in [158] coincide with the
determinant of the symbol of the local Muskhelishvili operators (5.39) when the Muskhelishvili operators are also considered on spaces without weight, i.e., when $\alpha=0$. Thus in the aforementioned case, the conditions of Fredholmness of all these three operators coincide.
Section 5.3: Results on approximate solution of the Muskhelishvili equation on smooth contours are established in [65]; approximate solution of the biharmonic problem in smooth domains is considered in [64].
Sections 5.4-5.5: Most of the material presented here is taken from [61, 62]. There are other approaches to approximate solution of biharmonic problems based on integral equations. Thus in [31] the authors construct approximate solutions of (5.9) via spline approximation of strongly elliptic integral equations obtained by [36]. Approximation methods based on integral equations from [22, 23, 84] are investigated in [32]. Another integral equation [111] is employed in [109, 110]. In [81], the authors apply spline collocation methods to a double layer potential equation to find solutions of a fundamental problem of the elasticity theory.

Note an excellent survey of earlier works on biharmonic problems presented in [153].

Concluding Remarks. There are various papers where elastostatic and hydrostatic problems are considered on multi-connected domains [100, 129, 130, 152, 220]. These problems are reduced to the so-called Sherman-Laurichella equation that differs from the Muskhelishvili equation by compact operators only. However, since such operators do not influence the properties of the local operators, the methods used here can also be applied to study the stability of the corresponding approximation methods for multi-connected domains as well.

## Chapter 6

## Numerical Examples

### 6.1 Muskhelishvili Equation

The Galerkin and collocation methods were implemented on several examples, using splines of order $m=d+1$. We also performed an extensive investigation on the performance of the proposed schemes, examining in particular the behaviour of the code as a function of the various available parameters.

Convergence of the numerical schemes follows, comparing runs with an increasing number of grid points, $n$. As the analytic solution for these examples is not available, we show the graphs of the solutions $x_{n}(t), t \in \Gamma$ for various increasing values of $n$. The figures below show convergence of the algorithms, as the former become closer the higher $n$ is. This happens both with different choices of the order of the splines as well as by using different methods for their calculations. When the analytic solution is not available, these calculations also validate the code since always the same solution is reproduced.

Note that the major computational effort lies in solving systems of algebraic equations and thus it is the same for each example and the same approximation method if the matrices have the same size. The estimates on conditioning of the system are obtained from the standard Matlab function $\operatorname{cond}(M, p)$ with $p=2$ and $p=\infty$.

Below we provide graphs that show collocation and Galerkin solutions of the Muskhelishvili equation (5.29) with the same right-hand side

$$
f_{0}(t)=\frac{\cos (t)-i t^{2}}{\sin (t)}
$$

on a family of curves. Thus we start with the circular domain of radius 1 and proceed with equations formulated on ellipses with increasing eccentricity. It is obvious that solutions differ for different values of this parameter, but the algorithms are still stable and pick up the fine details of each solution, provided that
a sufficient number of nodes is used. In addition, one can note a remarkable transformation of the solution caused by changing of the contour. As a final check, also the Galerkin method has been used, running it with different $m$ but with the same eccentricity, to compare the results of the collocation method. The reader should compare Figures 6.3 and $6.4,6.5$ and $6.6,6.7$ and 6.8 respectively. We also remark that the condition numbers for the larger values of $n$ in these cases are essentially the same, provided $\epsilon$ is not close to the value 0.5 , independently of the number of nodes, up to $n=512$ and of the order of the splines used. Specifically keeping $b=2$, the condition number is evaluated in Table 6.1 for both methods.

Table 6.1: Conditioning in elliptic case for $b=2$.

|  |  | $a=6$ | $a=10$ | $a=18$ |
| :---: | :---: | :---: | :---: | :---: |
| collocation | $m=2$ | $5.1 \times 10^{2}$ | $8.3 \times 10^{2}$ | $1.5 \times 10^{3}$ |
| $\\|M\\|_{\infty}\left\\|M^{-1}\right\\|_{\infty}$ | $m=3$ | $5.6 \times 10^{2}$ | $9.2 \times 10^{2}$ | $1.9 \times 10^{3}$ |
| $n=128$ | $m=4$ | $7.1 \times 10^{2}$ | $1.3 \times 10^{3}$ | $3.3 \times 10^{3}$ |
| $\epsilon=.25$ | $m=5$ | $8.4 \times 10^{2}$ | $1.6 \times 10^{3}$ | $4.8 \times 10^{3}$ |
| Galerkin $\\|M\\|_{2}\left\\|M^{-1}\right\\|_{2}$ | $m=2$ | $1.2 \times 10^{2}$ | $3.0 \times 10^{2}$ | $9.9 \times 10^{2}$ |
| $n=129$ | $m=4$ | $8.0 \times 10^{2}$ | $2.2 \times 10^{3}$ | $7.5 \times 10^{3}$ |



Figure 6.1: Collocation solution $x_{n}(t), t \in \Gamma$, the unit circle.





Figure 6.2: Collocation solution $x_{n}(t), t \in \Gamma$ where $\Gamma$ is now the ellipse with semiaxes $a=3, b=2$.


Figure 6.3: Collocation solution $x_{n}(t), t \in \Gamma$ where $\Gamma$ is now the ellipse with semiaxes $a=6, b=2$.


Figure 6.4: Galerkin solution $x_{n}(t), t \in \Gamma$ where $\Gamma$ is now the ellipse with semiaxes $a=6, b=2$.


Figure 6.5: Collocation solution $x_{n}(t), t \in \Gamma$ where $\Gamma$ is now the ellipse with semiaxes $a=10, b=2$.




Figure 6.6: Galerkin solution $x_{n}(t), t \in \Gamma$ where $\Gamma$ is now the ellipse with semiaxes $a=10, b=2$.





Figure 6.7: Collocation solution $x_{n}(t), t \in \Gamma$ where $\Gamma$ is now the ellipse with semiaxes $a=18, b=2$.





Figure 6.8: Galerkin solution $x_{n}(t), t \in \Gamma$ where $\Gamma$ is now the ellipse with semiaxes $a=18, b=2$.

### 6.2 Biharmonic Problem

Consider a few examples of numerical solution of the biharmonic problem studied in Section 5.3.4. These examples as well as the related figures empirically illustrate the numerical performance of the algorithm. In all examples the order of the splines used is $d=2$. Also, the curve $\Gamma$ is always the unit circle. Approximations of the function $\varphi$ are found from the Muskhelishvili equation using the collocation method of Section 5.3.2 with the collocation points

$$
t_{j}^{(n)} \equiv \gamma\left(\frac{j+\delta}{n}\right), \quad j=0,1, \ldots, n-1
$$

where $\delta$ is a real number $0 \leq \delta<1$. The collocation points are chosen with different values of $\delta$ to demonstrate that the choice of this parameter does not influence the conditioning of the resulting system away from the forbidden value $\delta=0.5$. The number of basis elements $n$ ranges from 16 to 128 . The rows in the figures correspond respectively to the analytic solution, to the computed solution and to the contour plots of the absolute error. The tables show excellent conditioning of the algorithm. To study convergence, in the polar coordinate plane we use a rectangular grid $G$, with 25 points both in the radial as well as in the angular directions. The convergence is empirically determined from the absolute error $\| U-$ $U_{n} \|_{G, \infty}$ calculated at grid points of the grid $G$. The results of the tables show it to be in line with the theory.

Example 6.2.1. Here we solve the problem with boundary functions $G_{1}=2 x$, $G_{2}=2 y$, with an analytic solution (up to an arbitrary constant) given by $U=$ $x^{2}-y^{2}+1$. The behaviour of the numerically evaluated solution is illustrated in Figure 6.9. Table 6.2 contains the conditioning and the numerical values of the error.

Example 6.2.2. The relevant functions in this case are $G_{1}=4 x^{3}-12 x y^{2}, G_{2}=$ $4 y^{3}-12 x^{2} y$, with an analytic solution given by $U=x^{4}-6 x^{2} y^{2}+y^{4}$ and results plotted in Figure 6.10. Conditioning and behaviour of the error are found in Table 6.3.

Table 6.2: Results of Example 6.2.1, $\delta=0.25$

| n | conditioning | $\left\\|U-U_{n}\right\\|_{G, \infty}$ |
| :--- | :--- | :--- |
| 8 | 15.85 | 0.14291 |
| 16 | 15.90 | 0.04293 |
| 32 | 15.92 | 0.00898 |
| 64 | 15.92 | 0.00370 |



Figure 6.9: Analytic solution (first row) and numerical solution (second row) and contour plot of absolute error (third row) of Example 6.2.1.

Table 6.3: Results of Example 6.2.1, $\delta=0.3$

| n | conditioning | $\left\\|U-U_{n}\right\\|_{G, \infty}$ |
| :--- | :--- | :--- |
| 16 | 19.88 | $7.2196 \mathrm{E}-2$ |
| 32 | 19.89 | $4.1258 \mathrm{E}-2$ |
| 64 | 19.90 | $1.3493 \mathrm{E}-2$ |
| 128 | 19.90 | $5.8315 \mathrm{E}-3$ |



Figure 6.10: Analytic solution (first row) and numerical solution (second row) and contour plot of absolute error (third row) of Example 6.2.2.
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## Index

Index
algebra
Calkin, 4, 55
complex, 1
factor, 2
quotient, 2
real, 1
with involution, 1
algebra $\tilde{\mathcal{A}}$
involution on, 6
algebra $\mathcal{T}, 172$
algebra $\mathcal{T}_{\nu}, 184$
Allan's local principle, 44
approximate solution
biharmonic problem, 262
Banach algebra
complex, 2
real, 2
strictly real, 44
bases
interpolation, 88
biharmonic Dirichlet problem, 237
boundary problem
Riemann-Hilbert, 123
boundary value problem
exterior, 252
for two analytic functions, 234
Calkin algebra, 55
Carleman shift, 10
center, 44, 81
$C^{*}$-algebra
complex, 2
real, 2
strictly real, 44,58
circulant, 74
circulants
paired, 76
collocation equations, 87
collocation method
polynomial, 65
collocation operator, 87
commutant, 41
complex spectrum, 16
description, 19
complexification, 16
condition
separation, 30
constant
Poisson, 242
coset, 2
Costabel's decomposition, 51
cut-off method, 199
de Boor inequalities, 183
decomposition
Costabel, 51
double layer potential
equation, 202
operator, 202
element
normal, 3
self-adjoint, 3
$M$-equivalent
from the left, 41
from the right, 41
$M$-invertible
from the left, 41
$\varepsilon$-collocation method, 86
equation
biharmonic, 235
Cauchy singular integral, 59
collocation, 87
double layer potential, 202
Muskhelishvili, 233
singular integro-differential, 69
essential spectrum, 4
exact sequence, 118
extension $\tilde{\mathcal{A}}_{m}, 6$
factor algebra, 2
factor para-algebra, 39
Fourier transform, 48
Fredholm operator, 3
function
Hölder continuous, 235
upper semi-continuous, 42
fundamental boundary problem
first, 241
second, 242
Galerkin method, 123
polynomial, 60
generalized Riemann-HilbertPoincaré problem, 69
generalized Hankel operator, 50
Gohberg-Krupnik local principle, 41
Gohberg-Krupnik symbol, 84
Goursat representation, 233
Hölder space, 235
homomorphism, 2
complex algebra, 2
*-algebra, 2
ideal, 2

$$
N^{p}(\alpha), 51
$$

index, 3,171
initial projection, 30
interpolation bases, 88
interpolation method, 131
interpolation projection, 87
inverse, 2
left, 2
Moore-Penrose, 21
right, 2
inverse closed, 17
invertibility
Moore-Penrose, 20, 86
weak asymptotic MoorePenrose, 33
involution, 1
on $\mathcal{L}_{\text {add }}(\mathcal{H}), 12$
on $\mathcal{L}_{\text {add }}\left(L_{2}\left(\Gamma_{0}\right)\right), 9$
$m$-involution, 6
Laplace operator, 152
local principle, 41
Allan, 44
for para-algebras, 45
Gohberg-Krupnik, 42
local symbol, 83
localizing class, 41
of the para-algebra
left-, 45
right-, 46
Lyapunov curve, 53
piecewise, 53
$m$-closed subalgebra, 19
$m$-involution, 6
Mellin convolution operator, 49
Mellin operator, 49
symbol, 50
Mellin transform, 49
mesh
graded, 181
method
cut-off, 199
$\varepsilon$-collocation, 86
Galerkin, 123
interpolation, 131
polynomial qualocation, 100
qualocation, 170
spline Galerkin, 91
spline qualocation, 104
methods
quadrature, 93
Moore-Penrose
inverse, 21
invertibility, 20
Moore-Penrose invertibility, 86
Muskhelishvili equation, 233
collocation method, 259, 275
Galerkin method, 257, 265, 270, 275
qualocation method, 261
Muskhelishvili operator, 244
normal element, 3
operator
additive, ix, 9
antilinear, 9
asymptotically Moore-Penrose invertible, 32
block Mellin, 246
collocation, 87
complex conjugation, 9
double layer potential, 202
Fourier convolution, 48
Fredholm, 3
generalized Hankel, 50
Laplace, 152
Mellin, 49
Mellin convolution, 49
modified Lagrange, 131
Muskhelishvili, 244
projection, 24
singular integral, 48
Toeplitz, 172
weighted singular integral, 50
operator function, 85
paired circulants, 76
para-algebra, 38
factor, 39
ideal, 39
quotient, 39
para-group, 38

Poisson constant, 242
polynomial
Lagrange, 65
polynomial qualocation method, 100
problem
biharmonic, 233
biharmonic Dirichlet, 237
generalized Riemann-HilbertPoincaré, 69
Riemann-Hilbert, 123
stability, 27
projection, 77
initial, 30
interpolation, 87
orthogonal, 77
range, 30
projection operator, 24
quadrature methods, 93
qualocation method, 100, 170
quotient algebra, 2
quotient para-algebra, 39
range projection, 30
real spectrum, 16
reciprocally interchangeable systems, 46
Riemann-Hilbert boundary problem, 123
self-adjoint element, 3
separation condition, 30
sequence
exact, 118
Moore-Penrose stable, 32
stable, 25
weakly asymptotically MoorePenrose invertible, 33
set $\mathcal{M}(\mathcal{A}), 6$
set $\mathfrak{M}(\mathcal{H}), 10$
shift
Carleman, 10
Sobolev space, 235
Sohotsky-Plemely formulas, 243
space
Hölder, 235
Sobolev, 235
weighted Lebesgue, 48, 54
spectral radius
complexified, 16
spectrum, 15
complex, 16
complexified, 16
essential, 4
real, 16
spline Galerkin Method, 91
spline qualocation method, 104
spline space, 87
stable sequence, 25
*-algebra, 1
Stechkin's inequality, 49
strictly real Banach algebra, 44
strictly real $C^{*}$-algebra, 44, 58
subalgebra
inverse closed, 17
m-closed, 19
subpara-algebra, 39
symbol
Gohberg-Krupnik, 84
local, 83
of sequence, 85
system
covering, 41
overlapping, 41
systems
reciprocally interchangeable, 46
tensor product, 81
Toeplitz operator, 172
transform
Fourier, 48
Mellin, 49
unital
Banach algebra, 2
para-algebra, 39
winding number, 173


[^0]:    ${ }^{1}$ Here and subsequently, $\mathbb{R}$ and $\mathbb{C}$ denote the fields of real and complex numbers, respectively.

[^1]:    ${ }^{1}$ For the definition of the winding number the reader can consult [11, Section 2.41].

[^2]:    ${ }^{1}$ In Russian-speaking literature this method is often called the Bubnov-Galerkin method.

