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Preface

Various aspects of numerical analysis for equations arising in boundary integral
equation methods have been the subject of several books published in the last 15
years [95, 102, 183, 196, 198]. Prominent examples include various classes of one-
dimensional singular integral equations or equations related to single and double
layer potentials. Usually, a mathematically rigorous foundation and error analysis
for the approximate solution of such equations is by no means an easy task. One
reason is the fact that boundary integral operators generally are neither integral
operators of the form identity plus compact operator nor identity plus an operator
with a small norm. Consequently, existing standard theories for the numerical
analysis of Fredholm integral equations of the second kind are not applicable. In
the last 15 years it became clear that the Banach algebra technique is a powerful
tool to analyze the stability problem for relevant approximation methods [102,
103, 183, 189]. The starting point for this approach is the observation that the
stability problem is an invertibility problem in a certain Banach or C∗-algebra. As
a rule, this algebra is very complicated – and one has to find relevant subalgebras
to use such tools as local principles and representation theory.

However, in various applications there often arise continuous operators acting
on complex Banach spaces that are not linear but only additive – i.e.,

A(x+ y) = Ax+Ay

for all x, y from a given Banach space. It is easily seen that additive operators
are R-linear provided they are continuous1. As an example, let us mention the
one-dimensional singular integral operators with conjugation often arising in me-
chanics. It is known that the study of such operators can be reduced to C-linear
operators, but with matrix-valued coefficients. In passing note that this observa-
tion is one of a number of motivations to study singular integral operators with
matrix-valued coefficients.

The present book is devoted to numerical analysis for certain classes of ad-
ditive operators and related equations, including singular integral operators with
conjugation, the Riemann-Hilbert problem, Mellin operators with conjugation and
the famous Muskhelishvili equation. Until now, most relevant material is only

1Here and subsequently, R and C denote the fields of real and complex numbers, respectively.
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found in journal papers, and there is no book offering a systematic study of this
topic. Banach algebras play an important role in this book. However, the algebras
that arise are not complex but real, and are not as familiar as complex algebras.
Therefore, here we present certain results on real algebras and demonstrate their
use in stability problems. In particular, we obtain stability conditions for various
approximation methods, including spline Galerkin, collocation, qualocation and
quadrature methods for equations with additive operators for both smooth and
non-smooth data. Error analysis and convergence rates are present only occasion-
ally, since rather more standard.

This book is addressed to a wide audience. We hope that it can be useful
for both mathematicians working in theoretical fields of numerical analysis and
engineers wishing to have practically realizable concepts for computations. Let us
give a short overview of the content of this book.

Chapter 1 contains theoretical background. Here we have collected facts of
functional analysis, necessary for understanding the approach proposed. Since real
C∗-algebras play an important role in our investigations, elementary properties of
such algebras are discussed. Moreover, a method to obtain real C∗-algebras by
extending complex C∗-algebras (by adding a special element m) is described. Fea-
tures of this procedure have previously been used in the study of one-dimensional
singular integral equations with conjugation. As already mentioned, the stability
problem for operator sequences can be interpreted as an invertibility problem in
suitable real or complex Banach algebras. Thus we are accustomed to studying
invertibility in Banach algebras or, more specifically, in C∗-algebras. Over the last
40 years certain concepts known as local principles were worked out. We present
related results with special attention paid to the case of real algebras. The con-
cluding part of Chapter 1 is devoted to the theory of singular integral operators
and to Mellin operators. It is notable that all operators in this book have the
property that locally they are Mellin operators.

Chapter 2 deals with polynomial and spline approximation methods for the
Cauchy singular integral equation

(Aϕ)(t) = a(t)ϕ(t) +
b(t)
πi

∫

Γ0

ϕ(τ)
τ − tdτ + c(t)ϕ(t) +

d(t)
πi

∫

Γ0

ϕ(τ)
τ − tdτ = f(t) ,

in the space L2(Γ0), where Γ0 is the unit circle with center at the origin and
the functions a, b, c, d are continuous or piecewise continuous. For operators A
without conjugation (i.e., c = d ≡ 0), there is a vast literature concerning the
approximation methods under consideration (see e.g., [102, 183] and comments
and remarks for the related chapters of the present book). Thus various complex
C∗-algebras generated by approximation sequences for singular integral operators
are completely described. Such algebras can be extended to real C∗-algebras that
contain operator sequences associated with approximation methods for singular
integral equations with conjugation. In particular, a real C∗-algebra generated
by paired circulants and by the operator of complex conjugation is studied. This
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algebra contains a variety of approximation sequences, including spline Galerkin
and spline collocation methods sequences, and others arising in quadrature and
qualocation methods. The stability result is that a sequence from this algebra is
stable if and only if a family of associated operators consists of invertible elements
only. In the case of a simple closed Lyapunov contour Γ, the study of approximation
methods for the operators mentioned can be reduced to the case of Γ0.

Chapter 3 presents approximation methods for the following Riemann-Hil-
bert problem: Given an (m×m)-matrix function G and a real vector-function f on
Γ0, find a vector-function ϕ that is analytic in the unit disc D := {z ∈ C, |z| < 1},
and such that Imϕ(0) = 0, and

1
2
(
Gϕ+Gϕ

)
= f

on Γ0. The new aspect is that the operator corresponding to this problem acts in
a pair of spaces, so the algebraic methods used to study the stability of related
approximation sequences have to be modified. This is done by using para-algebras.
The same concept is employed to study approximation sequences associated with
the generalized Riemann-Hilbert-Poincaré problem.

Chapter 4 is again concerned with approximation methods for the Cauchy
singular integral equations with conjugation, but more general conditions are im-
posed on the curve Γ. Thus we now assume that Γ is a simple open or closed
piecewise smooth curve in the complex plane C. It is notable that the double layer
potential operator is contained in the aforementioned class of operators. Given
smooth boundaries, the stability of the corresponding projection methods for the
double layer potential operator can be studied without great effort, since this
operator is compact. However, if Γ is piecewise smooth, the algebras of Mellin
operators with conjugation have to be invoked. Using this approach, we study
various approximation sequences. As before, the stability of these sequences re-
lies on the invertibility of the members of families of associated operators. The
invertibility of the occurring operators is extremely difficult to check, especially if
they are connected with corner points, so approximation methods based on cut-off
techniques are also studied. This approach allows us to simplify conditions of the
applicability of the corresponding methods.

Chapter 5 is devoted to the famous Muskelishvilli equation

(Rϕ)(t) = −kϕ(t)− k

2πi

∫

Γ

ϕ(τ)d log
τ − t
τ − t −

1
2π

∫

Γ

ϕ(τ)d
τ − t
τ − t = f0(t) , (1)

and its approximate solution. The Muskhelishvili equation arose in investigation
and solution of various biharmonic problems, especially in elasticity theory and hy-
drodynamics. Notwithstanding its exceptional importance, approximation meth-
ods for this equation have not been developed, mainly due to the fact that the
operator R is not invertible in the functional spaces under interest. Fortunately,
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Figure 1: Book structure

this can be corrected by introducing a new operator that possesses all the necessary
properties in order to find approximate solutions of the Muskhelishvili equation.

The idea of such correction is due to D.I. Sherman, although he only stud-
ied the solvability of the equation – not the invertibility of the associated oper-
ator, which is very important for the stability of approximation methods. Here
we present all the results needed to construct and study projection methods for
equation (1) in spaces Lp with weight. Let us note that we again use the fact that
locally the operator R is a Mellin convolution operator.

Finally, Chapter 6 presents a few numerical results showing that the proposed
approximation methods behave fairly well.

How to read this book? Probably, the best way is to single out a topic of
interest and immediately read the related chapter. (If necessary, the reader can
consult Chapter 1 for some background.) Of course, the later chapters of the book
contain some material from chapters other, then the first but all connections can
be easily traced. In particular, Chapter 3 also uses results from Chapter 2. The
connection between different parts of the book is shown in Figure 1.

Although the attitudes and approaches of this book are solely the responsi-
bility of the authors, we are indebted to our colleagues, friends, and collaborators
for useful suggestions and ideas. It is a pleasure to mention here Roger Hosking
and Steffen Roch, who read the early drafts of the manuscript and saved us from
a number of embarrassing solecisms and ambiguities with detailed criticisms and
generous advises. Ezio Venturino provided numerical examples and graphs pre-
sented in Chapter 6. We are grateful to Wolfgang Sprössig who has significantly
facilitated our work. Finally our gratitude is due to an anonymous reviewer who
contributed substantial improvement of this book.





Chapter 1

Complex and Real Algebras

A complex algebra is an associative ring A which is also a complex vector space.
It is assumed that vector space addition and ring addition coincide and that the
operations of multiplication and multiplication by scalars satisfy the relation

λ(xy) = (λx)y = x(λy) (1.1)

for all x, y ∈ A and for all complex numbers λ.
Correspondingly, a real algebra is an associative ring A which is a real vector

space with the ring and vector space additions coinciding, and with relation (1.1)
satisfied for all x, y ∈ A and for all real numbers λ.

Obviously, every complex algebra is a real algebra but the reverse inclu-
sion does not always hold. One reason for this is the absence of the operation of
multiplication by complex scalars in A. However, many algebras emerging from
applications do have this operation but fail to satisfy relation (1.1). As a result,
standard tools used in the complex situation either are not available or have to be
properly redesigned.

1.1 Complex and Real C∗-Algebras

Definition 1.1.1. A complex algebra A is called an algebra with involution or a
∗-algebra if there exists a map ∗ : A → A, called involution, such that (a + b)∗ =
a∗+b∗, (ab)∗ = b∗a∗, (λa)∗ = λa∗ and (a∗)∗ = a for all a, b ∈ A and for all λ ∈ C.

Definition 1.1.2. A complex Banach algebra is a complex algebra A equipped with
a Banach space norm || · || such that

||xy|| ≤ ||x|| ||y||

for all x, y ∈ A.
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Let A be a real or complex Banach algebra. A subset I is called left (right)
ideal of A if:

1. I is a linear subspace of A;

2. ja ∈ I (aj ∈ I) for all j ∈ I and for all a ∈ A.

I is referred to as an ideal or two-sided ideal of A if it is both a left and a
right ideal simultaneously. An ideal I ⊂ A is called proper if I �= {0} and I �= A.
Finally, a proper ideal I ⊂ A is said to be maximal if, whenever J ⊂ A is an ideal
of A such that I ⊂ J , either I = J or J = A. Note that any maximal ideal I is
closed – i.e., the subspace I is closed.

A Banach algebra A is called unital if it possesses an identity element e. Note
that any Banach algebra A is contained in a unital Banach algebra Ã, as an ideal
of codimension 1 [96]. Therefore, without loss of generality, we may assume that
all algebras under consideration possess an identity element e unless otherwise
specified.

An element a ∈ A is called left (right) invertible if there exists b ∈ A (c ∈ A)
such that ba = e (ac = e). If a is left (right) invertible, then the corresponding
element b or c is called a left (right) inverse for a and is denoted by a−1

l (respectively
a−1
r ). If a ∈ A is both left and right invertible, then it is called invertible. In this

case the right and left inverses coincide and their common value is denoted by
a−1.

To each Banach algebra A and each closed two-sided ideal I of A one can
assign another Banach algebra A/I which is called the quotient or factor algebra.
The elements of A/I are the cosets a + I, a ∈ A. For instance, it is not hard to
see that the product (a + I)(b + I) := ab + I is correctly defined. The norm on
A/I is given by

||a+ I|| := inf
j∈I
||a+ j||.

Throughout this work we use various notions of homomorphisms defined
on appropriate algebras. Thus a complex algebra homomorphism is a mapping
between complex algebras which preserves addition, multiplication, scalar multi-
plication and the identity element, whereas a complex ∗-algebra homomorphism
has to preserve the operation of involution as well. Corresponding real algebra
homomorphisms are defined similarly.

A complex C∗-algebra is a complex Banach ∗-algebra such that ||a∗a|| = ||a||2
for all a ∈ A.

Now let us turn to real C∗-algebras.

Definition 1.1.3. A real algebra A is called a ∗-algebra or algebra with involution
if there exists a map ∗ : A → A such that (a + b)∗ = a∗ + b∗, (ab)∗ = b∗a∗,
(λa)∗ = λa∗ and (a∗)∗ = a for all a, b ∈ A and for all λ ∈ R.

The definition of a real Banach algebra literally repeats the corresponding
definition for the complex case. However, unlike the complex case, the definition
of a real C∗-algebra contains an additional condition.
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Definition 1.1.4. A real C∗-algebra A is a real Banach ∗-algebra such that ||a∗a|| =
||a||2 for all a ∈ A, and such that the element e + a∗a is invertible in A for any
a ∈ A.

The invertibility of the elements e + a∗a, a ∈ A plays an important role
in different aspects of the theory of C∗-algebras, so initially this condition was
included in the definition of any C∗-algebra, whether real or complex. However,
as was shown later, in the complex case other axioms already provide invertibility
of the element e + a∗a for any a ∈ A. As far as real C∗-algebras are concerned,
this condition does not follow from other axioms and has to be postulated. Indeed,
consider the set of the complex numbers C as a real Banach ∗-algebra with the
usual absolute value norm ||a|| := |a| and with the involution a∗ := a. Such
an algebra satisfies all but one axiom of real C∗-algebras. Thus if a := i, then
b := 1 + i∗i = 0 and this element b is not invertible.

It turns out that a closed two-sided ideal I of a C∗-algebra A is a ∗-ideal,
that is a ∈ I implies a∗ ∈ I. Moreover, A/I is a C∗-algebra [66, 96].

An element a belonging to a real or complex C∗-algebra A is called self-
adjoint if a = a∗, and normal if aa∗ = a∗a.

Let A and D be real or complex C∗-algebras. A homomorphism ϕ : A �→ D
is called ∗-homomorphism if ϕ(a∗) = ϕ(a)∗ for all a ∈ A. Notice that any ∗-
homomorphism ϕ is automatically continuous, the image set imϕ is again a C∗-
algebra, and an injective ∗-homomorphism is isometric [66, 96].

Example 1.1.5. Let A be a real or complex Hilbert space, and let L(H) denote
the collection of all linear bounded operators acting on H. Then L(H) forms
respectively a real or complex C∗-algebra, where the involution A �→ A∗ is the
Hilbert adjunction. The collection K(H) ⊂ L(H) of all compact operators forms a
closed two-sided ideal in L(H).

We introduce now a class of operators A ∈ L(H) which are close to invertible
operators.

Let H be a real or complex Hilbert space. An operator A ∈ L(H) is called
Fredholm if dim kerA < ∞, dim kerA∗ < ∞ and the image space imA is closed,
that is imA = imA.

If A is a Fredholm operator, then the number

indA := dim kerA− dim kerA∗

is called the index of the operator A.
Let us list some properties of Fredholm operators.

(a) A is Fredholm if and only if there are compact operators K1,K2 and an
operator B ∈ L(H) such that

AB = I +K1, BA = I +K2.

The operator B is also called a regularizer of A.



4 Chapter 1. Complex and Real Algebras

(b) A is Fredholm if and only if the coset A + K(H) is invertible in the Calkin
algebra L(H)/K(H).

(c) The set of all Fredholm operators is open in L(H).

(d) If A ∈ L(H) is Fredholm and K ∈ K(H), then A+K is Fredholm and

ind (A+K) = indA.

(e) If A,B ∈ L(H) are Fredholm operators, then AB is a Fredholm operator and

ind (AB) = indA+ indB.

If H is a complex Hilbert space and A ∈ L(H), then the essential spectrum
of A is the set

ess spA := {λ ∈ C : A− λI is not Fredholm}.

It will follow from the discussion in Section 1.4 that ess spA is a non-empty com-
pact subset of C.

1.2 Real Extensions of Complex ∗-Algebras

In many applications the real C∗-algebras arising have special structures, so that
the algebra and properties of its elements can be studied more effectively. One
such construction will be considered here.

Let R be a real algebra. Assume that this algebra contains a complex C∗-
algebra A with identity e �= 0, and an element m that does not belong to A and
satisfies the following assumptions:

(A1) For each a ∈ A the element mam belongs to the C∗-algebra A as well.

(A2) For each a ∈ A and for each λ ∈ C the relation m(λa) = λma holds.

(A3) m2 = e and me = m.

(A4) The null element 0 of the C∗-algebra A is also that of the algebra R.

(A5) For each a ∈ A, (mam)∗ = ma∗m, where “∗” means the given involu-
tion on A.

Note that the above product λma, λ ∈ C is well defined. Indeed, λma =
(λ(mam))m and by (A1) the element mam belongs to the complex C∗-algebra A.

Let Am stand for the set of those elements of R which have the form am
with a ∈ A. The following lemma is an immediate consequence of the assumptions
(A1) – (A4) and the fact that R is an algebra.
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Lemma 1.2.1. Let the assumptions (A1) – (A4) be satisfied. Then

1. For any b ∈ A the element mb belongs to Am.

2. em = m.

3. If a ∈ A and am = 0, then a = 0.

Corollary 1.2.2. Under the assumptions of Lemma 1.2.1 one has:

1. mem = e.

2. For any a, b ∈ A the element amb belongs to Am.

The proofs of the above results follow from simple computations.

Lemma 1.2.3. The intersection of the sets A and Am consists of the element 0
only.

Proof. Let us suppose that there is an element b ∈ R such that b ∈ A ∩ Am and
b �= 0. Then b has the form b = cm, where c ∈ A. Multiplying the last equality by
i on the left side and by (−ie) on the right, we obtain b = −cm. Comparing these
two expressions for b and using Lemma 1.2.1, we see that b = 0 and c = 0. �

We consider now the subset Ã ⊆ R which consists of all elements ã ∈ R
having the form

ã = b+ cm, b, c ∈ A. (1.2)

Lemma 1.2.3 yields the uniqueness of this representation for the elements from Ã.

Lemma 1.2.4. If an element ã ∈ Ã has two representations ã = b1 + c1m and
ã = b2 + c2m, then b1 = b2 and c1 = c2.

Indeed, b1 + c1m = b2 + c2m, then b1 − b2 = (c2 − c1)m, hence b1 = b2 and
c1 = c2.

It should be noted that the set Ã possesses operations of addition and mul-
tiplication which are inherited from the algebra R. For instance, if ã1, ã2 ∈ Ã,
ã1 = b1 + c1m, ã2 = b2 + c2m, then we can write

ã1 · ã2 = [b1b2 + c1(mc2m)] + [b1c2 + c1(mb2m)]m.

Additionally, a scalar multiplication can be introduced in the following way: For
each ã ∈ Ã, ã = b+ cm and for each λ ∈ C we put

λã = λb+ λcm.

Due to the assumptions (A1) – (A3), the result of each of the above operations
is in Ã again. Besides, it is easily seen that the set Ã with these operations is a
linear space, and the multiplication is distributive with respect to addition and also
associative. However, Ã does not become a complex algebra, because in general

ã(λb̃) �= λ(ãb̃), ã, b̃ ∈ Ã, λ ∈ C.
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But it does form a real algebra. Moreover this set can be made into a real ∗-algebra
by introducing an involution � : Ã → Ã by

ã� := b∗ +mc∗ (1.3)

where ã = b+cm. Such definition is correct because the elements of Ã have unique
representation (1.2). Moreover it is easily seen that the operation ‘�’ possesses most
of the basic properties for involutions on complex algebras. For instance:

1. For any ã ∈ Ã the element ã� belongs to the algebra Ã as well.

2. (ã�)� = ã for any ã ∈ Ã.

3. For any ã, b̃ ∈ Ã and for any α, β ∈ R,

(ã+ b̃)� = ã� + b̃�,

(ã · b̃)� = b̃� · ã�,

(αã + βb̃)� = αã� + βb̃�.

Thus the set Ã equipped with the above operations of addition, multiplication,
scalar multiplication and the involution ‘�’ becomes a real ∗-algebra.

In addition, one can see that m� = m, and a� = a∗ for any a ∈ A, therefore
it will cause no confusion if we use the same symbol ‘∗’ to denote the involution
on the set Ã. We emphasize that the above involution on the set Ã depends on
the element m. In the sequel, we study a number of algebras Ã which can be
defined by different elements m. In these cases a special notation is used to make
it clear which involution is meant. Thus the corresponding involution is called
m-involution and the corresponding extension is denoted by Ãm. We study the
uniqueness of this involution and establish conditions when different elements m
define the same involution on the algebra under consideration. Meanwhile let us
denote byM(A) the set of all elements m of Ã which satisfy axioms (A1)− (A3)
and axiom (A5).

A simple example of a pair (A,m) which satisfies conditions (A1) – (A5) is
given below. Let X = C, and let A be the C∗-algebra of all continuous linear
operators acting in X . Evidently, A consists of the multiplication operators by
complex numbers only. We define the element m by

mx = x, x ∈ C,

where the over-bar denotes the operation of complex conjugation. It is easily seen
that the pair (A,m) satisfies conditions (A1) – (A5) if the set of all additive
continuous operators in C is taken as the corresponding real algebra R.
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1.3 Uniqueness of Involution in Real Extensions of
Complex ∗-Algebras

Suppose we have two different elements m1 and m2 of R possessing the properties
(A1)− (A5) and producing just the same algebra Ã. If ã ∈ Ã, then it is not known
whether the corresponding involutions

(ã)∗m1
= (b1 + c1m1)∗m1

= b∗1 +m1c
∗
1 (b1, c1 ∈ A),

(ã)∗m2
= (b2 + c2m2)∗m2

= b∗2 +m2c
∗
2 (b2, c2 ∈ A)

for the element ã coincide. In this section we give some conditions when the equal-
ity (ã)∗m1

= (ã)∗m2
is fulfilled for each ã of Ã provided that Ãm1 = Ãm2 (= Ã).

Theorem 1.3.1. If A is a complex C∗-algebra, and m1,m2 ∈ M(A), then the
following assertions are equivalent:

1. Ãm1 = Ãm2 (= Ã) and, for each ã ∈ Ã,

(ã)∗m1
= (ã)∗m2

.

2. The element m1m2 belongs to the algebra A and satisfies the relation

(m1m2)∗ = m2m1. (1.4)

Proof. Necessity. Let the algebra Ãm1 coincide with Ãm2 , and let them both have
just the same involution. Then there exist f, g ∈ A such that m1 = f + gm2.
Following the proof of Lemma 1.2.3 we get m1 = −f + gm2. Hence, m1 = gm2, or

m1m2 = g, (1.5)

i.e., m1m2 ∈ A.
To establish relation (1.4), let us compute each of the involutions for the

element m1. Thus we have
(m1)∗m1

= m1 (1.6)

and
(m1)∗m2

= (gm2)∗m2
= m2g

∗. (1.7)

Comparing (1.6) with (1.7) we obtain m1 = m2g
∗. Multiplying this equality by

m2 from the left and recalling (1.5) completes the proof.
Sufficiency. Assume thatm1m2 is an element from the algebra Ã and equality

(1.4) is satisfied. Let us show that algebras Ãm1 and Ãm2 coincide. If ã ∈ Ãm1 ,
then there are elements b and c in the algebra A such that ã = b+ cm1. Hence

ã = b+ cm1 = b+ cm1 ·m2
2 = b+ c · (m1m2)m2 = b+ c1m2,



8 Chapter 1. Complex and Real Algebras

i.e., ã ∈ Ãm2 because b, c1 ∈ A. The inclusion Ãm2 ⊂ Ãm1 is proved analogously.
Now we take an element ã of Ã and find its involutions generated by each of the
elements m1 and m2. We have

(ã)∗m1
= (b+ cm1)∗m1

= b∗ +m1c
∗

and

(ã)∗m2
= (b+ cm1)∗m2

= (b+ c(m1m2)m2)∗m2
= b∗ +m2(c(m1m2))∗

= b∗ +m2(m1m2)∗c∗ = b∗ +m2(m2m1)c∗ = b∗ +m1c
∗,

i.e., (ã)∗m1
= (ã)∗m2

. �
Corollary 1.3.2. Let m1,m2 ∈ M(A). If there is a unitary element a ∈ A such
that m2 = m1a, then m1 and m2 define the same algebra Ã, and for each ã ∈ Ã
one has (ã)∗m1

= (ã)∗m2
.

Indeed, since m1m2 = a ∈ A we only need to check whether the element
m1m2 satisfies (1.4). This follows, because

(m1m2)∗ = (m1m1a)∗ = a∗ = a−1 = m2m1.

The following two assertions give us some methods to construct new elements
of R which belong to the set M(A) and produce algebras Ã with just the same
involution.

Corollary 1.3.3. Let m ∈ M(A), and let q be a unitary element of A such that

q∗ = mqm. (1.8)

Then:

1. The element mq := mq belongs to the set M(A).

2. Ãm = Ãmq (= Ã).

3. For each ã ∈ Ã, (ã)∗m = (ã)∗mq
.

Proof. Let us show that mq ∈ M(A). Note that mq obviously satisfies axioms
(A1), (A3), (A4), and (A2) is an immediate consequence of (1.8). Moreover, for
any element b ∈ A we have

(mqbmq)∗ = (mqbmq)∗ = q∗(mqbm)∗ = q∗(mb∗q∗m)
= m(mq∗m)b∗m(mq∗m) = mq · b∗ ·mq = mqb

∗mq.

Thus mq ∈ M(A) and reference to Corollary 1.3.2 completes the proof. �
Corollary 1.3.4. Let m ∈M(A), and let q ∈ A be a self-adjoint element such that
q2 = e. Then for the element mq = qmq all the assertions of Corollary 1.3.3 are
true.
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Proof. The validity of the relations (A1)−(A3) and (A5) follows by straightforward
computation. Let us check the axiom (A5). For each b ∈ A we have

(mqbmq)∗ = (qmqbqmq)∗ = q∗m(qbq)∗mq∗ = qmqb∗qmq = mqb
∗mq.

It remains to prove the second assertion of Theorem 1.3.1. Indeed, the element
mmq = (mqm)q evidently belongs to the algebra A, and

(mmq)∗ = ((mqm)q)∗ = q∗mq∗m = qmqm = mqm.

This finishes the proof �
Let us give examples of complex C∗-algebras and their extensions generated

by different elements satisfying axioms (A1)− (A3), (A5).

Example 1.3.5. Let Γ0 be the unit circle in the complex plane C, i.e., Γ0 = {t ∈ C :
|t| = 1}. By L2 = L2(Γ0) we denote the set of all complex-valued Lebesgue-
measurable functions ϕ on Γ0 such that

∫
Γ0
|ϕ(t)|2|dt| < ∞. Under the scalar

product

(ϕ, ψ) =
1
2π

∫

Γ0

ϕ(t)ψ(t) |dt|, ϕ, ψ ∈ L2(Γ0)

this set actually becomes a Hilbert space. ByM we denote the complex conjugation
operator, i.e.,

(Mϕ)(t) = ϕ(t) for all ϕ ∈ L2(Γ0).

Note that this operator satisfies the axioms (A1) − (A3) and (A5). The above
extension Ã of the C∗-algebra A = L(L2(Γ0)) by the operator M is the algebra
of additive continuous operators Ladd(L2(Γ0)). Indeed, any additive operator A ∈
Ladd(L2(Γ0)) can be represented in the form

A = Al +Aa = Al + (AaM)M (1.9)

where Al = (A− iAi)/2 is a linear operator and Aa = (A+ iAi)/2 is an antilinear
operator, i.e., such that

Aa(λϕ) = λAaϕ

for any λ ∈ C and for any ϕ ∈ L2(Γ0). Since AaM ∈ L(L2(Γ0)) and M ∈
M(L(L2(Γ0))), the representation (1.9) implies the inclusion Ladd(L2(Γ0)) ⊂
L̃M (L2(Γ0)). On the other hand, the operator M is additive. Therefore,
L̃M (L2(Γ0)) ⊂ Ladd(L2(Γ0)).

Of course, M is not the only operator that can be used to introduce an
involution on Ladd(L2(Γ0)). Thus, by Corollary 1.3.4, exactly the same involution
on Ladd(L2(Γ0)) can be obtained by using the operator M1 = SMS, where S is
the Cauchy singular integral operator

(Sϕ)(t) =
1
πi

∫

Γ0

ϕ(τ)
dτ

τ − t , ϕ ∈ L2(Γ0)

because S∗ = S and S2 = S (cf. [91, Chapter 1]).
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Example 1.3.6. Consider the Hilbert space L2(Γ0) again, and take a continuously
differentiable function α = α(t), t ∈ Γ0 such that

α2(t) = α(α(t)) = t for all t ∈ Γ0. (1.10)

Suppose that
|α′(t)| = 1 for all t ∈ Γ0. (1.11)

An example of the function which satisfies equations (1.10), (1.11) is α(t) =
1/t, t ∈ Γ0. By Wα we denote the operator of the Carleman shift

(Wαϕ)(t) = ϕ(α(t)), ϕ ∈ L2(Γ0), t ∈ Γ0

and by Ba the operator of multiplication by a continuous function a, i.e.,

(Baϕ)(t) = a(t)ϕ(t), ϕ ∈ L2(Γ0), t ∈ Γ0.

LetA be the smallest closed C∗-subalgebra of the C∗-algebra L(L2(Γ0)) containing
the operator Wα and all operators Ba with a ∈ C(Γ0). We consider the extensions
of this algebra by the elements M and M1 = MWα.

It is easily seen that M ∈ M(L(L2(Γ0))). Therefore, we only have to check
the conditions of Corollary 1.3.3 for the operatorWα. Indeed, it follows from (1.10)
and (1.11) that W 2

α = I and W ∗
α = B|α|Wα = Wα. In addition, a straightforward

computation gives
MWαM = Wα = W ∗

α,

i.e., all conditions of Corollary 1.3.3 are satisfied. Thus the elements M and M1

define the same algebra Ã and the same involution on this algebra.

Let H be a complex Hilbert space and let Ladd(H) be the set of all addi-
tive continuous operators acting in H. By M(H) we denote the set of continuous
additive operators M which act on the space H and satisfy the conditions:

1. M2 = I, where I is the identical operator of L(H).

2. (Mϕ,ψ) = (ϕ,Mψ) for all ϕ, ψ ∈ H.

Lemma 1.3.7. Let M ∈M(H). Then:

1. M is an antilinear operator, i.e.,

M(λϕ) = λMϕ (1.12)

for all λ ∈ C and for all ϕ ∈ H.

2. For each A ∈ L(H), the operator MAM belongs to L(H) again and

(MAM)∗ = MA∗M.
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3. For each A ∈ L(H),
||MAM || = ||A||.

Proof. First we show that each operator M satisfying the above conditions is
antilinear. Indeed, for any ϕ, ψ ∈ H one has

(M(λϕ), ψ) = λ (ϕ,Mψ) = λ(Mϕ,ψ) = (λMϕ,ψ)

which implies (1.12). The second assertion can be verified analogously. For the
third, one assumes that A ∈ L(H) and ϕ is an element of H. Then

||MAMϕ||2 = (MAMϕ,MAMϕ) = (AMϕ,M2AMϕ)

= (AMϕ,AMϕ) = ||AMϕ||2 ≤ ||A||2||Mϕ||2

= ||A||2(Mϕ,Mϕ) = ||A||2(ϕ,M2ϕ) = ||A||2||ϕ||2,

i.e.,
||MAM || ≤ ||A|| for all A ∈ L(H).

Conversely, set B = MAM . Then

||A|| = ||MBM || ≤ ||B||,

and the proof is complete. �
Lemma 1.3.7 shows that every operator M ∈ M(H) necessarily belongs to

M(L(H)). Given such an element M , one can construct the real extension L̃(H)
of the algebra of linear continuous operators L(H). Thus it is important to know
whether for a given Hilbert space H, the set M(H) contains at least one element.

Theorem 1.3.8. For any Hilbert space H, the set M(H) is not empty.

Proof. Let Φ be an orthonormal basis for H. Then any element h ∈ H can be
represented in the form [77, pp. 252–253]

h =
∑

φ∈Φ

(h, φ)φ, (1.13)

and
||h||2 =

∑

φ∈Φ

|(h, φ)|2. (1.14)

Let us now define an operator MΦ by

MΦh :=
∑

φ∈Φ

(h, φ)φ, h ∈ H. (1.15)

It is easily seen that MΦ is an additive operator and

M 2
Φ = I.
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Moreover, using (1.14) one obtains

||MΦh|| = ||h||, h ∈ H,

hence M ∈ Ladd(H). It remains to show the validity of the equation

(MΦh, g) = (h,MΦg), h, g ∈ H.

Let h, g ∈ H, the element h have representation (1.13), and let

g =
∑

φ∈Φ

(g, φ)φ. (1.16)

Note that there are at most a countable number of non-zero scalar products
(h, φ), (g, φ) in the series (1.13), (1.16). Then

(MΦh, g) =




∑

φ∈Φ

(h, φ)φ,
∑

φ∈Φ

(g, φ)φ





=
∑

φ∈Φ

(h, φ) (g, φ) = (h,MΦg).

Thus MΦ ∈M(H) and the proof is complete. �
Example 1.3.9. Consider the Hilbert space L2(Γ0) again. The system Φ :={
tk, k ∈ Z

}
is an orthonormal basis for L2(Γ0). Then the operator MΦ defined

by (1.15) admits the representation

(MΦh)(t) = h(1/t).

On the other hand, choosing in L2(Γ0) an orthonormal basis Ψ that consists of
only real-valued elements, one obtains the operator of complex conjugation

(MΨh)(t) = h(t).

Analogously to (1.9), each additive operator Ã ∈ Ladd(H) can be represented
in the form

Ã = A1 +A2M, (1.17)

where A1 and A2 = AaM are linear continuous operators on the space H. Hence
any operator M ∈M(H) produces an extension of L(H) by M that coincides with
Ladd(H), and furthermore an involution , viz., for each operator Ã ∈ Ladd(H) one
can define Ã∗ by

Ã∗ = A∗
1 +MA∗

2.

Therefore the real algebra Ladd(H) can be considered as an extension of the com-
plex C∗-algebra L(H) by any operator M ∈M(H).
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Now we are in a position to show that all such operators produce the same
involution on Ladd(H). Indeed, by (1.12) the operator M1M2 belongs to L(H) for
any M1,M2 ∈M(H). Moreover, for any ϕ, ψ ∈ H one has

(M1M2ϕ, ψ) = (M2ϕ,M1ψ) = (ϕ,M2M1ψ).

Thus (M1M2)∗ = M2M1, and Theorem 1.3.1 finishes the proof.
We see that a wide class of antilinear operators produces just the same invo-

lution on Ladd(H) (in the sense of definition (1.3)). Moreover, it turns out that in
the case Ladd(H) all possible involutions (1.3) coincide! The proof of this result is
given below.

Let HR be the same Hilbert space H considered as a real space. As a scalar
product on HR we will use the form

〈ϕ, ψ〉 = 〈ϕ, ψ〉HR
= Re (ϕ, ψ), ϕ, ψ ∈ HR. (1.18)

Note that some features of this real space HR will be discussed in Section 1.6.
For each A ∈ Ladd(H), let A∗

R
refer to an operator B ∈ Ladd(H) which

satisfies the relation

〈Aϕ,ψ〉 = 〈ϕ,Bψ〉 for all ϕ, ψ ∈ H.

Let us list elementary properties of these operators:

1. For each A ∈ Ladd(H), the operator A∗
R

exists and is uniquely determined;

2. For any A,B ∈ Ladd(H), (A+B)∗
R

= A∗
R

+B∗
R

and (AB)∗
R

= B∗
R
A∗

R
;

3. For each A ∈ Ladd(H), (A∗
R
)∗
R

= A;

4. For each A ∈ L(H), A∗
R

= A∗;

5. For each M ∈M(L(H)), the operator MM∗
R

belongs to L(H).

Theorem 1.3.10. Let H be a complex Hilbert space. Then any two operators M1

and M2 from the set M(L(H)) produce just the same involution on Ladd(H).

Proof. First of all, we suppose that dimH > 1 and consider an arbitrary operator
M ∈ M(L(H)). Let A ∈ L(H). On account of properties 1) – 4) one can write

(MA∗M)∗R = M∗
RAM

∗
R.

On the other hand,

(MA∗M)∗R = (MA∗M)∗ = MAM.

Therefore, according to condition (A3) we get

(MM∗
R)A = A(MM∗

R) for all A ∈ L(H).
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Since dimH > 1 the algebra L(H) is irreducible, and MM∗
R
∈ L(H) is an operator

of multiplication by a scalar [66], i.e.,

MM ∗
R = λI (1.19)

for a λ ∈ C. However, the operator MM∗
R

is self-adjoint. This implies λ ∈ R, and
applying axiom (A3) once again we obtain M∗

R
M = λI, so multiplying the last

expression by (1.19) one gets λ2 = 1 or λ = ±1. Thus, there may exist only two
situations, M∗

R
= M or M∗

R
= −M .

Let us now show that the second case is impossible. Indeed, if we suppose
that M∗

R
= −M , then I +MM∗

R
= 0. Therefore for any ϕ ∈ H we have

||ϕ||2 ≤ (ϕ, ϕ) + (M∗
Rϕ,M

∗
Rϕ)

= 〈ϕ, ϕ〉+ 〈MM∗
Rϕ, ϕ〉

= 〈(I +MM∗
R)ϕ, ϕ〉

≤ ||(I +MM∗
R)ϕ|| ||ϕ||

using the Cauchy-Schwarz inequality, whence

||ϕ|| ≤ ||(I +MM∗
R)ϕ|| = 0 for all ϕ ∈ H

which is not possible. Hence, for each M ∈M(L(H)) we obtain M∗
R

= M .
It remains to use the necessary and sufficient condition (1.4). Thus for any

M1,M2 ∈M(L(H)) we can write

(M1M2)∗ = (M1M2)∗R = (M2)∗R(M1)∗R = M2M1.

Hence if dimH > 1, all the operators ofM(L(H)) produce just the same involution
on Ladd(H). Let us now consider the situation dimH = 1. In this case the algebra
L(H) consists of the operators of multiplication by complex scalars only, and it is
a simple matter to check that

M(L(H)) =
{
eiϕM : ϕ ∈ [0, 2π)

}

where M is the operator of complex conjugation. However, all such elements pro-
duce the same involution on Ladd(H). �

Remark 1.3.11. Theorem 1.3.10 can be generalized on further real C∗-algebras
Ã. Axioms 1) - 5) show what assumptions have to be made to guarantee the
uniqueness of involution in such algebras.

All the previous considerations have dealt with cases where different elements
of M(A) produced just the same algebra Ã. However, there are examples where
different elements m1 and m2 generate different real algebras Ãm1 and Ãm1 .
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Example 1.3.12. Assume that a continuous function α satisfies relation (1.10), and
let Ba,Wα,M and M1 be the operators considered in Example 1.3.6. By A we now
denote the smallest closed C∗-subalgebra of L(L2(Γ)) containing all operators Ba,
with function a being in C(Γ). It is easily seen that

M1BaM1 = Ba◦α and (M1BaM1)∗ = Ba◦α = M1B
∗
aM1,

therefore the element M1 generates a real algebra ÃM1 . However, this real ex-
tension ÃM1 of the complex C∗-algebra A does not coincide with the extension
ÃM .

1.4 Real and Complex Spectrum. Inverse Closedness

Let A be a unital complex C∗-algebra, and let b ∈ A.

Definition 1.4.1. The spectrum of b in A, denoted by spAb, is the set of all complex
numbers λ such that the element b− λe is not invertible in A.

Let us recall some known properties of unital complex C∗-algebras. If A is a
unital complex C∗-algebra and b ∈ A, then

(a) The spectrum spAb is a non-empty compact subset of C.

(b) If r(b) denotes the spectral radius of b ∈ A, i.e.,

r(b) := max
λ∈spAb

|λ|,

then
r(b) = inf

n∈N

||bn||1/n = lim
n→∞

||bn||1/n.

Moreover, if the element b is self-adjoint or normal, then

r(b) = ||b||.

(c) If D ⊂ A is a C∗-subalgebra containing the unit element of A, then D is
inverse closed in A, that is if b ∈ D is invertible in A, then b is also invertible
in D.

(d) If b is a self-adjoint element of A, then spAb ⊂ R.

Assume now that b is an element of a real C∗-algebra. Then for λ ∈ C the
element λb may not be defined, so in the above definition of the spectrum the set
of complex numbers C has to be replaced by the set of real numbers R. However,
as already mentioned, real algebras often possess an operation of multiplication by
complex scalars. For such algebras one can distinguish between real and complex
spectra. More precisely, we define the real spectrum of an element as follows.
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Definition 1.4.2. Let A be a real C∗-algebra and let b ∈ A. The real spectrum of
b in A, denoted by sprAb, is the set of all numbers λ ∈ R such that the element
b− λe is not invertible in A.

If a real C∗-algebra A has an operation of multiplication by complex scalars,
we will also consider the complex spectrum of elements in A. It is defined anal-
ogously to the real spectrum, but the set of real numbers R in Definition 1.4.2
is replaced by the set of complex numbers C. For the sake of simplicity, for this
spectrum we use the same notation as for a spectrum in complex algebras, viz.,
spAb.

It can happen that the real spectrum of an element from a unital real C∗-
algebra is empty. An obvious example of such a situation is provided by the imag-
inary unit i ∈ C when the set of the complex numbers C is considered as a real
C∗-algebra.

However, there is a nice substitution for the real spectrum of an element b
from real C∗- or Banach algebra A, viz., the complexified spectrum spcAb defined
by

spcAb := {α+ iβ : α, β ∈ R and (α− b)2 + β2 is not invertible in A}.

It is clear that if α+ iβ ∈ spcAb, then α− iβ ∈ spcAb as well.
There is another definition of the complexified spectrum as the familiar (com-

plex) spectrum in the complexification of the algebraA. We are not going to discuss
this construction but mention that it immediately implies that the complexified
spectrum of any element from any real algebra is a non-empty compact subset of
C. Moreover, the complexified spectral radius

rcA(b) := max
λ∈spc

Ab
|λ|

is connected with the norm of the element b by

rcA(b) = inf
n∈N

||bn||1/n = lim
n→∞

||bn||1/n.

If b is a self-adjoint element in a unital real C∗-algebra A, then spcAb ∈ R. This
leads to the identity

spcAb = sprAb,

so that the spectrum sprAb is not empty. Moreover

rcA(b) = rA(b) = inf
n∈N

||bn||1/n = lim
n→∞

||bn||1/n.

Finally, if A is a unital complex C∗-algebra and AR denotes A considered as a
real algebra, then

spcAR
b = spAb ∪ {λ : λ ∈ spAb}.

Note that further information and proofs can be found in [96, 131].
We need some known results concerning real algebras.
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Theorem 1.4.3 ([96], Chapter 11 or [135], Appendix 1). Let b be a self-adjoint
element of a unital (real or complex) C∗-algebra A, and let R(b) be the smallest
closed real C∗-subalgebra containing the elements b and e. Then R(b) is isomet-
rically isomorphic to the algebra C(sprR(b)b) of all continuous real functions on
sprR(b)b.

Lemma 1.4.4. Let a be a self-adjoint element of the complex C∗-algebra U . Then

sprR(a)a = spUa (= sprUa)

where R(a) is the smallest closed real C∗-algebra of U generated by the elements
a and e.

Proof. Since for each self-adjoint element a ∈ U ,

spUa ⊂ R,

we only have to prove that each self-adjoint invertible element a of U is also
invertible in R(a). To do this we use the fact that by Theorem 1.4.3 the algebra
R(a) is isometrically isomorphic to the algebra C(sprR(a)a) of all real continuous
functions on the spectrum sprR(a)a. Let us now suppose that the element a is
invertible in U but not in R(a). Then the point 0 belongs to the sprR(a)a. We
define the function fn on sprR(a)a in the following way:

fn(t) =






n, if t ∈ sprR(a)a ∩ [−1/n, 1/n],

1/|t|, if t ∈ (R ∩ sprR(a)a)\[−1/n, 1/n].

The function fn ∈ C(sprR(a)a) and |tfn(t)| ≤ 1 for all t ∈ sprR(a)a. Hence

||afn(a)|| ≤ 1.

If the element a is invertible in U , then there exists b ∈ U such that ba = e, so

||fn(a)|| = ||bafn(a)|| ≤ ||b||.

We have obtained a contradiction, because the norm of fn(a) can be made suffi-
ciently large. �
Corollary 1.4.5. Let B be a real C∗-subalgebra of the complex C∗-algebra A. Then
B is inverse closed in the algebra A, i.e., if an element b ∈ B is invertible in A,
then it is also invertible in B.

Proof. Let the element b ∈ B be invertible in A. Then b∗ is also invertible in A.
Since b∗b is a self-adjoint element, by the previous lemma the element (b∗b)−1

belongs to the algebra B. Hence the element c = (b∗b)−1b∗ belongs to the real C∗-
subalgebra B, and a simple computation shows that c = b−1

l . The right invertibility
of b in the subalgebra B can be proved analogously. �
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Below we describe relations between the complex spectrum of elements from
the real extensions Ã of complex algebras A and the real spectra of auxiliary
elements of a complex algebra.

Let A2×2 be the complex C∗-algebra of all 2 × 2 matrices with entries from
A. We consider a subset E2×2

Ã of A2×2, which by definition consists of all matrices
A having the form

A =
(

b c
mcm mbm

)

, b, c ∈ A, (1.20)

where the element m satisfies axioms (A1) – (A5) of Section 1.2.
Provided with natural operations of multiplication, addition, involution and

with the norm of A2×2, this set becomes a real C∗-subalgebra of A2×2. Let us
now define a mapping Ψ : Ã → E2×2

Ã by

Ψ(ã) = Ψ(b+ cm) :=
(

b c
mcm mbm

)

. (1.21)

Lemma 1.4.6. If ã1, ã2 ∈ Ã, then

1) Ψ(λã) = λΨ(ã) for all ã ∈ Ã and for all λ ∈ R.
2) Ψ(ã1 + ã2) = Ψ(ã1) + Ψ(ã2).
3) Ψ(ã1 · ã2) = Ψ(ã1) ·Ψ(ã2).
4) Ψ(ã∗1) = Ψ(ã1)∗.
5) The mapping Ψ : Ã → E2×2

Ã is continuously invertible.

Proof. Properties 1) – 4) immediately follow from the definition of the operations
of addition, multiplication and involution on Ã. It is also clear that Ψ : Ã → E2×2

Ã
is an isomorphism, and it is closed. By the closed graph theorem of Banach, both
the operators Ψ and Ψ−1 are continuous. �

An immediate consequence of Lemma 1.4.6 and Corollary 1.4.5 is the follow-
ing result.

Corollary 1.4.7. Let ã ∈ Ã. The element ã is invertible in Ã if and only if the
element Ψ(ã) is invertible in A2×2.

Remark 1.4.8. From Lemma 1.4.6 the set Ã can be provided with the norm

||ã||Ã := ||Ψ(ã)||A2×2 , (1.22)

so Ã becomes a real C∗-algebra. Moreover, Lemma 1.4.6 and inclusion Ψ(e+ãã∗) ∈
A2×2 show that the element e + ãã∗ is invertible for any ã ∈ Ã, since A2×2 is a
complex C∗-algebra. Hence the mapping Ψ : Ã → E2×2

Ã is a real C∗-algebra
isomorphism. Thus the norm (1.22) is the most natural norm for Ã, although in
some cases it is more convenient to use an equivalent norm

||ã|| := ||b||A + ||c||A.
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Let A and m be as before.

Definition 1.4.9. A complex C∗-subalgebra C of a real C∗-algebra A is called m-
closed if

mCm ⊆ C,
and if the axioms (A2) – (A5) with respect to C and A are satisfied.

Note that for any m-closed C∗-subalgebra C one has

mCm = C.

Corollary 1.4.10. If C is an m-closed C∗-subalgebra of an m-closed complex C∗-
algebra A, then the real C∗-subalgebra C̃ is inverse closed in the real algebra Ã.

This follows by combining Corollary 1.4.5 and Lemma 1.4.6. �
Corollary 1.4.11. Let M ∈M(H) and let A be an M -closed C∗-subalgebra of L(H).
Then Ã is inverse closed in Ladd(H).

Now, we are in position to give a complete description of the complex spec-
trum for elements from the real algebra Ã in terms of real components of the
spectra of elements from the complex algebra A2×2.

Theorem 1.4.12. Let ã = b+ cm ∈ Ã. Then

spÃã =
⋃

ϕ∈[0,2π)

{
sp+

A2×2Ψ(ãϕ)
}
eiϕ

where
ãϕ = e−iϕb+ eiϕcm (ϕ ∈ [0, 2π))

and
sp+

B b := {spBb} ∩ {R+ ∪ 0}.
Proof. For each λ = |λ|eiϕ we have

ã− λe = (ãϕ − |λ|e)eiϕ,

so the element ã − λe is invertible in Ã if and only if all elements ãϕ − |λ|e for
ϕ ∈ [0, 2π) are. We consider the subset E2×2

Ã of A2×2 which consists of all matrices
of A2×2 having the form (1.20). By Lemma 1.4.6 an element ã is invertible in Ã
if and only if Ψ(ã) is invertible in E2×2

Ã . Taking into account the relation

Ψ(ãϕ − |λ|e) = Ψ(ãϕ)− |λ|E

where

E =
(

e 0
0 e

)

,

we obtain
spÃã =

⋃

ϕ∈[0,2π)

{
sp+

E2×2
Ã

Ψ(ãϕ)
}
eiϕ.

Reference to Corollary 1.4.5 completes the proof. �
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Corollary 1.4.13. Let ã ∈ Ã. Then

sprÃã = spA2×2Ψ(ã).

It should be noted that such an equality is not always true for the complex
spectrum spÃã of ã. Consider the following example.

Example 1.4.14. Let H = C, A be the algebra of all operators of multiplications
by a ∈ C, with the involution a∗ = a, and let M(x) = x for all x ∈ C. Then

Ã = {b+ cM : b, c ∈ A} .

We consider a self-adjoint element ã of Ã. It is clear that ã = b + cM is self-
adjoint if and only if b = b. If we exploit transformation (1.21) again, the complex
spectrum spÃã of the element ã is the circle of radius |c| with center at the point
b, i.e., if c �= 0, then the complex spectrum of ã contains complex points.

Remark 1.4.15. Let B be a complex Banach algebra with identity e �= 0 included
into a real algebra R. Assume that the last algebra contains an element m, which
does not belong to B and which satisfies the following assumptions:

(Â1) For each a ∈ B the element mam belongs to the Banach algebra B as
well.

(Â2) For each a ∈ B and for each λ ∈ C the relation m(λa) = λma holds.

(Â3) m2 = e and me = m.

(Â4) The null element 0 of the Banach algebra B is also that of the algebra
R.

Let Bm stand for the set of those elements of R which have the form am
with a ∈ B. Define a real algebra B̃ by B̃ := B + Bm, and consider the mapping
Ψ : B̃ �→ B2×2 defined by (1.21).

Lemma 1.4.16. Let ã1, ã2 ∈ B̃. Then

1) Ψ(λã) = λΨ(ã) for all ã ∈ B̃ and for all λ ∈ R.
2) Ψ(ã1 + ã2) = Ψ(ã1) + Ψ(ã2).
3) Ψ(ã1 · ã2) = Ψ(ã1) ·Ψ(ã2).
4) The mapping Ψ : B̃ → E2×2

B̃ is continuously invertible.

Note that the last result is useful in situations when one considers operators
in Banach spaces.

1.5 Moore-Penrose Invertibility in Algebra Ã
After introducing operations of multiplication and involution on the algebra Ã we
may also consider the Moore-Penrose invertibility in this algebra.
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Definition 1.5.1. An element ã ∈ Ã is said to be m-Moore-Penrose invertible in
the algebra Ã if there exists an element b̃ ∈ Ã such that the relations

ãb̃ã = ã, b̃ãb̃ = b̃, (ãb̃)∗m = ãb̃, (b̃ã)∗m = b̃ã

hold.

If such an element b̃ exists, then it is called an m-Moore-Penrose inverse of
ã and denoted by ã+

m.

Lemma 1.5.2. Let the elements m1 and m2 produce just the same algebra Ã. If
(m1m2)∗ = m2m1, then each element ã ∈ Ã is m1-Moore-Penrose invertible if
and only if it is m2-Moore-Penrose invertible and ã+

m1
= ã+

m2
. In particular, if ã

is m-Moore-Penrose invertible, then its m-Moore-Penrose inverse is unique.

Proof. If (m1m2)∗ = m2m1, then the m1-involution on Ã coincides with the m2-
involution. It implies the validity of the first assertion of Lemma 1.5.2. The calcu-
lation

ã+
m1

= ã+
m1
ãã+
m1

= ã+
m1

(ãã+
m1

)∗m1
= ã+

m1
(ã+
m1

)∗m1
ã∗m2

= ã+
m1

(ã+
m1

)∗m1
ã∗m2

(ã+
m2

)∗m2
ã∗m2

= ã+
m1

((ã+
m1

)∗m1
ã∗m1

)(ã+
m2

)∗m2
ã∗m2

= ã+
m1
ãã+
m1

(ãã+
m2

)∗m2
= ã+

m1
ãã+

m2
= (ã+

m1
ã)∗m1

ã+
m2

= ã∗m1
(ã+
m1

)∗m1
ã+
m2

= ã∗m2
(ã+
m2

)∗m2
ã∗m2

(ã+
m1

)∗m1
ã+
m2

= (ã+
m2
ã)∗m2

(ã+
m1
ã)∗m1

ã+
m2

= ã+
m2

(ãã+
m1
ã)ã+

m2
= ã+

m2
ãã+
m2

= ã+
m2

implies the second assertion. Setting m = m1 = m2 one obtains the uniqueness of
the m-Moore-Penrose inverse if it exists. �

Corollary 1.5.3. Let H be a complex Hilbert space, and let M1,M2 ∈ M(L(H)).
Then an operator A ∈ Ladd(H) is M1-Moore-Penrose invertible if and only if it is
M2-Moore-Penrose invertible and A+

M1
= A+

M2
.

The proof of this corollary immediately follows from Theorem 1.3.10.

Thus in the case of the real C∗-algebra Ladd(H), Moore-Penrose inverses
do not depend on the element M . However, extensions of arbitrary complex C∗-
algebras may not possess this property. Therefore, in the following we always
assume that the element m is fixed or that any element m ofM(A) produces the
same involution, so we can write ã∗ and ã+ instead of ã∗m and of ã+

m, respectively.
Let us recall that the Moore-Penrose invertibility in complex C∗-algebras

can be studied via spectral characteristics of suitably chosen self-adjoint elements
[103]. However, as Example 1.4.14 shows, self-adjoint elements in real algebras do
not always have the properties that are customary for complex algebras. It means
that the respective “complex” results cannot be immediately used to study the
Moore-Penrose invertibility in general real algebras with involution. Nevertheless,
if we confine our study to the above extensions of complex C∗-algebras, the results
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obtained are quite complete. Thus using the mapping (1.21), one can translate
the problem of Moore-Penrose invertibility for Ã into a similar problem for a real
subalgebra of the complex algebra A2×2.

Proposition 1.5.4. The element ã ∈ Ã is Moore-Penrose invertible if and only if
the element Ψ(ã) is Moore-Penrose invertible in E2×2

Ã and

Ψ(ã)+ = Ψ(ã+), (1.23)

Ψ−1(A)+ = Ψ−1(A+). (1.24)

Relations (1.23), (1.24) show that Moore-Penrose invertibility in Ã is equiva-
lent to Moore-Penrose invertibility in E2×2

Ã . However, the latter is a real subalgebra
of the complex algebra A2×2 that makes our task simpler.

Proposition 1.5.5. An element ã = b+ cm ∈ Ã is Moore-Penrose invertible in Ã
if and only if the element Â = Ψ(ã∗ã),

Â =
(
b∗b+mc∗cm b∗c+mc∗bm
c∗b+mb∗cm c∗c+mb∗bm

)

,

is invertible in the real algebra E2×2

Ã or if 0 is an isolated point of the real spectrum
of Â in E2×2

Ã .

Proof. Necessity. Suppose that the element ã is Moore-Penrose invertible in Ã, and
let ã+ be the Moore-Penrose inverse for ã. By B we denote the element Ψ(ã+).
Evidently, B belongs to E2×2

Ã , so for all real λ such that 0 < |λ| < ||BB∗||−1, the
element E − λBB∗ is invertible in E2×2

Ã . Since λ is a real number, the element

(E − λBB∗)−1BB∗ − 1
λ

(E −BB∗) (1.25)

also belongs to E2×2

Ã . However, as noted in [193], the element (1.25) is the inverse
for Â − λE , i.e., Â is invertible or 0 is an isolated point of the spectrum of the
element Â in E2×2

Ã . (Note that E denotes the identity element of A2×2.)
Sufficiency. If Â is invertible in E2×2

Ã , then B = (Â)−1A∗ belongs to E2×2

Ã
and is the Moore-Penrose inverse for A = Ψ(ã). Assume that 0 is an isolated
point of spE2×2

Ã
Â and consider the real C∗-algebra R(Â) generated by the self-

adjoint element Â and by the unit E . It is clear that R(Â) ⊆ E2×2

Ã and from
Theorem 1.4.3 the algebra R(Â) is isometrically isomorphic to the algebra of all
real continuous functions on spR(Â)Â. The rest of the proof runs analogously to
[192], Proposition 3.2. �
Corollary 1.5.6. The element ã ∈ Ã is Moore-Penrose invertible if and only if the
element Ψ(ã∗ã) is invertible in A2×2 or 0 is an isolated point of the spectrum of
Ψ(ã∗ã) in A2×2.
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Proof. It is clear that

spA2×2Ψ(ã∗ã) ⊆ spE2×2
Ã

Ψ(ã∗ã) ⊆ spR(Ψ(ã∗ã))Ψ(ã∗ã).

Since Ψ(ã∗ã) is self-adjoint, we have

spA2×2Ψ(ã∗ã) = spR(Ψ(ã∗ã))Ψ(ã∗ã) (1.26)

from Lemma 1.4.4, and Proposition 1.5.5 completes the proof. �
An important property of complex C∗-subalgebras of complex C∗-algebras

is that they are inverse closed with respect to the Moore-Penrose invertibility.
In the case of real extensions, we have to impose an additional condition on the
corresponding C∗-subalgebra. More precisely, the following corollary is true.

Corollary 1.5.7. Let C be an m-closed C∗-algebra with identity of a C∗-algebra
A. Then C̃ is inverse closed with respect to Moore-Penrose invertibility, i.e., if an
element ã ∈ C̃ has a Moore-Penrose inverse in Ã, then this one also belongs to C̃.

Corollary 1.5.8. Let U be a complex C∗-algebra of a C∗-algebra A, which contains
a real C∗-algebra BR. The element b ∈ BR is Moore-Penrose invertible in BR if
and only if it is Moore-Penrose invertible in U .

The proof of these two results follows from relation (1.26).
As usual, an element p̃ ∈ Ã is said to be a projection if p̃2 = p̃ and p̃∗ = p̃.

The following results as well as their proofs literally repeat the corresponding
formulations for complex C∗-algebras. It should be noted that in order to prove
the uniqueness of the below arising projection p̃ we have to use the connection
between the algebras Ã and E2×2

Ã .

Proposition 1.5.9. Let Ã be the real extension of a unital complex C∗-algebra A
by an element m. If ã ∈ Ã, then the following assertions are equivalent:

1) ã is Moore-Penrose invertible.

2) ã∗ã is invertible or 0 is an isolated point of the real spectrum of ã∗ã.

3) There exists a projection p̃ in RÃ(ã∗ã) such that ã∗ãp̃ = 0 and ã∗ã + p̃ is
invertible.

4) There exists a projection q̃ in Ã such that ãq̃ = 0 and ã∗ã+ q̃ is invertible.

If one of these conditions is satisfied, then q̃ is uniquely determined and ã+ =
(ã∗ã+ q̃)−1ã∗.

In connection with Proposition 1.5.9, let us list some elementary properties
of projection elements in the algebra Ã.

Proposition 1.5.10. Let f, g ∈ A. The element p̃ = f + gm ∈ Ã is a projection if
and only if the elements f and g satisfy the following four relations:
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i) f∗ = f ;

ii) g∗ = mgm;

iii) f = f 2 + fg∗;

iv) (f − g)g∗ = 0.

For the proof, one can exploit the transformation (1.21).
Proposition 1.5.10 allows one to obtain the following description of projection

elements in the algebra Ã.

Corollary 1.5.11. Let p̃ = f + gm be a projection in Ã. Then one and only one of
the following assertions holds:

a) The element g is not invertible from the left side.

b) p̃ = 1
2 (e+ em), where e is the identity element in A.

Proof. If the element g is invertible from the left, then relation iv) implies f = g.
Using the equality g = g∗, one obtains g = e/2. �

1.6 Operator Sequences: Stability

Let X,Y be real or complex Banach spaces, and let (PXn ), (P Yn ) be sequences of
projection operators such that these sequences and the sequences ((PXn )∗), ((PYn )∗)
converge strongly to the identity operators in the corresponding Banach spaces.

Consider the operator equation

Ax = y, x ∈ X, y ∈ Y, A ∈ L(X,Y ). (1.27)

To solve equation (1.27) approximately, let us construct the sequence of equations

AnP
X
n xn = PYn y, xn ∈ imPXn , n = 1, 2, . . . , (1.28)

where An is a linear and bounded operator defined on the space imPXn and taking
its values in imP Yn . We say that the approximation method (1.28) applies to the
operator A and write A ∈ Π{An, P Yn } if there is an n0 ∈ N such that for all n ≥ n0

equations (1.28) are solvable and for any right-hand side y ∈ Y , solutions of (1.28)
converge to the solution of equation (1.27).

Let us assume that the operators An are connected with A in the following
sense:

The sequences (AnPXn ), (A∗
n(P

Y
n )∗) converge strongly to A and A∗, respec-

tively.
Note that for the strong limit of a sequence (An) we usually use the notation

s− limAn.
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Assume that the operator A is invertible, the operators An are invertible for
all n ≥ n0 and the inverses A−1

n , n ≥ n0 are uniformly bounded. Then the sequence
(A−1

n PYn )n≥n0 converges strongly to A−1. Indeed, for any y ∈ Y we have

||A−1y −A−1
n PYn y|| ≤ ||A−1

n PYn || ||AnPXn A−1y − PYn y||,

so the claim follows from the boundedness of the sequence (||A−1
n PYn ||)n≥n0 . Thus

the (unique) solution of equation (1.27) can be approximated as close as desired
by the elements A−1

n PYn y. Moreover, it is not hard to estimate the speed of the
convergence, viz., if Ax = y and Anxn = P Yn y, then for any n ≥ n0 one has

||x− xn|| ≤ inf
v∈imPX

n

(||x− v||+ ||v − xn||)

≤ inf
v∈imPX

n

(||x− v||+ ||A−1
n PYn || ||Anv − PYn y||)

≤ inf
v∈imPX

n

(||x− v||+ ||A−1
n PYn ||(||Anv −Ax||+ ||y − PYn y||)). (1.29)

In particular, for the projection operators An = PYn AP
X
n , inequality (1.29) leads

to the estimate

||x− xn|| ≤ inf
v∈imPX

n

(||x− v||+ ||A−1
n PYn || ||PYn A|| ||x − v||);

that is
||x− xn|| ≤ C inf

v∈imPX
n

||x− v||, (1.30)

so the sequence xn = A−1
n PYn y converges quasi-optimally to the solution x =

A−1y.
The previous considerations show that the uniform boundedness of the se-

quence (A−1
n ) plays a very important role in the study of approximation methods.

This motivates us to introduce the following characteristic of approximating se-
quences.

Definition 1.6.1. A sequence (An), An : imPXn �→ imP Yn of linear and bounded
operators is called stable if for n large enough (say for n ≥ n0) the operators An
are continuously invertible and

sup
n≥n0

||A−1
n || <∞.

Remark 1.6.2. If (An) is stable, then

||AnPXn x|| ≥ C||PXn x|| (1.31)

for n large enough, where the constant C > 0 does not depend on n and x. If
AnP

X
n converges strongly to A, then (1.31) implies the inequality

||Ax|| ≥ C||x||,
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that is kerA = {0} and imA is closed. If A∗
n(PYn )∗ also tends strongly to A∗, then

the same argumentation shows that kerA∗ = {0} and imA∗ is closed. Hence A is
necessarily invertible.

Let Z be any unbounded subset of the set of non-negative integers. By
S = S(PX ,PY ), PX := (PXn ), PY := (PYn ) we denote the collection of all se-
quences (An)n∈Z of linear bounded operators An : imPXn �→ imP Yn such that
supn ||AnPn|| < ∞; on defining (An) + (Bn) := (An + Bn), λ(An) := (λAn) and
the norm

||(An)||S = sup ||AnPXn ||

the set S becomes a (real or complex) Banach space. Further, let SC ⊂ S(PX ,PY )
be the closed subspace of S consisting of all sequences (An) such that (AnPXn )
and (A∗

n(P Yn )∗) possess strong limits in L(X,Y ) and L(Y ∗, X∗), respectively.
The Banach spaces S(PY ,PX),SC(PY ,PX), S(PX) := S(PX ,PX), SC(PX)
and S(PY ), SC(PY ) are defined analogously. Note that for elements (An) ∈
S(PX ,PY ), (Bn) ∈ S(PY ,PX) the products (Bn)(An) := (AnBn) ∈ S(PX )
and (An)(Bn) := (AnBn) ∈ S(PY ) are well defined and

||(An)(Bn)|| ≤ ||(An)|| ||(Bn)||,
||(Bn)(An)|| ≤ ||(Bn)|| ||(An)||.

Let us also note that S(PX) and S(PY ) actually form Banach algebras with
the unit elements (PXn ) and (P Yn ), respectively. Clearly, everything that was said
concerning the spaces S remains true for the spaces SC .

Let G ⊂ S(PX ,PY ) be the collection of all sequences (An) such that
the norms ||AnPXn || tend to 0 as n tends to ∞. For the remaining spaces
S(PX),S(PY ),S(PY ,PX) the set G is defined analogously. Moreover, the symbol
G is again used for every set G(PX),G(PY ), and G(PY ,PX). Note that G is a
closed subspace in each space S and SC .

For cosets (An) + G and (Bn) + G that respectively belong to the quotient
spaces S(PX ,PY )/G and S(PY ,PX)/G, their products are defined by

((An) + G) ((Bn) + G) := (An)(Bn) + G ∈ S(PY )/G,
((Bn) + G) ((An) + G) := (Bn)(An) + G ∈ S(PX)/G.

It is easily seen that these products are correctly defined, and the related sets G
form closed two-sided ideals in Banach algebras S(PX) and S(PY ). Of course,
the spaces S can again be replaced by the spaces SC , so all the previous state-
ments hold. According to the language used in operator theory, an element
(An) ∈ S(PX ,PY ) is called invertible, if there is an element (Bn) ∈ S(PY ,PX)
such that (Bn)(An) = PX and (An)(Bn) = PY . By GS(PX ,PY ) we denote the
set of all invertible elements from S(PX ,PY ). Similar definitions and notations
are used for the spaces SC , as well as for the associated quotient spaces S/G and
SC/G.
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Let π and πC denote the canonical homomorphisms π : S �→ S/G and πC :
SC �→ SC/G, respectively.

Proposition 1.6.3. Suppose PXn → I, PYn → I, (PXn )∗ → I and (P Yn )∗ → I strongly
as n →∞, the sequence (An) belongs to SC , and let A denote the strong limit of
(An). Then the following statements are equivalent:

(a) The sequence (An) is stable.

(b) A is continuously invertible and πC(An) ∈ G(SC/G).

(c) A is continuously invertible and π(An) ∈ G(S/G).

Proof. (a) ⇒ (b): This was proved earlier.
(b) ⇒ (c): Obvious.
(c) ⇒ (a): Let for instance S = S(PX ,PY ). Suppose there is a sequence

(Bn) ∈ S(PY ,PX) such that

BnAn = PXn + Cn, AnBn = P Yn +Dn

where (Cn) ∈ G(PX), (Dn) ∈ G(PY ). Then there is an n0 such that ||CnPXn || <
1/2 and ||DnP

Y
n || < 1/2 for all n ≥ n0. Thus by the Neumann series theorem,

the operators PXn + Cn and PYn + Dn, regarded as acting on imPXn and imP Yn
respectively, are invertible for n ≥ n0 and the norms of their inverses are uniformly
bounded. This proves the claim. �

The importance of this result is that the stability problem for X = Y is
indeed an invertibility problem in a Banach algebra, viz. in algebra S/G or in
SC/G, hence all results on invertibility in Banach algebras can now be used to
study the stability of approximation sequences. If X = Y but PX �= PY , or if
X �= Y , the set S does not necessarily form an algebra. Nevertheless, some kind
of algebraization is still possible. Thus, the concept of para-algebra introduced in
[184], gives us all tools to handle this situation.

From now on and to the end of this section, we assume that X = Y and
PX = PY . We write Pn for PXn and P for PX .

Proposition 1.6.4. Let K(X) denote the ideal of all compact operators in L(X).
Then the collection of sequences

J1 := {(An) ∈ SC : An = PnTPn + Cn, T ∈ K(X) and (Cn) ∈ G}

forms a closed two-sided ideal in SC . Moreover, the mapping W : SC �→ L(X),
(An) �→ s−limAnPn, is a Banach algebra homomorphism and the sequence (An) ∈
SC is stable if and only if W (An) is invertible in L(X) and the coset (An) + J1

is invertible in SC/J1.

Proof. The fact that J1 forms an ideal is a consequence of the following well-known
result:
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If sequences (An) and (B∗
n) converge strongly to operators A and B∗, respec-

tively, and if K is a compact operator, then

lim
n→∞

||AnKBn −AKB|| = 0. (1.32)

The closedness of J1 can be shown immediately. Let us consider the invertibility
statement. The necessity is obvious. The sufficiency can be proved as follows. Since
(An) + J1 is invertible in SC/J1 there is a sequence (Bn) ∈ SC such that

AnBn = Pn + PnT1Pn + Cn,

BnAn = Pn + PnT2Pn +Dn,

where T1, T2 ∈ K(X) and (Cn), (Dn) ∈ G. Then

W (AnBn) = W (An)W (Bn) = I + T1

W (BnAn) = W (Bn)W (An) = I + T2.

Therefore W (An), and also W (Bn), are Fredholm operators. The invertibility of
W (An) allows us to consider the operators

B′
n := Bn − PnW (An)−1T1Pn,

so
AnB

′
n = Pn + C ′

n, (C′
n) ∈ G.

Analogously, there is a sequence (B′′
n) ∈ SC such that

B′′
nAn = Pn + C ′′

n, (C′′
n) ∈ G,

hence (An) + G is invertible in SC/G and Proposition 1.6.3 yields the stability of
the sequence (An). �

The idea of this proof also applies in more general situations. Thus if
H is a separable Hilbert space and {. . . , e−1, e0, e1, . . .} is a complete or-
thonormal basis in H, then by Pn we denote the orthogonal projection onto
span{e−n, e−n+1, . . . , e0, e1, . . . , en−1, en}. Consider the related algebras S and SC ,
which proved to be C∗-algebras. Let a =

∑n
k=−n akek, where ai ∈ R or ai ∈ C

in dependence on whether H is a real or complex space. We define the operators
Wn : imPn �→ imPn by

Wn(a) = a−1e−n + . . .+ a−ne−1 + ane0 + an−1e1 + . . .+ a0en.

Then W 2
n = Pn, and Wn tends weakly to 0. The last assertion is a consequence

of the fact that for any ϕ ∈ H the scalar products < ek, ϕ >→ 0 as k → +∞ or
k→ −∞.

Introduce now the collection A of all sequences (An) ⊂ SC , such that in ad-
dition to the previous requirements, the sequences WnAnWn → Ã := W̃ (An) and
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WnA
∗
nWn → Ã∗ strongly. The collection A actually forms a unital C∗-subalgebra

of SC and the mappings

W : A �→ L(H), W̃ : A �→ L(H)

are ∗-homomorphisms. Note that the involution in A is defined by

(An)∗ := (A∗
n).

In addition to the above-defined ideal J1, there is another ideal J2 inside of the
algebra A, viz.,

J2 := {(An) ∈ A : An = WnTWn + Cn, T ∈ K(H), (Cn) ∈ G}.

To see that J2 is really an ideal in A, one has to use the fact that compact
operators transform the weakly convergent sequences into strongly convergent.

Note that such algebras play an important role in the study of approximation
methods for different classes of operators. For example, the following proposition
holds.

Proposition 1.6.5. Let J be the smallest closed two-sided ideal containing the ideals
J1 and J2. A sequence (An) ∈ A is stable if and only if the operators W (An),
W̃ (An), and the coset (An) + J ∈ A/J are invertible.

The proof of Proposition 1.6.5 runs parallel to the proof of Proposition 1.6.4
and is omitted here.

Let us also consider a modification of this result. This modification will be
used in the first two sections of Chapter 2. If H is a complex Hilbert space and
the operators Pn and Wn are defined as above, then the underlying algebra A is a
complex C∗-algebra. On the other hand, the space H can also be viewed as a real
Hilbert space. Recall that such a real Hilbert space HR is provided with the scalar
product < h1, h2 >HR

:= Re (h1, h2), cf. (1.18). If {ek}k∈Z is a complete orthogonal
basis in H, then {ek, iek}k∈Z forms a complete orthogonal basis in HR. Indeed,
since

||h||2H =
∑

k∈Z

|(h, ek)|2 =
∑

k∈Z

(
(Re (h, ek))2 + (Im (h, ek))2

)

=
∑

k∈Z

(
< h, ek >HR

)2 + (< h, iek >HR
)2
)

= ||h||2HR
,

the completeness of HR follows.
On real Hilbert space HR we consider modified operators Wn and Pn, viz., if

h ∈ HR , then h =
∑

k∈Z
(akek + ibkek), so we set

Wnh := (a−1e−n + ib−1e−n) + . . .+ (a−ne−1 + ib−ne−1)
+ (ane0 + ibne0) + . . .+ (a0en + ib0en)
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and Pn := (Wn)2. It is clear that (Pn)2 = Pn, and Pn, n ∈ N are orthogonal
projections such that on the space HR the sequence (Pn) strongly converges to the
identity operator. Moreover, the sequence (Wn) weakly converges to zero. Notice
that, as mappings, the operators Pn,Wn in HR coincide with the operators Pn,Wn

in H. Of course, Proposition 1.6.5 remains valid in this situation. Consider now
the bounded and linear operator M : HR �→ HR which is defined on the basis
elements ek, iek by

M(ek) = e−k, M(iek) := −ie−k, k ∈ Z.

Now let AR be the algebra associated with the operators Pn,Wn, n ∈ N considered
on the real Hilbert space HR. It is easily seen that the previously defined algebra
A is a complex C∗-subalgebra of the real algebra AR. Let us further notice that
MPn = PnM for all n ∈ N and that the sequence (WnMWn) strongly converges
to the operator M̂ = MU , where U is the unitary operator defined on the Hilbert
space H by

Uek := ek+1, k ∈ Z.

Because of the relation (WnMWn)∗ = WnMWn, the sequence of the adjoint op-
erators ((WnMWn)∗) strongly converges to the same operator M̂ . This also leads
to the equality UM = MU(= M̂). The sequence (PnMPn) does not belong to the
C∗-algebra A, however (PnMPn) ∈ AR. In addition, the element m := (PnMPn)
satisfies the axioms (A1) − (A5) from Section 1.2 with respect to the algebras A
and AR. Let Ã denote the extension of the algebra A by the element m. Using
ideas from Section 1.3.5 it is not difficult to prove that Ã = AR.

Next we consider another generalization of Proposition 1.6.5, which plays an
extremely important role in applications considered below. Let H be an infinite-
dimensional Hilbert space, and let Hn be a sequence of closed subspaces such that
the orthogonal projections Pn from H onto Hn converge strongly to the identity
operator I on H. Further, let T be a possibly infinite index set, and suppose that
for every t ∈ T we are given an infinite-dimensional Hilbert space Ht with the
identity operator It, as well as a sequence (Etn) of partial isometries Etn : Ht �→ H
such that:

• the initial projections P tn of Etn converge strongly to It as n→∞,

• the range projection of Etn is Pn,

• the separation condition

(Esn)
∗Etn → 0 weakly as n→∞,

holds for every s, t ∈ T with s �= t.

Recall that an operator E : H′ �→ H′′ is a partial isometry if EE∗E = E. Then
E∗E and EE∗ are orthogonal projections, which are respectively called the initial
and range projections. For the sake of brevity, we will write Et−n instead of (Etn)

∗.
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Let ST stand for the set of all sequences (An) ∈ S such that for every t ∈ T ,
the strong limits

s− limEt−nAnE
t
n and s− lim(Et−nAnE

t
n)∗

exist, so one can define the mappings W t : ST �→ L(Ht) by

W t(An) := s− limEt−nAnE
t
n.

It is easy to check that ST is a C∗-subalgebra of S and the mappings W t are
∗-homomorphisms, i.e., W t(An)∗ = (W t(An))∗ for each (An) ∈ ST . Moreover, the
separation condition ensures that, for every t ∈ T and for every compact operator
Kt ∈ K(Ht), the sequence (EtnKtEt−n) belongs to the algebra ST , and

W s(EtnK
tEt−n) =

{
Kt if s = t,
0 if s �= t

(1.33)

for all s ∈ T . Introduce the smallest closed ideal J T of ST which contains all
sequences (EtnK

tEt−n) with t ∈ T and Kt ∈ K(Ht), as well as all sequences
(Cn) ∈ G.
Theorem 1.6.6. (a) A sequence (An) ∈ ST is stable if and only if the operators

W t(An) are invertible in L(Ht) for every t ∈ T and the coset (An) + J T is
invertible in the quotient algebra ST/J T .

(b) If (An) ∈ ST is a sequence with invertible coset (An)+J T , then all operators
W t(An) are Fredholm on Ht, and among the operators W t(An), t ∈ T there
is only a finite number of operators that are non-invertible.

The proof of this result is similar to the proof of Proposition 1.6.4 (cf. also
[102]).

Usually, it is not easy to show that for a given operator A the corresponding
approximation sequence (An) belongs to an algebra of the type ST . However, if
it is shown, the above theorem applies and one is concerned with the invertibility
of the operators W t(An) and with the invertibility of the coset (An) + J T . Note
that local principles often prove to be very efficient in studying the invertibility of
(An) + J T .

1.7 Asymptotic and Weak Asymptotic Moore-Penrose
Invertibility of Additive Operators

Let H be a complex Hilbert space, and let Ladd(H) be the set of all continuous
additive operators on H. We suppose that Ã ∈ Ladd(H) and unless otherwise
stated (until further notice) we assume that the sequence (Ãn), Ãn ∈ Ladd(H)
converges strongly to the operator Ã, i.e.,

lim
n→∞

Ãnx = Ãx for all x ∈ H.
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Suppose we are given an involution on Ladd(H). The sequence (Ãn) is called
Moore-Penrose stable if for all sufficiently large n, say for n ≥ n0, the operators
Ãn are Moore-Penrose invertible and

sup
n≥n0

∣
∣
∣
∣
∣
∣Ã+

n

∣
∣
∣
∣
∣
∣ < +∞.

The operator Ã is said to be asymptotically Moore-Penrose invertible by the se-
quence (Ãn) if the operators Ãn are Moore-Penrose invertible for all n > n0 and
the sequence of their Moore-Penrose inverses (Ã+

n ) converges strongly.
Now we will show how to use the previous results to study the Moore-Penrose

invertibility of additive operators. Recall that for any Hilbert space H the set
Ladd(H) can be considered as an extension of the complex C∗-algebra L(H) by
an antilinear operator M = MΦ and, correspondingly, any additive continuous
operator Ã admits the representation

Ã = A1 +A2M

where A1 and A2 = AaM are linear continuous operators on the space H, see
(1.17). Therefore, Ladd(H) possesses a natural operation of involution, viz., for
every operator Ã ∈ Ladd(H) one sets

Ã∗ := A∗
1 +MA∗

2,

so one can use the results of Section 1.5 to study Moore-Penrose invertibility in
Ladd(H).

Proposition 1.7.1. Let Ã ∈ Ladd(H), and let the sequences (Ãn) and (Ã∗
n) converge

strongly to Ã and Ã∗ respectively, as n → ∞. The operator Ã is asymptotically
Moore-Penrose invertible by the sequence (Ãn) if and only if the operator Ã is
Moore-Penrose invertible and the sequence (Ãn) is Moore-Penrose stable. In this
case, (Ã+

n ) strongly converges to Ã+ as n→∞.

Proof. Necessity is completely analogous to the corresponding linear case, cf. [192,
Theorem 1]. Let the operator Ã be Moore-Penrose invertible and the sequence
(Ãn) be Moore-Penrose stable. For simplicity, we suppose that n0 = 0 and show
that the sequence (Ã+

n ) converges strongly as n → ∞. Let F denote the set of
all bounded sequences of bounded linear operators acting on the Hilbert space H.
Given natural operations of addition, multiplication, the norm

||(An)|| = sup
n
||An|| , (1.34)

and also with the involution (An)∗ = (A∗
n), the set F becomes a C∗-algebra

with identity. We consider the subalgebra B of F consisting of all sequences (An)
such that the sequences {An} and {A∗

n} converge strongly as n → ∞. It follows
from Lemma 1.3.7 that B is an M -closed C∗-subalgebra of the C∗-algebra F .
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Furthermore, by Corollary 1.5.7 the subalgebra B̃ is inverse closed with respect to
Moore-Penrose invertibility, i.e., if (Ãn) ∈ B̃ is Moore-Penrose stable then (Ãn) is
Moore-Penrose invertible in F̃ and so in B̃. Hence, the sequences (Ã+

n ) and (Ã+
n )∗

converge strongly as n→∞. �

The notion of asymptotic Moore-Penrose invertibility is very restrictive. In
our opinion, the notion of weak asymptotic Moore-Penrose invertibility defined
below is more suitable for numerical analysis, because it not only contains the
asymptotic Moore-Penrose invertibility but is also stable under some perturbations
(cf. Remark 1.7.5).

Let us proceed to study the weak asymptotic Moore-Penrose invertibility for
additive continuous operators. Let Π = (Pn) be a sequence of linear orthogonal
projection operators on the complex Hilbert space H which converges strongly to
the identity operator I as n → ∞. By FΠ we denote the set of all bounded se-
quences (An) of bounded linear operators An acting in imPn, and according to the
above considerations we provide FΠ with the operations of addition, multiplica-
tion, involution, multiplication by scalars and with the norm (1.34). Consequently,
the set FΠ becomes a complex C∗-algebra with identity.

Let us consider an M -closed subalgebra of FΠ. Assume we are given a
set T and a family of sequences of unitary operators (Etn), Etn : imPn →
imPn, (Etn)

−1 = (Etn)∗ =: Et−n, t ∈ T , such that for any s, t ∈ T, s �= t the
sequence Es−nEt−nPn weakly converges to zero as n → ∞. In addition, suppose
also that

M(imPn) ⊂ imPn for all n ∈ N.

Let FT be the set of all sequences (An) ∈ FΠ such that there exist the strong
limits

s− limEt−nAnE
t
nPn, s− limEt−nA

∗
nE

t
nPn,

s− limEt−nMAnMEtnPn, s− limEt−nMA∗
nMEtnPn,

as n→∞.
It is easily seen that

1) FT is an M -closed C∗-subalgebra of the C∗-algebra FΠ.

2) The mappings Wt : FT → L(H), Wt(An) = s − limEt−nAnE
t
nPn are

∗-homomorphisms.

Now we introduce the notion of weak asymptotic Moore-Penrose invertibility
in F̃T . Let G be the set of all operator sequences (Gn) ∈ F such that ||Gn|| → 0
as n→∞. We say that the sequence (Ãn) ∈ F̃T is weakly asymptotically Moore-
Penrose invertible if there exists a sequence (Bn) ∈ F̃T such that the four sequences

(ÃnB̃nÃn − Ãn), (B̃nÃnB̃n − B̃n),

((ÃnB̃n)∗ − ÃnB̃n), ((B̃nÃn)∗ − B̃nÃn),
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belong to the ideal G̃ or, in other words, if the coset (Ãn) + G̃ is Moore-Penrose
invertible in the quotient algebra F̃/G̃ [192, 193]. We still need a special ideal of
the C∗-algebra FT , generated by those sequences (Jn) ∈ FT which have the form

Jn :=
∑

t∈T
EtnPnKtE

t
−n +Gn, (Gn) ∈ G

where Kt are compact operators in L(H) that are not equal to zero for a finite
number of indices. Let us denote this ideal by JT . We also consider the homomor-
phisms Wt : F2×2

T → L2×2(H), t ∈ T defined by

Wt :=
(
Wt 0
0 Wt

)

.

Theorem 1.7.2. Let B be an M -closed C∗-subalgebra of the C∗-algebra FT , and
let the homomorphisms (Wt)t∈T possess the property

(S) For each sequence (Bn) ∈ B2×2 the coset (Bn)◦ := (Bn) + J 2×2
T is in-

vertible in the quotient-algebra (B2×2 + J 2×2
T )/J 2×2

T whenever all operators
Wt(Bn), t ∈ T , are Fredholm.

Then for the sequence (Ãn) ∈ B̃ the following assertions are equivalent:

1) The sequence (Ãn) is weakly asymptotically Moore-Penrose invertible.

2) The operators Wt(Ψ(Ãn)) are normally solvable for all t ∈ T , and the norms
of these Moore-Penrose inverses are uniformly bounded.

Proof. 1) → 2). Let the sequence (Ãn) be weakly asymptotically Moore-Penrose
invertible. Then there is a sequence (B̃n)∈B̃ such that (ÃnB̃nÃn− Ãn) ∈ G̃, so

Ψ(ÃnB̃nÃn − Ãn) ∈ Ψ(G̃).

Since Ψ and Wt are homomorphisms and Ψ(G̃) ⊂ ker Wt for each t ∈ T , we obtain

Wt(Ψ(Ãn))Wt(Ψ(B̃n))Wt(Ψ(Ãn)) = Wt(Ψ(Ãn)).

The second condition in the definition of Moore-Penrose invertibility can be es-
tablished analogously. Thus the operators Wt(Ψ(Ãn)) are generalized invertible,
so by [91] they are normally solvable. In addition, the norms of Wt(Ψ(Ãn)) are
uniformly bounded because Wt are *–homomorphisms and [66]

||Wt(An)|| ≤ ||(An)|| for all t ∈ T and for all (An) ∈ FT ,

so by Lemma 1.4.6 the homomorphism Ψ is bounded.
2) → 1). Let C(T ) stand for the C∗-algebra of all bounded functions on T

with values in L2×2(H), and let S(T ) be the smallest closed subalgebra of C(T )
which contains all functions

t→Wt(Bn), (Bn) ∈ (B2×2 + J 2×2
T ). (1.35)
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The function (1.35) is usually called the symbol of (Bn) and denoted by smb(Bn).
Then, by [193, Lifting theorem, Part 3], condition (S) implies that the quotient-
algebra (B2×2 + J 2×2

T )/G2×2 is isometrically *–isomorphic to S(T ). Now let all
the operators Wt(Ãn) be normally solvable, and the norms of their Moore-Penrose
inverses be uniformly bounded. Then the function smb(Ãn) is Moore-Penrose in-
vertible in C(T ), and consequently also in S(T ), so the coset Ψ(Ãn) + G2×2 is
Moore-Penrose invertible in (B2×2 + J 2×2

T )/G2×2. Since B is an M -closed subal-
gebra of FT , we can state that

(E2×2

B̃ + G2×2)/G2×2 ⊂ (B2×2 + J 2×2
T )/G2×2.

Recalling that the real algebra E2×2

B̃ /(E2×2

B̃ ∩ G2×2) is isometrically isomorphic
to (E2×2

B̃ + G2×2)/G2×2 [66] and using Corollary 1.5.8, we obtain that the coset
Ψ(Ãn)◦ is Moore-Penrose invertible in E2×2

B̃ /(E2×2

B̃ ∩G2×2), i.e., Ψ(Ãn) is weakly
asymptotically Moore-Penrose invertible in E2×2

B̃ . To complete the proof we use
Proposition 1.5.4 once more. �
Remark 1.7.3. There are examples which show that the condition of the uniform
boundedness cannot be dropped. However, if all the operators Wt(Ψ(Ãn)) are
Fredholm, then this condition is automatically satisfied [193].

Remark 1.7.4. If all the operators Wt(Ψ(Ãn)) are invertible, then the sequence
(Ãn) is stable.

Remark 1.7.5. The assertion 2) of Theorem 1.7.2 and the theory of normally
solvable operators (e.g. [91]) shows that weakly asymptotically Moore-Penrose
invertible sequences are stable under different kinds of perturbation. Specifically, if
all the operators Wt(Ψ(Ãn)) are semi-Fredholm, then the operator sequence (Ãn)
remains weakly asymptotically Moore-Penrose invertible even if it is perturbed by
sequences from the ideal J̃T or by sequences of B which have small norms.

Let us now discuss another description of weak asymptotic Moore-Penrose
invertibility in the algebra F̃ . It was shown in [194] that whenever a sequence
(An) ∈ F is weakly asymptotically Moore-Penrose invertible, the spectrum
sp(A∗

nAn) of A∗
nAn can be split in two parts, one of which is bounded from zero

by a positive constant (independent of n), while the other part tends to zero if
n tends to infinity. We are going to show that this property is also valid for ele-
ments of the real algebra F̃ . However, in our case the spectrum sp(Ã∗

nÃn), which
does coincide with the real spectrum of Ã∗

nÃn for complex C∗-algebras, should be
replaced by the real spectrum spr(Ã∗

nÃn) of Ã∗
nÃn.

Theorem 1.7.6. A sequence (Ãn) is weakly asymptotically Moore-Penrose invertible
in F̃ if and only if there exist non-negative numbers d and rn with d > 0 and
rn → 0 as n→∞ such that

spr(Ã∗
nÃn) ⊆ [0, rn] ∪ [d,∞] (1.36)

for all sufficiently large n.
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To prove this assertion one can exploit the scheme of the proof of the corre-
sponding result for complex C∗-algebras [194]. Let us comment on auxiliary results
that we need.

In the theory of complex C∗-algebras an “almost projection” lemma is well
known (cf. [224, Lemma 5.1.6]). A careful consideration of its proof shows that
this lemma is also true for real C∗-algebras. More precisely, we have the following
lemma.

Lemma 1.7.7. Let B be a real C∗-algebra with identity, and let b ∈ B be a self-
adjoint element with ||b2−b|| < 1/4. Then there exists a self-adjoint element g ∈ B
such that b+ g is a projection and ||g|| ≤ 2||b2 − b||.

To verify this result, one can exploit the isometrical isomorphism between the
real algebrasR(b) and CR(sprR(b)) (cf. Theorem 1.4.3) and follow the correspond-
ing proof for complex algebras, since this proof uses only real-valued functions.

Let (Ãn) be in F̃ . By (Ãn)◦ we denote the coset of F̃/G̃ which contains the
sequence (Ãn), i.e., (Ãn)◦ := (Ãn)+G̃. Suppose that (Ãn) is weakly asymptotically
Moore-Penrose invertible. Then there is a sequence (P̃n) ∈ F̃ such that the element
q = (P̃n)◦ satisfies the assertion 4) of Proposition 1.5.9. In particular, ((P̃n)◦)2 =
(P̃n)◦ and ((P̃n)◦)∗ = (P̃n)◦, so it is possible to find a sequence (P̃n) ∈ (P̃n)◦ such
that P̃ ∗

n = P̃n and ||P̃ 2
n − P̃n|| → 0 as n → ∞. Together with Lemma 1.7.7, this

implies that one can choose a sequence (Π̃n) ∈ (P̃n)◦ such that each member of
this sequence is a projection, i.e., Π̃2

n = Π̃n and Π̃∗
n = Π̃n for all n ∈ N.

Applying Proposition 1.5.9 once more, we obtain the following lemma.

Lemma 1.7.8. A sequence (Ãn) ∈ F̃ is weakly asymptotically Moore-Penrose in-
vertible if and only if there exists a sequence (Π̃n) of projections on H such that
the sequence (Ã∗

nÃn + Π̃n) is stable and ||ÃnΠ̃n|| → 0 as n → ∞. The sequence
(Π̃n) is unique modulo G̃ and ((Ã∗

nÃn + Π̃n)−1A∗
n)◦ = ((Ãn)+)◦.

It should be noted that in place of q̃ in assertion 4) of Proposition 1.5.9 the
element ã� = e− ã+ã can be chosen. According to this designation, we denote by
P(Ãn) the set of all projections in ((Ãn)◦)�.

Lemma 1.7.9. Let (Ãn) ∈ F̃ be weakly asymptotically Moore-Penrose invertible.
Then there is a sequence (Π̃n) ∈ P(Ãn) such that Π̃n ∈ RLadd(H)(Ã∗

nÃn) for all
n ∈ N. The sequence (Π̃n) is unique in the following sense: If (Π̃(1)

n ), (Π̃(2)
n ) ∈

RLadd(H)(Ã∗
nÃn) for all n > n0, then (Π̃(1)

n ) = (Π̃(2)
n ) for all sufficiently large n.

The proof of this lemma also follows the corresponding proof in [194, Theorem
3], and the only additional result needed here is the Gelfand-Naimark theorem for
commutative real C∗-algebras [96].

Proof of Theorem 1.7.6. After proving Lemmas 1.7.8 and 1.7.9, we can use Theo-
rem 1.4.3 to obtain relation (1.36). However, as shown before, in real algebras the
spectral properties of self-adjoint elements can be different from those in complex
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algebras. Therefore we first show that the real spectrum of Ã∗
nÃn does not contain

negative points. Indeed, from Corollary 1.4.13 we have

sprLadd(H)(Ã
∗
nÃn) = spL2×2(H)(Ψ(Ãn)∗Ψ(Ãn)).

However, the self-adjoint operator Ψ(Ãn)∗Ψ(Ãn) does not have any negative points
in its spectrum since it belongs to the complex C∗-algebra L2×2(H), so

spLadd(H)(Ã
∗
nÃn) ⊂ [0,+∞).

Let (Ãn) be weakly asymptotically Moore-Penrose invertible. From Lemmas 1.7.8
and 1.7.9, there is a sequence of projections (Π̃n) such that (Ãn) ∈ R(Ã∗

nÃn),
n ∈ N, the sequence (Ã∗

nÃn+Π̃n) is stable, and ||Ã∗
nÃnΠ̃n|| → 0 as n→∞. Then

there exists a number d > 0 such that

||((Ã∗
nÃn + Π̃n)◦)−1||F̃/G̃ <

1
d
,

and we put
rn := ||Ã∗

nÃnΠ̃n||. (1.37)

Using the definition of the norm in F̃/G̃, we can choose a number n0 such that

||(Ã∗
nÃn + Π̃n)−1||Ladd(H) <

1
d

(n > n0). (1.38)

We fix now an n > n0. Due to the isometrical isomorphism betweenR := R(Ã∗
nÃn)

and C(spR(Ã∗
nÃn)) (cf. Theorem 1.4.3), the element Ã∗

nÃn can be identified with
the function x → x, and the projection Π̃n with the function x → pn(x), where
pn takes the values 0 and 1 only. Then it follows from (1.37) and (1.38) that

x+ pn(x) > d and xpn(x) < rn (x ∈ spR(Ã∗
nÃn)),

completing the proof. �
Now we consider the notion of asymptotical Moore-Penrose invertibility for

sequences of F̃ . We recall that a sequence (Ãn) ∈ F̃ is said to be asymptotically
Moore-Penrose invertible if there is an n0 such that the operators Ãn are Moore-
Penrose invertible for all n > n0 and if supn>n0

||Ã+
n || < +∞.

Theorem 1.7.10. A sequence (Ãn) ∈ F̃ is weakly asymptotically Moore-Penrose
invertible if and only if it can be represented as a sum of an asymptotically Moore-
Penrose invertible sequence and a sequence of G̃.
Proof. Necessity: Let (Ãn) ∈ F̃ be weakly asymptotically Moore-Penrose invert-
ible, and let (Π̃n) be the projection sequence defined in the proof of Theorem 1.7.6.
By (B̃n) we denote the operator

B̃n = Ãn(I − Π̃n). (1.39)



38 Chapter 1. Complex and Real Algebras

From the proof of Theorem 1.7.6, the real spectrum of B̃∗
nB̃n + Π̃n is con-

tained in the set (1) ∪ [d,+∞), so the operator B̃n is Moore-Penrose invertible,
B̃+
n = (B̃∗

nB̃n + Π̃n)−1B̃∗
n and ‖B̃+

n ‖ ≤ 1/
√
d. Henceforth the sequence (B̃n) is

asymptotically Moore-Penrose invertible. In addition, we have ‖ÃnΠ̃n‖ → 0 as
n→∞ (cf. Lemma 1.7.8). Finally, from (1.39) we obtain

Ãn = B̃n + G̃n with ‖G̃n‖ → 0 as n→∞.

The proof of the sufficiency is evident. �

1.8 Approximation Methods in Para-Algebras

LetX and Y be Banach spaces. IfX �= Y , then the space Ladd(X,Y ) does not have
the operation of multiplication that causes additional problems in investigation
of approximation methods for operators from Ladd(X,Y ). However, one can use
objects which are immediate generalizations of Banach algebras. Let us recall some
necessary notions.

Consider a system M of four abelian groups N1,S1,S2,N2. Each group
operation is called addition and is denoted by ‘+’. The system M is called a
para-group and denoted by

M =




S1

N1 N2

S2





or by M = (N1,S1,S2,N2) if it possesses a second operation called multiplication,
and satisfies the following conditions:

1. If n1, n
′
1 ∈ N1, n2, n

′
2 ∈ N2, s1 ∈ S1, s2 ∈ S2, then the following products

exist and belong to the designated groups of the system M :

n1n
′
1 ∈ N1, n2n

′
2 ∈ N2, s1s2 ∈ N2, s2s1 ∈ N1,

s1n1 ∈ S1, n1s2 ∈ S2, n2s1 ∈ S1, s2n2 ∈ S2.

2. If multiplication is feasible, then it is associative and distributive with respect
to the addition.

An element x is said to belong to a para-group M = (N1,S1,S2,N2) if
x ∈ N1 ∪S1 ∪S2 ∪N2. If each of the groups N1,S1,S2,N2 is a Banach space,
and for any x, y ∈M such that the product xy is defined the inequality

||xy|| ≤ ||x||||y||

holds, then M is called para-algebra. Note that here and in the following all norms
in a para-algebra are defined by the same symbol.
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Example 1.8.1. If X and Y are Banach spaces, then the system

M =




Ladd(X,Y )

Ladd(X) Ladd(Y )
Ladd(Y,X)





constitutes a para-algebra with the usual operations of addition and multiplication
and with operator norms.

A para-algebra

M′ =




S′

1

N′
1 N′

2

S′
2





is referred to as a subpara-algebra of a para-algebra M if N′
j ⊂ Nj , S′

j ⊂ Sj ,
j = 1, 2 and the operations in M′ and M coincide.

A subpara-algebra I ⊂M is called a two-sided ideal of the para-algebra M if
for any x ∈ I and for any y, z ∈M such that the products xy and zx are defined,
the elements xy and zx belong to the sub-para-algebra I.

A para-algebra M = (N1,S1,S2,N2) is called unital if N1 and N2 are unital
algebras. The unit elements in the algebras N1 and N2 are denoted by e1 and e2,
respectively. (The symbol e means that unity which is relevant for the situation
under consideration.) For unital para-algebras one can introduce the invertibility
notion. Thus an element x ∈ M is called right (left) invertible in M if there is
y ∈M such that xy = e (yx = e). An element x ∈M is invertible if it is right and
left invertible.

Let M = (N1,S1,S2,N2) be a unital para-algebra, and let I = (IN1 , IS1 ,
IS2 , IN2) be a two-sided ideal of M. Consider the quotient groups [Nj ] := Nj/INj ,
[Sj] := Sj/ISj , j = 1, 2 defined by the corresponding ideals of I. Then the system
M/I := ([N1], [S1], [S2], [N2]) is a para-algebra with respect to the operations
induced by the operations from M. This para-algebra is usually called a factor or
quotient para-algebra. An element x ∈ M is said to be I-invertible if the coset
[x] := x + I ∈ M/I that contains the element x, is invertible in the quotient
para-algebra M/I.

Let X and Y be Banach spaces. Consider the operator equation

Ax = y, x ∈ X, y ∈ Y, A ∈ Ladd(X,Y ), (1.40)

and in spaces Ladd(X) and Ladd(Y ) consider sequences of projection operators
(PXn ) and (P Yn ), respectively. It is assumed that these sequences, and the sequences
((PXn )∗) and ((P Yn )∗) that consist of the corresponding adjoint operators, converge
strongly to the identity operators in the corresponding Banach spaces.

To solve approximately equation (1.40) let us consider the sequence of equa-
tions

AnP
X
n xn = P Yn y, xn ∈ imPXn , n = 1, 2, . . . .
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where An is an additive continuous operator defined on the space imPXn and
taking its values in imPYn . In the spaces Ladd(X) and Ladd(Y ) we, respectively,
consider operator sequences (WX

n ) and (W Y
n ) which satisfy the relations:

1. WX
n P

X
n = WX

n , (WX
n )2 = PXn , n = 1, 2, . . ..

2. W Y
n P

Y
n = W Y

n , (W Y
n )2 = PYn , n = 1, 2, . . ..

3. The sequences (WX
n ), (WY

n ), ((WX
n )∗), ((W Y

n )∗) weakly converge to zero.

If such sequences exist, then AXY denotes the set of all sequences (Ãn), An :
imPXn �→ imP Yn such that there are operators A, Ã ∈ Ladd(X,Y ) satisfying the
limit relations:

s− lim
n→∞

AnP
X
n = A, s− lim

n→∞
WY
n AnW

X
n = Ã,

s− lim
n→∞

A∗
n(PYn )∗ = A∗, s− lim

n→∞
(WY

n AnW
X
n )∗(PYn )∗ = Ã∗.

The setAXY can be provided with the operations of addition, scalar multiplication
and with a norm, similarly to the set AX . For any two sequences (An) ∈ AXY
and (Bn) ∈ AY X one can also define an operation of multiplication by

(An)(Bn) := (AnBn), (Bn)(An) := (BnAn).

Lemma 1.8.2. The system A := (AX ,AXY ,AYX ,AY ) is a unital para-algebra with
respect to the defined operations and norm.

For the proof one has to check all the definitions involved. Note that the
sequences (PXn ) and (P Yn ) serve as the identity elements in AX and AY , respec-
tively.

Let JXY stand for the set of sequences (Jn) for which there exist com-
pact additive operators T1, T2 ∈ Kadd(X,Y ) such that the operators Jn ∈
Ladd(imPXn , imP Yn ) can be represented in the form

Jn = PYn T1P
X
n +W Y

n T2W
X
n + Cn, n = 1, 2, . . .

where ||Cn|| tends to zero as n→∞.

Lemma 1.8.3. The above defined sets JXY and J YX are closed and the system
J := (JX ,JXY ,J YX ,J Y ) is an ideal of the para-algebra A.

Theorem 1.8.4. Let the A : X → Y be an additive continuous operator, the se-
quence (PYn AnP

X
n ) ∈ AXY and PYn AnP

X
n → A as n→∞. Then A ∈ Π(An, P Yn y)

if and only if the operators A, Ã ∈ G(X,Y ) and the element (P Yn AnP
X
n ) is J -

invertible.

The proofs of Lemmas 1.8.2, 1.8.3 and Theorem 1.8.4 mainly follow the proofs
of Section 1.6, (cf. also [102, 103, 183, 207, 208]) and are omitted here.
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1.9 Local Principles

At present local principles are among the most convenient and powerful tools in
operator theory and in numerical analysis to study Fredholmness or stability. The
method of freezing coefficients, widely used in partial differential equations, can
also be interpreted as a local principle. The essence of this method is to assign
a variety of possibly simpler problems to the problem under consideration and
then to study them and glue the results together to obtain information concerning
the initial problem. This section presents some general relevant ideas that fit the
theoretical background required later.

1.9.1 Gohberg-Krupnik Local Principle

Definition 1.9.1. Let A be a real or complex Banach algebra with identity e. A
subset M ⊂ A is called a localizing class if it satisfies the following two conditions:

(L1) 0 /∈M .

(L2) For any f1, f2 ∈M there exists a third element f ∈M such that

fjf = ffj = f, j = 1, 2.

Two elements a, b ∈ A are said to be M -equivalent from the left (right) if

inf
f∈M

‖(a− b)f‖ = 0
(

inf
f∈M

‖f(a− b)‖ = 0
)

.

An element a ∈ A is called M -invertible from the left (right) if there are elements
b ∈ A and f ∈M such that

baf = f, (fab = f).

A system {Mτ}τ∈T of localizing classes is said to be covering if for each set
{fτ}τ∈T , fτ ∈Mτ there are a finite number of elements fτ1 , . . . , fτm whose sum is
invertible in A.

Now suppose that T is a topological space. Then a system {Mτ}τ∈T of lo-
calizing classes is said to be overlapping if

(L3) Each Mτ is a bounded subset of A;

(L4) f ∈ Mτ0 (τ0 ∈ T ) implies that f ∈ Mτ , for all τ from an open neigh-
bourhood of τ0;

(L5) The elements of F =
⋃

τ∈T
Mτ , commute pairwise.

Let {Mτ}τ∈T be an overlapping system of localizing classes. The commutant of
F is the set ComF := {a ∈ A : af = fa for all f ∈ F}. It is clear that ComF
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is a closed subalgebra of A. For τ ∈ T , let Zτ denote the set of all elements in
ComF which are Mτ -equivalent to zero, both from the left and from the right. By
virtue of (L3), Zτ is a closed two-sided ideal of ComF which does not contain the
identity e. If e ∈ Zτ , then there are fn ∈ M , such that ‖fn‖ → 0 as n →∞; and
since there exists a gn �= 0 in M such that fngn = gn, it follows that ‖fn‖ ≥ 1,
which is a contradiction. For a ∈ ComF , let aτ denote the coset a+ Zτ from the
quotient algebra ComF/Zτ .

Let us also recall that a function f : Y → R given on a topological space Y is
called upper semi-continuous at y0 ∈ Y , if for each ε > 0 there is a neighbourhood
Uε ⊂ Y of y0 such that f(y) < f(y0) + ε whenever y ∈ Uε. The function f is said
to be upper semi-continuous on Y if it is upper semi-continuous at each y ∈ Y .
Equivalently, f is upper semi-continuous on Y if and only if {y ∈ Y : f(y) < α}
is an open subset of Y for every α ∈ R. Notice that if Y is a compact Hausdorff
space and f : Y → R is a bounded upper semi-continuous function on Y , then
there is a y0 ∈ Y such that f(y0) = sup

y∈Y
f(y).

Lemma 1.9.2. (a) Let M be a localizing class, let a, a0 ∈ A, and suppose a and
a0 are M -equivalent from the left (right). Then a is M -invertible from the
left (right) if and only if a0 is so.

(b) Let {Mτ}τ∈T be a system of localizing classes having property (L3), let τ ∈ T
and a ∈ ComF . Then a is Mτ -invertible in ComF from the left (right) if
and only if aτ is invertible in ComF/Zτ from the left (right).

Proof. (a) Let a be M -invertible from the left. Then there are elements b ∈ A and
f ∈ M such that baf = f . Since a and a0 are M -equivalent from the left, there
is a g ∈ M such that ‖(a − a0)g‖ < 1/‖b‖. Choose h ∈ M so that fh = gh = h.
Then

ba0h = bah− b(a− a0)h = bafh− b(a− a0)gh = h− uh = (e− u)h ,

where u := b(a− a0)g. Note that e−u is invertible in A because ‖u‖ < 1. Thus, if
one sets v := (e− u)−1b, then va0h = h, i.e., the element a0 is M -invertible from
the left.

(b) Let aτ be left invertible in ComF/Z. Then there is an element b ∈
ComF such that ba − e ∈ Zτ . This implies that ba is Mτ -equivalent to e from
the left, and from part (a) we deduce that ba and hence a is Mτ -invertible from
the left. Analogously, if aτ is right invertible, then a is Mτ -invertible from the
right. Conversely, if there are b ∈ ComF and f ∈ M , such that baf = f , then
(ba − e)f = 0, hence ba − e ∈ Zτ , and thus bτaτ = e. It can be shown similarly
that aτ is right invertible in case a is Mτ -invertible from the right. �

The following theorem is the local principle of Gohberg and Krupnik.

Theorem 1.9.3. Let A be a Banach algebra with identity, let {Mτ}τ∈T be a covering
system of localizing classes, and let a ∈ ComF .
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(a) Suppose that for each τ ∈ T , a is Mτ -equivalent from the left (right) to
aτ ∈ A. Then a is left (right) invertible in A if and only if for every τ ∈ T
the element aτ is Mτ -invertible from the left (right).

(b) Suppose the system {Mτ}τ∈T has property (L3). The element a is invertible
in A if and only if the elements aτ are invertible in ComF/Zτ for all τ ∈ T .

(c) If the system {Mτ}τ∈T is overlapping, then the mapping

T → R
+ , τ �→ ‖aτ‖

is upper semi-continuous.

Proof. (a) If a is left-invertible, then a is Mτ -invertible from the left for all τ ∈ T
and hence, by Lemma 1.9.2 the element aτ is Mτ -invertible from the left for all
τ ∈ T .

Conversely, suppose aτ is Mτ -invertible from the left for all τ ∈ T . It again
follows from Lemma 1.9.2 that the element a is Mτ -invertible from the left for all
τ ∈ T . Thus there are elements bτ ∈ A and fτ ∈ Mτ such that bτafτ = fτ . Since

{Mτ}τ∈T is a covering system one can find elements fτ1, . . . , fτm so that
m∑

i=1

fτi is

invertible in A. Set

s :=
m∑

i=1

bτifτi .

Then

sa =
m∑

i=1

bτifτia =
m∑

i=1

bτiafτi =
m∑

i=1

fτi ,

which results in the element (
∑m
i=1 fτi)−1s being a left-inverse for a.

(b) If aτ is invertible from the left for all τ ∈ T , then by virtue of part (b) of
Lemma 1.9.2 and part (a) of the present theorem the element a is invertible from
the left in ComF and A. On the other hand, if a is invertible from the left and
one of its left inverses belongs to ComF , then it is obvious that aτ is invertible
from the left. If a is invertible in A, then clearly a is invertible in ComF .

(c) Let τ0 ∈ T and ε > 0. Choose an element z ∈ Zτ0 such that ‖a + z‖ <
‖aτ0‖+ε/2. Since z is Mτ0-equivalent to zero from the left there is an element f ∈
M , such that ‖zf‖ < ε/2. From (L5) we deduce that f ∈Mτ for all τ in some open
neighbourhood U(τ0) of τ0. Put y = z−zf . If τ ∈ U(τ0), then by (L2) there exists
an element g ∈Mτ such that fg = g. Consequently, yg = zg− zfg = zg− zg = 0,
and since y ∈ ComF (cf. (L5), it follows that y ∈ Zτ , for all τ ∈ U(τ0). Hence,
‖aτ‖ ≤ ‖a+ y‖ for τ ∈ U(τ0). Thus, if τ ∈ U(τ0), then

‖aτ‖ − ‖aτ0‖ < ‖a+ y‖ − ‖a+ z‖+ ε/2 ≤ ‖y − z‖+ ε/2 = ‖zf‖+ ε/2 < ε ,

which proves the upper semi-continuity of τ �→ ‖aτ‖ at τ0. �
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1.9.2 Allan’s Local Principle

Now we are going to prove a variant of Allan’s local principle [1]. The proof is
mainly based on Theorem 1.9.3.

Definition 1.9.4. Let A be a real or complex Banach algebra with the identity e.
The center CenA of A is the set of all elements z ∈ A with the property that
za = az for all a ∈ A.

Clearly, CenA is a closed commutative subalgebra of A. Let B be a closed
subalgebra of CenA containing e. Thus B is also commutative. If N ⊂ B is a
maximal ideal, then JN denotes the smallest closed two-sided ideal ofA containing
A, i.e.,

JN := clos

{
m∑

k=1

xkak : xk ∈ N , ak ∈ A, m ∈ N

}

.

Suppose that B is a complex C∗-algebra if A is a complex Banach algebra, and
that B is a strictly real C∗-algebra if A is a real Banach algebra. The latter means
that the involution in B is the identity operator. This makes sense because B is
commutative. Equivalently, B is a commutative real Banach algebra such that

||b2|| = ||b||2 and e+ b2 is invertible for all b ∈ B.

Notice that in both cases there is a Hausdorff compact M such that B is isometri-
cally isomorphic to the algebra of all continuous complex- or real-valued functions
on M. For the complex case, this is the well-known Gelfand-Naimark Theorem
[66]. For the real case the reader can consult [96, Chapter 11]

In what follows we identify algebra B with the related function algebra. Recall
that the maximal ideals of B are precisely the sets N = Nτ , τ ∈M where

Nτ := {f ∈ B : f(τ) = 0}, τ ∈M.

Theorem 1.9.5. Let A be a real or complex Banach algebra with identity e, and let
B ⊂ CenA be a subalgebra of the specified type containing e.

(a) If a ∈ A, then a is right (left, respectively, two-sided) invertible in A if and
only if for each N ∈ M the coset aN := a + N is left (right, respectively,
two-sided) invertible in the quotient algebra AN := A/JN .

(b) The mapping
M �→ R

+, N �→ ||aN ||

is upper semi-continuous.

(c) If, in addition, A is a C∗-algebra, then
⋂

N∈M

JN = {0}.
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(d) ||a|| = maxN∈M ||aN ||.

Proof. (a) and (b): For N0 ∈ M let LN0 be the collection of all elements b of
B such that b(N ) = 1 for all N in some neighbourhood of N0 and b vanishes
outside another neighbourhood of N0. It is clear that the system {LN}N∈M forms
a covering and overlapping system of localizing classes and Theorem 1.9.3 applies
to any element of A. Obviously, the assertions (a) and (b) will be proved if we
show that the ideals ZN defined in Section 1.9.1 coincide with the ideals JN . Let
c belong to ZN . Then there exists a sequence (fn) ⊂ LN such that ||fnc|| → 0
as n→∞. Write c = fnc+ (e− fn)c. Since (e− fn)c belongs to JN the element
c can be approximated in the norm by elements from JN . Hence, ZN ⊂ JN .
Conversely, let c ∈ JN . Then c can be approximated in the norm by elements of
the form

∑m
i=1 xiai, where xi ∈ B, ai ∈ A and every xi, i = 1, 2, . . . ,m vanishes

on a certain neighbourhood of N (Recall that each closed ideal in C(M) is of
the form {f ∈ C(M) : f(x) = 0 for all x belonging to a closed subset F of M}).
Then we can find an element f ∈ C(M) such that

f

(
m∑

i=1

xiai

)

=
m∑

i=1

(fxi)ai = 0.

This proves that
∑m
i=1 xiai ∈ ZN . Since ZN is closed we get c ∈ ZN and JN ⊂

ZN . Moreover, e /∈ JN because e /∈ ZN .
(c) and (d): Since A is a C∗-algebra, by part (a) of the present theorem,

assertion (d) is valid for any self-adjoint element. In particular, assertion (d) holds
for the elements aa∗ and a∗a which implies its validity for any a ∈ A.

Now let us assume that b ∈ ∩N∈MJN . Then bN = 0 for all N ∈M. By part
(d) we get b = 0, and the proof is complete. �

1.9.3 Local Principle for Para-algebras

In many cases the question concerning J -invertibility can be resolved by using
a localization technique. In this section a generalization of the Gohberg-Krupnik
localization method [91] is given in the case where Banach algebras are replaced
by para-algebras.

Let X = (X1,X2,X3,X4, ) be a unital para-algebra. A set M l ⊂ X1 is called a
left-localizing class of the para-algebra X if M l does not contain the zero element
and for any two elements a1, a2 ∈M l there is a ∈M l such that

aja = aaj = a, j = 1, 2.

Elements x, y ∈ X2 are said to be M l-equivalent if

inf
a∈Ml

||(x− y)a|| = 0.
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Analogously, a set Mp ⊂ X4 is called a right-localizing class of the para-algebra
X if Mp does not contain the zero element and for any two elements b1, b2 ∈ Mp

there is b ∈Mp such that

bjb = bbj = b, j = 1, 2.

Elements x, y ∈ X2 are said to be Mp-equivalent if

inf
a∈Mp

||b(x− y)|| = 0.

Elements x, y ∈ X2 are called (M l,Mp)-equivalent if they are simultaneously M l-
and Mp-equivalent. An element x ∈ X2 is said to be M l-invertible (Mp-invertible)
if there exist elements z ∈ X3 and a ∈M l (z ∈ X3 and a ∈Mp) such that

zxa = a (bxz = b).

If an element x ∈ X2 is simultaneously M l- and Mp-invertible, then it is called
(M l,Mp)-invertible.

The following lemma can be proved analogously to the corresponding result
of [91].

Lemma 1.9.6. Let M l be a left-localizing class of the para-algebra X, and let ele-
ments x, y ∈ X2 be M l-equivalent. Then the element x is M l-invertible if and only
if the element y is M l-invertible.

Note that a similar statement holds for Mp-invertible elements.
Let A be an index set. Following [91], the system {Mα}α∈A of the left- or

right-localizing classes is called covering if any set {aα}α∈A, aα ∈Mα has a finite
number of elements a1, a2, . . . , aN the sum of which is an invertible element.

Systems {M l
α}α∈A,M l

α ∈ X1 and {Mp
α}α∈A,Mp

α ∈ X4 are reciprocally inter-
changeable with an element x ∈ X2 if:

1. For any aα ∈M l
α there exist bα ∈Mp

α such that

xaα = bαx.

2. For any bα ∈Mp
α there exist aα ∈M l

α such that

bαx = xaα.

Lemma 1.9.7. Let {M l
α}α∈A, M l

α ∈ X1 and {Mp
α}α∈A, Mp

α ∈ X4 be the systems of
localizing classes which are reciprocally interchangeable with respect to an element
x ∈ X2, and let {M l

α}α∈A be covering system. Then the element x is left-invertible
if and only if it is M l

α-invertible for all α ∈ A.
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Proof. Necessity is obvious, so let us assume that x ∈ X2 is M l
α-invertible for any

α ∈ A. Then for any α ∈ A there exist elements zα ∈ X3 and aα ∈M l
α such that

zαxaα = aα.

However {M l
α}α∈A is supposed to be covering. Therefore any set of elements

{aα}α∈A contains a finite subsystem aα1 , aα2 , . . . , aαN such that the element∑n
j=1 aαj is invertible. Since the systems {M l

α}α∈A and {Mp
α}α∈A are reciprocally

interchangeable with respect to x, there exist elements bαj ∈Mp
αj
, j = 1, 2, . . . , N

such that
xaαj = bαjx, j = 1, 2, . . . , N.

Set

u :=
N∑

j=1

zαjbαj ,

so

ux =




N∑

j=1

zαjbαjx



 =
N∑

j=1

zαjxaαj =
N∑

j=1

aαj .

It follows that the element x is left-invertible and x−1
l =

(∑N
j=1 aαj

)−1

u. The
right-invertibility can be proved analogously. �

Lemmas 1.9.6 and 1.9.7 implies the following result.

Theorem 1.9.8. Let {M l
α}α∈A, M l

α ∈ X1 and {Mp
α}α∈A, Mp

α ∈ X4 be systems of
covering localizing classes which are reciprocally interchangeable with respect to an
element x ∈ X2, and let x be {M l

α,M
l
α}-equivalent to yα for all α ∈ A. Then the

element x is invertible if and only the elements yα are {M l
α,M

l
α}-invertible for all

α ∈ A.

1.10 Singular Integral and Mellin Operators

We give a brief overview in singular integral and Mellin operators, without proofs
and in a form appropriate to the theory of approximation methods for related
operator equations. General references to the theory of one-dimensional singular
integral operators are [9, 92], although the first book is devoted to very general
operators which are not considered in this book. Our exposition mainly follows
[102] and [190], where relevant proofs are presented.

1.10.1 Singular Integrals

Throughout this section, let p and α denote fixed real numbers satisfying the
inequalities p > 1 and 0 < 1/p + α < 1 and, given a (possibly unbounded)
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subinterval I of the real axis R, let Lp(I, α) refer to the weighted Lebesgue space
endowed with the norm

‖f‖ =
(∫

I

|f(t)|p|t|αpdt
)1/p

. (1.41)

Clearly Lp(I, α) can be viewed as a closed subspace of Lp(R, α), and this allows us
to identify the identity operator on Lp(I, α) with the operator χI of multiplication
by the characteristic function χI of I acting on Lp(R, α). Analogously, a linear
bounded operator A on Lp(I, α) can be identified with the operator χIAχI on
Lp(R, α). This identification will be often used without additional comments. Fur-
ther, we always identify the dual space Lp(I, α)∗ with the space Lq(I,−α), where
1/p+ 1/q = 1, and let (·, ·) refer to the sesqui-linear form (u, v) =

∫
I u(t)v(t)dt.

The singular integral operator SI on I is defined by

(SIf)(t) =
1
πi

∫

I

f(s)
s− tds, t ∈ I .

The kernel singularity as s→ t means that this integral does not exist in the usual
sense, but it does exist as a Cauchy principal value integral almost everywhere. If
parameters p and α satisfy the above conditions, then the operator SI is bounded
on Lp(I, α). Two important properties of the singular integral operator SR are as
follows:

1. SR is its own inverse, i.e.,
S2

R = I .

2. SR is a Fourier convolution operator.

To make the second assertion more accurate, let F denote the Fourier transform
acting on the Schwartz space S(R) via

(Ff)(z) =
∫

R

e−2πixzf(x)dx , z ∈ R ,

and write F−1 for the inverse Fourier transform

(F−1f)(x) =
∫

R

e2πixzf(z)dz , x ∈ R .

The Fourier transform extends by continuity to a unitary operator on the
Hilbert space L2(R, 0), and is denoted by F again. Now one can show that the
restriction of the singular integral operator SR onto Lp(R, α) ∩ L2(R, 0) coincides
with the restriction of the Fourier convolution operator F−1a0F with generating
function a0(z) = sgnz (the sign function) on the same space, viz.,

SR = F−1a0F.



1.10. Singular Integral and Mellin Operators 49

Moreover, if b is a bounded function, then the operator F−1bF is well defined
on Lp(R, α) ∩ L2(R, 0). If this operator extends boundedly onto all of Lp(R, α),
then this extension is called the Fourier convolution operator and denoted by
W 0(b), and the function b is referred to as an Lp(R, α)-Fourier multiplier. Each
Lp(R, α)-multiplier is a bounded function, and

‖b‖∞ ≤ ‖W 0(b)‖L(Lp(R,α)) . (1.42)

Conversely, if b is a bounded function with finite total variation V (b), then b is an
Lp(R, α)-multiplier for each p > 1 and α ∈ (−1/p, 1− 1/p), and

‖W 0(b)‖L(Lp(R)) ≤ Cp,α(‖b‖∞ + V (b)) (1.43)

(Stechkin’s inequality, see [11], 9.3(e)). Further, the set of L2(R, 0)-multipliers coin-
cides with the algebra L∞(R) of all essentially bounded and measurable functions,
and

‖W 0(a)‖L(L2(R,α)) = ‖a‖∞ .

1.10.2 The Algebra
∑p(α)

Let
∑p(α) denote the smallest closed subalgebra of L(Lp(R, α)) containing the

operator SR+ and the identity operator. There is an alternative description of the
algebra

∑p(α) that dominates the whole theory of this algebra. We define the
Mellin transform M (depending on p and α) by

(Mf)(z) =
∫ ∞

0

x1/p+α−zi−1f(x)dx, z ∈ R ,

and the inverse Mellin transform M−1 by

(M−1f)(x) =
1
2π

∫ ∞

−∞
xzi−1/p−αf(z)dz, x ∈ R

+.

Further, we introduce operators Ep,α by

(Ep,αf)(x) =
1
2π
f

(
1
2π

lnx
)

x−1/p−α, x ∈ R
+.

One can easily check that

‖Ep,αf‖Lp(R+,α) = (2π)1/p−1‖f‖Lp(R,0),

and that MEp,α = F . If b is an Lp
R
(0)-multiplier then the operator

M0(b) := Ep,αW
0(b)E−1

p,α

is bounded on Lp(R+, α), and we call M0(b) the Mellin convolution by b or the
Mellin convolution operator, or simply the Mellin operator. The function b is
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also called the symbol of the corresponding Mellin operator M0(b). For another
representation of Mellin convolutions see Section 1.10.3. As a consequence of (1.42)
one has

‖b‖∞ ≤ ‖M0(b)‖L(Lp(R+,α))

for each multiplier, and (1.43) implies the Stechkin inequality for Mellin convolu-
tions:

‖M0(b)‖L(Lp(R+,α)) ≤ C(‖b‖∞ + V (b))

where b is a bounded function with finite total variation. Moreover,

‖M0(b)‖L2(R+,0) = ‖b‖∞ .

The algebra
∑p(α) can be characterized as follows.

Theorem 1.10.1 (I.B. Simonenko, Chin Ngok Min′, [214]).
∑p(α) is the smallest

closed subalgebra of L(Lp(R, α)) which contains all Mellin convolution operators
M0(b), where b is a continuous function of finite total variation that possesses
finite limits at ±∞.

Let us mention a few operators belonging to the algebra
∑p(α) that can be

easily verified with the help of Theorem 1.10.1. For each complex number β with
0 < Re β < 2π, the generalized Hankel operator

(Nβf((t) =
1
πi

∫

R+

f(s)
s− eiβtds, t ∈ R

+ ,

belongs to
∑p(α), since Nβ is the Mellin convolution operator M0(nβ) with the

symbol

nβ(z) =
e(z+i(1/p+α))(π−β)

sinhπ(z + i(1/p+ α))
,

cf. [97]. Moreover, the operators SR+ and Nβ are related by the identity

S2
R+ − I = NβN2π−β .

Further, the weighted singular integral operator

(SR+,γf)(t) =
1
πi

∫

R+

(
t

s

)γ
f(s)
s− tds, t ∈ R

+,

belongs to the algebra
∑p(α) for parameters γ satisfying the condition 0 <

Re (1/p + α + γ) < 1. In addition, if 0 < Re β < 2π then the weighted gener-
alized Hankel operator

(Nβ,γf)(t) =
1
πi

∫

R+

(
t

s

)γ
f(s)

s− eiβtds, t ∈ R
+,
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also lies in
∑p(α), and

SR+,γ = M0(sγ) with sγ(z) = cothπ(z + i(1/p+ α+ γ)) ,

Nβ,γ = M 0(nβ,γ) with nβ,γ(z) =
e(z+i(1/p+α+γ))(π−β)

sinhπ(z + i(1/p+ α+ γ))
.

The weighted operators SR+,β and Nπ,γ are connected by

SR+,βSR+,γ − cosπ(β − γ)Nπ,βNπ,γ = I .

Let us denote the operator Nπ simply by N , and let Np(α) refer to the smallest
closed two-sided ideal of

∑p(α) which contains N . Then:

(a) An operator M0(b) ∈
∑p(α) belongs to the ideal Np(α) if and only if

b(±∞) = 0.

(b) (i) Np(α) is the smallest closed two-sided ideal of
∑p(α) which contains

any operator Nβ with 0 < Re β < 2π.

(ii) Np(α) is the smallest closed two-sided ideal of
∑p(α) which contains

N 2.

(iii) Np(α) is the smallest closed subalgebra of
∑p(α) which contains the

operators N2 and SR+N2.

(iv) Np(α) is the smallest closed subalgebra of
∑p(α) which contains the

operators N and SR+N .

(c) The algebra
∑p(α) decomposes into the direct sum CI + CSR+ + Np(α),

M. Costabel, [28].

(d) The maximal ideal space of commutative Banach algebra
∑p(α) is homeo-

morphic to the two-point compactification R of the real axis. In particular,
the Mellin convolution operator M0(b) ∈

∑p(α) is invertible in
∑p(α) if and

only if b(z) �= 0 for all z ∈ R and if b(±∞) �= 0. Thus
∑p(α) is an inverse

closed subalgebra of L(Lp(R, α)).

(e) The algebras
∑p(α) and

∑p(0) are isometrically isomorphic. The isomor-
phism sends the singular integral operator SR+ ∈

∑p(α) into the weighted
singular integral operator SR+,α ∈

∑p(0).

1.10.3 Integral Representations

Let N denote the smallest (not necessarily closed) subalgebra of the algebra of
all continuous functions on R containing all functions b which are, together with
their Mellin images k = M−1b, continuously differentiable and for which there
exist constants M1 and M2 and polynomials P1 and P2 such that

∑

x∈R

|b(z)(1 + |z|) ≤M1 , sup
z∈R

|b′(z)(1 + |z|)2| ≤M2
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and
|k(x)(1 + x)| ≤ P1(| lnx|) , |k′(x)(1 + x)2| ≤ P2(| ln x|) .

Obviously, the set M−1(N ) is an algebra with respect to the Mellin convolution

(k1 � k2)(x) =
∫

R+
k1

(x

s

)
k2(s)

ds

s
, x ∈ R

+ ,

as multiplication, and a function k belongs to M−1(N ) if and only if k is the
kernel function of a Mellin convolution operator M0(b) with b ∈ N , i.e.,

(M 0(b)f)(x) =
∫

R+
k
(x

s

)
f(s)

ds

s
, x ∈ R

+ .

1.10.4 The Algebra
∑p(α, β, ν)

Given real numbers 0 ≤ β1 < β2 < 2π, let Γ be the subset of C defined by
Γ := eiβ1R

+ ∪ eiβ2R
+. Each half-axis eiβj R

+ can be provided with one of the two
possible orientations and we put νj := 1 if eiβj R

+ is directed away from zero and
νj := −1 if eiβjR

+ is directed towards 0. Notice that the case where one half-axis
is directed away and the other towards 0 is of special interest throughout this
book.

We consider the space Lp(Γ, α) := Lp(Γ, |t|α). It is well known that if 1 <
p <∞ and 0 < 1/p+ α < 1, then the singular integral operator

(SΓf)(x) :=
1
πi

∫

Γ

f(t)
t− xdt ,

is well defined and bounded on Lp(Γ, α). Notice that SΓ depends on the chosen
orientation (ν1, ν2). Denote by L2

p(R
+, α) the Banach space of all pairs (f1, f2)T

of functions f1, f2 ∈ Lp(R+, α) endowed with the norm

‖(f1, f2)T ‖ := (‖f1‖p + ‖f2‖p)1/p ,

and let η : Lp(Γ, α) �→ Lp(R+, α) refer to the mapping

(ηf)(t) := (f(eiβ1t), f(eiβ2t))T , t ∈ R
+ .

It is easily seen that the mapping A �→ η−1Aη is an isometrical isomorphism
between the algebras L(Lp(Γ, α)) and L(L2

p(R+, α)). Write χ1 for the operator of
multiplication by the characteristic function of eiβ1R

+, and consider the smallest
subalgebra of L(Lp(Γ, α)) which contains the operators χ1, SΓ, and the identify
operator. This subalgebra is denoted by

∑p(α, β, ν), where ν = (ν1, ν2) indicates
the chosen orientation, and β = (β1, β2) – the angles of the rays eiβj R

+, j = 1, 2.
The following proposition describes the image of the algebra

∑p(α, β, ν) under
the isomorphism generated by the mapping η.
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Proposition 1.10.2. η
∑p(α, β, ν)η−1 is the algebra of all operators

(
A B
C D

)

∈

L(L2
p(R+, α)) with A,D ∈

∑p(α) and B,C ∈ Np(α).

Example 1.10.3. For the operator (Aij)2i,j=1 := ηSΓη
−1, straightforward compu-

tation yields

Aij =






νjSR+ if i = j,
νjM

0(nβi−βj ) if i > j,
νjM

0(n2π+βi−βj ) if i < j.

This proposition allows us to conclude that the algebra
∑p(α, β, γ) does not de-

pend on the values of the angles βj or the orientation of the axis eiβj R
+. Moreover,

this algebra does not even depend on the weight |t|α, as property (e) of Section
1.10.2 shows.

Since the entries of a matrix
(
A B
C D

)

∈ η
∑p(α, β, ν)η−1 commute with

each other, one has an effective invertibility criterion for operators from the algebra∑p(α, β, ν). Thus an operator E ∈
∑p(α, β, ν) is invertible if and only if ηEη−1 =(

A B
C D

)

is invertible or if and only if

det
(
A B
C D

)

= AD −BC(∈ Σp(α))

is invertible, and it remains to apply property (d) of Section 1.10.2.

1.10.5 Singular Integral Operators with Piecewise Continuous
Coefficients

A bounded Lyapunov arc is an oriented bounded curve Γ in the complex plane
C which is homeomorphic to the closed interval [0, 1] and which satisfies the
Lyapunov condition – i.e., the first derivative of the parameter representation
t : [0, l] → Γ by its arc length must be a Hölder continuous function. The points
t(0) and t(l) are called the start and endpoint of Γ, respectively. We shall assume
that Γ is oriented according to the natural orientation of [0, l]. A curve Γ is called
a simple closed piecewise Lyapunov curve if:

• Γ is closed, i.e., Γ divides the complex plane into two parts, each having Γ
as its boundary and located at one side of Γ.

• Γ is the union of a finite number m of Lyapunov arcs Γ1, . . . ,Γm such that
the endpoint of Γi coincides with the starting point of Γi+1, i = 0, . . . ,m− 1
with Γm+1 := Γ0. Further, we assume that Γi ∪ Γi+1 is either Lyapunov or
the tangents of Γi and Γi+1 at zi (the endpoint of Γi) differ from each other.

• The orientation from the collection Γ1, . . . ,Γm induced for Γ is the “counter-
clockwise”, i.e., if the curve is traced out in accordance to the induced orien-
tation, the bounded part of the plane with boundary Γ lies on the left.
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Let Γ be a piecewise Lyapunov curve. The singular integral operator SΓ is defined
by

(SΓf)(t) :=
1
πi

∫

Γ

f(z)
z − t dz, t ∈ Γ

where the integral is understood as the Cauchy principal value. Further, let
t1, . . . , tn ∈ Γ , α1, . . . , αn ∈ R, and put

w(z) :=
n∏

i=1

|z − ti|αi . (1.44)

By Lp(Γ, w) we denote the weighted Lebesgue space on Γ with the norm

‖f‖ :=




∫

Γ

|f(z)|pwp(z)|dz|





1/p

.

A theorem of Khvedelidze [124] claims that the singular integral operator SΓ is
bounded on Lp(Γ, w) if and only if

1 < p <∞ and 0 < αi +
1
p
< 1, i = 1, . . . , n .

A piecewise continuous function on Γ is a function which at each point z0 of Γ, has
finite one-sided limits. By PC(Γ) we denote the Banach algebra of all piecewise
continuous functions on Γ provided with the supremum norm. For each a ∈ PC(Γ)
the operator of multiplication by a is a bounded linear operator on Lp(Γ, w), so it
makes sense to introduce the smallest closed subalgebra Op(Γ, w) of L(Lp(Γ, w))
containing the operator SΓ and the algebra PC(Γ).

By K(Lp(Γ, w)) we denote the ideal of all compact operators on Lp(Γ, w). It
is well known that

K(Lp(Γ, w)) ⊂ Op(Γ, w) .

Let π refer to the canonical homomorphism from Op(Γ, w) onto the quotient al-
gebra

Oπp (Γ, w) := Op(Γ, w)/K(Lp(Γ, w)) .

Finally, let us write C(Γ) ⊂ PC(Γ) for the Banach algebra of all functions which
are continuous at each point of Γ.

Recall that if a ∈ C(Γ) then aSΓ − SΓa ∈ K(Lp(Γ, α)) cf. [91, 157].
Our next goal is to describe the algebra Op(Γ, w) and to present a Fredholm

criterion for its elements. Let Γ be a closed piecewise Lyapunov curve and let
z ∈ Γ be any (fixed) point. Choose a neighbourhood U ⊂ C of z such that U ∩ Γ
is the union of two Lyapunov arcs L1 and L2 which have only one common point
z. One arc is directed towards z and the other away from z. By βi(z), i = 1, 2 we
denote the angle between the tangents L1 and Li at the point z. Without loss we
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can assume that 0 = β1 < β2 < 2π. Let us mention that this definition does not
depend on which arc is directed towards z. Given the weight function w by (1.44)
we put

α(z) =
{
αi if z = ti, i = 1, 2, . . . , n,
0 otherwise.

Now define a new weight function depending on z by wz(t) := |t|α(z) and set
νi(z) = 1 if Γi is directed away from z and νi(z) = −1 if Γi is directed to z.

Let
∑p

2(α) ⊂ L(L2
p(R

+, α)) refer to the Banach algebra of all 2× 2 matrices

(Aij)2i,j=1 with entries Aij ∈
∑p(α), and let

∑̃p

2(α) be the subalgebra of
∑p

2(α)
such that the entries A12 and A21 belong to the ideal Np(α).

Theorem 1.10.4. a) For each z ∈ Γ there exists a homomorphism A �→
smb (A, z) from Op(Γ, w) onto the algebra

∑̃p

2(α(z)). In particular, for the
generators SΓ and a ∈ PC(Γ) of Op(Γ, w) we have

smb (SΓ, z) =
(

SR+ N2π+β1−β2

Nβ2−β1 SR+

)

· diag (1,−1)

and, if we abbreviate ai(t) := lim t→z

t∈Γi

a(t) for each a ∈ PC(Γ), then

smb (aI, z) = diag (a1(z)I, a2(z)I) .

b) An operator A ∈ Op(Γ, w) is Fredholm if and only if smb (A, z) is invertible
for all z ∈ Γ.

c) If π(A) stands for the image of the operator A in the Calkin algebra, then

‖π(A)‖ = sup
z∈Γ
‖smb (A, z)‖ .

d) The radical of Oπp (Γ, w) is trivial and A is compact if and only if

smb (A, z) = 0 for all z ∈ Γ.

The proof of this theorem is based on the local principle of Allan. The main
point is to show that the local algebra assigned to z ∈ Γ is isometrically isomorphic
to
∑p(α(z), β(z), (+1,−1)). Here we assume that L2 is directed towards z and L1

away from z. Let us also note that we still use the notation β1 and β2 despite the
fact that β1 = 0. This is because we want to keep our notation in accordance with
the crucial Example 1.10.3.

Remark 1.10.5. Using results of Sections 1.10.2 and 1.10.4 we obtain effective tools
to study invertibility of smb (A, z).

Corollary 1.10.6. Let Γ1,Γ2 be closed piecewise Lyapunov curves. Consider
Op(Γ1, w1) and Op(Γ2, w2). Then Oπp (Γ1, w1) and Oπp (Γ2, w2) are isometrically
isomorphic.
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A remarkable consequence of Theorem 1.10.4, b) is whether an operator
aI + bSΓ is Fredholm or not does not depend on the values of the angles: indeed,
put δ := 1/p+ α(z) and consider the matrix

D(t) := diag
(
1, e(t+δ)β2(z)

)
.

Then it is easy to see that D−1smb (aI + bSΓ, z)D dos not depend on β2, which
gives the assertion; recall that β1 = 0.

1.10.6 Singular Integral Operators with Conjugation

The study of the smallest closed algebra Ep(Γ, w) generated by the algebra
Op(Γ, w) and by the operator of conjugation (Mf)(t) := f(t) can be reduced
to the study of the algebra O2×2

p (Γ, w), where O2×2
p (Γ, w) is the algebra of all

2× 2 matrices with entries from Op(Γ, w). Notice that Ep(Γ, w) is a real algebra.
For simplicity, let us assume that p = 2 and note the nontrivial fact that O2(Γ, w)
is a C∗-algebra, so results from Section 1.4 can now be used to examine the algebra
E2(Γ, w). However, first one must check whether the element M ∈ Ladd(L2(Γ, w))
and the complex C∗-algebra O2(Γ, w) satisfy conditions (A1) − (A5) of Section
1.2. The only nontrivial condition is that MSΓM belongs to the same algebra
O2(Γ, w). This is indeed the case, and its symbol is given by

smb (MSΓM, z) = −
(

SR+ Nβ2−β1

N2π+β1−β2 SR+

)

· diag (+1,−1) .

Moreover, SΓ + MSΓM is compact if and only if Γ is a closed Lyapunov curve
without corners. The operator VΓ := 1

2 (SΓ + MSΓM) is then the double layer
potential operator (cf. Section 4.4 for the definition).

Using the terminology of Section 1.2, we have

E2(Γ, w) = Õ2(Γ, w) .

Let us write A instead O2(Γ, w) and introduce the set

E2×2

Ã :=
{(

b d
MdM MbM

)

: b, d ∈ A
}

⊂ A2×2 .

According to Section 1.4, the real algebras Ã and E2×2

Ã are isometrically isomor-
phic, where the isometric isomorphism Ψ is given by

Ψ(ã) = Ψ(a+ bM) :=
(

a b
MbM MaM

)

.

Moreover, ã ∈ Ã is invertible if and only if Ψ(ã) is invertible in A2×2 (Corollary
1.4.7), so the following theorem holds.
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Theorem 1.10.7. a) For each z ∈ Γ there exists a homomorphism A �→
smb (A, z) from E2(Γ, w) onto the closed subalgebra

∑p
4(α) consisting of all

matrices (Bij)2i,j=1 with Bij ∈
∑̃2

2. In particular,

smb (SΓ, z) = (Aij)2i,j=1

with A21 = A12 = 0 and

A11 =
(

SR+ N2π+β1−β2

Nβ2−β1 SR+

)

diag {1,−1} ,

A22 = −
(

SR+ Nβ2−β1

N2π+β1−β2 SR+

)

diag {1,−1} ,

smb (M, z) =







0 0 I 0
0 0 0 I
I 0 0 0
0 I 0 0





 ,

and if a is a piecewise continuous function, then

smb (a, z) = diag {a1(z), a2(z), a1(z), a2(z)}.

b) The operator A ∈ E2(Γ, w) is Fredholm if and only if smb (A, z) �= 0 for all
z ∈ Γ.

c) If π(A) is the Calkin image of an operator A ∈ E2(Γ, w), then

‖π(A)‖ = sup
z∈Γ
‖smb (A, z)‖.

Finally, for completeness we mention that unlike the operators without con-
jugation, the Fredholmness of an operator A ∈ E2(Γ, w) essentially depends on
the values of the angles of the curve Γ. An example is given in [164], where the
operator

A = (1 +
√

2)
SΓ + I

2
+ (1−

√
2)
SΓ − I

2
+M

is considered on the space L2(Γ). If Γ is a circle, then this operator A is Fredholm,
but if Γ is a rectangle, then it is not.

1.11 Comments and References

Real C∗-algebras are treated for instance in [96, 141]. The literature concerning
complex C∗-algebras is increasingly extensive, [4, 8, 38, 66, 88, 171, 159, 224]. In
the context of these books a special family of real C∗ algebras is of interest. These
algebras are built as extensions of complex C∗-algebras by an element m which
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satisfies a few axioms. Such an abstract approach is strongly motivated by numer-
ous applications and originates from [58, 59]. Single blocks of such constructions
were used earlier in investigations of one-dimensional singular integral operators
with conjugations and Carleman shifts (see, for example [143]).

Section 1.2–Section 1.5: We mainly follow our papers [58, 59]. Theorem 1.3.8,
which allows us to represent any space of bounded additive operators Ladd(H) as
an extension of the complex C∗-algebra L(H), is new.

Section 1.6–Section 1.7: These sections are devoted to the abstract stability prob-
lem and to its algebraization. The fact that the problem of the stability of operator
sequences can be translated into an invertibility problem in a given algebra was
first recognized by A. Kozak [127]. He successfully applied this idea to study a
finite section method for convolution equations with continuous data. The initial
approach, however, was too restrictive to tackle the stability of various operator
sequences arising in approximation of other operator equations. A further devel-
opment of this idea is connected with some results similar to Theorem 1.6.6, the
first version of which was proposed by one of the authors in [207]. The material
of Section 1.7 is based on C∗-algebra techniques and can be found in [192] in
the case of complex algebras. For the real extensions of complex C∗-algebras, the
corresponding results are presented in [58].

Section 1.8: The use of para-algebras in studying the Fredholm properties of linear
operators was initiated by D. Przeworska-Rolewicz and S. Rolewicz in [184]. The
fact that this concept is also applicable in numerical analysis is noted in [44].

Section 1.9: Local principles are in a sense a replacement for the Gelfand theory
for complex commutative Banach algebras. They are intended to study the invert-
ibility of elements in non-commutative Banach algebras. There are a few versions
of such principles – viz., the local principle of Simonenko, of Allan, and the one of
Gohberg and Krupnik. A discussion of various aspects of these principles can be
found in [10]. The local principle of Gohberg and Krupnik is distinguished by its
simplicity and a wide range of applicability. Moreover, if the localization process
is carried out with the help of central subalgebras which are C∗-algebras (strictly
real C∗-algebras), then all the aforementioned local principles coincide at least.
Local principles became a power tool in operator theory and numerical analysis.
It is easy to see that the Gohberg-Krupnik local principle can be modified in such
a way that it is applicable also in suitable para-algebras. For more information on
this topic the reader can consult [189].

Section 1.10: There exists a huge variety of papers dealing with singular integral
and Mellin operators. The material of Sections 1.10.1–1.10.4 is based on [102].
Theorems 1.10.4 and 1.10.7 are taken from [191] but these results are the outcome
of efforts made by many mathematicians. Let us only mention [27, 28, 75, 138,
143, 214] and of course [91, 92].



Chapter 2

Approximation of Additive
Integral Operators on Smooth
Curves

We start with polynomial and spline approximation methods for the Cauchy sin-
gular integral equation

(Au)(t) ≡ a(t)ϕ(t) +
b(t)
πi

∫

Γ

ϕ(τ) dτ
τ − t + c(t)ϕ(t) +

d(t)
πi

∫

Γ

ϕ(τ) dτ
τ − t

+
∫

Γ

k0(t, τ)ϕ(τ) dτ +
∫

Γ

k1(t, τ)ϕ(τ) dτ = f(t), t ∈ Γ (2.1)

where Γ is a simple closed Lyapunov contour. The coefficients a, b, c, d belong to
given functional classes, and conditions imposed on the kernels k0(t, τ), k1(t, τ)
ensure the compactness of the corresponding integral operators. The study of the
stability of different approximation methods for equation (2.1) takes into account
the smoothness of the coefficients a, b, c, d. Usually this is easier for equations with
continuous coefficients. One encounters two main problems for equation (2.1).
The first is connected with non-linearity of the operators considered over the
field of complex numbers C. However, this non-linearity can be called ‘weak’,
and the corresponding difficulties are not of fundamental importance. Much more
important is that the structure of the approximation sequences do not allow us to
get a ‘good’ factorization of these sequences, even in the case where the coefficients
a, b, c, d are continuous. Therefore, initially, approximation methods for Cauchy
integral equations with conjugation were developed in two directions. One way is
not to apply approximation methods to equation (2.1) directly but rather to an
associated system of singular integral equations without conjugation [40, 118, 119,
120]. This leads to an unnecessary increase in the size of the systems of algebraic
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equations obtained. Some efforts were made to construct approximation methods
working without passing to associated systems of singular integral equations [225,
226], but those methods are applicable to a restricted number of equations, since
analytic functions in factorizations of certain combinations of the coefficients of
equation (2.1) must satisfy additional metric relations. Moreover, those analytic
functions have to be known to the user. However, the requirement to have the exact
factorization of the coefficients of equation (2.1) makes this approach almost non-
feasible. On the other hand, systematic use of Banach algebra methods may help
to overcome all these difficulties.

2.1 Polynomial Galerkin Method for Equations with

Continuous Coefficients

Let Γ0 be the unit circle with center at the origin. In the space L2 := L2(Γ0)
consider the operators

(Mϕ)(t) = ϕ(t), (Sϕ)(t) =
1

2πi

∫

Γ0

ϕ(τ) dτ
τ − t , P = (1/2)(I + S), Q = I − P.

The operators P and Q are bounded projections in L2 [91, 124]. For simplicity,
let us assume that the functions k0(t, τ) = 0 and k1(t, τ) = 0 for all t, τ ∈ Γ0 and
rewrite equation (2.1) in the form

(Gϕ)(t) ≡ ((a0P + b0Q) +M(a1P + b1Q))ϕ(t) = f(t), t ∈ Γ0, (2.2)

where am, bm, m = 0, 1 are operators of multiplication by the functions a0 = a+b,
b0 = a− b, a1 = c+ d, b1 = c− d.

An approximate solution of equation (2.2) is sought in the form

ϕ(t) =
n∑

k=−n
ϕkt

k. (2.3)

The unknown coefficients ϕk, k = −n,−n+ 1, . . . , n are defined by the system of
algebraic equations

n∑

j=0

a
(0)
k−jϕj+

−1∑

j=−n
b
(0)
k−jϕj +

n∑

j=0

a
(1)
−k−jϕj +

−1∑

j=−n
b
(0)

−k−jϕj = fk,

k = −n,−n+ 1, . . . , n

(2.4)

where fk are the Fourier coefficients of the function f , viz.,

fk =
1
2π

∫ 2π

0

f(exp(iθ)) exp(−ikθ) dθ, k = 0,±1, . . . ,
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and a(m)
k , b

(m)
k are the Fourier coefficients of the functions a(m), b(m), m = 0, 1.

Let Pn denote the projection

(Pnϕ)(t) = Pn

(
+∞∑

k=−∞
ϕkt

k

)

=
n∑

k=−n
ϕkt

k. (2.5)

Then system (2.4) can be written as the operator equation

Gnϕn ≡ PnGPnϕn = Pnf, ϕn ∈ imPn. (2.6)

Along with the projections Pn, n ∈ N, consider the operators Wn, n ∈ N, defined
by

(Wnϕ)(t) = Wn

(
+∞∑

k=−∞
ϕkt

k

)

=
−1∑

k=−n
ϕ−n−k−1t

k +
n∑

k=0

ϕn−kt
k. (2.7)

The functions ek : t �→ tk, k ∈ Z form a complete orthonormal basis in the
space L2 = L2(Γ0, µ) where µ is the normalized Lebesgue measure on Γ0. Thus
the operators Pn and Wn satisfy all requirements of Section 1.6, viz., they act
as linear operators on both the complex and real Hilbert spaces L2 and (L2)R.
Therefore, to study approximation method (2.6) one can use Proposition 1.6.5.
However, one still must show that the sequence (Gn) defined by (2.6) belongs to
the related algebra AR (see Section 1.6, p. 30). Notice that the adjoint operator
to the operator G of (2.2) is

G∗ = (Pa0 +Qb0)I + (Pa1 +Qb1)M (2.8)

and, in the case at hand, the operator M̂ defined on p. 30, is just MtI, where tI
means the operator of multiplication by e1.

Lemma 2.1.1. The operators P , Q and M̂ satisfy the following relations:

a) M̂2 = I, M̂P = QM̂, e−1M = M̂.

b) Let a ∈ C(Γ0). Then MaM = aI and M̂aM̂ = aI.

c) PnM = MPn, PnP = PPn, WnP = PWn for all n ∈ N.

d) s − limWnMWn = M̂ ; notice that Wn and M are R-linear self-adjoint op-
erators.

The assertions a) – c) are easily checked and d) was already mentioned in
Section 1.6.

For a ∈ C(Γ0), we set ã := a(t).

Lemma 2.1.2. Assume that the coefficients am, bm, m = 0, 1 are continuous, and
let G be the operator defined in (2.2). Then the sequence (Gn), Gn := PnGPn
belongs to the algebra AR. Moreover,

s− limWnGnWn = P ã0P +Qb̃0Q+ M̂(P ã1P +Qb̃1Q).
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Proof. Basically, the problem comes down to the question whether the sequences
(PnaPn) and (PnMPn) belong to the algebra AR. For the sequence (PnMPn) this
is clear because

s− limPnMPn = M̂.

Further, using the weak convergence of the sequence (Wn) to zero and the com-
pactness of the operators PaQ and QaP , one easily shows that

s− limWnaWn = P ãP +QãQ,

and the proof of Lemma 2.1.2 follows. �

Note that the proof of the last relation can also be found in [183].

Lemma 2.1.3. Let am, bm, m = 0, 1 be continuous functions on Γ0, and ∆ :=
a0b0 − a1b1 be invertible in C(Γ0), i.e., ∆(t) �= 0 for all t ∈ Γ0. Consider the
R-linear operator

F := c0P + d0Q+M(c1P + d1Q), (2.9)

where c0 = ∆−1b0, c1 = −∆−1a1, d0 = ∆−1a0, d1 = −∆−1b1. Then there are
operators T1, T2 ∈ K((L2)R) such that

GF = I + T1, FG = I + T2.

Proof. The proof mimics the well-known proof of the related result for singular
integral operators with continuous coefficients and without conjugation. The rela-
tions a) and b) should be taken into account.

First of all, let us mention that the condition ∆(t) �= 0, t ∈ Γ0 is necessary
and sufficient for the operator G to be Fredholm. Here we would like to outline
basic ideas in the proof of this result because, in a sense, they lie in the foundation
of the methods exploited in this book, especially in the use of the homomorphism
Ψ defined by (1.26). Let (L2

2)R denote the real space (L2)R × (L2)R. Write G =
A+MB; thus A and B are singular integral operators with continuous coefficients
and without conjugation. Since the operator −iGi = A−MB is Fredholm if and
only if the operator G is Fredholm, the operator

(
G 0
0 −iGi

)

=
(
A+MB 0

0 A−MB

)

acting on the space (L2
2)R is Fredholm if and only if the operator G is Fredholm.

Applying the identity
(
A+MB 0

0 A−MB

)

=
1
2

(
I M
I −M

)(
A MBM
B MAM

)(
I I
M −M

)

(2.10)
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and using the equations MAM = a0Q + b0P + K1, MBM = a1Q + b1P + K1,
where K1 and K1 are C-linear compact operators, one obtains that the operator
G is Fredholm if and only if the operator

Ψ(G) :=
(
A MBM
B MAM

)

=
(
a0 b1
a1 b0

)

P +
(
b0 a1

b1 a0

)

Q+K

where K is again a compact operator, is Fredholm. Now the general theory of
singular integral operators applies. In particular, it gives that the operator Ψ(G)
is Fredholm if and only if the function ∆ = det(a0b0 − a1b1) does not vanish on
Γ0. Moreover, the operator

(
a0 b1
a1 b0

)−1

P +
(
b0 a1

b1 a0

)−1

Q

is a regularizer for the operator Ψ(G). Using this fact, it is now easy to find out
that F is a regularizer for G provided ∆(t) �= 0 for all t ∈ Γ0.

Another important consequence of identity (2.10) is that the index ind RG of
the operatorG considered over the field of real numbers can be expressed via index
ind CΨ(G) of the operator Ψ(G) considered over the field of complex numbers, viz.,
the equation

ind RG =
1
2

ind RΨ(G) = ind Cψ(G) (2.11)

holds. Relation (2.11) is often used in what follows. �

The operator F constructed in the proof of Lemma 2.1.3 can also be used
to establish the stability of the polynomial Galerkin method for singular integral
equations with conjugation.

Theorem 2.1.4. Let am, bm, m = 0, 1 be continuous functions on Γ0, and let G ∈
Ladd(L2) be the operator defined in (2.2). Then the sequence (PnGPn) is stable if
and only if the operators G and

G̃ := P ã0P +Qb̃0Q+ M̂(P ã1P +Qb̃1Q)

are invertible.

Proof. The sequence (Gn), Gn = PnGPn belongs to the algebra AR, hence the
necessity follows from Theorem 1.8.4. In order to show sufficiency, one only needs
to establish the invertibility of the coset G◦

n := (Gn) + J in the quotient algebra
AR/J (see Proposition 1.6.5). Consider next the sequence (Fn), Fn := PnFPn
with the operator F defined by (2.9), which also belongs to the algebra AR. We
claim that the coset (Fn)◦ is the inverse element for (Gn)◦ in the algebra AR/J ,
i.e., there exist sequences (J ′

n), (J ′′
n) ∈ J such that

GnFn = Pn + J ′
n, FnGn = Pn + J ′′

n , n ∈ N.
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Consider for example the product GnFn. It can be written as the sum of sixteen
summands one of which is

En = Pna0PPnMd1QPn.

Using En as an example, let us show how to study these terms. This operator can
be rewritten as

Pna0PPnMd1QPn = PnPa0PPnMd1QPn + PnQa0PPnMd1QPn (2.12)

and (PnQa0PPnMd1QPn) ∈ J , because the operator Qa0P ∈ K(L2).
Consider now the sequence

(Rn) = (PnPa0PPnMd1QPn)
= (PnPa0Md1QPn)− (PnPa0P (I − Pn)Md1QPn). (2.13)

The first term in the right-hand side of (2.13) can be written as

(PnPa0Md1QPn) = (PnPa0d1PPnM) + jn

with jn ∈ J . The second term in the right-hand side of (2.13) can be written as

(PnPa0P (I − Pn)Md1QPn) = (PnPa0P (I − Pn)Pd1QPn) + j′n

with j′n ∈ J . Since

PnPa0P (I − Pn)Pd1QPn = WnPKPWn

with some compact operator K ∈ K(L2) (see [11]), we can represent the sequence
(Rn) of (2.13) as

(Rn) = (PnPa0d1QPnM) + j′′n, j′′n ∈ J .

Performing analogous computations for the remaining fifteen summands in the
product GnFn, one can rewrite it in the form

GnFn = Pn
(
P (a0c0 + b1c1)P +Q(b0d0 + a1d1)Q

+ P (a0d1 + b1d0)MQ+Q(b0c1 + a1c0)MP
)
Pn + J ′

n

= Pn(P +Q)Pn + J ′
n = Pn + J ′

n,

where (J ′
n) ∈ J , i.e., (Gn)◦(Fn)◦ = (Pn)◦. Analogously, one can show that

(Fn)◦(Gn)◦ = (Pn)◦, which completes the proof. �
Consider now the stability of the polynomial Galerkin method in the space

L2 for the equation
(G+ T )ϕ = f

where the operator G is defined as above, and

(Tϕ)(t) =
∫

Γ

k0(t, τ)ϕ(τ) dτ +
∫

Γ

k1(t, τ)ϕ(τ) dτ .
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Theorem 2.1.5. Let a, b, c, d ∈ C(Γ0) and let k0, k1 ∈ C(Γ0 × Γ0). The sequence
(Pn(G+ T )Pn) is stable if and only if the operators G+ T and G̃ are invertible.

The operator T is compact, hence the sequence (PnTPn) does not influence
the invertibility of the coset (PnGPn)+J in the quotient algebra Ã/J . Moreover,
˜(G+ T ) = G̃.

2.2 Polynomial Collocation Method for Equations with

Continuous Coefficients

Consider the set R = R(Γ0) of all Riemann integrable functions on Γ0. When
provided with the norm

||f ||∞ = sup
t∈Γ0

|f(t)|,

this set becomes a Banach space. Let πn be the set of all trigonometrical polyno-
mials

πn :=

{

p ∈ C(Γ0) : xn(t) =
n∑

k=−n
αkt

k, αk ∈ C, k = −n,−n+ 1, . . . , n

}

,

and let Ln denote the operator which to each function f ∈ R assigns its Lagrange
interpolation polynomial Lnf with nodes

tj = exp(2πi/(2n+ 1)), j = −n,−n+ 1, . . . , n. (2.14)

It is known [112] that the operator Ln can be represented in the form

(Lnf)(t) =
n∑

k=−n
βkt

k, βk =
1

2n+ 1

n∑

j=−n
f(tj)t−kj . (2.15)

The operator Ln is a projection on the space R, and for any function f ∈ R and
for any polynomial xn ∈ πn one has [183]

||Lnfxn||2 ≤ ||f ||∞||xn||2, (2.16)
||Lnf − f ||2 → 0 as n→∞. (2.17)

On the space L2(Γ0) we also consider the operators Pn and Wn defined by (2.5)
and (2.7) respectively. An approximate solution of equation (2.3) is sought in the
form

xn(t) =
n∑

k=−n
ϕkt

k.
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The unknown coefficients ϕk, k = −n,−n+ 1, . . . , n are derived from the system
of algebraic equations

a0(tj)
n∑

k=0

ϕkt
k
j + b0(tj)

−1∑

k=−n
ϕkt

k
j + a1(tj)

n∑

k=0

ϕkt
−k
j + b1(tj)

−1∑

k=−n
ϕkt

−k
j = f(tj),

j = −n,−n+ 1, . . . , n, which is equivalent to the operator equation

G′
nxn = LnGPnxn = Lnf, xn ∈ πn. (2.18)

It is more convenient to consider the equation

G′
nxn = Pnf, xn ∈ πn (2.19)

instead of equation (2.18), which is legitimate because the stability of the sequence
(G′

n) implies convergence of the collocation method for any right-hand side f ∈ R.
Indeed, let ϕ, xn and ψn be the respective solutions of equations (2.3), (2.18) and
(2.19), and let the sequence (G′

n) be stable. Then our claim follows from the
inequality

||ϕ− xn||2 ≤ ||ϕ− ψn||2 + ||(Gn)−1|| ||Lnf − Pnf ||2
and from relation (2.17).

Lemma 2.2.1. Let functions am, bm ∈ R,m = 0, 1 and let G be the operator defined
by (2.2). Then the sequence (G′

n) belongs to the algebra AR.

Proof. Since ||M || = 1 and the projections Pn, n ∈ N are uniformly bounded,
inequality (2.16) implies that

||G′
nPnϕ|| ≤ C(||a0||∞ + ||b0||∞ + ||a1||∞ + ||b1||∞)||ϕ||2

for any ϕ ∈ L2(Γ0), hence
sup
n
||G′

nPn|| <∞.

Moreover, for any k ≤ n, the space πk is invariant with respect to the operator
Pn. Thus

G′
nPnϕk = LnGϕk

and by (2.17) the sequence (G′
nPnϕk) strongly converges to Gϕk for any k ∈ N.

By the Banach-Steinhaus theorem [77], the operator sequence (G′
nPn) strongly

converges to the operator G on the whole space L2(Γ0). Analogously, one can es-
tablish the strong convergence of the sequences ((G′

n)∗Pn), (G̃′
nPn) and ((G̃′

n)∗Pn)
to the operators

G∗ = Pa0I +Qb0I + (Pa1 +Qb1)M,

G̃′ = ã0P + b̃0Q+Mt(ã1P + b̃1Q),

(G̃′)∗ = P ã0I +Qb̃0I + Pã1 +Qb̃1)t−1M,
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respectively. Indeed, taking into account the relation (LnfPn)∗ = LnfPn, [117]
and equation (2.8) one gets

(G′
n)∗ = PLna0Pn +QLnb0Pn + (PLna1 +QLnb1)PnM, (2.20)

and the strong convergence of the sequence (G′
n)∗ to the operator G∗ follows.

Considering the operator

G̃′
n = Wn (Ln((a0P + b0Q) +M(a1P + b1Q)))Wn

one notes that for any function f ∈ R,

WnLnfWn = Lnf̃Pn, WnLnMfWn = LnMtf̃Pn. (2.21)

Therefore
G̃′
n = Ln

(
(ã0P + b̃0Q) +Mt(ã1P + b̃1Q)

)
Pn

and, applying the Banach-Steinhaus Theorem once more, one derives the strong
convergence of the sequence (G̃′

n) to the operator G̃′. Combining now relations
(2.20) and (2.21) we obtain the corresponding claim for the sequence ((G̃′

n)∗).
This completes the proof of Lemma 2.2.1. �
Lemma 2.2.2. Let Ln, Pn and Wn be the operators defined by (2.15), (2.5) and
(2.7), respectively, and let f ∈ C(Γ0). Then the sequences

(PLnfQPn), (QLnfPPn), (PLnMfPPn), (QLnMfQPn)

belong to the ideal J of AR.

Proof. The inclusions (PLnfQPn) ∈ J , (QLnfPPn) ∈ J have been established
in [117]. To establish the inclusion for the sequence (PLnMfPPn), we write

PLnMfPPn = PLnfMPPn = PLnftQM̂Pn

= PLnftQt
−1PnMPn

= PnPLnfQPnMPn + PLnfKt
−1PnMPn, (2.22)

where K = tQ − Qt is a compact operator. It is clear that the first summand in
(2.22) belongs to the ideal J . Furthermore, since

PLnfKt
−1PnMPn = PLnfPnKt

−1PnMPn + PLnf(I − Pn)Kt−1PnMPn

and ||(I − Pn)Kt−1Pn|| → 0 as n → ∞, the second summand of (2.22) is also in
J .

Analogously one shows that (QLnMfQPn) ∈ J . �
Theorem 2.2.3. If am, bm ∈ C(Γ0), m = 0, 1, then the sequence (LnGPn) is stable
if and only if the operators G and G̃′ are invertible in Ladd(L2).
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Proof. The sequence (LnGPn) ∈ AR, hence the necessity follows from Proposition
1.6.5. To establish sufficiency of the above conditions we show the invertibility
of the coset (LnGPn) + J in the quotient algebra AR/J . Let F be the operator
defined by (2.9). Consider the product (LnGPn)(LnFPn). Rewriting the operator
LnGLnFPn in the form

LnGLnFPn = Lna0c0PLn + Lnb0d0QPn + LnMa1c0PPn + LnMb1d0QPn

+ Lna0Md1QPn + Lnb0Mc1Pn + LnMa1Md1QPn

+ LnMb1Mc1PPn

+ (Ln(a0 − b0)Pn + LnM(a1 − b1)Pn)
× (PLnd0QPn −QLnc0PPn + PLnMc1PPn −QLnMd1QPn)

(2.23)

we note that the sequence (J ′
n) generated by the operators from the last two

rows of (2.23) belongs to the ideal J . Indeed, this sequence is the product of two
sequences, one of which ((Ln(a0−b0)Pn+LnM(a1−b1)Pn)) belongs to the algebra
Ã, and another is in ideal J by Lemma 2.2.2. Combining the remaining terms in
(2.23) in an appropriate way, we obtain

LnGPnLnFPn = Ln((a0c0 + b1c1)P + (b0d0 + a1d1)Q

+ (a1c0 + b0c1)MP + (b1d0 + a0d1)MQ)Pn + J ′
n

= Ln(P +Q)Pn + J ′
n = Pn + J ′

n.

Thus the coset (LnGPn) + J is right invertible. Analogously one shows that it is
also left invertible, and reference to Proposition 1.6.5 finishes the proof. �

Note that for the space L2(Γ0) there are effective sufficient conditions for
stability of the collocation method.

Corollary 2.2.4. Let am, bm ∈ C(Γ0), m = 0, 1, ∆(t) = a0(t)b0(t)− a1(t)b1(t) �= 0
for all t ∈ Γ0, ind Γ0(∆(t)) = 0 and for all t ∈ Γ0 the inequality

(|a0(t)| − |a1(t)|)(|b0(t)| − |b1(t)|) > 0

holds. Then the sequence (LnGPn) is stable.

Indeed, as was mentioned in [143] the above conditions provide the invert-
ibility of the operators G and G′ in the space L2(Γ0), so the result follows from
Theorem 2.2.3.

Remark 2.2.5. The proofs in Sections 2.2, 2.3 do not use any specific character
of the scalar case considered, so all the results of these sections, with the excep-
tion of Corollary 2.2.4, are valid for systems of singular integral equations with
conjugation.
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2.3 Equations with Differential Operators

In this section we consider the applicability of approximation methods to equa-
tions containing differential operators, and particularly polynomial collocation and
Galerkin methods for singular integro-differential equations. Moreover, in Section
3.5 we study the stability of approximation methods for the generalized Riemann-
Hilbert-Poincaré problem, which also contains the operator of differentiation.

2.3.1 Singular Integro-Differential Equations

Consider first the following singular integro-differential equation

(Kϕ)(t) ≡
q∑

j=0

{

cj(t)ϕ(j)(t) +
dj(t)
2πi

∫

Γ0

ϕ(j)(τ) dτ
τ − t

+
∫

Γ0

kj(t, τ)ϕ(j)(τ) dτ
}

= f(t), (2.24)

where ϕ is an unknown function and f ∈ L2(Γ0); cj , dj ∈ L∞(Γ0), kj ∈ L∞(Γ0 ×
Γ0) are given functions, and

ϕ(0)(t) := ϕ(t), ϕ(j)(t) :=
djϕ

dtj
(t), j = 1, 2, . . . , q.

Let Hq
2 = Hq

2 (Γ0) denote the set of functions which are q-times differentiable
on Γ0 and such that all their derivatives up to the order q − 1 are absolutely
continuous, ϕ(q) ∈ L2(Γ0) and

∫

Γ0

ϕ(−k−1)(τ) dτ = 0, k = 0, 1, . . . , q − 1.

Moreover, by L2,q = L2,q(Γ0) we denote the image of the space L2 under the
mapping F := P + t−qQ.

Lemma 2.3.1 ([195]). The operator Dq : Hq
2 �→ L2,q defined by

(Dqϕ)(t) := ϕ(q)(t)

is continuously invertible, and the operator D−q : L2,q �→ Hq
2 defined by

(D−qϕ)(t) := (N+ϕ)(t) + (N−ϕ)(t),

where

(N+ϕ)(t) =
(−1)q−1

2πi(q − 1)!

∫

Γ0

(Pf)(τ)(τ − t)q−1 ln
(

1− t

τ

)

dτ,

(N−ϕ)(t) =
(−1)q

2πi(q − 1)!

∫

Γ0

(Qf)(τ)(τ − t)q−1 ln
(
1− τ

t

)
dτ,

is the inverse for the operator Dq.
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This result implies the invertibility of an auxiliary operator B, which plays
an important role in the study of approximation methods under consideration.

Lemma 2.3.2. The operator B : Hq
2 �→ L2 defined by

B := (P + tqQ)Dq (2.25)

is invertible and
B−1 = D−q(P + t−qQ).

Proof. Considering the products BB−1 and B−1B and using the relation
PtqQDq = 0, one obtains

BB−1(P + tqQ)DqD−q(P + t−qQ) = P +Q = I

and

B−1B = D−q(P +Q− t−qPtqQ+ PtqQ)Dq

= D−q(P +Q)Dq −D−q(t−q + 1)PtqQDq = I,

so the operator B is invertible. �
For ϕ ∈ Hq

2 (Γ0), let us consider its Fourier series

ϕ(t) =
+∞∑

k=q

ϕkt
k +

−1∑

k=−∞
ϕkt

k,

and let P qn denote the projections

(P qn)(t) =
n+q∑

k=q

ϕkt
k +

−1∑

k=−n
ϕkt

k.

Since ϕ ∈ Hq
2 (Γ0), one can differentiate its Fourier series [6], so that

BP qn = PnBP
q
n , (2.26)

where Pn := P 0
n is the projection defined on the space L2(Γ0) by (2.5). Let us

also note that the sequence of projections (P qn) strongly converges to the identity
operator on the space Hq

2 (Γ0) [15].

Lemma 2.3.3. Let B be the operator defined by (2.25). Then the sequence (PnBP qn)
is stable.

Proof. Indeed, since
P qnB

−1Pn = B−1Pn (2.27)

for all n ∈ N, then
(PnBP qn)(P qnB

−1Pn) = (Pn)
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and

(P qnB
−1Pn)(PnBP qn) = (P qn),

so the sequence (PnBP qn) is stable and

||(PnBP qn)−1Pn|| ≤ ||B−1||

for all n ∈ N. �

Let T be the operator defined by

(Tϕ)(t) :=
q−1∑

j=0

{

cj(t)ϕ(j)(t) +
dj(t)
2πi

∫

Γ0

ϕ(j)(τ) dτ
τ − t +

∫

Γ0

kj(t, τ)ϕ(j)(τ) dτ
}

+
∫

Γ0

kq(t, τ)ϕ(q)(τ) dτ.

The embedding theorems and properties of integral operators show that T ∈
K(Hq

2 , L2).
An approximate solution of equation (2.24) is sought in the form

xn(t) =
n+q∑

k=q

xkt
k +

−1∑

k=−n
xkt

k. (2.28)

The coefficients xk are defined from the system of linear algebraic equations

a(tj)
n∑

k=0

(k+q)!
k!

xk+qt
k
j +(−1)kb(tj)

−1∑

k=−n

(−k−1+q)!
(−k−1)!

xkt
k−q
j + (Txn)(tj)=f(tj),

(2.29)
j = −n,−n+ 1, . . . , n, where a = cq + dq, b = cq − dq and the mesh points tj are
defined by (2.14).

The system of linear algebraic equations (2.29) is equivalent to the operator
equation

Knxn = Ln(aP + t−qbQ+ T1)BP qnxn = Lnf,

with an operator T1 ∈ K(L2(Γ0)). Recall that the operators Ln, n ∈ N, are defined
by (2.15).

Theorem 2.3.4. Let a, b ∈ C(Γ0), and the coefficients cj, dj , j = 0, . . . , q−1 and the
kernels kj, j = 0, . . . , q be such that the operator T1 : L2(Γ0) �→ R(Γ0) is compact.



72 Chapter 2. Integral Operators. Smooth Curves

Then:

i) The sequence (Kn) is stable if and only if the operator K ∈ L(Hq
2 , L2) is

invertible;

ii) If the operator K ∈ L(Hq
2 , L2) is invertible, then the collocation method of

(2.28) – (2.29) converges for any right-hand side f ∈ R(Γ0).

Proof. Using Lemma 2.3.3 and relation (2.27) one reduces the stability problem
for the collocation method (2.29) to the stability of the sequence Ln(aP + t−qbQ+
T1)Pn. Now Theorem 2.3.4 follows from known results on stability of the polyno-
mial collocation method for Cauchy singular integral equations [183]. �

Lemma 2.3.3 can also be applied to study the polynomial Galerkin method
for equation (2.24). An approximate solution of this equation is again sought in
the form (2.28), but the unknown coefficients xk are defined from the system of
linear algebraic coefficients

n∑

k=0

(k + q)!
k!

as−kxk+q + (−1)q
n+q∑

k=q+1

k!
(k − q − 1)!

bs+kx−k+q

+
n+q∑

k=q

T 1
ksxk +

−1∑

k=−n
T 1
ksxk = fs, s = −n, . . . , n, (2.30)

where as, bs, fs and T 1
ks are the Fourier coefficients of the functions a, b, f and

T 1(τk), respectively.
The system of linear algebraic equations (2.30) is equivalent to the operator

equation
PnKP

q
nxn ≡ Pn((aP + t−qbQ+ T1)B)P qnxn = Pnf,

where T1 ∈ K(L2(Γ0)) and xn ∈ imP qn.

Theorem 2.3.5. Let cj , dj ∈ C(Γ0), and kj ∈ C(Γ0), j = 0, . . . , q. The sequence
(PnKP qn) is stable if and only if the operators K : Hq

2 �→ L2 and K̃ = (P ãP +
Qtq b̃Q) : L2 �→ L2 are invertible.

Remark 2.3.6. Polynomial approximation methods for systems of singular integro-
differential equations can be studied analogously.

2.3.2 Approximate Solution of Singular Integro-Differential
Equations with Conjugation

Let us now consider singular integro-differential equations with conjugation, viz.,

Kϕ ≡ ((a0P + b0Q) +M(a1P + b1Q))Dqϕ+ Tϕ = g (2.31)

where (Mϕ)(t) = ϕ(t) and T ∈ Kadd(Hq
2 , L2). Such equations often arise in elas-

ticity theory [161, 168, 170, 221, 222], but methods to obtain their approximate
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solutions remain little studied. Below we present stability results for two approxi-
mation methods for equation (2.31), based on projections Pn and Ln.

Theorem 2.3.7. Let aj , bj ∈ C(Γ0), i = 0, 1 and T ∈ Kadd(Hq
2 , L2). The sequence

(LnKP qn) is stable if and only if the operators K : Hq
2 (Γ0) �→ L2(Γ0) and

K̃ = ((ã0P + tq b̃0) +M(tã1P + tq+1b̃1Q) : L2(Γ0) �→ L2(Γ0)

are invertible.

Analogously, the stability of the polynomial Galerkin method can be de-
scribed as follows.

Theorem 2.3.8. Let aj, bj ∈ C(Γ0), j = 0, 1, and T ∈ Kadd(Hq
2 , L2). The sequence

(PnKP qn) is stable if and only if the operators K : Hq
2 (Γ0) �→ L2(Γ0) and

K̃ = ((P ã0P +Qb̃0t
qQ) + (QMtã1P + PMb̃1t

q+1Q) : L2(Γ0) �→ L2(Γ0)

are invertible.

To prove both the above results one has to represent the operatorK of (2.31)
in the form

K = ((a0P + t−qb0Q) +M(a1P + t−qb1Q) + T1)B,

where T1 ∈ Kadd(L2, L2), and use relation (2.27), Lemma 2.3.3, and the results of
Sections 2.1 and 2.2.

2.4 A C∗-Algebra of Operator Sequences

Here we study an algebra of operator sequences generated by paired circulants
and by the operator of complex conjugation. In particular, we obtain a criteria for
stability of elements which belong to such an algebra. Applying these results in
different situations we obtain necessary and sufficient conditions for the stability of
variety of spline approximation methods for singular integral equations with conju-
gation in the case of piecewise continuous coefficients a, b, c and d. Let l2(n), n ∈ N

denote the n-dimensional complex Hilbert space with the scalar product

(x, y) =
n−1∑

j=0

xjyj , x, y ∈ l2(n),

x = (x0, . . . , xn−1), y = (y0, . . . , yn−1).

By C
n×n we denote the set of all n × n matrices with entries from C. A matrix

An ∈ C
n×n of the form An = (aj−k)n−1

j,k=0 is called circulant if

an−k = a−k, k = 0, 1, 2, . . . , n− 1.
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It is well known [151] that any circulant can be represented in the form

An = UnDnU
−1
n (2.32)

where Un and Dn are, correspondingly, unitary and diagonal matrices

Un = h1/2(exp(i2πjkh))n−1
j,k=0, Dn = (λjδjk)n−1

j,k=0

with

λj =
n−1∑

k=0

ak exp(−i2πjkh), j = 0, 1, . . . , n− 1; h = 1/n.

On the other hand, any matrix An ∈ C
n×n of the form (2.32) is a circulant. In the

following each linear operator acting on the space l2(n) is identified with a matrix
An ∈ C

n×n, and ||An|| means the operator norm on the space L(l2(n)).
Given a bounded function α on Γ0, let αn and α̃n denote the diagonal ma-

trices
αn := (α(tk)δjk)n−1

j,k=0, α̃n := (α(τk)δjk)n−1
j,k=0, (2.33)

where tk := exp(i2πk/n), τk := exp(i2π(k + ε)/n), 0 < ε < 1, k = 0, 1, . . . , n− 1.
Consider now a circulant

α̂n := UnαnU
−1
n . (2.34)

It is clear that eigenvalues of circulant (2.34) coincide with values of the function
α at the points tk, k = 0, 1, . . . , n− 1, hence

||α̂|| = ||α|| ≤ sup
t∈Γ0

||α(t)||, ||α̃|| ≤ sup
t∈Γ0

||α(t)||.

Let us also note that multiplying the matrices in (2.34) yields the representation

α̂ =

(
1
n

n−1∑

l=0

α(tl) exp(i2πl(k − j)/n
)n−1

k,j=0

(2.35)

for the circulant α̂. We shall consider also an antilinear operator Mn on the space
l2(n) defined as

Mn(ξ(n)) := (ξ0, ξ1, . . . , ξn−1), ξ(n) = (ξ0, ξ1, . . . , ξn−1),

where the over-bar again denotes the operation of complex conjugation. Let Cn be
additive operators on the spaces l2(n) such that the sequence (||Cn||) converges to
zero. Below we study the stability of operator sequences (Bn) with the operator
Bn : l2(n)→ l2(n) having the form

Bn := ãnα̂n + b̃nβ̂n + (c̃nγ̂n + d̃nθ̂n)Mn + Cn, n ∈ N, (2.36)

where a, b, c, d, α, β, γ, θ ∈ PC(Γ0).
Let us now study how circulants interact with the operator Mn.
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Lemma 2.4.1. Assume that a circulant An = (aj−k)n−1
k,j=0 is represented in the

form (2.34) and that its eigenvalues are equal to λj, j = 0, 1, . . . , n− 1. Then the
corresponding eigenvalues λ�j , j = 0, 1, . . . , n−1 of the circulant An = (aj−k)n−1

k,j=0

are equal to
λ�0 = λ0, λ�j = λn−j, j = 1, 2, . . . , n− 1. (2.37)

Proof. From (2.34), (2.35) the eigenvalues of the matrix An have the form

λj =
n−1∑

k=0

ake
−i2πjkh, j = 0, 1, . . . , n− 1 (2.38)

where h = 1/n. For the eigenvalues λ�j , j = 1, 2, . . . , n − 1 of the matrix An one
obtains

λ�j =
n−1∑

k=0

ake
−i2πjkh =

n−1∑

k=0

akei2πjkh

=
n−1∑

k=0

ake−i2πknh+i2πjkh =
n−1∑

k=0

ake−i2π(n−j)kh, (2.39)

so (2.38) and (2.39) yields (2.37). �

Lemma 2.4.2. Let a, α ∈ PC(Γ0) and let ãn and α̂n be the matrices defined in
(2.33) and (2.34), respectively. Then

Mnãn = ãnMn, Mnα̂n = α̂◦
nMn, (2.40)

where ãn is the matrix of the form (2.33) generated by the function a(t), t ∈ Γ0

and α̂◦
n is the circulant of the form (2.34) generated by the function α◦(t) := α(t),

t ∈ Γ0.

Proof. The first of relations (2.40) is obvious. Let us compute the eigenvalues α�k,
k = 0, 1, . . . , n− 1 of the circulant α̂n. Taking into account Lemma 2.4.1 and the
definition of α̂n, for any k = 1, 2, . . . , n− 1 one obtains

α�k = α(tn−k) = α(exp (i2π(n− k)/n))

= α(exp (−i2πk/n)) = α(tk) = α◦(tk),

and the proof is completed. �

Consider now the set R of all bounded sequences (An) of bounded additive
operators An : l2(n) → l2(n). Provided with natural operations of addition, mul-
tiplication and multiplication by real numbers, the set R becomes a real algebra.
Let us also consider the smallest complex C∗-algebra C of R which contains all
sequences of the form (ãn) and (α̂n), where ãn, α̂n are circulants of the form (2.33)
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and (2.34) generated respectively by the functions a, α ∈ PC(Γ0) and all sequences
(Cn) of C-linear operators with ||Cn|| → 0 as n → ∞. Notice that the collection
of sequences in C tending to zero in the norm, actually forms a two-sided closed
ideal in C which we denote by GC . Let us also recall that the above-mentioned
circulants are identified with the corresponding linear operators on l2(n). By m we
denote the sequence (Mn) ∈ R. Then Lemmas 2.4.1 and 2.4.2 imply the following
result.

Proposition 2.4.3. The real algebra R, complex C∗-algebra C and the element m
satisfy axioms (A1)− (A5) of Section 1.2.

Proof. We check axiom (A1) and axiom (A5), because three others are obvious.
It suffices to verify these axioms only for the generators of the algebra C. The
corresponding relations can be extended on the whole algebra C by continuity.
Thus let ã and α̂ denote the sequences (ãn) and (α̂n) with a, α ∈ PC(Γ0). By
(2.40) one obtains

mãm = ã, mα̂m = α̂◦,

and since ã, α̂◦ ∈ PC(Γ0), the axiom (A1) is satisfied. Now we check axiom (A5)
for the element α̂. Note that (2.40) implies the equalities

α̂n = Mnα̂
◦
nMn, Mnα̂nMn = α̂◦

n. (2.41)

Using now (2.34) and the first equality in (2.41) one obtains

(α̂n)∗ = (UnαnU−1
n )∗ = α̂n, (2.42)

(Mnα̂nMn)∗ = (α̂◦
n)

∗ = α̂
◦
n (2.43)

where A∗
n means the adjoint operator to the operatorAn. Thus taking into account

(2.42) and applying the second of the equalities (2.41) one arrives at the relation

Mn(α̂n)∗Mn = Mnα̂nMn = α̂
◦
n.

Comparing this with (2.43) we get

(mαm)∗ = α̂
◦

= mα∗m.

For the element ã, the axiom (A5) can be verified analogously. �

From this result one can consider the extension C̃ of the real algebra C by
the element m and use results of Chapter 1 to study the stability problem for
sequences generated by paired circulants and complex conjugation. For example,
combining Proposition 2.4.3 with Corollary 1.4.7 one obtains a stability result for
elements from the algebra C̃.
Theorem 2.4.4. The sequence (Bn),

Bn = ãnα̂n + b̃nβ̂n + (c̃nγ̂n + d̃nθ̂n)Mn, n ∈ N
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is stable if and only if the sequence (B(1)
n ) ∈ L2×2(l2(n)),

B(1)
n =

(
ãnα̂n + b̃nβ̂n c̃nγ̂n + d̃nθ̂n

c̃nγ̂
◦
n + d̃nθ̂

◦
n ãnα̂

◦
n + b̃nβ̂

◦
n

)

(2.44)

is stable.

Thus the problem of stability of sequences (2.36) is reduced to the stability
of matrix sequences (2.44). In this section, such sequences are studied straight-
forwardly. On the other hand, the reader familiar with the tensor products of
C∗-algebras can consult Section 2.11 where another approach to the problem is
presented.

Let us now describe operators which play a useful role in studying the algebra
C̃. Let χ(n)

j = χ
(n)
j (t), t ∈ Γ0 be the characteristic function of the circular arc

[exp(i2πj/n), exp(i2π(j + 1)/n)), and let g(n)
j :=

√
nχ

(n)
j . By Ln we denote the

orthogonal projection which projects the Hilbert space L2(Γ0) onto the linear span
of the functions g(n)

j , j = 0, 1, . . . , n− 1, viz.,

(Lnf)(t) =
n−1∑

k=0

fkg
(n)
k (t), fk = (f, g(n)

k ),

where (·, ·) denotes the scalar product on L2(Γ0). In addition, let us define another
sequence (Pn) of projections on the space L2(Γ0) by

(Pnf)(t) =
[(n−1)/2]∑

k=−[n/2]

fkt
k, fk =

1
2π

∫ 2π

0

f(exp(iθ)) exp(−ikθ) dθ.

Consider also the operatorsKε
n : L2(Γ0) �→ imLn and Un : imLn �→ imLn defined

by

(Kε
nf)(t) :=

n−1∑

j=0

f(exp(i2π(j + ε)/n))χ(n)
j (t), 0 ≤ ε < 1,

Un




n−1∑

j=0

ξjg
(n)
j



 :=
n−1∑

k=0

1√
n




n−1∑

j=0

exp(−i2πjk/n)ξj



 g
(n)
k .

We also identify the operators that act on the space imLn with their matrices in
the basis χ(n)

j , j = 0, 1, . . . , n − 1. There is for example the following correspon-
dence:

ãn ∼ Kε
naLn : imLn �→ imLn,

(2.45)

α̂n ∼ UnK
0
nαLnU

−1
n Ln : imLn �→ imLn,
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which implies that the matrix sequence (2.44) can be identified with the operator
sequence

B(1)
n =

(
Kε
naLnUnK

0
nαLnU

−1
n Ln Kε

ncLnUnK
0
nγLnU

−1
n Ln

Kε
ncLnUnK

0
nγ

◦LnU
−1
n Ln Kε

naLnUnK
0
nα

◦LnU
−1
n Ln

)

+
(

Kε
nbLnUnK

0
nβLnU

−1
n Ln Kε

ndLnUnK
0
nθLnU

−1
n Ln

Kε
ndLnUnK

0
nθ

◦LnU
−1
n Ln Kε

naLnUnK
0
nβ

◦LnU
−1
n Ln

)

. (2.46)

Let ω ∈ Γ0. By pω we denote an integer from the set {0, 1, . . . , n − 1} such that
ω ∈ [exp(i2π(pω−1)/n), exp(i2πpω/n)], and let tω := exp(i2πpω/n). For ω, v ∈ Γ0,
consider two families of isomorphisms Ẽ(ω,1)

n and Ẽ
(v,2)
n , where Ẽ(ω,1)

n : imLn �→
imLn and Ẽ(v,2)

n : imLn �→ imPn are defined by

Ẽ(ω,1)
n :

n−1∑

j=0

ξjg
(n)
j �→

n−1∑

j=0

(tω)−jξjg
(n)
j ,

Ẽ(v,2)
n = EnU

−1
n Ẽ(vε,1)

n UnLn,

where vε := v exp(−i2πε/n), 0 ≤ ε < 1 and En : imLn �→ imPn,

En :
n−1∑

j=0

ξjg
(n)
j �→

[(n−1)/2]∑

j=0

ξjt
j +

n−1∑

j=[(n−1)/2]+1

ξjt
j−n.

Then the operators Ẽ
(ω,1)
n , Ẽ

(v,2)
n satisfy conditions imposed on the operators

Etn from Section 1.6. On the space (imLn) × (imLn) we also define operators
E

(ω,1)
n , E

(v,2)
n by

E(ω,1)
n :=

(
Ẽ

(ω,1)
n 0
0 Ẽ

(ω,1)
n

)

, E(v,2)
n :=

(
Ẽ

(v,2)
n 0
0 Ẽ

(v,2)
n

)

.

Let S be the Cauchy singular integral operator and let P and Q denote the cor-
responding Riesz projections. Consider the matrix-functions

A(t) :=
(
a(t) 0
0 a(t)

)

, B(t) :=
(
b(t) 0
0 b(t)

)

,

C(t) :=
(
c(t) 0
0 c(t)

)

, D(t) :=
(
d(t) 0
0 d(t)

)

,

α(t) :=
(
α(t) 0
0 α◦(t)

)

, β(t) :=
(
β(t) 0
0 β◦(t)

)

,

γ(t) :=
(
γ(t) 0
0 γ◦(t)

)

, θ(t) :=
(
θ(t) 0
0 θ◦(t)

)

(2.47)

and the constant matrix

Λ :=
(

0 1
1 0

)

. (2.48)
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Lemma 2.4.5. If (B(1)
n ) is the sequence defined by (2.44), then for all ω, v ∈ Γ0 the

strong limits

W(ω,1)(B(1)
n ) = s− lim

n→∞
E(ω,1)
n B(1)

n (E(ω,1)
n )−1,

W(v,2)(B(1)
n ) = s− lim

n→∞
E(v,2)
n B(1)

n (E(v,2)
n )−1

exist and

W(ω,1)(B(1)
n ) = [Aα(ω + 0) + Bβ(ω + 0) + (Cγ(ω + 0) +Dθ(ω + 0))Λ]P

+ [Aα(ω − 0) + Bβ(ω − 0) + (Cγ(ω − 0) +Dθ(ω − 0))Λ]Q,
(2.49)

W(v,2)(B(1)
n ) = P

[
A(v + 0)α̃ + B(v + 0)β̃ + (C(v + 0)γ̃ +D(v + 0)θ̃)Λ

]

+Q
[
A(v − 0)α̃ + B(v − 0)β̃ + (C(v − 0)γ̃ +D(v − 0)θ̃)Λ

]
,

(2.50)

where α̃(t) := α(t), β̃(t) := β(t), γ̃(t) := γ(t), θ̃(t) := θ(t), t ∈ Γ0.

Proof. We only consider the operators E(v,2)
n B

(1)
n (E(v,2)

n )−1. Using results of [105]
(see also [183, Section 10.34]) we obtain that the strong limit of the sequence(
E

(v,2)
n B

(1)
n (E(v,2)

n )−1
)

is:

W(v,2)(B(1)
n ) =

(
(a(v + 0)P + a(v − 0)Q)α̃ (c(v + 0)P + c(v − 0)Q)γ̃
(c̃(v + 0)P + c̃(v − 0)Q)γ̃◦ (ã(v + 0)P + ã(v − 0)Q)α̃◦

)

+

(
(b(v + 0)P + b(v − 0)Q)β̃ (d(v + 0)P + d(v − 0)Q)θ̃
(d̃(v + 0)P + d̃(v − 0)Q)θ̃◦ (̃b(v + 0)P + b̃(v − 0)Q)β̃◦

)

.

(2.51)

Simple computations show that (2.50) and (2.51) coincide. The sequence
(E(ω,1)

n B
(1)
n (E(ω,1)

n )−1) is considered analogously. �

Note that due to previously mentioned results of [105, 183], the
sequences of the adjoint operators

(
(E(ω,1)

n B
(1)
n (E(ω,1)

n )−1Ln)∗
)

and
(
(E(v,2)

n B
(1)
n (E(v,2)

n )−1Ln)∗
)

satisfy the conditions of Theorem 1.6.6. More-
over, if K is a compact operator on the space L2(Γ0) × L2(Γ0), then condition
(1.33) is also satisfied, hence the sequence (B(1)

n ) belongs to the C∗-algebra B2×2

generated by the sequences (E(ω,1)
n ) and (E(v,2)

n ).
Let (Dn) be a sequence of the form

Dn =
(
Kε
naLnUnK

0
nαLnU

−1
n Ln Kε

nbLnUnK
0
nβLnU

−1
n Ln

Kε
ncLnUnK

0
nγLnU

−1
n Ln Kε

ndLnUnK
0
nθLnU

−1
n Ln

)

(2.52)
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where the functions a, b, c, d, α, β, γ, θ ∈ PC(Γ0). Define U2×2
1 as the smallest

closed C∗-algebra which contains all sequences

l∑

i=1

m∏

j=1

(
D(ij)
n

)∞

n=1
,

where l,m ∈ N and (D(ij)
n )∞n=1 are sequences of the form (2.52). Since the closure

of the set

J 2×2 :=

{
p∑

k=1

(
(E(ωk ,1)

n )−1LnTkLnE
(ωk,1)
n

)∞

n=1

+
s∑

j=1

(
(E(vj ,2)

n )−1LnT̃jLnE
(vj ,2)
n )

)∞

n=1
+ (Cn)

∞
n=1 : p, s ∈ N,

ωk, vj ∈ Γ0, Tk, T̃j ∈ K2(L2(Γ0)), and ||Cn|| → 0 as n→∞
}

is a closed two-sided ideal in B2×2, one can consider the set U2×2
1 +J 2×2. This set

is a C∗-subalgebra of the C∗-algebra B2×2 [67, 163]. Put U2×2 := U2×2
1 + J 2×2

and
◦
U2×2 := U2×2/J 2×2.

Corollary 2.4.6. A sequence (Bn) ∈ U2×2 is stable if and only if for all ω, v ∈ Γ0

the operators W(ω,1)(Bn),W(v,2)(Bn) are invertible in L(L2
2(Γ0)) and the coset

(Bn)◦ := (Bn) + J 2×2 is invertible in
◦
U2×2.

Proof. Notice that
◦
U2×2 is a C∗-subalgebra of the C∗-algebra

◦
B2×2 := B2×2/J 2×2.

Therefore the invertibility of an element a ∈
◦
U2×2 in

◦
B2×2 implies its invertibility

in
◦
U2×2, [67, 163]. �

Thus the stability problem is again reduced to the study of invertibility of
some elements in C∗-algebras. Note that the operators W(ω,1)(Bn),W(v,2)(Bn)
belong to algebras of singular integral operators with piecewise continuous coef-
ficients. To check their invertibility one might try to use results available in the
literature [91, 92, 144], but this problem is far from being solved. On the other
hand, the invertibility of the coset (Bn)◦ can be studied in more detail, because
in this case one can use localization techniques.

Lemma 2.4.7. Let a, α ∈ C(Γ0), and let (I(1)
n )◦, (I(2)

n )◦ be the cosets of
◦
U2×2 which

respectively contain the diagonal sequences

(I(1)
n ) =

(
(Kε

naLn) 0
0 (Kε

naLn)

)

,

(I(2)
n ) =

(
(UnKnαLnU

−1
n Ln) 0

0 (UnKnαLnU
−1
n Ln)

)

.
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Then (I(1)
n )◦, (I(2)

n )◦ belong to the center of the algebra
◦
U2×2.

The proof of this result follows immediately from results in [175, 183].

Consider now the subalgebra alg◦
U2×2

(
(I(1)
n )◦, (I(2)

n )◦
)

of the algebra
◦
U2×2

generated by the cosets (I(1)
n )◦, (I(2)

n )◦ described in Lemma 2.4.7 with a, α ∈
C(Γ0). This algebra is in the center of

◦
U2×2. The space of its maximal ideals

can be identified with the set Γ0 × Γ0, and for each (v, ω) ∈ Γ0 × Γ0, let
◦
J 2×2
v,ω

denote the closed two-sided ideal of
◦
U2×2 which is generated by the ideal (v, ω).

Moreover, we set
◦
U2×2
v,ω :=

◦
U2×2/

◦
J 2×2
v,ω and (An)◦v,ω := (An)◦ +

◦
J 2×2
v,ω .

Let pv be the characteristic function of the arc (−v, v) ∈ Γ0 and let qω be
the characteristic function of the arc (−ω, ω) ∈ Γ0. Then by p and q we denote
the sequences p = (Kε

npvLn) and q = (UnKnqωLnU
−1
n Ln).

Lemma 2.4.8. If the coset (B(1)
n )◦v0,ω0

∈
◦
U2×2
v0,ω0

contains the sequence (2.46), then
it admits the representation

(B(1)
n )◦v0,ω0

=
[
A(v0 + 0)⊗ p◦v0,ω0

+A(v0 − 0)⊗ ((Ln)− p)◦v0,ω0

]

×
[
α(ω0 + 0)⊗ q◦v0,ω0

+ α(ω0 − 0)⊗ ((Ln)− q)◦v0,ω0

]

+
[
B(v0 + 0)⊗ p◦v0,ω0

+ B(v0 − 0)⊗ ((Ln)− p)◦v0,ω0

]

×
[
β(ω0 + 0)⊗ q◦v0,ω0

+ β(ω0 − 0)⊗ ((Ln)− q)◦v0,ω0

]

+
[
(C(v0 + 0)Λ)⊗ p◦v0,ω0

+ (C(v0 − 0)Λ)⊗ ((Ln)− p)◦v0,ω0

]

×
[
(Λγ(ω0 + 0)Λ)⊗ q◦v0,ω0

+ (Λγ(ω0 − 0)Λ)⊗ ((Ln)− q)◦v0,ω0

]

+
[
(D(v0 + 0)Λ)⊗ p◦v0,ω0

+ (D(v0 − 0)Λ)⊗ ((Ln)− p)◦v0,ω0

]

×
[
(Λθ(ω0 + 0)Λ)⊗ q◦v0,ω0

+ (Λθ(ω0 − 0)Λ)⊗ ((Ln)− q)◦v0,ω0

]
,

(2.53)

where A⊗B denotes the tensor product of matrices A and B.

Proof. Consider first the sequence (Dn) = (Kε
na(t)LnUnKnα(t)LnU−1

n Ln). From
the representation

Dn = Kε
n[a(v0 + 0)pv0(t) + a(v0 − 0)(1− pv0(t))]Ln
× LnUnKn[α(ω0 + 0)qv0(t) + α(ω0 − 0)(1− qv0(t))]LnU−1

n Ln

+Kε
n[a(t)− (a(v0+0)pv0(t)+a(v0−0)(1− pv0(t)))]LnUnKnα(t)LnU−1

n Ln

+Kε
n[a(v0 + 0)pv0(t) + a(v0 − 0)(1− pv0(t))]Ln
× LnUnKn[α(t)− (α(ω0 + 0)qv0(t) + α(ω0 − 0)(1− qv0(t)))]LnU−1

n Ln

= D(1)
n +D(2)

n +D(3)
n ,
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one notices that the sequences (D(2)
n ) and (D(3)

n ) belong to the ideal Jv0,ω0 . There-
fore

(Dn)◦v0,ω0
=
[
a(v0 + 0)⊗ p◦v0,ω0

+ a(v0 − 0)⊗ ((Ln)− p)◦v0,ω0

]

×
[
α(ω0 + 0)⊗ q◦v0,ω0

+ α(ω0 − 0)⊗ ((Ln)− q)◦v0,ω0

]
.

Consider now the sequence (2.46) which consists of two matrix sequences of op-
erators (An) and (Cn), i.e., B(1)

n = An + Cn. Therefore (B(1)
n )◦v0,ω0

= (An)◦v0,ω0
+

(Cn)◦v0,ω0
. Here we will only compute (Cn)◦v0,ω0

. For this coset one has

(Cn)◦v0,ω0
=
(

(C11
n )◦v0,ω0

(C12
n )◦v0,ω0

(C21
n )◦v0,ω0

(C22
n )◦v0,ω0

)

=
(

(C11
n )◦v0,ω0

0
0 (C22

n )◦v0,ω0

)

+
(

0 (C12
n )◦v0,ω0

(C21
n )◦v0,ω0

)

=
[(

b(v0 + 0) 0
0 b(v0 + 0)

)(
p◦v0,ω0

p◦v0,ω0

)

+

+
(
b(v0 − 0) 0

0 b(v0 − 0)

)(
((Ln)− p)◦v0,ω0

0
0 ((Ln)− p)◦v0,ω0

)]

×
[(

β(ω0 + 0) 0
0 β(ω0 + 0)

)(
q◦v0,ω0

q◦v0,ω0

)

+

+
(
β(ω0 − 0) 0

0 β(ω0 − 0)

)(
((Ln)− q)◦v0,ω0

0
0 ((Ln)− q)◦v0,ω0

)]

+
[(

0 d(v0 + 0)
d(v0 + 0) 0

)(
p◦v0,ω0

p◦v0,ω0

)

+

+
(

0 d(v0 − 0)
b(v0 − 0) 0

)(
((Ln)− p)◦v0,ω0

0
0 ((Ln)− p)◦v0,ω0

)]

×
[(

θ◦(ω0 + 0) 0
0 θ(ω0 + 0)

)(
q◦v0,ω0

q◦v0,ω0

)

+

+
(
θ◦(ω0 − 0) 0

0 β(ω0 − 0)

)(
((Ln)− q)◦v0,ω0

0
0 ((Ln)− q)◦v0,ω0

)]

=
[
B(v0 + 0)⊗ p◦v0,ω0

+ B(v0 − 0)⊗ ((Ln)− p)◦v0,ω0

]

×
[
β(ω0 + 0)⊗ q◦v0,ω0

+ β(ω0 − 0)⊗ ((Ln)− q)◦v0,ω0

]

+
[
(D(v0 + 0)Λ)⊗ p◦v0,ω0

+ (D(v0 − 0)Λ)⊗ ((Ln)− p)◦v0,ω0

]

×
[
(ΛθΛ)(ω0 + 0)⊗ q◦v0,ω0

+ (ΛθΛ)(ω0 − 0)⊗ ((Ln)− q)◦v0,ω0

]
.

(2.54)

Representation (2.54) and the corresponding representation for the coset (An)◦v0,ωo

implies formula (2.53), so the algebra
◦
U2×2
v0,ω0

is generated by the cosets p◦v0,ω0
, q◦v0,ω0

and (Ln)◦v0,ω0
. �
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To proceed, an auxiliary result is needed.

Lemma 2.4.9 ([105]; [183], Lemma 10.38). With the notation of Lemma 2.4.8, the
following properties hold:

1. p◦v0,ω0
· p◦v0,ω0

= p◦v0,ω0
;

2. q◦v0,ω0
· q◦v0,ω0

= q◦v0,ω0
;

3. sp◦
Uv0,ω0

((qpq)◦v0,ω0
) = [0, 1].

Let C([0, 1],L(C2)) be the algebra of continuous 2× 2-matrix-functions on
[0, 1] and define e, p and q by

e =
(

1 0
0 1

)

, p =
(

x
√
x(1− x)√

x(1 − x) 1− x

)

, q =
(

1 0
0 0

)

. (2.55)

Then from the Halmos two projection theorem [106] and Lemmas 2.4.8 and 2.4.9
we get:

Theorem 2.4.10. Let e, p, q be defined by (2.55). The C∗-algebras
◦
U2×2
v0,ω0

and
alg2×2(e, p, q) are isometrically ∗-isomorphic, and there is an isomorphism which
maps the cosets p◦v0,ω0

and q◦v0,ω0
respectively into the elements p and q. Denoting

this isomorphism by Ψ◦, one obtains

Ψ◦((B(1)
n )◦v0,w0

) = [(A(v0 + 0)−A(v0 − 0))⊗ p+A(v0 − 0)⊗ e]
× [(α(ω0 + 0)−α(ω0 − 0)]⊗ q + α(ω0 − 0)⊗ e]

+ [(B(v0 + 0)− B(v0 − 0))⊗ p+ B(v0 − 0)⊗ e]
× [(β(ω0 + 0)− β(ω0 − 0))⊗ q + β(ω0 − 0)⊗ e]

+ [((C(v0 + 0)− C(v0 − 0))Λ)⊗ p+ (C(v0 − 0)Λ)⊗ e]
× [(Λ(γ(ω0 + 0)− γ(ω0 − 0))Λ)⊗ q + (Λγ(ω0 − 0)Λ)⊗ e]

+ [((D(v0 + 0)−D(v0 − 0))Λ)⊗ p+ (D(v0 − 0)Λ)⊗ e]
× [(Λ(θ(ω0 + 0)− θ(ω0 − 0))Λ)⊗ q + (Λθ(ω0 − 0)Λ)⊗ e] .

(2.56)

Definition 2.4.11. For a given sequence (Bn) of the form (2.36), the matrix
Ψ◦((B(1)

n )◦v0,w0
) is called the local symbol of (Bn) at the point (v0, w0) ∈ Γ0 × Γ0.

Combining now Theorem 2.4.10 with Allan’s local principle (cf. Theorem
1.9.5), we can formulate the following result.

Theorem 2.4.12. The coset (B(1)
n )◦ ∈

◦
U2×2 is invertible in

◦
U2×2 if and only if the

local symbol Ψ◦((Bn)◦v,ω) ∈ alg2×2(e, p, q) of the sequence (2.36) is invertible for
each (v, ω) ∈ Γ0 × Γ0.
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Lemma 2.4.13. Let (Bn) be a matrix sequence of the form (2.36). If W(ω,1)(B
(1)
n )

is a Fredholm operator for all ω ∈ Γ0, then for each (v, w) ∈ Γ0 × Γ0, the local
symbol Ψ◦((B(1)

n )◦v,ω) of (Bn) is invertible.

Proof. The operator W(ω,1)(B
(1)
n ) defined in (2.49) can be written in the form

W(ω,1)(B(1)
n ) = AωP +BωQ =

4∑

i=1

(AiωP +BiωQ),

where
A1
ωP +B1

ωQ = A · (α(ω + 0)P + α(ω − 0)Q),
A2
ωP +B2

ωQ = B · (β(ω + 0)P + β(ω − 0)Q),
A3
ωP +B3

ωQ = C · (γ(ω + 0)P + γ(ω − 0)Q),
A4
ωP +B4

ωQ = D · (θ(ω + 0)P + θ(ω − 0)Q).

(2.57)

Let a ∈ PC(Γ0). Consider the singular integral operator

R = aα(ω + 0)P + aα(ω − 0)Q,

and compute its Gohberg-Krupnik symbol σ(R). According to [90, 93], it is

σ(R) =
(
a11(v, ω, x) a12(v, ω, x)
a21(v, ω, x) a22(v, ω, x)

)

where

a11(v, ω, x) = xa(v + 0)α(ω + 0) + (1− x)a(v − 0)α(ω + 0),

a12(v, ω, x) =
√
x(1− x)[a(v + 0)− a(v − 0)α(ω − 0)],

a21(v, ω, x) =
√
x(1− x)[a(v + 0)− a(v − 0)α(ω + 0)],

a22(v, ω, x) = xa(v − 0)α(ω − 0) + (1− x)a(v + 0)α(ω − 0).

Computing analogously the Gohberg-Krupnik symbol σ(R̂) for the operator

R̂ = aα◦(ω + 0)P + aα◦(ω − 0)Q,

we obtain the symbol of the first operator in (2.57), viz.,

σ(A1
ωP +B1

ωQ) =
(
σ(R) 02×2

02×2 σ(R̂)

)

, (2.58)

where 02×2 is the 2× 2 zero matrix. It remains to note that matrix (2.58) coin-
cides with the matrix from the first two rows of (2.56). Thus the local symbol
Ψ◦
v,ω((B(1)

n )) of the sequence (Bn) coincides with the Gohberg-Krupnik symbol of

the operator Wω,1(B
(1)
n ) everywhere on Γ0×Γ0. However by [90, 93] this operator

is Fredholm if and only if its symbol is invertible. This completes the proof. �
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Now we are able to formulate the main result of this section. Let A =
A(t),B = B(t), C = C(t),D = D(t),α = α(t),β = β(t),γ = γ(t),θ = θ(t), t ∈ Γ0

be the matrix-functions introduced in (2.47). With each sequence of the form
(2.36) and with each point τ ∈ Γ0 we associate two singular integral operators Bτ
and Bτ defined on the space L2

2(Γ0) by

Bτ := [Aα(τ + 0) + Bβ(τ + 0) + (Cγ(τ + 0) +Dθ(τ + 0))Λ]P
+ [Aα(τ − 0) + Bβ(τ − 0) + (Cγ(τ − 0) +Dθ(τ − 0))Λ]Q, (2.59)

Bτ := P
[
A(τ + 0)α̃ + B(τ + 0)β̃ + (C(τ + 0)γ̃ +D(τ + 0)θ̃)Λ

]

+Q
[
A(τ − 0)α̃ + B(τ − 0)β̃ + (C(τ − 0)γ̃ +D(τ − 0)θ̃)Λ

]
. (2.60)

Theorem 2.4.14. Let a, b, c, d, α, β, γ, θ ∈ PC(Γ0). Then the following assertions
hold:

1. The sequence (2.36) is stable if and only if for each τ ∈ Γ0 the operators Bτ
and Bτ are invertible on the space L2

2(Γ0).

2. Let a, b, c, d ∈ PC(Γ0) and let α, β, γ, θ ∈ C(Γ0 \ {1}) (or α, β, γ, θ ∈
C(Γ0 \ {−1, 1})). Then the sequence (2.36) is stable if and only if the op-
erator B1 (respectively, the operators B−1, B1) and all operators Bτ , τ ∈ Γ0

are invertible on the space L2
2(Γ0).

3. Let a, b, c, d ∈ C(Γ0) and let α, β, γ, θ ∈ C(Γ0 \ {1}) (or α, β, γ, θ ∈ C(Γ0 \
{−1, 1})). Then the sequence (2.36) is stable if and only if the operator B1

(respectively, the operators B−1, B1) is (are) invertible on the space L2
2(Γ0)

and
det [A(t)α(τ) + B(t)β(τ) + C(t)γ(τ)Λ +D(t)θ(τ)Λ] �= 0

for all t, τ ∈ Γ0.

Proof. It follows from Theorem 2.4.12, Corollary 2.4.6 and Lemma 2.4.13. �

This result allows us to introduce the following definition.

Definition 2.4.15. Let (Bn) be a sequence of the form (2.36), and let Bτ , Bτ be the
operators defined in (2.59), (2.60). An operator function smbBn : Γ0 �→ L2(L2

2(Γ0))
defined by

smbBn(τ) = diag (Bτ , Bτ )

is called the symbol of the sequence (2.36).

Thus Theorem 2.4.14 shows that the sequence (2.36) is stable if and only if
its symbol is invertible.

In the subsequent sections we will study a variety of sequences of the form
(2.36) originating from various approximation methods for singular integral equa-
tions with conjugation; and we also will find the functions α, β, γ, θ responsible for
the stability of the methods under consideration.
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2.4.1 Moore-Penrose Invertibility

In conclusion let us present a result concerning Moore-Penrose invertibility in the
real algebra C̃ generated by sequences of paired circulants and by the sequence
(Mn).

Theorem 2.4.16. Let a, b, c, d, α, β, γ, θ ∈ PC(Γ0). Then the following assertions
are equivalent:

1. The sequence
(
ãnα̂n + b̃nβ̂n + (c̃nγ̂n + d̃nθ̂n)Mn + Cn

)
(2.61)

is weakly asymptotically More-Penrose invertible;

2. For any τ ∈ Γ0, the operators Bτ , Bτ ∈ L(L2
2(Γ0)) defined by (2.59), (2.60)

are normally solvable and the norms of their Moore-Penrose inverses are
uniformly bounded.

3. The sequence (2.61) can be represented in the form (1.39).

The proof of this theorem follows from Theorems 1.7.2, 2.4.14, and 1.7.10.
Note that if the operators Bτ and Bτ are Fredholm, then the norms of their
Moore-Penrose inverses are uniformly bounded [193].

Remark 2.4.17. In order to regularize the sequence (Ãn) of (2.61) practically, we
have to consider the matrix sequence (Ψ(Ãn)),

Ψ(Ãn) =

(
ãnα̂n + b̃nβ̂n c̃nγ̂n + d̃nθ̂n

Mn(c̃nγ̂n + d̃nθ̂n)Mn Mn(ãnα̂n + b̃nβ̂n)Mn

)

.

These matrices can be regularized (in the sense of (26)) using their singular value
decompositions (see [194]). We can then apply the mapping Ψ−1 to regularized
matrices in order to get a corresponding regularization for the initial sequence
(2.61).

2.5 The ε-Collocation Method

In this and the next sections of this chapter, Theorem 2.4.14 is applied to investi-
gate the stability of spline approximation methods for singular integral equations
with conjugation. Let us start with the ε-collocation method.

For a positive integer n, consider the uniform partition of R by the mesh
points xj := j/n, j ∈ Z. By Sδn we denote the space of all 1-periodic smoothest
splines of degree δ subordinate to the above partition, i.e., each function f of Sδn
and all its derivatives of order δ − 1 are continuous and 1-periodic on R and the
restriction of f to any interval (j/n, (j + 1)/n), j ∈ Z is a polynomial of degree
at most δ. By S0

n we denote the set of all 1-periodic step functions corresponding
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to the above partition of R into subintervals. We consider spline space S̃
δ

n which
depends on ε and is defined by [183]

S̃
δ

n :=






Sδ+1
n if ε = 0 and δ is even,

Sδ+1
n if ε = 0.5 and δ is odd,

Sδn otherwise.

Let the circle Γ0 be given by the parametric representation

Γ0 := {ei2πs : 0 ≤ s ≤ 1}.

Via this parametrization we have one-to-one correspondence between functions
ϕ on Γ0 and the 1-periodic functions on R, namely ϕ : Γ �→ C corresponds to
ϕ0 : R �→ C, ϕ0(s) = ϕ(ei2πs). Throughout this chapter, we shall identify the

functions ϕ and ϕ0. In particular, the spline spaces S̃
δ

n are assumed to be defined
on Γ0.

Consider now the following integral equation with conjugation

Aϕ ≡ aϕ+ bSϕ+ cMϕ+ dSMϕ+ k0ϕ+ k1Mϕ = f (2.62)

where

(k0ϕ)(t) =
∫

Γ0

k0(t, τ)ϕ(τ) dτ, (k1ϕ)(t) =
∫

Γ0

k1(t, τ)ϕ(τ) dτ,

and the operators S and M are defined in Section 2.1.
Let R = R(Γ0) denote the set of all Riemann integrable functions on Γ0.

For a fixed ε ∈ [0, 1), the interpolation projection Kε
n : R �→ Sδn is defined by (see

[2, 3, 183])
(Kε

nx− x)((j + ε)/n) = 0, j = 0, 1, . . . , n− 1.

To simplify notation we will often write Kn instead of Kε
n. The collocation equa-

tions

(Aun)((j + ε)/n) = f((j + ε)/n), un ∈ Sδn, j = 0, 1, . . . , n− 1 (2.63)

are equivalent to the operator equation

Anun = Knf, An = KnA
∣
∣
∣Sδ

n
∈ L(Sδn, S̃

δ

n).

We shall analyze the structure of the collocation operator An,

An = (KnaI
∣
∣
∣
S̃

δ

n

)(Kn

∣
∣
∣Sδ

n
) + (Knb

∣
∣
∣
S̃

δ

n

)(KnS
∣
∣
∣Sδ

n

+ (KncI
∣
∣
∣
S̃

δ

n

)(KnM
∣
∣
∣Sδ

n
) + (Knd

∣
∣
∣
S̃

δ

n

)(KnSM
∣
∣
∣Sδ

n
+Knk

0
∣
∣
∣Sδ

n
+Knk

1
∣
∣
∣Sδ

n
.

(2.64)
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Here we used the well-known property of the interpolation operator

Knab = KnaKnb, a, b ∈ R(Γ0).

Let ε ∈ [0, 1). For j = 0, 1, . . . n− 1 consider the points

tj = exp(i2πj/n), vj = exp(i2π(j + 1/2)/n), τj = exp(i2π(j + ε)/n),

and let {χ(n)
k }

n−1
k=0 and {Ψ(n)

k }
n−1
k=0 be the respective interpolation bases from Sδnand

S̃
δ

n, satisfying the conditions

χ
(n)
k (tj) = δjk if δ is even;

χ
(n)
k (vj) = δjk if δ is odd;

Ψ(n)
k (τj) = δjk for j, k = 0, 1, . . . , n− 1.

Let us first assume that δ is odd. In accordance with [178, 183], the matrix of the
first two operators in (2.64) in the bases {χ(n)

k }
n−1
k=0 , {Ψ(n)

k }
n−1
k=0 can be represented

in the form ãnα̂n + b̃nβ̂n, where

ãn = (a(τk)δjk)n−1
k,j=0, b̃n = (b(τk)δjk)n−1

k,j=0,

α̂n = UnαnU
−1
n , β̂n = UnβnU

−1
n , (2.65)

αn = (αε,δ(tk)δjk)n−1
j,k=0, βn = (βε,δ(tk)δjk)n−1

k,j=0,

and the functions αε,δ, βε,δ ∈ PC(Γ0) are defined by

αε,δ(ei2πs) =






1 if s = 0,

Φε,δ(s)σ+
ε,δ(s)

Φ0,δ(s)σ+
0,δ(s)

if 0 < s < 1,
(2.66)

βε,δ(ei2πs) =






1 if s = 0,

Φε,δ(s)σ−ε,δ(s)

Φ0,δ(s)σ+
0,δ(s)

if 0 < s < 1,
(2.67)

Φε,δ(s) := 2−δπ−δ−1 sin(πs)eiπs(2ε−1), (2.68)

σ±
ε,δ(s) :=

+∞∑

k=0

(k + s)−δ−1ei2πkε ±
+∞∑

k=1

(k − s)−δ−1ei2πkε. (2.69)

On the other hand, a description for the second pair of terms in (2.64) can be
obtained from Lemma 2.4.2. More precisely, one can show that the matrix sequence
(c̃nγ̂n+d̃nθ̂n)Mn corresponds to the third and fourth terms in (2.64). The matrices
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c̃n, d̃n are defined analogously to ãn, b̃n, and γε,δ, θε,δ are the following functions:

γε,δ(ei2πs) =






1 if s = 0,

Φε,δ(1− s)σ+
ε,δ(1− s)

Φ0,δ(1− s)σ+
0,δ(1 − s)

if 0 < s < 1,

θε,δ(ei2πs) =






1 if s = 0,

Φε,δ(1− s)σ−ε,δ(1− s)
Φ0,δ(1− s)σ+

0,δ(1 − s)
if 0 < s < 1.

Hence the sequence (An), where

An := ãnα̂n+ b̃nβ̂n+(c̃nγ̂n+d̃nθ̂n)Mn+Knk
0
∣
∣
∣Sδ

n
+Knk

1M
∣
∣
∣Sδ

n
, n ∈ N. (2.70)

corresponds to the sequence (2.64).
If δ is even, then similar to the previous considerations one arrives at a se-

quence of the form (2.70) with the generating functions αε,δ, βε,δ , γε,δ, θε,δ defined
by

αε,δ(ei2πs) =






1 if s = 0,

Φε,δ(s)σ−ε,δ(s)

Φ1/2,δ(s)σ
−
1/2,δ(s)

if 0 < s < 1,
(2.71)

βε,δ(ei2πs) =






1 if s = 0,

Φε,δ(s)σ+
ε,δ(s)

Φ1/2,δ(s)σ−1/2,δ(s)
if 0 < s < 1,

(2.72)

γε,δ(ei2πs) =






1 if s = 0,

Φε,δ(1− s)σ−ε,δ(1− s)
Φ1/2,δ(1− s)σ−1/2,δ(1− s)

if 0 < s < 1,

θε,δ(ei2πs) =






1 if s = 0,

Φε,δ(1 − s)σ+
ε,δ(1− s)

Φ0,δ(1 − s)σ−
0,δ(1− s)

if 0 < s < 1,

and with Φε,δ(s), σ±
ε,δ(s) defined in (2.68), (2.69).

Notice that in all cases the functions γε,δ = α◦
ε,δ ∈ C∞(Γ0) and θε,δ = β◦

ε,δ ∈
PC∞(Γ0 \ {1}). Moreover, it is easily seen that the matrices αε,δ,βε,δ,γε,δ,θε,δ

are connected by the relations

αε,δ = Λγε,δΛ, βε,δ = Λθε,δΛ.
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Let us find the limit values βε,δ(1±0), θε,δ(1±0), β◦
ε,δ(1±0) and θ◦ε,δ(1±0). Assume

for definiteness that δ is odd and consider the one-sided limits for the function βε,δ
as t ∈ Γ0 tend to 1. Considering the right limit βε,δ(1 + 0) one obtains

βε,δ(1 + 0) = lim
s→+0

Φε,δ(s)σ−ε,δ(s)

Φ0,δ(s)σ+
0,δ(s)

.

Since
Φε,δ(s)
Φ0,δ(s)

= exp (i2πεs), it suffices to find the limit lim
s→+0

σ−
ε,δ(s)

σ+
0,δ(s)

. The last

fraction can be transformed as follows:

σ−
ε,δ(s)

σ+
0,δ(s)

=

+∞∑

k=0

(k + s)−δ−1ei2πkε −
+∞∑

k=1

(k − s)−δ−1ei2πkε

+∞∑

k=0

(k + s)−δ−1 +
+∞∑

k=1

(k − s)−δ−1

=

s−δ−1 +
+∞∑

k=1

[
(k + s)−δ−1ei2πkε − (k − s)−δ−1ei2πkε

]

s−δ−1 +
+∞∑

k=1

[
(k + s)−δ−1 + (k − s)−δ−1

]

=

1 + sδ+1
+∞∑

k=1

[
(k + s)−δ−1ei2πkε − (k − s)−δ−1ei2πkε

]

1 + sδ+1
+∞∑

k=1

[
(k + s)−δ−1 + (k − s)−δ−1

]
.

Therefore

lim
s→+0

σ−
ε,δ(s)

σ+
0,δ(s)

= 1,

consequently, βε,δ(1 + 0) = 1. To find βε,δ(1 − 0), it suffices to consider the limit
of the function σ−

ε,δ(1− s)/σ
+
0,δ(1− s) as s tends to +0. Analogous considerations

show that

lim
s→+0

σ−
ε,δ(1− s)
σ+

0,δ(1− s)
= −1.

Thus

βε,δ(1 + 0) = 1, βε,δ(1− 0) = −1,
θε,δ(1− 0) = 1, θε,δ(1 + 0) = −1.

(2.73)

Combining this with Theorem 2.4.14 one gets the following result.
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Theorem 2.5.1. If a, b, c, d ∈ PC, k0, k1 ∈ K(L2(Γ0),R(Γ0), ε ∈ [0, 1), and the
operator Bϕ ≡ aϕ + bSϕ + cMϕ + dSMϕ is invertible in L(L2(Γ0)), then the
ε-collocation method (2.63) is stable if and only if the operator A is invertible in
L(L2(Γ0)), the operator

B̃ :=
(
a+ b c− d
c+ d a− b

)

P +
(
a− b c+ d

c− d a+ b

)

Q, (2.74)

and the operators

Bτ := P
[
(A(τ + 0) + C(τ + 0)Λ)α̃ε,δ + (B(τ + 0) +D(τ + 0)Λ)β̃ε,δ)

]

+Q
[
(A(τ − 0) + C(τ − 0)Λ)α̃ε,δ + (B(τ − 0) +D(τ − 0)Λ)β̃ε,δ)

]

are invertible in L(L2(Γ0)) for all τ ∈ Γ0.

Proof. The proof follows immediately from Theorem 2.4.14, perturbation argu-
ments for stable sequences and from properties of the functions αε,δ and βε,δ. �
Remark 2.5.2. If c ≡ d ≡ 0, k1 = 0, then the conditions of stability of the ε-
collocation method are equivalent to the conditions obtained earlier for singular
integral equations without conjugation [183].

2.6 Spline Galerkin Method

Let Sδn be the spline space defined in the previous section. By Ln, n ∈ N we denote
the orthoprojections from L2(Γ0) onto Sδn and such that

(x− Lnx, ϕ) = 0

for each x ∈ L2(Γ0) and for each ϕ ∈ Sδn. Furthermore, let us consider the oper-
ators An = LnA

∣
∣
∣Sδ

n
, where A is defined by (2.62). Suppose first that the coeffi-

cients a, b, c, d are continuous on Γ0. Since ||Lnf(I −Ln)|| → 0 as n→∞ for each
f ∈ C(Γ0), one gets the following representation for the operators An:

An = (LnaI
∣
∣
∣Sδ

n
)(Ln

∣
∣
∣Sδ

n
) + (Lnb

∣
∣
∣Sδ

n
)(LnS

∣
∣
∣Sδ

n
+ (LncI

∣
∣
∣Sδ

n
)(LnM

∣
∣
∣Sδ

n
)

+ (Lnd
∣
∣
∣Sδ

n
)(LnSM

∣
∣
∣Sδ

n
+ Lnk

0
∣
∣
∣Sδ

n
Lnk

1
∣
∣
∣Sδ

n
+R(1)

n , (2.75)

where R(1)
n : Sδn → Sδn are additive operators with ||R(1)

n || → 0 as n→ ∞. Define
the basis {ϕk}n−1

k=0 for Sδn according to [39, 178, 183] and examine the matrices
corresponding to the operators An in this basis. As shown in [178], the matrices
((ϕj , ϕk))n−1

j,k=0 and ((Sϕj , ϕk))n−1
j,k=0 are circulants and

((ϕj , ϕk))n−1
j,k=0 = n−1ζ̂n, ((Sϕj , ϕk))n−1

j,k=0 = n−1ρ̂n
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with

ζn(ei2πs) = 2−δπ−3δ−2 sin2(δ+1)(πs)σ+
0,2δ+1(s),

ρn(ei2πs) = 2−δπ−3δ−2 sin2(δ+1)(πs)σ−
0,2δ+1(s).

Consequently, the matrix of the operator LnS|Sδ
n

has the form

(LnS
∣
∣
∣Sδ

n
) = ζ̂−1

n ρ̂n = β̂n,

where

β̂n(ei2πs) =
{

1 if s = 0,
(σ−0,2δ+1(s))/(σ

+
0,2δ+1(s)) if s �= 0.

Furthermore,
(Lnc

∣
∣
∣Sδn ) = ζ̂−1

n c̃nζ̂n +R(2)
n ,

with ||R(2)
n || tends to 0 as n→∞.

Let us also note the commutation property

Mnζ̂n = ζ̂nMn.

Therefore, from Lemmas 2.4.1 and 2.4.2 one obtains

An = ζ̂−1
n [(ãn+ b̃nβ̂n)+ (c̃n+ d̃nθ̂n)Mn]ζ̂n +Knk

0
∣
∣
∣Sδ

n
+Knk

1M
∣
∣
∣Sδ

n
+Rn, n ∈ N

where ||Rn|| tends to 0 as n→∞ and

θ̂n(ei2πs) =
{

1 if s = 0,
(σ−

0,2δ+1(1 − s))/(σ
+
0,2δ+1(1− s)) if s �= 0.

The functions β and θε,δ belong to C(Γ0 \ {1}) and β(1 + 0) = 1, β(1− 0) = −1,
θε,δ(1 + 0) = −1, θε,δ(1− 0) = 1.

The following theorem is an immediate consequence of Theorem 2.4.14.

Theorem 2.6.1. Assume that a, b, c, d ∈ C(Γ0) and k0, k1 ∈ K(L2(Γ0)). The
Galerkin method (2.75) is applicable to the operator A if and only if the oper-
ator A is invertible in L(L2(Γ0)), the operator B̃ defined by (2.74) is invertible in
L(L2

2(Γ0)), and

det[(A(t) + C(t)Λ) + (B(t) +D(t)Λ)β(τ)] �= 0

on Γ0 × Γ0.

Finally, let us state a result related to the Galerkin method for equations
with piecewise continuous coefficients. We assume the coefficients of the integral
equation under consideration are discontinuous at the points tk = exp(i2πj/m),
j = 0, 1, . . . ,m−1, and consider the spline Galerkin method based on spline space
S0
n.
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Theorem 2.6.2. Let a, b, c, d ∈ PC(Γ0) ∩ C(Γ0 \ {t0, t1, . . . , tm − 1}), k0, k1 ∈
K(L2(Γ0)), and let n = ml, l ∈ N. The Galerkin method (2.75) based on the
splines of Sδn is stable if and only if the operator A is invertible in L(L2(Γ0)), the
operator B̃ defined by (2.74) and the operators

Bτ = P [(A(τ + 0)) + C(τ + 0)Λ) + (B(τ + 0) +D(τ + 0)Λ)β]

+Q[(A(τ − 0)) + C(τ − 0)Λ) + (B(τ − 0) +D(τ − 0)Λ)β̃]

are invertible in L(L2
2(Γ0)) for all τ ∈ Γ0.

2.7 Quadrature Methods for Equations on the
Unit Circle

Quadrature methods play an important role in approximate solution of singular in-
tegral equations, because they can be easily implemented. Presenting the stability
analysis for equations with conjugation, we only consider the equation

Bu ≡ (aI + bS + cM + dSM)u = f, (2.76)

where a, b, c, d ∈ PC(Γ0). In order to discretize a regular integral, one may use
the following quadrature rules:

∫

Γ0

f(τ) dτ ≈
n−1∑

j=0

f(tj)
2πi
n

tj , (2.77)

∫

Γ0

f(τ) dτ ≈
n−1∑

j=0
j≡0(mod 2)

f(tj)
4πi
n

tj , (2.78)

∫

Γ0

f(τ) dτ ≈
n−1∑

j=0
j≡1(mod 2)

f(tj)
4πi
n

tj , (2.79)

where tj = exp(i2πj/n), j = 0, 1, . . . , n− 1.
Writing the singular integral S in the form

(Su)(t) = u(t) +
1
πi

∫

Γ0

u(τ)− u(t)
τ − t dτ

and using one of the formulas (2.77) – (2.79) we compute the values of Su at the
points τk = exp(i2π(k+ ε)/n), k = 0, 1, . . . , n− 1, 0 ≤ ε < 1. Thus formula (2.77)
implies

(Su)(τk) ≈ u(τk) +
2
n

n−1∑

j=0

u(tj)− u(τk)
tj − τk

tj if ε �= 0, (2.80)
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(Su)(tk) ≈ u(tk) +
2
n




u

′(tk)tk +
n−1∑

j=0
j 
=k

u(tj)− u(tk)
tj − tk

tj




 if ε = 0, (2.81)

while (2.78), (2.79) give us

(Su)(τk) ≈ u(τk) +
4
n

n−1∑

j=0
j≡k+1(mod 2)

u(tj)− u(τk)
tj − τk

tj . (2.82)

Let us consider the expression (2.80) and (2.81). Since [183, 185]

2
n

n−1∑

j=0

tj
tj − τk

= 1 + i cot(πε),

the expressions (2.80) and (2.81) can be, respectively, rewritten as

(Su)(τk) ≈ −i cot(πε)u(τk) +
2
n

n−1∑

j=0

u(tj)
tj − τk

tj , if ε �= 0, (2.83)

and

(Su)(tk) ≈
1
n
u(tk) +

2
n
u′(tk)tk +

n−1∑

j=0
j 
=k

u(tj)tj
tj − tk

if ε = 0. (2.84)

Similarly

(Su)(tk) ≈ u(τk) +
4
n

n−1∑

j=0
j≡k+1(mod 2)

u(tj)
tj − τk

tj . (2.85)

The right-hand side of expressions (2.83) – (2.85) contains the terms u(τk)
and u′(tk), which will be replaced by other terms as follows:

1. If ε �= 0, we set

u(τk) ≈






u(tk), if ε �= 1
2
,

1
2
(u(tk) + u(tk+1)), if ε =

1
2
.

(2.86)

2. If ε = 0, we set

1
n
u(tk) +

2
n
u′(tk)tk = 0, (2.87)
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or

u′(tk) =
u(tk+1)− u(tk)

tk+1 − tk
. (2.88)

Let us now evaluate the function Bu at the points τk, k = 0, 1, . . . , n− 1. Thus

a(τk)u(τk) + b(τk)(Su)(τk) + c(τk)u(τk) + d(τk)(Su)(τk).

To compute (Su)(τk) and (Su)(τk) we use formulas (2.83) – (2.85) and replace
u(τk), u′(tk) or (1/n)u(tk)+(2/n)u′(tk)tk by one of the expressions (2.86) – (2.88).
Equating Bu(τk) with f(τk), yields the systems of algebraic equations with respect
to unknown values of the function u at the points tk, k = 0, 1, . . . , n − 1. Let us
now denote u(tj) by ξj , j = 0, 1, . . . , n−1 and write down the resulting equations:

(a(τk)− i cot(πε)b(τk))ξk + b(τk)
2
n

n−1∑

j=0

tj
tj − τk

ξj

+ (c(τk)− i cot(πε)d(τk))ξk + d(τk)
2
n

n−1∑

j=0

tj
tj − τk

ξj = f(τk), (2.89)

a(vk)
1
2
(ξk + ξk+1) + b(vk)

2
n

n−1∑

j=0

tj
tj − vk

ξj

+ c(vk)
1
2
(ξk + ξk+1) + d(vk)

2
n

n−1∑

j=0

tj
tj − vk

ξj = f(vk), (2.90)

a(tk)ξk + b(tk)
2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj

+ c(tk)ξk + d(tk)
2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj = f(tk), (2.91)

(a(tk) +
1
n
b(tk))ξk + b(tk)

2
n
tk
ξk+1 − ξk−1

tk+1 − tk−1
+ b(tk)

2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj + (c(tk)ξk

+
1
n
d(tk))ξk + d(tk)

2
n
tk
ξk+1 − ξk−1

tk+1 − tk−1
+ d(tk)

2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj = f(tk), (2.92)
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(a(tk) +
1
n
b(tk))ξk + b(tk)

2
n
tk
ξk+1 − ξk−1

tk+1 − tk−1
+ b(tk)

2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj

+ c(tk)ξk + d(tk)
2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj = f(tk), (2.93)

a(tk)ξk + b(tk)
2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj + (c(tk)ξk +
1
n
d(tk)) ξk

+ d(tk)
2
n
tk
ξk+1 − ξk−1

tk+1 − tk−1
+ d(tk)

2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj = f(tk), (2.94)

a(tk)ξk + b(tk)
4
n

n−1∑

j=0
j≡k+1(mod 2)

tj
tj − tk

ξj

+ c(tk)ξk + d(tk)
4
n

n−1∑

j=0
j≡k+1(mod 2)

tj
tj − tk

ξj = f(tk), (2.95)

a(tk)ξk + b(tk)
2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj

+ c(tk)ξk + d(tk)
4
n

n−1∑

j=0
j≡k+1(mod 2)

tj
tj − tk

ξj = f(tk), (2.96)

(a(tk) +
1
n
b(tk))ξk + b(tk)

2
n
tk
ξk+1 − ξk−1

tk+1 − tk−1
+ b(tk)

2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj

+ c(tk)ξk + d(tk)
4
n

n−1∑

j=0
j≡k+1(mod 2)

tj
tj − tk

ξj = f(tk), (2.97)
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a(tk)ξk + b(tk)
4
n

n−1∑

j=0
j≡k+1(mod 2)

tj
tj − tk

ξj

+ c(tk)ξk + d(tk)
2
n

n−1∑

j=0
j 
=k

tj
tj − tk

ξj = f(tk), (2.98)

where ξn := ξ0, ξ−1 := ξn−1 and k = 0, 1, . . . , n− 1 for all systems (2.89) – (2.97).
Moreover, in the system (2.90), the symbol vk denotes the point exp(i2π(k+ 1

2
)/n).

If any of the above systems of algebraic equations has a solution ξ
(n)
k := ξk,

k = 0, 1, . . . , n − 1, then an approximate solution of the integral equation (2.76)
can be obtained via trigonometric approximation

un =
n−1∑

k=0

ξ
(n)
k Ψ(n)

k , Ψ(n)
k :=

1
n

[(n−1)/2]∑

j=−[n/2]

(t(n)
k )−jtj , t ∈ Γ0.

We define an interpolation projection Kn = Kε
n by [183]

Knun :=
n−1∑

k=0

u(τ (n)
k )Ψ̃(n)

k , Ψ̃(n)
k (t) :=

1
n

[(n−1)/2]∑

j=−[n/2]

(τ (n)
k )−jtj , t ∈ Γ0.

The systems of algebraic equations (2.89) – (2.97) are equivalent to the operator
equations Bn = Knf , where Bn is generated by the operator B and some well-
known operator sequences connected with quadrature methods (2.89) – (2.97).
Thus, using corresponding circulant representations for approximations of the
Cauchy singular integral operator S, one can write the operator Bn in the form
[183]

Bn = ãnα̂n + b̃nβ̂n + (c̃nγ̂n + d̃nθ̂n)Mn + Cn

where ||Cn|| → 0 as n→∞.
The functions α, β, γ, θ that generate the corresponding circulants depend

on the quadrature method used. These functions are given in Table 2.1 below.
Computation of these functions is straightforward, and we refer the reader to
[183] for details. However, let us mention that

α(1) = β(1) = γ(1) = θ(1) = 1

for all quadrature methods (2.89) – (2.97). We also use the notation

α = α(t) = α(ei2πs), β = β(t) = β(ei2πs),

γ = γ(t) = γ(ei2πs), θ = θ(t) = θ(ei2πs)

for s ∈ [0, 1).
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Table 2.1:

Method α β γ θ

(2.89) 1 −i cot(πε) + 2 exp(i2πεs)
1−exp(i2πε) 1 −i cot(πε) + 2 exp(i2πεs)

1−exp(i2πε)

(2.90) 1+t
2

exp(iπs) 1+t
2

exp(iπs)
(2.91) 1 1− 2s 1 1− 2s
(2.92) 1 1− 2s+ π−1 sin(2πs) 1 1− 2s+ π−1 sin(2πs)
(2.93) 1 1− 2s+ π−1 sin(2πs) 1 1− 2s
(2.94) 1 1− 2s 1 1− 2s+ π−1 sin(2πs)

(2.95) 1 1, if 0 ≤ s < 1/2
−1, if 1/2 ≤ s < 1 1 1, if 0 ≤ s < 1/2

−1, if 1/2 ≤ s < 1

(2.96) 1 1− 2s 1
1, if 0 ≤ s < 1/2
−1, if 1/2 ≤ s < 1

(2.97) 1 1− 2s+ π−1 sin(2πs) 1 1, if 0 ≤ s < 1/2
−1, if 1/2 ≤ s < 1

(2.98) 1
1, if 0 ≤ s < 1/2
−1, if 1/2 ≤ s < 1 1 1− 2s

It should be noted that for all methods the functions generating the corre-
sponding circulants have the limit values

α(1 ± 0) = α∗(1± 0) = γ(1± 0) = γ∗(1± 0) = 1,
β(1 + 0) = θ(1 + 0) = β∗(1− 0) = θ∗(1− 0) = 1,
β(1 − 0) = β∗(1 + 0) = θ(1− 0) = θ∗(1 + 0) = −1,

and consequently the operator B1 has the form

B1 =
(
a+ b c+ d

c− d a− b

)

P +
(
a− b c− d
c+ d a+ b

)

Q. (2.99)

The functions α and γ are continuous everywhere on Γ0, and for the methods
(2.89) – (2.94) the functions β, θ are continuous on Γ0 \ {1}. Thus we are left
with computing the limits of the functions β, θ, β∗, θ∗ at the point t = −1 for
the methods (2.95) – (2.98). The corresponding left and right limits are given in
Table 2.2.

It follows that for methods (2.95) and (2.98) the respective operators are

B−1 =
(
a− b c− d
c+ d a+ b

)

P +
(
a+ b c+ d

c− d a− b

)

Q (2.100)
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Table 2.2:

β(−1 + 0) β(−1− 0) θ(−1 + 0) θ(−1− 0)
Method β∗(−1− 0) β∗(−1 + 0) θ∗(−1− 0) θ∗(−1 + 0)
(2.95) −1 +1 −1 +1
(2.96) 0 0 −1 +1
(2.97) 0 0 −1 +1
(2.98) −1 +1 0 0

and

B−1 =
(
a− b c

c a+ b

)

P +
(
a+ b c

c a− b

)

Q, (2.101)

whereas for methods (2.96), (2.97) the operator is

B−1 =
(

a c− d
c+ d a

)

P +
(

a c+ d

c− d a

)

Q. (2.102)

Now we can formulate the main result concerning the stability of quadrature
methods (2.89) – (2.98).

Theorem 2.7.1. Assume that the coefficients a, b, c, d of equation (2.76) belong to
PC(Γ0).

1. The sequence (Bn) corresponding to one of the methods (2.89) – (2.94) is
stable if and only if the following two conditions are satisfied:

(a) the operator B1 is invertible on L(L2
2(Γ0));

(b) for each τ ∈ Γ0 the operator

Bτ = P [A(τ + 0)α̃ + B(τ + 0)β̃ + C(τ + 0)γ̃Λ +D(τ + 0)θ̃Λ]

+Q[A(τ − 0)α̃ + B(τ − 0)β̃ + C(τ − 0)γ̃Λ + D(τ − 0)θ̃Λ]

is invertible on L(L2
2(Γ0)).

2. The sequence (Bn) corresponding to one of the methods (2.95) – (2.98) is
stable if and only if the conditions 1(a), 1(b) are satisfied and the operator
B−1 is invertible on L(L2

2(Γ0)).

Recall that the operators B1 and B−1 are defined by (2.99) – (2.102).
Of course, for continuous coefficients a, b, c, d the condition 1(b) can be sim-

plified.
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Corollary 2.7.2. Let a, b, c, d ∈ C(Γ0). The quadrature methods (2.89) – (2.94)
are stable if and only if the operator (2.99) is invertible on L(L2

2(Γ0)) and the
determinant

det[A(τ)α̃(t) + B(τ)β̃(t) + C(τ)γ̃(t) +D(τ)θ̃(t)] �= 0

for all t, τ ∈ Γ0.

The corresponding result can be also formulated for the quadrature methods
(2.95) – (2.98).

Remark 2.7.3. If the coefficients of the above integral equation satisfy one of the
conditions a = ±b or c = ±d, then the coefficients of the operators B−1 and B1 are
triangle matrices. Henceforth one may obtain effective conditions for invertibility
of the operators B−1 and B1.

2.8 Polynomial Qualocation Method

Let X(Γ0) be a functional space on Γ0. Consider the operator equation

Bu = f, (2.103)

where f ∈ X(Γ0) and B ∈ Ladd(X(Γ0)). The qualocation method for solving
(2.103) is characterized by the choice of a pair (Sh, Th), dimSh = dimTh = nh of
finite-dimensional subspaces of X(Γ0) and also by the choice of a quadrature rule
Qh. The method is to find an element uh ∈ Sh such that

Qh(vh · Buh) = Qh(vh · f) (2.104)

for all vh ∈ Th. This method can be viewed as a discrete version of the Galerkin
method or as a generalization of the collocation method based on quadrature for-
mulas. However, in comparison with Galerkin methods this approach has simpler
numerical implementation. On the other hand, the convergence of this method is
usually better than the convergence of collocation approximations.

In this section we will use the quadrature formula

Qhg =
1√
n

n−1∑

j=0

[wg((j + ε1)/n) + (1− w)g((j + ε2)/n)], h =
1
n

(2.105)

where 0 ≤ ε1 < ε2 < 1, w ∈ (0, 1), and the function g(exp(i2πs)) is identified with
g(s).

Let Sδn be the spline space introduced in Section 2.5. By Th we denote the
space

Th := span {vp = exp(i2πps), 0 ≤ p ≤ n− 1, p ∈ N, s ∈ [0, 1)}.
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Now we are looking for a function uh ∈ Sδn which satisfies relation (2.104) with
the operator B defined in (2.76). Let us assume that the coefficients a, b, c, d of the
operatorB are piecewise continuous on Γ0 and continuous on Γ0\{t0, t1, . . . , tm−1}
where tj = exp(i2πj/m). We also assume that n = ml, l ∈ N. We can show that
the stability of approximation method (2.104) is equivalent to the stability of an
operator sequence (Bn) from the real algebra C̃ generated by the sequences of
circulants (α̂n), diagonal matrices (ãn), and by the sequence (Mn). Recall that
algebra C̃ was studied in Section 2.3.

Let {χ(n)
k }

n−1
k=0 be the interpolation basis in the space Sδn introduced in Section

2.5 and let

u(n)(t) =
n−1∑

k=0

ukχ
(n)
k (t). (2.106)

The qualocation method (2.104) for the operator (2.76) determines a system of
algebraic equations of the form

Bnu
(n) = R(1)

n u(n) +R(2)
n Mnu

(n) = f (n) (2.107)

with the matrices R(1)
n = (r(1)p,k)

n−1
p,k=0, R

(2)
n = (r(2)p,k)

n−1
p,k=0 and with the right-hand

side f (n) = (f (n)
p )n−1

p=0 , where

r
(1)
p,k =Qh(exp(−i2πps)(aI + bS)χ(n)

k (t)),

r
(2)
p,k =Qh(exp(−i2πps)(cI + dS)χ(n)

k (t)),

f (n)
p =Qh(exp(−i2πps)f(t)).

In the following lemma the notation of Section 2.5 is used.

Lemma 2.8.1. The operator Bn from (2.107) admits the representation

Bn = wK0
nt

−ε1LnU
−1
n [Kε1

n aLnUnK
0
nαε1,δLnU

−1
n Ln

+Kε1
n bLnUnK

0
nβε1,δLnU

−1
n Ln]

+ (1− w)K0
nt

−ε2LnU
−1
n [Kε2

n aLnUnK
0
nαε2,δLnU

−1
n Ln

+Kε2
n bLnUnK

0
nβε2,δLnU

−1
n Ln]

+
{
wK0

nt
−ε1LnU

−1
n [Kε1

n cLnUnK
0
nα

∗
ε1,δ

LnU
−1
n Ln

+Kε1
n dLnUnK

0
nβ

∗
ε1,δLnU

−1
n Ln]

+ (1− w)K0
nt

−ε2LnU
−1
n [Kε2

n cLnUnK
0
nα

∗
ε2,δLnU

−1
n Ln

+Kε2
n dLnUnK

0
nβ

∗
ε2,δLnU

−1
n Ln]

}
M. (2.108)

Note that t−ε means that branch of the function t−ε which tends to 1 as t
tends to 1 + 0.
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Proof. Let u(n) be as in (2.106). Then

Bu(n) =
n−1∑

k=0

(
(aχ(n)

k + b(Sχ(n)
k ))uk + (cχ(n)

k + b(Sχ(n)
k ))uk

)
.

Moreover,
vp · Bu(n) = exp(−i2πs)Bu(n).

Using the linearity of the quadrature rule (2.105) one can rewrite the expression
Qh(vp · Bu(n)) as a sum of four terms,

Qh(vp ·Bu(n)) = Qh

(

vp ·
n−1∑

k=0

aχ
(n)
k uk

)

+Qh

(

vp ·
n−1∑

k=0

b(Sχ(n)
k )uk

)

+Qh

(

vp ·
n−1∑

k=0

cχ
(n)
k uk

)

+Qh

(

vp ·
n−1∑

k=0

d(Sχ(n)
k )uk

)

.

We check relation (2.108) for the third term only. Thus

Qh

(

vp ·
n−1∑

k=0

cχ
(n)
k uk

)

=
1√
n

n−1∑

j=0

2∑

l=1

wl exp(−i2πp(j + εl)/n)
n−1∑

k=0

c((j + εl)/n)χ(n)
k ((j + εl)/n)uk

where w1 = w, w2 = 1 − w. The matrix of the above operator is the sum of two
matrices M (1)

n = (m(1)
pk )n−1

p,k=0 and M (2)
n = (m(2)

pk )n−1
p,k=0 where

m
(1)
pk =

1√
n
w1 exp(−i2πp(j + ε1)/n)

n−1∑

j=0

c((j + ε1)/n)χ(n)
k ((j + εl)/n),

m
(2)
pk =

1√
n
w2 exp(−i2πp(j + ε2)/n)

n−1∑

j=0

c((j + ε2)/n)χ(n)
k ((j + ε2)/n).

However, similar expressions arose earlier in Section 2.5 while studying
the collocation equations. Using appropriate representations from this sec-
tion, we find that the operators w1K

0
nt

−ε1LnU
−1
n Kε1

n cLnUnα
◦
ε1,nLnU

−1
n Ln and

w2K
0
nt

−ε2LnU
−1
n Kε2

n cLnUnα
◦
ε2,nLnU

−1
n Ln respectively correspond to the matri-

ces M (1)
n and M (2)

n , and the proof is complete. �
Lemma 2.8.2. The operator sequence (Bn) with the operators Bn defined in (2.108)
is stable if and only if the sequence (B′

n) with

B′
n = w1UnK

0
nt

−ε1LnU
−1
n [K0

naLnUnK
0
nαε1,δLnU

−1
n Ln

+K0
nbLnUnK

0
nβε1,δLnU

−1
n Ln]
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+ w2K
0
nt

−ε2LnU
−1
n [K0

naLnUnK
0
nαε2,δLnU

−1
n Ln

+K0
nbLnUnK

0
nβε2,δLnU

−1
n Ln]

+
{
w1K

0
nt

−ε1LnU
−1
n [K0

ncLnUnK
0
nα

∗
ε1,δ

LnU
−1
n Ln

+K0
ndLnUnK

0
nβ

∗
ε1,δ

LnU
−1
n Ln]

+ w2K
0
nt

−ε2LnU
−1
n [K0

ncLnUnK
0
nα

∗
ε2,δLnU

−1
n Ln

+K0
ndLnUnK

0
nβ

∗
ε2,δLnU

−1
n Ln]

}
M (2.109)

is stable.

Proof. Multiplication by the isometric operator Un does not influence the stability
of any operator sequence, so the result follows from the fact that under our as-
sumptions on the coefficients a, b, c, d the norms of the operators (Kεl

n −K0
n)aLn,

(Kεl
n −K0

n)bLn, (Kεl
n −K0

n)cLn, (Kεl
n −K0

n)dLn tend to 0 as n→∞. �

Let us rewrite the sequence (2.109) in matrix form. It is

B′
n = [w1t̂−ε1,n(ãnα̂ε1,n + b̃nβ̂ε1,n) + w2 t̂−ε2,n(ãnα̂ε2,n + b̃nβ̂ε2,n)]

+ [w1t̂−ε1,n(c̃nα̂ε1,n + d̃nβ̂ε1,n) + w2 t̂−ε2,n(c̃nα̂ε2,n + d̃nβ̂ε2,n)]Mn,

where the functions αε = αε,δ, βε = βε,δ, γε = γε,δ, θε = θε,δ are defined in
Section 2.5, and t̂−εl,n, l = 1, 2 are the circulants corresponding to the functions
t−εl , l = 1, 2. By Theorem 2.4.4 the sequence (B′

n) is stable if and only if the
sequence

B(1)
n = w1

(
t̂−ε1,n 0

0 t̂−ε1,n

)(
ãnα̂ε1,n + b̃nβ̂ε1,n c̃nα̂

◦
ε1,n + d̃nβ̂

◦
ε1,n

c̃nα̂ε1,n + d̃nβ̂n ãnα̂
◦
ε1,n

+ b̃nβ̂
◦
ε1,n

)

+ w2

(
t̂−ε2,n 0

0 t̂−ε2,n

)(
ãnα̂ε2,n + b̃nβ̂ε2,n c̃nα̂

◦
ε2,n

+ d̃nβ̂
◦
ε2,n

c̃nα̂ε2,n + d̃nβ̂n ãnα̂
◦
ε2,n

+ b̃nβ̂
◦
ε2,n

)

(2.110)

is stable. Note that the sequence (2.110) belongs to the C∗-algebra U2×2
1 considered

in Section 2.4, so Theorem 2.4.14 is applicable to the sequence (B(1)
n ). Of course,

adjustments concerning the invertibility of local symbols Ψ◦
v,ω(B(1)

n ), v, ω ∈ Γ0

must be made, but one can follow the proof of Lemma 2.4.13. Thus the stability
result for the polynomial qualocation method can be formulated as follows.

Theorem 2.8.3. Let a, b, c, d ∈ PC(Γ0) be continuous on the set Γ0 \
{t0, t1, . . . , tm−1} where tj = exp(i2πj/m). The qualocation method (2.104) for
the operator (2.76) considered on the space L2(Γ0) is stable if and only if the
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operators

Bτ := w1

(
(τ + 0)−ε1P + (τ − 0)−ε1Q

)

×
{[

(A+ CΛ)αε1,δ(τ + 0) + (B +DΛ)βε1,δ(τ + 0)
]
P

+
[
(A+ CΛ)αε1,δ(τ − 0) + (B +DΛ)βε1,δ(τ − 0)

]
Q
}

+ w2

(
(τ + 0)−ε2P + τ − 0)−ε2Q

)

×
{[

(A+ CΛ)αε2,δ(τ + 0) + (B +DΛ)βε2,δ(τ + 0)
]
P

+
[
(A+ CΛ)αε2,δ(τ − 0) + (B +DΛ)βε2,δ(τ − 0)

]
Q
}
,

Bτ := w1t
ε1

×
{
P
[
(A(τ + 0) + C(τ + 0)Λ)α̃ε1,δ + (B(τ + 0) +D(τ + 0)Λ)β̃ε1,δ

]

+Q
[
(A(τ − 0) + C(τ − 0)Λ)α̃ε1,δ + (B(τ − 0) +D(τ − 0)Λ)β̃ε1,δ

]}

+ w1t
ε2

×
{
P
[
(A(τ + 0) + C(τ + 0)Λ)α̃ε2,δ + (B(τ + 0) +D(τ + 0)Λ)β̃ε2,δ

]

+Q
[
(A(τ − 0) + C(τ − 0)Λ)α̃ε2,δ + (B(τ − 0) +D(τ − 0)Λ)β̃ε2,δ

]}
.

are invertible in L(L2
2(Γ0)) for all τ ∈ Γ0.

Recall that A,B, C,D, α̃εl,δβ̃εl,δ
, l = 1, 2 are the operators of multiplication

by corresponding matrix functions.

2.9 Spline Qualocation Method

Let us again consider equation (2.104), but replace the polynomial space Th by
a spline space Sµn, µ ∈ N, while the space Sh = Sδn remains unchanged. The
formula (2.105) is still used as a quadrature rule Qh. The stability conditions
for the corresponding spline-qualocation method are simpler than the stability
conditions for the polynomial qualocation method. For example, for the singular
integral operator without conjugation,

A = aI + bS, a, b ∈ C(Γ0),

the stability of the spline qualocation method follows from the invertibility of a
certain characteristic singular integral operator and can be verified effectively. On
the other hand, considerations of Section 2.8 show that for the polynomial qualoca-
tion, one deals with operators from the algebra generated by the identity operator,
the operator S and operators of multiplication by piecewise continuous functions.
However, for such operators there are no effective invertibility conditions.

Let us describe a special basis in the spline space Sµn. First we note that there
is a one-to-one correspondence between functions on Γ0 and on [0, n), viz., each
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function ϕ on Γ0 can be identified with the function

ϕ̃ : s �→ ϕ

(
i2πs
n

)

on the interval [0, n). Thus we assume that n ≥ µ+ 1, and instead of splines from
Sµn we consider n-periodic polynomial splines ϕ̂. Moreover, we assume that on
[0, n) such splines satisfy the following conditions:

1) Each spline is a polynomial of order at most µ on each of the intervals
[0, 1], [1, 2], . . . , [n− 1, n].

2) ϕ̂ ∈ Cµ−1((0, n)).

3) ϕ̂(k)(0) = ϕ̂(k)(n) for all k = 0, 1, . . . , µ− 1.

The corresponding spline space is denoted by Ŝµn . Suppose that n ≥ µ + 1 and
choose an appropriate basis in Ŝµn . To this end, we construct a spline f̂µ with
support in [0, µ+ 1] such that

f̂µ(s) = P0(s) = a0s
µ, a0 ∈ C

for all s ∈ [0.1]. Let Pk be the restriction of f̂µ onto the interval [k, k + 1], k =
0, 1, . . . , n− 1. Then Pk is a polynomial and condition 3) implies that

P
(r)
k+1(k + 1) = P

(r)
k (k + 1), r = 0, 1, . . . , µ− 1; k = 0, 1, . . . , n− 2,

i.e.,
Pk+1(s)− Pk(s) = ak+1(s− (k + 1))µ, ak+1 ∈ C,

hence

f̂µ(s) = a0s
µ + a1(s− 1)µ + . . .+ ak(s− k)µ, 0 ≤ k ≤ s ≤ k + 1 ≤ µ+ 1.

If we take into account condition 3) and the requirement supp f̂µ ⊂ [0, µ+ 1], we
obtain Pµ(s) = c(µ + 1 − s)µ. It remains to find the coefficients a0, a1, . . . , ak so
that the equation

a0s
µ + a1(s− 1)µ + . . .+ aµ(s− µ)µ = c(µ+ 1− s)µ

is an identity for some c ∈ C. From the binomial expansion, the last equation can
be represented in the form

µ∑

k=0

µ∑

j=0

(−1)µ−k
(
µ
k

)

jµ−ksk = c(−1)µ
µ∑

k=0

(−1)µ−k
(
µ
k

)

(µ+ 1)µ−ksk,

so equating the coefficients at the powers of s on both sides one obtains the system
of linear algebraic equations

µ∑

j=0

ajj
µ−k = c(−1)µ(µ+ 1)µ−k, k = 0, 1, . . . , µ,
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i.e.,
a0 + . . .+ aµ = c(−1)µ

0a0 + . . .+ µaµ = c(−1)µ(µ+ 1)
· · · · · · ·

0µa0 + . . .+ µµaµ = c(−1)µ(µ+ 1)µ
(2.111)

Thus the system of linear equations (2.111) has the determinant ∆ =
∆V (0, 1, . . . , µ), where ∆V (s1, s2 . . . , sr) means the Vandermonde determinant

∣
∣
∣
∣
∣
∣
∣
∣

1 1 . . . 1
s1 s2 . . . sr
· · · ·

sr−1
1 sr−1

2 . . . sr−1
r

∣
∣
∣
∣
∣
∣
∣
∣

=
∏

l<j

(sj − sl).

If we replace the j-th column by the column of the right-hand sides of (2.111),
then the resulting determinant is

∆j = c(−1)µ∆(0, 1, . . . , j − 1, µ+ 1, j + 1, . . . , µ)

= c(−1)µ∆
(µ+ 1− 0) . . . (µ+ 1− (j − 1))

(j − 0) . . . (j − (j − 1))

× ((j + 1)− (µ+ 1)) . . . (µ− (µ+ 1))
(j + 1− j) . . . (µ− j)

= c(−1)µ∆
(
µ+ 1
j

)

(−1)j−µ = c(−1)j∆
(
µ+ 1
j

)

.

Setting c = 1 we obtain

aj = (−1)j
(
µ+ 1
j

)

, j = 0, 1, . . . , µ,

which yields

f̂µ(s) =
k∑

j=0

(−1)j
(
µ+ 1
j

)

(s− j)µ, 0 ≤ k ≤ s ≤ k + 1 ≤ µ+ 1,

so that

f̂µ(s) = µ

∫ s

s−1

f̂µ−1(t)dt, µ ∈ N. (2.112)

From (2.112) it is easy to derive some known properties of splines. Thus

• f̂µ(s) = f̂µ(µ+ 1− s), s ≥ 0;

• The function f̂µ increases on the interval [0, (µ + 1)/2] and decreases on
[(µ+ 1)/2, µ+ 1].
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If s0, s1, . . . , µ are different real numbers, then it follows from the linear
independence of the polynomial system

ψj(s) = (s+ sj)µ, j = 0, 1, . . . , µ

that the system
{f̂µ(s), f̂µ(s− 1), . . . , f̂µ(s− µ)}

is a basis in the n-dimensional space Ŝµn . Furthermore, it can be extended n-
periodically to the entire axis R, so the following lemma holds.

Lemma 2.9.1. Let n ≥ µ+ 1. Then the system {f (n,µ)
k }n−1

k=0 , such that

f
(n,µ)
k (exp(i2πs)) = f̂µ(ns− k), 0 ≤ s < 1, (2.113)

is a basis in the space Sµn.

This lemma completes the preparatory work to study the spline qualocation
method. Consider first the stability of this method for singular integral equations
without conjugation:

Aϕ(t) := (aI + bS)u(t) = f(t), a, b ∈ PC(Γ0). (2.114)

Let Qh be the quadrature rule (2.105), and let {χ(n)
k }

n−1
k=0 be the interpolation basis

for the spline-space Sδn defined in 2.5. We are looking for a function u(n) ∈ Sδn,
which satisfies the conditions

Qh(f (n,µ)
p · Au(n)) = Qh(f (n,µ)

p · f),

p = 0, 1, . . . , n− 1.
(2.115)

Using the interpolation basis {χ(n)
k }

n−1
k=0 and the subsequent representation (2.106)

u(n)(t) =
n−1∑

k=0

ukχ
(n)
k (t),

one rewrites equations (2.115) as

n−1∑

k=0

Qh(f (n,µ)
p ·Aχ(n)

k )uk = Qh(f (n,µ)
p · f), p = 0, 1, . . . , n− 1.

Thus an approximate solution by the spline qualocation method is found by solving
a system of linear algebraic equations with the matrix

M (1)
n := (mpk)n−1

k,p=0,

where mpk = Qh(f
(n,µ)
p · Aχ(n)

k ).
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If t(n)
j,εl

, j = 0, 1, . . . , n− 1 denote the points

t
(n)
j,εl

= exp
(

2πi
j + εl
n

)

, l = 1, 2; t
(n)
j := t

(n)
j,0 ,

then the entries of the matrices M (1)
n , n ∈ N are

mpk =
n−1∑

j=0

2∑

l=1

wlf
(n,µ)
p (t(n)

j,εl
)
[
a(t(n)

j,εl
)χ(n)
k (t(n)

j,εl
) + b(t(n)

j,εl
)(Sχ(n)

k )(t(n)
j,εl

)
]
.

Writing

c
(µ,ε)
k+rn = f̃µ(k + ε), k = 0, 1, . . . , n− 1; r ∈ Z, 0 ≤ ε < 1, n ≥ µ+ 1, (2.116)

it follows from (2.113) that

f (n,µ)
p (t(n)

j,εl
) = f (n,µ)

p

(

exp
(

2πi
j + εl
n

))

= f̃µ(j − p+ ε) = c
(µ,εl)
j−p ,

and

mpk =
n−1∑

j=0

2∑

l=1

wlc
(µ,εl)
j−p a(t(n)

j,εl
)χ(n)
k (t(n)

j,εl
)

+
n−1∑

j=0

2∑

l=1

wlc
(µ,εl)
j−p b(t(n)

j,εl
)(Sχ(n)

k )(t(n)
j,εl

). (2.117)

It follows from (2.65) and (2.45) that

(χ(n)
k (t(n)

j,εl
))n−1
j,k=0 � UnKnαε,δLnU

−1
N Ln (2.118)

((Sχ(n)
k )(t(n)

j,εl
))n−1
j,k=0 � UnKnβε,δLnU

−1
N Ln, (2.119)

where αε,δ, βε,δ ∈ PC(Γ0) are defined by (2.66), (2.67) if δ is odd and by (2.71),
(2.72) if δ is even. Moreover,

(a(t(n)
j,εl

)δjk)n−1
j,k=0 ∼ Kε

naLn, (2.120)

so for any n-periodic sequence {ck}+∞
k=−∞ one has

(cj−p)n−1
j,p=0 ∼ UnKnξLnU

−1
n

where ξ is the operator of multiplication by the polynomial

ξ(t) =
n∑

k=0

ckt
k, t ∈ Γ0.
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Thus if we set ck := c
(µ,ε)
k , k ∈ Z where c(µ,ε)k are defined in (2.116), we have

(c(µ,ε)j−p )n−1
j,p=0 ∼ UnKnFε,µLnU

−1
n (2.121)

with the polynomial

Fε,µ(t) =
n−1∑

k=0

f̃µ(k + ε)tk.

Combining (2.117)–(2.121) yields the representations

M (1)
n =

2∑

l=1

wlUnKnFεl,µLnU
−1
n

×
(
Kεl
n aLnUnKnαεl,δLnU

−1
n Ln +Kεl

n bLnUnKnβεl,δLnU
−1
n Ln

)

for the operators M (1)
n .

Assume that the coefficients a, b ∈ PC(Γ0) are continuous on the set Γ0 \
{t(m)

0 , t
(m)
1 , . . . , t

(m)
m−1} and choose n = mn1, n1 ∈ N. Then

lim
n→∞

||(Kε
n −Kn)Ln|| = 0,

so the sequence (M (1)
n ) is stable if and only if the sequence

M̂ (1)
n =

2∑

l=1

wlUnKnFεl,µLnU
−1
n

×
(
KnaLnUnKnαεl,δLnU

−1
n Ln +KnbLnUnKnβεl,δLnU

−1
n Ln

)
(2.122)

is stable. The stability of the sequence (2.122) can be treated similarly to the
stability of the sequence (2.109), under the following result.

Theorem 2.9.2. Let a, b ∈ PC(Γ0) be continuous functions on the set Γ0 \
{t(m)

0 , t
(m)
1 , . . . , t

(m)
m−1}. The spline qualocation method (2.115) is stable if and only

if for any τ ∈ Γ0 the operators

Aτ =
2∑

l=1

wlF̃εl,µ[(a(τ + 0)P + (a(τ + 0)Q)]α̃εl,δ

+ (b(τ + 0)P + (a(τ + 0)Q)β̃εl,δ], (2.123)

and
Aτ = A+

τ P +A−
τ Q, (2.124)
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where

A±
τ (t) =

2∑

l=1

wlFεl,µ(τ)[a(t)αεl,δ(τ ± 0) + b(t)βεl,δ(τ ± 0)],

are invertible in L(L2(Γ0)) for any τ ∈ Γ0.

There is a difference between stability conditions for the polynomial [104] and
spline qualocation methods for singular integral equations without conjugation. In
polynomial qualocation, even in the case where the coefficients of the initial equa-
tion are continuous, one still has to check the invertibility of the operators that
belong to the algebra of singular integral operators generated by the Cauchy sin-
gular integral operator and piecewise continuous functions. However, there are no
effective invertibility criteria for such operators. In contrast, the invertibility of
at least one family of operators responsible for stability of the spline qualocation
method (viz., (2.124)) that consists of singular integral operators is well stud-
ied, so corresponding criteria can be easily verified. Moreover, if the coefficients
of the initial equation are continuous, then the invertibility of all the auxiliary
operators (2.123) and (2.124) can be studied effectively. Below we formulate the
corresponding results for cases of piecewise continuous and continuous coefficients
a and b.

Let ∆τ : Γ0 × [0, 1] �→ C denote the matrix function

∆τ (t, x) :=
(

A+
τ (t+0)x+A+

τ (t−0)(1− x) (A−
τ (t+0)−A−

τ (t−0))
√
x(1−x)

(A+
τ (t+0)−A+

τ (t−0))
√
x(1−x) A−

τ (t+0)(1−x) +A−
τ (t−0)x

)

,

and set cτ := (A−
τ )−1A+

τ . Combining Theorem 2.9.2 with results of [90] and [94],
one rewrites the stability conditions in a more convenient form.

Corollary 2.9.3. The spline-qualocation method (2.115) for the operator (2.114) is
stable if and only if the following four conditions are satisfied:

1. det ∆τ (t, x) �= 0 for all τ ∈ Γ0 and for all x ∈ [0, 1];

2. For every τ ∈ Γ0, the winding number of the curve

Γcτ := {cτ (t+ 0)x+ cτ (t− 0)(1− x), (t, x) ∈ (Γ0, [0, 1])}

is equal to zero;

3. For every τ ∈ Γ0, the operators Aτ defined by (2.123) are invertible in L(L2).

If we assume that the coefficients a and b are continuous on Γ, then for
every τ ∈ Γ0, the operator Aτ becomes just the operator of multiplication by the
function

Aτ =
2∑

l=1

wlF̃εl,µ(aα̃εl,δ + bβ̃εl,δ).
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Moreover, since αε,δ ∈ C(Γ0) and βε,δ ∈ C(Γ0 \ {1}) the functions A+
τ and A−

τ

coincide for every τ ∈ Γ0 \ {1}, i.e.,

A+
τ (t) = A−

τ (t) =
2∑

l=1

wlFεl,µ(τ)(a(t)α̃εl ,δ(τ) + b(t)β̃εl,δ(τ)).

Thus for τ �= 1 the operator Aτ is again a multiplication operator. More precisely,

Aτ = A+
τ I, τ �= 1.

Recall that for (2.73) we also have βεl,δ(1± 0) = ±1 and that αεl,δ(1) = 1.

Corollary 2.9.4. Let a, b ∈ C(Γ0). The spline qualocation method for the operator
A is stable if and only if:

1. The operator

A1 =
2∑

l=1

wlFεl,δ(1)(a+ b)P +
2∑

l=1

wlFεl,δ(1)(a− b)Q

is invertible in L(L2);

2. The operators of multiplication Aτ , τ ∈ Γ0 and Aτ , τ ∈ Γ0\{1} are invertible
in L(L2).

All conditions of Corollary 2.9.4 are easily verified.
Using the previous considerations and the results of Section 2.4 one can study

the stability of the spline qualocation method for singular integral equations with
conjugation. Let us treat the approximation method (2.115). For simplicity, we now
consider the operator B defined by (2.76). Following the arguments of Section 2.5
and using representations (2.122), one notes that the stability of spline qualocation
method for the operatorB can be studied via the stability of the operator sequence

B′
n =

2∑

l=1

wlUnKnFεl,µLnU
−1
n

×
(
KnaLnUnKnαεl,δLnU

−1
n Ln +KnbLnUnKnβεl,δLnU

−1
n Ln

)

+
2∑

l=1

wlUnKnFεl,µLnU
−1
n

×
(
KncLnUnKnα

◦
εl,δ

LnU
−1
n Ln +KndLnUnKnβ

◦
εl,δ

LnU
−1
n Ln

)
M.

Rewriting this sequence in matrix form, one obtains

B′
n = [w1F̂−ε1,n(ãnα̂ε1,n + b̃nβ̂ε1,n) + w2F̂−ε2,n(ãnα̂ε2,n + b̃nβ̂ε2,n)]

+ [w1F̂−ε1,n(c̃nα̂ε1,n + d̃nβ̂ε1,n) + w2F̂−ε2,n(c̃nα̂ε2,n + d̃nβ̂ε2,n)]Mn,
(2.125)
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where the functions αε = αε,δ, βε = βε,δ, γε = γε,δ, θε = θε,δ are defined in
Section 2.5, and F̂εl,n, l = 1, 2 are the circulants corresponding to the functions
Fεl,µ, l = 1, 2. Note that the sequence (2.125) belongs to the real algebra C̃ studied
in Section 2.4. This again provides the possibility to apply results of Section 2.4
to study the stability of (2.125).

For any τ ∈ Γ0, let us introduce the matrices Bτ±,l = B±
τ (t), l = 1, 2 and

B±
τ = Bτ±,l(t), t ∈ Γ0 by

Bτ±,l = (A(τ ± 0) + C(τ ± 0)Λ)αεl,δ(t) + (B(τ ± 0) +D(τ ± 0)Λ)βεl,δ
(t),

B±
τ =

2∑

l=1

wlFεl,µ(τ)[(A(t) + C(t)Λ)αεl,δ(τ ± 0) + (B(t) +D(t)Λ)βεl,δ
(τ ± 0)],

where A,B, C,D,αεl,δ,βεl,δ and Λ are defined in accordance with (2.47) and
(2.48). Then we have at once

Theorem 2.9.5. Let a, b, c, d ∈ PC(Γ0) and let them be continuous on the set
Γ0 \ {t(m)

0 , t
(m)
1 , . . . , t

(m)
m−1}. The spline qualocation method (2.115) for the operator

B ∈ Ladd(L2(Γ0)) is stable if and only if for any τ ∈ Γ0, the operators

Bτ =
2∑

l=1

wlF̃εl,µ(PB
τ
+,l +QBτ−,l), (2.126)

and
Bτ = B+

τ P +B−
τ Q, (2.127)

are invertible in L(L2
2(Γ0)).

In particular, if a, b, c, d ∈ C(Γ0) then

Bτ+,l = Bτ−,l for every τ ∈ Γ0,

and
B+
τ = B−

τ for every τ ∈ Γ0 \ {1},
so for these τ ∈ Γ0, the operators (2.126) and (2.127) become the operators of
multiplication by the corresponding matrix functions, so the stability conditions
for the spline qualocation method are much simpler.

Corollary 2.9.6. Let a, b, c, d ∈ C(Γ0). The spline qualocation method for the op-
erator B is stable if and only if:

1. The operator

B1 =
2∑

l=1

wlFεl,δ(1)
[(

a+ b c− d
c+ d a− b

)

P +
(
a− b c+ d

c− d a+ b

)

Q

]

is invertible in L(L2
2);
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2. The operators of multiplication Bτ , τ ∈ Γ0 and Bτ , τ ∈ Γ0\{1} are invertible
in L(L2

2).

Note that Condition 2 can be easily verified. However, in contrast to Corollary
2.9.4, there are no effective criteria to check the invertibility of the operator B1,
and this can be achieved only in special cases.

Remark 2.9.7. The results of Sections 2.5, 2.6, 2.8, 2.9 are also valid for singular
integral equations with conjugation on an arbitrary simple closed Lyapunov curve
Γ. Indeed, let γ = γ(s), s ∈ R be a 1-periodic parametrization of Γ. If we identify
points of Γ and Γ0 in such a way that Γ � γ(s) ∼ exp(i2πs) ∈ Γ0 and proceed
analogously to the previous considerations, we can establish stability conditions
for the corresponding approximation methods on Γ. However, such an approach
fails for quadrature methods, because the quadratures employed here are based
on specific relations between the points of the unit circle.

2.10 Quadrature Methods for Equations on Closed

Smooth Curves

Let γ : R → Γ be a 1-periodic parametrization of simple closed smooth curve Γ
such that γ′(s) �= 0, s ∈ [0, 1) and such that the second derivative γ′′ satisfies the
Hölder condition. Fix an ε ∈ (−1/2, 1/2], and for any n ∈ N introduce the points

t
(n)
j := γ

(
j + 1/2
n

)

, τ
(n)
j := γ

(
j + ε+ 1/2

n

)

,

where j = 0, 1, . . . , n− 1. The quadrature methods for the operator B considered
below are based on the quadrature rules

∫

Γ

ϕ(t)dt ≈
n−1∑

j=0

ϕ(t(n)
j )(t(n)

j+1 − t
(n)
j ),

∫

Γ

ϕ(t)dt ≈
n−1∑

j=0

ϕ(t(n)
j )(t(n)

j+1 − t
(n)
j−1).

These quadratures approximate integrals of smooth functions with the correspond-
ing rates of error 1/n and 1/n2.

An approximate solution of the equation

(Bx)(t) ≡ a(t)x(t) +
b(t)
πi

∫

Γ

x(τ) dτ
τ − t + c(t)x(t) +

d(t)
πi

∫

Γ

x(τ) dτ
τ − t = f(t), (2.128)

is sought in the form

xn(t) =
n−1∑

k=0

ξkχ
(n)
k,0(t),
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where

χ
(n)
k,0(γ(s)) =






ns− k + 1
2

if s ∈
[
k − 1/2

n
,
k + 1/2

n

]

,

k − ns+ 3
2

if s ∈
[
k + 1/2

n
,
k + 3/2

n

]

,

0 if s /∈
[
k − 1/2

n
,
k + 3/2

n

]

.

The coefficients ξk, k = 0, 1, . . . , n− 1 are the solutions of the algebraic equations

(a(τ (n)
k )− i cot(πε)b(τ (n)

k )) ξk +
b(τ (n)

k )
πi

n−1∑

j=0

t
(n)
j+1 − t

(n)
j

t
(n)
j − τ (n)

k

ξj

+ (c(τ (n)
k )− i cot(πε)d(τ (n)

k ))ξk +
d(τ (n)

k )
πi

n−1∑

j=0

t
(n)
j+1 − t

(n)
j

t
(n)
j − τ (n)

k

ξj = f(τ (n)
k ), (2.129)

a(τ (n)
k )
2

(ξk + ξk+1) +
b(τ (n)

k )
2πi

n−1∑

j=0

t
(n)
j+1 − t

(n)
j−1

t
(n)
j − τ (n)

k

ξj

+
c(τ (n)

k )
2

(ξk + ξk+1) +
d(τ (n)

k )
2πi

n−1∑

j=0

t
(n)
j+1 − t

(n)
j−1

t
(n)
j − τ (n)

k

ξj = f(τ (n)
k ), (2.130)

a(tk)ξk +
b(tk)
πi

n−1∑

j=0
j 
=k

t
(n)
j+1 − t

(n)
j

t
(n)
j − t(n)

k

ξj

+ c(τ (n)
k )ξk +

d(τ (n)
k )

2πi

n−1∑

j=0
j 
=k

t
(n)
j+1 − t

(n)
j

t
(n)
j − t(n)

k

ξj = f(tk), (2.131)

a(tk)ξk +
b(tk)
πi

n−1∑

j=0
j≡k+1(mod 2)

t
(n)
j+1 − t

(n)
j−1

t
(n)
j − t(n)

k

ξj

+ c(τ (n)
k )ξk +

d(τ (n)
k )

2πi

n−1∑

j=0
j≡k+1(mod 2)

t
(n)
j+1 − t

(n)
j−1

t
(n)
j − t(n)

k

ξj = f(tk), (2.132)

where ξn := ξ0, ξ−1 := ξn−1 and k = 0, 1, . . . , n − 1 for all systems (2.129) –
(2.132).



2.10. Quadrature Methods on Closed Smooth Curves 115

Consider the function

χ
(n)
k,ε(γ(s)) =






ns− k + 1
2 + ε if s ∈

[
k − 1/2 + ε

n
,
k + 1/2 + ε

n

]

,

k − ns+ 3
2

+ ε if s ∈
[
k + 1/2 + ε

n
,
k + 3/2 + ε

n

]

,

0 if s /∈
[
k − 1/2 + ε

n
,
k + 3/2 + ε

n

]

.

We denote the orthogonal projection from L2(Γ0) onto subspace Xn :=
span {χ(n)

0,ε , χ
(n)
1,ε , . . . , χ

(n)
n−1,ε} by Lεn, and the interpolation projection by

Nε
nu =

n−1∑

k=0

u(τ (n)
k )χ(n)

k,ε .

Let Bn ∈ Ladd(imL0
n, imLεn) be the operator the matrix representation of which

in the bases (χ(n)
k,0 , χ

(n)
k,ε) is Bn = R

(1)
n +R

(2)
n Mn, where the matrices R(1)

n and R(2)
n

are defined by the corresponding parts of systems (2.129) – (2.132). Thus each of
the systems (2.129) – (2.132) is equivalent to the operator equation

Bnxn = N ε
nf.

We identify any function ϕ defined on Γ with a function ϕ̃ on the unit circle Γ0

by
ϕ̃ = ϕ ◦ γ ◦ γ−1

0 , γ0(s) = exp(i2πs), s ∈ R,

and let t = γ0(s). The stability conditions for these quadrature methods are then
given by the following two theorems.

Theorem 2.10.1. Let a, b, c, d ∈ PC(Γ) and operator B defined by (2.128) be in-
vertible in Ladd(L2(Γ)). The quadrature methods (2.129) – (2.131) are stable if
and only if the operator

B1 =

(
ã+ b̃ c̃+ d̃

c̃− d̃ ã− b̃

)

PΓ0 +

(
ã− b̃ c̃− d̃
c̃+ d̃ ã+ b̃

)

QΓ0

and the operators
Bτ = PΓ0A

τ
+ +QΓ0A

τ
− (2.133)

are invertible in L(L2
2(Γ)) for all τ ∈ Γ0, where Aτ± are the operators of multipli-

cation by the matrix functions

Aτ+(t) = [A(τ + 0)α(t) + B(τ + 0)β(t) + (C(τ + 0)γ(t) +D(τ + 0)θ(t))],
Aτ−(t) = [A(τ − 0)α(t) + B(τ − 0)β(t) + (C(τ − 0)γ(t) +D(τ − 0)θ(t))],

and the functions α, β, γ, θ are defined by:
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1. For the method (2.129):

α(t) = γ(t) = 1, β(t) = θ(t) = −i cot(πε) +
2 exp(i2πεs)
1− exp(iπε)

;

2. For the method (2.130):

α(t) = γ(t) =
1 + t

2
, β(t) = θ(t) = exp(iπs);

3. For the method (2.131):

α(t) = γ(t) = 1, β(t) = θ(t) = 1− 2s.

Theorem 2.10.2. Let a, b, c, d ∈ PC(Γ) and operator B defined by (2.128) be in-
vertible in Ladd(L2(Γ)). The quadrature method (2.132) is stable if and only if the
operator

B−1 =

(
ã− b̃ c̃− d̃
c̃+ d̃ ã+ b̃

)

PΓ0 +

(
ã+ b̃ c̃+ d̃

c̃− d̃ ã− b̃

)

QΓ0

and the operators (2.133) are invertible in L(L2
2(Γ)) for all τ ∈ Γ0, where

α(t) = γ(t) = 1, β(t) = θ(t) =

{
1 if 0 ≤ s < 1/2,
−1 if 1/2 ≤ s < 1.

The proof of stability mainly follows the corresponding proofs of [183, pp.
366–370] for singular integral operators without conjugation, but leads to operator
sequences studied in Section 2.4. Thus let us consider the operator J : L2(Γ) �→
L2(Γ0) defined by

Jϕ = ϕ̃

where ϕ̃ = ϕ ◦ ω and ω = γ ◦ γ−1
0 . Following [143, 157] one can represent the

operator B as a product B = J−1B(0)J where

B(0) = ãI + b̃SΓ0 + c̃M + d̃SΓ0M + k(0) + k(1)M,

and where the operators k(0) and k(1) are correspondingly defined by

(k(0)x̃)(t) =
b̃(t)
πi

∫

Γ0

[
ω′(τ)

ω(τ) − ω(t)
− 1
τ − t

]

x̃(τ) dτ, (2.134)

(k(1)x̃)(t) =
d̃(t)
πi

∫

Γ0

[
ω′(τ)

ω(τ) − ω(t)
− 1
τ − t

]

x̃(τ) dτ. (2.135)

Thus the study of quadrature methods (2.129) – (2.132) can be reduced to the
study of quadrature methods for the operator B(0). However, the corresponding
approximation sequences for the operator B(0) satisfy all conditions of Theorem
2.7.1. For more details the reader can consult [56].
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Remark 2.10.3. Let Hr(Γ) be the Sobolev space of order r [122], and let x and xn
be exact and approximate solutions of the equation (2.128). Assuming the invert-
ibility of the operator B, the stability of quadrature methods (2.129) – (2.132),
and from the approximation properties of splines [39, 183] and (1.30), one can
show that:

1. If a, b, c, d ∈ H1(Γ), then the approximate solutions of (2.128) obtained by
method (2.129) or (2.130) satisfy the inequality

||x− xn||L2(Γ) ≤
d5

n
||x||H1(Γ).

2. If a, b, c, d ∈ H2(Γ) and the derivative γ′′′ exists and satisfies the Hölder
condition, the approximate solutions of (2.128) obtained by method (2.131)
or (2.132) satisfy the inequality

||x− xn||L2(Γ) ≤
d6

n2
||x||H2(Γ).

2.11 A Remark on Tensor Product Techniques

In this section we present another approach to problems from Sections 2.1–2.2 and
2.4. This approach is based on the theory of tensor products of C∗-algebras. Let Ck
denote the C∗-algebra C

k×k. Let us first consider the complex C∗-algebra C and
the element m introduced after the proof of Lemma 2.4.2. By Proposition 2.4.3,
these objects satisfy all the axioms (A1)− (A5) of Section 1.2, so Corollary 1.4.7
yields that stability in the algebra C̃ can be reduced to stability in the algebra
C2×2. However, the latter problem can be studied with the help of stability results
for sequences from the algebra C which are known [183, Chapter 10]. Note that
the algebra C can also be generated by the sequences (Bn), where

Bn := ãnα̂n + b̃nβ̂n + Cn,

where a, b ∈ PC(Γ0) and (Cn) belongs to the ideal GC of all sequences that
uniformly converge to zero. To each such sequence (Bn) we assign two families
W(w,1)(Bn) and W(w,2)(Bn), w ∈ Γ0 of singular integral operators acting on the
space L2(Γ0) and defined by

W(w,1)(Bn) := [α(w + 0)a+ β(w + 0)b]P + [α(w − 0)a+ β(w − 0)b]Q,

W(w,2)(Bn) := P [a(w + 0)α̃+ b(w + 0)β̃] +Q[a(w − 0)α̃+ b(w − 0)β̃],

where α̃(t) = α(t) and β̃(t) = β(t).
The mappings W(ω,1), W(ω,2), ω ∈ Γ0 can be extended to ∗-homomorphisms

acting on C with images in O2(Γ0, 1) (cf. Section 1.10.5). If these extended ho-
momorphisms are denoted by W(ω,1) and W(ω,2) again, the following result holds
[183, Theorem 10.41].
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Theorem 2.11.1. A sequence (Bn) ∈ C is stable if and only if the operators
W(ω,1)(Bn) and W(ω,2)(Bn) are invertible for each w ∈ Γ0.

In passing we note one interesting result. Consider the C∗-algebra of
all bounded functions on Γ0 that take values in O2(Γ0, 1) × O2(Γ0, 1) and
its subalgebra smb C which is constituted by all functions of the form
(W(ω,1)(Bn),W(ω,2)(Bn))ω∈Γ0 , (Bn) ∈ C. It is easily seen that smb C actually forms
a C∗-algebra and the mapping smb : C �→ smbC defined by

(Bn) �→ (W(ω,1)(Bn),W(ω,2)(Bn))ω∈Γ0

is again a ∗-homomorphism with kernel GC . Since any injective ∗-isomorphism
preserves the norm [66], one obtains that for any sequence (Bn) from the algebra
C the relation

lim
n→∞

||Bn|| = ||smb (Bn)|| = sup
w∈Γ0

max{||W(ω,1)(Bn)||, ||W(ω,2)(Bn)||}.

Thus if the sequence (Bn) belongs to the algebra C and is stable, then for the
condition numbers condBn := ||Bn||||B−1

n || one has

lim
n→∞

(condBn) = ||smb (Bn)|| ||(smb (Bn))−1||.

Now we shall demonstrate how the stability problem for the sequences (Bn) ∈
C2×2 can be studied. Let us denote by GC2×2 the ideal of all sequences in C2×2

tending in the norm to zero. It is easily seen that GC2×2 = G2×2
C . Let us also recall

the following result [68, 69].

Lemma 2.11.2. If
(0) �→ A �→ D �→ E �→ (0)

is an exact sequence of C∗-algebras, then the sequence

(0) �→ A ⊗ Ck �→ D ⊗ Ck �→ E ⊗ Ck �→ (0)

is also exact, where Ck := C
k×k.

The proof of Lemma 2.11.2 is based upon the fact that the tensor product
A ⊗ Ck of a C∗-algebra A and Ck is naturally isomorphic to the C∗-algebra of
(k × k)-matrices with entries from A. If we now set A := GC , D := C, then E is
isometrically isomorphic to C/GC. This algebra is nothing else than the algebra
smbC, and the sequence of C∗-algebras

(0) �→ GC �→ C �→ smbC �→ (0)

is exact. Thus by Lemma 2.11.2 the sequence

(0) �→ G2×2
C �→ C2×2 �→ (smb C)2×2 �→ (0)
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is also exact, so
C2×2/G2×2

C
∼= (smb C)2×2,

which implies Theorem 2.4.14.

Consider now another example of application of Lemma 2.11.2. Let A be
the C∗-algebra defined in Section 2.1. Consider the collocation method studied in
Section 2.2, and introduce the smallest C∗-subalgebra A(C) of A that contains all
sequences of the form (Ln(aI + bS)Pn), where a and b are continuous function
on Γ0, and the ideal GC of all sequences (Cn), Cn : imPn �→ imPn that converge
uniformly to zero. Recall that for any sequence (An) = (Ln(aI+bS)Pn) the strong
limits W1(An) := s− limAnPn and W2(An) := s− lim(WnAnWn)Pn exist and can
be extended to ∗-homomorphisms on the whole A(C), since for any generator of
this algebra the above strong limits exist. By smbA(C) we denote the C∗-algebra
constituted by all pairs (W1(An),W2(An)), (An) ∈ A(C), so

A(C)/GC ∼= smbA(C),

and Lemma 2.11.2 again yields

A(C)2×2/G2×2
C
∼= (smbA(C))2×2 .

Clearly, this argumentation is as before. The details are left to the reader. Note
that the polynomial Galerkin method from Section 2.1 can be studied similarly.

2.12 Comments and References

Sections 2.1 – 2.2: It is worth mentioning that the initial achievements in studying
approximation methods for singular integral operators without conjugation

A = a0P + b0Q (2.136)

are connected with special representations of the operator A. Thus for certain
classes of coefficients a0, b0 this operator can be represented in the form

A = (a+P + b−Q)(Pa− +Qb+) + T,

where a± and b± are analytic functions in special factorizations

a0 = a+a−, b = b−b+

of the coefficients a and b, and T is a compact operator. The operators a+P +b−Q
and Pa− +Qb+ interact well with projections onto polynomial subspaces, which
allows us to establish the stability of approximation methods for the operator
(2.136), [85, 86, 89, 112, 174]. Such an approach does not work for the operator

G = a0P + b0Q+M(a1P + b1Q)



120 Chapter 2. Integral Operators. Smooth Curves

that contains the operator of the complex conjugation M , therefore for opera-
tors similar to G, other approximation methods were developed in two directions.
One of the first results was obtained for the method of simple iteration for the
Markushevich boundary problem

ϕ+(t) = a(t)ϕ−(t) + ϕ−(t) + g(t), t ∈ Γ, (2.137)

where ϕ± are the boundary values of an unknown function analytic in two com-
plementary domains of the complex plane C divided by a closed contour Γ [156].
Note that convergence of the corresponding approximation method was proved
under strict metrical conditions imposed on the coefficients a and b. Some direct
approximation methods for the operator G and the boundary problem (2.137)
are considered in [225, 226], assuming that certain coefficients are analytic in the
designated domains.

On the other hand, approximation methods were not applied to the opera-
tor G or equation (2.137), but rather to associated systems of equations without
conjugation, with successive use of factorization to establish the stability of the
method. For singular integral operators with conjugation, this approach was used
in [118, 119, 120]; for similar operators but also containing Carleman shift, the
corresponding approximation methods are studied in [40, 42, 227], and for bound-
ary problems similar to problem (2.137) in [41, 43]. Such an approach leads to
an unnecessary size increase in the systems of algebraic equations obtained, and
also requires very strong assumptions about partial indices of the matrix coeffi-
cients of associated systems of integral equations. However, the direct application
of polynomial projection methods to singular integral equations with conjugation
used here does not face such difficulties [50, 51]. Notice also that Theorems 2.1.4
and 2.2.3 can be generalized on the case of piecewise continuous coefficients. The
related proofs are much more involved and require new tools. In particular, if one
uses ideas similar to Section 2.4, then the stability of the polynomial collocation
and Galerkin methods for singular integral operators with piecewise continuous
matrix-valued coefficients is crucial. However these results are known (see, e.g.,
[183, Chapter 7]).

Note that a direct approach to approximate solution of singular integral
equations with simple shifts was first used in [155].

Section 2.3: These results are taken from [47, 48, 223], although the formulations
and proofs here are slightly different from [47, 48, 223].

Sections 2.4 – 2.8: There are numerous investigations devoted to spline approxi-
mation methods for equation (2.62) in the special case c = d = k1 = 0 (see, for
example, the papers [2, 3, 82, 142, 176, 177, 179, 182, 185, 197, 199, 200, 215, 216]
and books [7, 102, 183, 196]). In particular, it was discovered that in many cases,
investigation of the approximation method under consideration leads to the study
of matrix sequences having a special structure, viz., sequences of paired circulants
[178, 182]. The stability problem for such matrix sequences was completely solved
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in [178] (see also notes and comments to Chapter 10 in [183]). The Banach algebra
C generated by such sequences was studied later [105], and those results were used
here to study real extension C̃ of C and various spline approximation methods for
singular integral equations with conjugation on smooth curves [57].

The qualocation method (2.104) was first studied in [215] and [216]. It was
observed in [104] that the corresponding approximation sequences belong to the
above-mentioned algebra C, which allows one to obtain the necessary and sufficient
conditions of its stability for singular integral equations with piecewise continuous
coefficients.

Section 2.9: The spline-qualocation method for boundary integral equations was
studied in [20]. The results presented here are taken from [52]. It turns out that
the stability conditions for the spline qualocation method are essentially simpler
than for the polynomial qualocation method.

Section 2.10: The results on stability of the corresponding quadrature methods for
singular integral equations with conjugation on simple closed contour are taken
from [56].





Chapter 3

Approximation Methods for the
Riemann-Hilbert Problem

Approximation methods for the Riemann-Hilbert boundary problem are consid-
ered in this chapter. A particular feature of these problems is that the operators
studied act in a pair of spaces, so the corresponding operator spaces do not have
any multiplication operation which makes the use of algebraic techniques more
difficult. However, by introducing appropriate para-algebras, one can obtain neces-
sary and sufficient stability conditions for the approximation methods considered.
Note that there are two formulations for the Riemann-Hilbert boundary problem:
one is concerned with the solutions from a chosen space of functions analytic inside
a given domain D of the complex plane C, whereas another contains an additional
requirement that the corresponding solutions take real values at a fixed point of
the domain D. Here, we deal with the second formulation because it arises more
often in applications (cf. [162, Problem P]).

3.1 Galerkin Method

Let Γ0 be the unit circle and let D stand for the open unit disc bounded by Γ0.

By
◦
L+
p =

◦
L+
p (Γ0), 1 < p <∞, we denote the subset of the space Lp(Γ0) consisting

of the boundary values of the functions Φ that are analytic in D and such that

ImΦ(0) = 0. Note that
◦
L+
p , 1 < p < ∞ is a linear space over the field of real

numbers. By L̃p = L̃p(Γ0), 1 < p <∞ we denote the Banach space which consists

of all real-valued elements of Lp(Γ0) equipped with the Lp norm. In spaces
◦
L+

2
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and L̃2, inner products can respectively be introduced as

< x, y > = Re
(

1
2π

∫ 2π

0

x(eis)y(eis) ds
)

, x, y ∈
◦
L+

2 (3.1)

and

[x, y] =
1
2π

∫ 2π

0

x(eis)y(eis) ds, x, y ∈ L̃2. (3.2)

It is clear that the sets
◦
L+

2 and L̃2 provided with the inner products (3.1) and
(3.2), become Hilbert spaces.

The matrix Riemann-Hilbert problem can now be formulated as follows:
Let G ∈ Lm×m

∞ (Γ0) be an (m × m)-matrix function, f ∈ L̃m2 , and let M

be the operator of complex conjugation. Find a vector function Φ ∈
◦
L+,m

2 which
satisfies the boundary condition

1
2
(I +M)G(t)Φ(t) = f(t), t ∈ Γ0. (3.3)

As in Section 2.1, consider the projection operator Pn : L2(Γ0) → L2(Γ0)
defined by

(Pnϕ)(t) = P (
+∞∑

k=−∞
ϕkt

k) :=
+n∑

k=−n
ϕkt

k,

where ϕk, k ∈ Z are the Fourier coefficients of ϕ. Let us introduce the finite-
dimensional operator

K0 :=
1
2
(I +M)tQt−1P

and note that the operator P ◦ := P −K◦ projects the space L2 onto the subspace
◦
L+

2 . Let Q◦ denote the complementary projection, so Q◦ = I − P ◦. The operator
(1/2)(I+M) projects the space L2 onto the subspace L̃2. Moreover, if (1/2)(I+M)

is considered as an operator acting from the space
◦
L+

2 to L̃2, then it is invertible

and the inverse operator V : L̃2 →
◦
L+

2 is defined by

(V ϕ)(t) = V (
−1∑

k=−∞
ϕkt

k + ϕ0 +
+∞∑

k=1

ϕkt
k) = ϕ0 + 2

+∞∑

k=1

ϕkt
k. (3.4)

To prove invertibility, one has to multiply the operators V and (1/2)(I +M) and
recall that a function ϕ ∈ L̃2(Γ0) if and only if its Fourier coefficients satisfy the
relation

ϕk = ϕ−k, k = 0, 1, . . . .
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In spaces
◦
L+

2 and L̃2 we consider the approximation operators P ◦
n and P̃n defined

by

(P ◦
nϕ)(t) = P ◦

n(
+∞∑

k=0

ϕkt
k) = ϕ0 + ϕ1t+ . . .+ ϕn−1t

n−1 + (Reϕn)tn,

(P̃nϕ)(t) = P̃n(
+∞∑

k=−∞
ϕkt

k) = (Reϕ−n)t−n + ϕ−n+1 + . . .+ ϕ−1t
−1

+ ϕ0 + ϕ1t+ . . .+ ϕn−1t
n−1 + (Reϕn)tn.

It follows immediately from the definitions that

(P ◦
n)2 = P ◦

n , (P̃n)2 = P̃n,

(P ◦
n)∗ = P ◦

n , (P̃n)∗ = P̃n,

for all n = 1, 2, . . .. Moreover, the strong convergence of the projections Pn to
the identity operator I in L(L2) implies that the operator sequences (P ◦

n) and
(P̃n) converge strongly to the identity operators I ◦

L+
2

and IL̃2
, respectively, so the

sequences (P ◦
n) and (P̃n) satisfy all requirements of Section 1.6.

Along with equation (3.2) we consider the equation

P̃n
1
2
(I +M)GP ◦P ◦

nΦ◦
n = P̃nf, (3.5)

where Φ◦
n ∈ imP ◦

n . Writing Φ◦
n(t) =

∑n
k=0 ckt

k, equation (3.5) is equivalent to the
system of algebraic equations

Re

[
n−1∑

k=0

(g−n−kck + gn−kck)

]

= Re f−n,

n−1∑

k=0

(gp−kck + g−p−kck) = fp,

Im c0 = Im cn = 0,

p = −n+ 1, . . . , n− 1.

This system can be reduced to a system of linear algebraic equations.

In the spaces
◦
L+

2 , L̃2 and L2 we consider the operator sequences (W ◦
n)∞n=1,
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(W̃n)∞n=1 and (Wn)∞n=1, where

(W ◦
nϕ)(t) = W ◦

n(
+∞∑

k=0

ϕkt
k) = (Reϕn) + ϕn−1t+ . . .+ ϕ1t

n−1 + ϕ0t
n,

(W̃nϕ)(t) = W̃n(
+∞∑

k=−∞
ϕkt

k) =
1
2
ϕ0t

−n + ϕ−1t
−n+1 + . . .+ ϕ−n+1t

−1

+ 2Reϕn + ϕ1t+ . . .+ vp1t
n−1 +

1
2
ϕ0t

n,

(Wnϕ)(t) = Wn(
+∞∑

k=−∞
ϕkt

k) = ϕ−1t
−n + ϕ−2t

−n+1 + . . .+ ϕ−nt
−1

+ ϕn + ϕn−1t+ . . .+ ϕ0t
n.

It is easy to check that the operators W ◦
n and W̃n are connected with the operators

P ◦
n and P̃n by the following relations:

(W ◦
n)2 = P ◦

n , (W̃n)2 = P̃n, n = 1, 2, . . . ,

W ◦
nP

◦
n = W ◦

n , W̃nP̃n = W̃n, n = 1, 2, . . . .

Moreover, one also has the following result for the adjoint operators.

Lemma 3.1.1. For any n = 1, 2, . . . the operators W ◦
n and W̃n are self-adjoint, i.e.,

(W ◦
n)∗ = W ◦

n , (W̃n)∗ = W̃n, (3.6)

and the sequences (W ◦
n) and (W̃n) weakly converge to zero.

Proof. Equations (3.6) follow immediately from the definition of inner products

in the spaces
◦
L+

2 and L̃2, cf. (3.1), (3.2). To show the weak convergence of the
sequences (W ◦

n) and (W̃n) one can use the representations

W ◦
n = Wt−nP ◦

n , W̃n = WtnQP̃n +Wt−nPP̃n,

where P,Q and W are continuous operators defined by

(Pϕ)(t) = P (
+∞∑

k=−∞
ϕkt

k) =
ϕ0

2
+

∞∑

k=0

ϕkt
k,

Q = I − P , (Wϕ)(t) = ϕ(t),

and the weak convergence of the sequences of the multiplication operators (tn)
and (t−n) to zero. �
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Thus the sequences (P ◦
n ), (P̃n), (W ◦

n), (W̃n) define the para-algebra A =

(A
◦
L+

2 ,A
◦
L+,m

2 L̃m
2 ,AL̃m

2

◦
L+,m

2 ,AL̃m
2 ). We mention a number of useful relations con-

necting the operators (1/2)(I +M), V, P ◦
n , P̃n,W ◦

n , W̃n,Wn, viz.,

P ◦
nV = V P̃n, P̃n

1
2
(I +M)P ◦ =

1
2
(I +M)P ◦

nP
◦, (3.7)

W ◦
nV = V W̃n, W̃n

1
2
(I +M)P ◦ =

1
2
(I +M)W ◦

nP
◦, (3.8)

W ◦
n = PWn −Kn = WnP −Kn, (3.9)

where

Kn(
+∞∑

k=−∞
ϕkt

k) = iImϕn and K0 = K◦.

Now we can show that operator sequences associated with approximation
methods for the Riemann-Hilbert problem (3.1) belong to the para-algebra A.

Lemma 3.1.2. If G ∈ Lm×m
∞ (Γ0), then the sequence (P̃n 1

2
(I + M)GP ◦P ◦

n) is in

A
◦
L+,m

2 L̃m
2 .

Proof. Since the sequences (P̃n) and (P ◦
n ) converge strongly to the identity oper-

ators,

s− lim
n→∞

P̃n
1
2
(I +M)GP ◦P ◦

n =
1
2
(I +M)GP ◦.

Then, taking into account the equality

(P̃n
1
2
(I +M)GP ◦P ◦

n)∗ = P ◦
nP

◦ 1
2
(I +M)G∗P̃n

one also obtains

s− lim
n→∞

(P̃n
1
2
(I +M)GP ◦P ◦

n)∗P̃n = P ◦G∗ 1
2
(I +M) = (

1
2
(I +M)GP ◦)∗.

Consider now the sequence (W̃n
1
2 (I+M)GP ◦W ◦

n). We can represent the operator
W̃n

1
2
(I +M)GP ◦W ◦

n in the form

W̃n
1
2
(I +M)GP ◦W ◦

n

= W̃n
1
2
(I +M)P ◦GP ◦W ◦

n + W̃n
1
2
(I +M)Q◦GP ◦W ◦

n

= R(1)
n +R(2)

n .
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According to (3.8) and (3.9) the operator R(1)
n can be rewritten as

R(1)
n =

1
2
(I +M)WnPGPWnP

◦ − 1
2
(I +M)WnK

◦GPWnP
◦.

Since the operator K◦ is compact, the sequence (1
2
(I +M)WnK

◦GPWnP
◦) con-

verges to zero uniformly. Recalling from [207] that for any G ∈ Lm×m
∞ one has the

strong limit
s− lim

n→∞
WnPGPWn = PG̃P

where G̃(t) = G(t), it follows that

s− lim
n→∞

R(1)
n =

1
2
(I +M)P ◦G̃P ◦.

Before studying the sequence (R(2)
n ) we note the easily verified equation

W̃n
1
2
(I +M)Q =

1
2
(I +M)tWnQ, (3.10)

so using (3.10) we obtain

R(2)
n =

1
2
(I +M)tWnQGPWn

− 1
2
(I +M)tWnQGK

◦Wn −
1
2
(I +M)tWnQGP

◦Kn. (3.11)

Since WnQGPWn tends to zero as n → ∞ and the operator K◦ is compact, all
operators in the right-hand side of (3.11) strongly converge to zero. Therefore

s− lim
n→∞

W̃n
1
2
(I +M)Q◦GP ◦W ◦

n =
1
2
(I +M)PG̃P ◦ =

1
2
(I +M)P ◦G̃P ◦.

The sequence (W̃n
1
2
(I + M)Q◦GP ◦W ◦

n )∗ can be studied analogously. That com-
pletes the proof. �

Consider next the sequence (P ◦
nP

◦GP ◦V P̃n) with G ∈ Lm×m
∞ .

Lemma 3.1.3. Let G ∈ Lm×m
∞ . Then (P ◦

nP
◦GP ◦V P̃n) ∈ AL̃m

2

◦
L+,m

2 .

Proof. As previously, the most demanding part of the proof is the study of the
sequence (W ◦

nP
◦GP ◦V W̃n). Let us represent the operator W ◦

nP
◦GP ◦V W̃n as the

sum of four operators, viz.,

W ◦
nP

◦GP ◦V W̃n = WnPGPWnP
◦V −KnPGPWnP

◦
nV

−W ◦
nP

◦GKnP
◦V −WnK

◦GPWnP
◦V.
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It is clear that the last two terms strongly converge to zero as n → ∞. Now
KnPGPWnV tends to K◦PGP ◦V ,

s− lim
n→∞

W ◦
nP

◦GP ◦V W̃n = PG̃P ◦V −K◦PG̃P ◦V = P ◦G̃P ◦V.

The same approach also works for the sequence (W ◦
nP

◦GP ◦V W̃n)∗, and hence

(P ◦
nP

◦GP ◦V P̃n) ∈ AL̃
m
2

◦
L+,m

2 . �

We need an auxiliary result.

Lemma 3.1.4. Let a ∈ L∞. The operator P ◦aQ◦ (Q◦aP ◦) is compact on the space
Lp, 1 < p < ∞, if and only if the operator PaQ (QaP ) is compact on the same
space Lp.

Proof. Since the projections P and Q are bounded and K◦ is a finite-dimensional
operator, all the three operators K◦aQ, PaK◦ and K◦aK◦ are compact. Thus for
the operator P ◦aQ◦ the result follows from the equation

P ◦aQ◦ = PaQ+K◦aQ− PaK◦ −K◦aK◦. �

Now we can prove the main result of this section.

Theorem 3.1.5. Let matrices G,G−1 ∈ Cm×m. The sequence (P̃n 1
2(I+M)GP ◦P ◦

n)

is stable if and only if the operator 1
2
(I+M)GP ◦ ∈ L(

◦
L+,m

2 , L̃m2 ) and the operator

P ◦G̃P ◦ ∈ L(
◦
L+,m

2 ) are invertible.

Proof. Necessity immediately follows from Lemma 3.1.2 and Theorem 1.8.4. For
sufficiency we consider the operators K = 1

2
(I + M)GP ◦ and R := P ◦G−1P ◦V ,

and show that

(P̃nKP ◦)(P ◦RP̃n)− (P̃n) ∈ J L̃m
2 , (3.12)

(P ◦RP̃n)(P̃nKP ◦)− (P ◦
n) ∈ J

◦
L+,m

2 . (3.13)

Let us consider the sequence

(P̃nKP ◦)(P ◦RP̃n) = (P̃n)− (P̃n
1
2
(I +M)GQ◦G−1P ◦V P̃n)

− (P̃n
1
2
(I +M)GP ◦Q◦

nP
◦G−1P ◦V P̃n),

where Q◦
n = I − P ◦

n . For the continuous matrix G−1 the operator QG−1P is
compact, so it follows from Lemma 3.1.4 that the operator Q◦G−1P ◦ is compact
and therefore the sequence (P̃n 1

2 (I + M)GQ◦G−1P ◦V P̃n) belongs to the ideal
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J L̃m
2 . It remains to consider the sequence (P̃n 1

2
(I+M)GP ◦Q◦

nP
◦G−1P ◦V P̃n).

Let a, b ∈ L∞. We now show that

P̃n
1
2
(I +M)aP ◦Q◦

nP
◦bP ◦V P̃n = P̃n

1
2
(I +M)Q◦aP ◦Q◦

nP
◦bP ◦V P̃n

+ W̃n
1
2
(I +M)P ◦ãQ◦b̃P ◦V P̃n. (3.14)

Due to the “commutation” relations (3.7), (3.8), one only needs to establish rela-
tion

P ◦
nP

◦aP ◦Q◦
nP

◦bP ◦P ◦
n = W ◦

nP
◦ãQ◦P ◦b̃P ◦W ◦

n . (3.15)

This follows by using the Fourier expansions of the corresponding elements. Thus

b(t) =
+∞∑

j=−∞
bjt

j , a(t) =
+∞∑

l=−∞
alt

l, xn(t) =
n∑

k=0

f∗
k t
k

where

f∗
k :=

{
fk if 0 ≤ k < n,
Re fn if k = n,

so for every xn ∈ imP ◦
n one has

P ◦
nP

◦aP ◦Q◦
nP

◦bP ◦P ◦
nxn(t)

= Re

( ∞∑

r=n+1

n∑

k=0

a−rbr−kf
∗
k + ia−nIm

(
n∑

k=0

br−kf
∗
k

))

+
n−1∑

p=1

( ∞∑

r=n+1

n∑

k=0

ap−rbr−kf
∗
k + iap−nIm

(
n∑

k=0

br−kf
∗
k

))

tp

+ Re

( ∞∑

r=n+1

n∑

k=0

an−rbr−kf
∗
k + ia0Im

(
n∑

k=0

br−kf
∗
k

))

tn

= W ◦
nP

◦ãQ◦b̃P ◦W ◦
nxn(t).

This and relation (3.14) implies

P̃n
1
2
(I +M)GP ◦Q◦

nP
◦G−1P ◦V P̃n = P̃n

1
2
(I +M)Q◦GP ◦Q◦

nP
◦G−1P ◦V P̃n

+ W̃n
1
2
(I +M)P ◦G̃Q◦G̃−1P ◦V W̃n,

and since G±1 ∈ Cm×m, the sequence (W̃n
1
2 (I +M)P ◦G̃Q◦G̃−1P ◦V W̃n) ∈ J L̃m

2 .
Let us show that the sequence (P̃n 1

2 (I +M)Q◦GP ◦Q◦
nP

◦G−1P ◦V P̃n) belongs to
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the same ideal J L̃m
2 . We estimate the norms of the corresponding operators; thus

||P̃n
1
2
(I +M)Q◦GP ◦Q◦

nP
◦G−1P ◦V P̃n||

≤ ||P̃n
1
2
(I +M)QGPQnPG−1P ◦V P̃n||

+ ||P̃n
1
2
(I +M)QGPKnPG

−1P ◦V P̃n||,

whereQn = I−Pn and (Knx)(t) = i(Imxn)tn. Let K̃n denote the operator defined
on the space L2 by

(K̃nx)(t) = xnt
n.

Since |aIm b| ≤ |ab| for any a, b ∈ C, one has

||QGPKn|| ≤ ||QGPK̃n||.

The strong convergence of the operators Qn and Kn to zero and the compactness
of the operator QGP implies that (P̃n 1

2 (I+M)Q◦GP ◦Q◦
nP

◦G−1P ◦V P̃n) ∈ J L̃m
2 .

Inclusion (3.13) can be verified analogously. Relations (3.12) and (3.13) show that
the element (P̃nKP ◦

n) is J -invertible, which completes the proof. �

3.2 Interpolation method for the Riemann-Hilbert

problem with continuous coefficients

In this section an approximation method based on modified Lagrange operators
L̃n, n ∈ N is studied. Note that these operators do not preserve the values of
functions on the grid under consideration, so the usual methods to study the
stability of projection methods [86, 112] connected with Lagrange operators are
not effective. However, the algebraic approach used in Section 3.1 works well.

Let R again be the set of the Riemann integrable functions on the unit circle
Γ0, and R̃ be the subset of the real-valued functions from R. Let us recall that
the interpolation Lagrange operator Ln over the uniform grid is defined by

(Lnf)(t) =
n∑

k=−n
βkt

k, βk =
1

2n+ 1

n∑

j=−n
f(t(n)

j )t−kj . (3.16)

The operator Ln acts from the space R̃ to R̃, because for any real-valued function
f the coefficients βk in (3.16) satisfy the relation

βk = β−k, k = 0, 1, . . . , n, (3.17)
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and this means that Lnf ∈ R̃. Consider further an operator L̃n defined on the
linear space R by

β̃k =






βk if k = −n+ 1,−n+ 2, . . . , n− 1,

Re



 1
2n+ 1

n∑

j=−n
f(t(n)

j )t−nj



 if k = n,

Re



 1
2n+ 1

n∑

j=−n
f(t(n)

j )tnj



 if k = −n,

where the coefficients βk are given by (3.16). If f ∈ R̃, then from (3.17) the
polynomial L̃nf belongs to the subspace im P̃n. Let us list some properties of the
operators L̃n inherited from the Lagrange operator [86, 113, 228].

Lemma 3.2.1. For any f ∈ R the limit

lim
n→∞

||f − L̃nf ||2 = 0.

Lemma 3.2.2. For any g ∈ R and for any polynomial xn(t) =
∑n

j=−n ajt
j, the

inequality
||L̃n(gxn)||2 ≤ ||g||∞||xn||2 (3.18)

holds.

Proof. To verify inequality (3.18), one has to apply the Parseval formula twice.
Thus, if βk, k = −n, . . . , n are the coefficients of the Lagrange polynomial
Ln(gxn)(t), then

||L̃n(gxn)||22 =
1
2π

∫ 2π

0

|(L̃n(gxn))(eiθ)|2 dθ =
n∑

k=−n
|β̃k|2

≤
n∑

k=−n
|βk|2 =

1
2π

∫ 2π

0

|(Ln(gxn))(eiθ)|2 = ||Ln(gxn)||22,

and it remains to use the known inequality [86, 113]

||Ln(gxn)||2 ≤ ||g||∞||xn||2,

to complete the proof. �
An approximate solution for the Riemann-Hilbert problem (3.3) is sought as

a polynomial Φ◦
n ∈ imP ◦

n , viz.,

Φ◦
n(t) =

n∑

k=0

akt
k.
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The operator equation

L̃n
1
2
(I +M)GP ◦P ◦

nΦ◦
n = L̃nf (3.19)

is then equivalent to a system of algebraic equations with respect to the unknown
coefficients ak, k = 0, 1, . . . , n, on equating the coefficients of the polynomials from
the left- and right-hand sides of (3.19).

As mentioned in Section 2.2, it is more convenient to consider the equation

L̃n
1
2
(I +M)GP ◦P ◦

nΦ◦
n = P̃nf

instead of (3.19). Of course, this does not make any difference for the stability of
the method. To study the stability of the sequence (L̃n 1

2(I + M)GP ◦P ◦
nΦ◦

n), we

again invoke the para-algebra A = (A
◦
L+

2 ,A
◦
L+,m

2 L̃m
2 ,AL̃m

2

◦
L+,m

2 ,AL̃m
2 ).

Lemma 3.2.3. If G ∈ Rm×m, the sequence (An) = (L̃n 1
2
(I+M)GP ◦P ◦

nΦ◦
n) belongs

to the para-algebra A.

Proof. It suffices to show that

s− lim
n→∞

AnP
◦
n = A, s− lim

n→∞
W̃nAnW

◦
n = Ã (3.20)

and that

s− lim
n→∞

(An)∗P̃n = A∗, s− lim
n→∞

(W̃nAnW
◦
n)∗P̃n = Ã∗. (3.21)

The first of relations (3.20) can be verified similarly to the corresponding relation
from Section 2.2 and is a consequence of the strong convergence of the sequence

(P ◦
n) to the identity operator on the space

◦
L+

2 and Lemmas 3.2.1 and 3.2.2. Indeed,
if G ∈ Rm×m, then

||L̃n
1
2
(I +M)GP ◦P ◦

nx||2 ≤
1
2
||(I +M)L̃nGP ◦P ◦

nx||2

≤ ||L̃nGP ◦P ◦
nx||2 ≤ ||G||∞||P ◦

nx||2 ≤ ||G||∞||x||2,

i.e., the sequence (L̃n 1
2
(I + M)GP ◦P ◦

nx) is uniformly bounded. Let us now take
n ≥ l and let xl ∈ imP ◦

n . Then P ◦P ◦
nxl = xl and 1

2
(I +M)GP ◦P ◦

nxl is Riemann
integrable, so by Lemma 3.2.1, L̃n 1

2(I +M)GP ◦P ◦
nxl tends to 1

2(I +M)GP ◦xl as
n tends to 0. Therefore, by the Banach Steinhaus theorem [77]

s− lim
n→∞

L̃n
1
2
(I +M)GP ◦P ◦

n =
1
2
(I +M)GP ◦.
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Let us now consider the sequence (W̃nP̃n
1
2 (I + M)GP ◦P ◦

nW
◦
n ). It can be repre-

sented as the sum of two sequences (R(1)
n ) = (W̃n

1
2 (I + M)P ◦L̃nGP

◦W ◦
n) and

(R(2)
n ) = (W̃n

1
2
(I +M)Q◦L̃nGP

◦W ◦
n). To study these sequences, we use equation

(3.8) and the equation

W̃n
1
2
(I +M)Q◦ =

1
2
(I +M)tWnQ.

Thus for (R(1)
n ) one obtains

R(1)
n =

1
2
(I +M)WnPL̃nGPWnP

◦P ◦
n −

1
2
(I +M)WnK

◦GP ◦W ◦
n .

Since the operator K◦ is finite-dimensional and the sequence (Wn) weakly con-
verges to zero, the limit

s− lim
n→∞

1
2
(I +M)WnK

◦GP ◦W ◦
n = 0,

so by [117] one has

s− lim
n→∞

R(1)
n =

1
2
(I +M)P ◦G̃P ◦.

Analogously,

s− lim
n→∞

R(2)
n =

1
2
(I +M)tQG̃P ◦.

The last two equations lead to the relation

s− lim
n→∞

W̃nAnW
◦
n =

1
2
(I +M)(P ◦ + tQ)G̃P ◦.

It remains to show the limit relations (3.21). Consider for example the sequence
(A∗

nP̃n). The identity

[
1
2
(I +M)GP ◦ϕ, ψ] =< ϕ,P ◦G∗ 1

2
(I +M)ψ >,

is valid for all ϕ ∈
◦
L+,m

2 and for all ψ ∈ L̃m2 , therefore

(
1
2
(I +M)GP ◦)∗ = P ◦G∗ 1

2
(I +M). (3.22)

Straightforward computation of the adjoint operator to the operator
L̃n

1
2 (I +M)GP ◦P ◦

n gives

(L̃n
1
2
(I +M)GP ◦P ◦

n)∗P̃n = P ◦L̃nG
∗ 1
2
(I +M)P̃n, (3.23)
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so from (3.22) and (3.23) we notice that

s− lim
n→∞

(L̃n
1
2
(I +M)GP ◦P ◦

n)∗P̃n = (
1
2
(I +M)GP ◦)∗.

Another sequence in (3.21) is considered analogously. Thus for any G ∈ Rm×m,
the sequence (L̃n 1

2
(I +M)GP ◦P ◦

n) ∈ A. �

Theorem 3.2.4. If G ∈ Cm×m, then the sequence (L̃n 1
2 (I + M)GP ◦P ◦

n) is stable
if and only if the operators A = 1

2 (I +M)GP ◦ and Ã = 1
2 (I +M)(P ◦ + tQ)G̃P ◦

are invertible in L(
◦
L+,m

2 , L̃m2 ).

The proof of this result is based on two lemmas.

Lemma 3.2.5. If G ∈ Cm×m, then the sequences (An) = (L̃n 1
2
(I+M)GP ◦P ◦

n) and
(Bn) = (P̃n 1

2(I+M)GP ◦P ◦
n) belong to the same coset of the quotient para-algebra

A/J .

Proof. Consider the difference

An −Bn = (L̃n − P̃n)
1
2
(I +M)GP ◦P ◦

n .

From now on the symbol P ◦
n is used to denote an operator defined on the space

L2 by

(P ◦
nϕ)(t) = P ◦

n

(
+∞∑

k=−∞
ϕkt

k

)

= (Reϕ−n)t−n + ϕ−n+1t
−n+1 + . . .+ ϕ−1

+ Reϕ0 + ϕ1t+ . . .+ ϕn−1t
n−1 + (Reϕn)tn. (3.24)

It is obvious that this operator is an extension on the whole space L2 of the

operator P ◦
n considered earlier on the space

◦
L+

2 only. Moreover, the restriction of
this operator on the space L̃2 coincides with the operator P̃n, i.e., P ◦

n

∣
∣
∣L̃2

= P̃n .
Therefore

An −Bn = L̃nQ
◦
n

1
2
(I +M)P ◦GP ◦P ◦

n + L̃nQ
◦
n

1
2
(I +M)Q◦GP ◦P ◦

n . (3.25)

Let us first assume that the entries of the matrix G are the polynomials. Then the

operator Q◦GP ◦ :
◦
L+,m

2 → Cm is compact and, since Q◦
n strongly converges to

zero, the sequence (L̃nQ◦
n

1
2(I + M)Q◦GP ◦P ◦

n) ∈ J
◦
L+,m

2 L̃m
2 . For the first term in

(3.25), we use the identity

Q◦
nP

◦GP ◦W ◦
n = tnWQG̃P ◦P ◦

n
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to obtain
L̃nQ

◦
n

1
2
(I +M)P ◦GP ◦P ◦

n = W̃nK̃nW
◦
n ,

where K̃n = W̃n
1
2
(I + M)Q◦L̃nt

nWQ◦GP ◦P ◦
n . Further, since G is a polynomial

matrix, the operator WQ◦G̃P ◦ :
◦
L+,m

2 → Cm is compact. Moreover, for each
l0 ∈ Z, 0 ≤ l0 ≤ n one has

W̃n
1
2
(I +M)Q◦L̃nt

ntl0 =
1
2
(I +M)tt−l0 ,

i.e., on the set 1, t, t2, . . . the sequence (W̃n
1
2 (I +M)Q◦L̃nt

n) strongly converges
to the operator 1

2
(I +M)tW . Therefore

L̃nQ
◦
n

1
2
(I +M)P ◦GP ◦P ◦

n = W̃nKW
◦
n + W̃n(K̃n −K)W ◦

n , (3.26)

whereK = 1
2
(I+M)tQ◦G̃P ◦ is a compact operator and the sequenceKn uniformly

converges to the operatorK. Thus for any polynomial matrix G, both terms in the
right-hand side of (3.26) belong to the ideal J . The case where G is a continuous
matrix function is reduced to this in an obvious way. �
Lemma 3.2.6. If G ∈ Cm×m and detG(t) �= 0 everywhere on Γ0, then the coset of
A/J that contains the sequence P̃n 1

2 (I +M)GP ◦P ◦
n is invertible.

This result was established in the proof of Theorem 3.1.5, cf. (3.12), (3.13).
Combination of Lemmas 3.2.5, 3.2.6 with Theorem 1.8.4 gives the proof of

Theorem 3.2.4.

3.3 Local Principle for the Para-Algebra A/J
Consider again the quotient para-algebra

A/J := (A
◦
L+

2 /J
◦
L+

2 ,A
◦
L+,m

2 L̃m
2 /J

◦
L+,m

2 L̃m
2 ,AL̃

m
2

◦
L+,m

2 /J L̃
m
2

◦
L+,m

2 ,AL̃
m
2 /J L̃

m
2 ),

and recall that the coset of this para-algebra that contains the sequence (An)
is denoted by (An)◦. Now we are going to study the stability of the Galerkin
and approximation methods for the Riemann-Hilbert problem with discontinuous
coefficient G. This can be done by means of the local principle described in Sec-
tion 1.9.3. For that we construct two systems of elements, one of which belongs

to the quotient set AL̃m
2 /J L̃m

2 and the other to the quotient set A
◦
L+

2 /J
◦
L+

2 such
that they are reciprocally interchangeable with the cosets (P̃n 1

2 (I +M)GP ◦P ◦
n)◦

for G ∈ Lm×m
∞ . Further we will show that these systems contain sub-systems of

localizing covering classes, which are reciprocally interchangeable with the cosets
(P̃n 1

2 (I + M)GP ◦P ◦
n)◦. To proceed, we need auxiliary identities. Let P ◦

n be the
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operator defined by (3.24), and let Pn := P ◦
n +K◦. The operators P ◦

n and Pn are
connected with the operator P̃n by simple relations, viz.,

P̃n
1
2
(I +M) =

1
2
(I +M)P ◦

n =
1
2
(I +M)Pn.

We also use the identities

1
2
(I +M)Q◦P ◦

naP
◦
nP

◦ =
1
2
(I +M)Q◦t−nP ◦

2nP
◦aP ◦P ◦

2nt
nP ◦, (3.27)

and

1
2
(I +M)P ◦

nQ
◦t−nP ◦

2nP
◦dP ◦eP ◦

2nt
nP ◦P ◦

n =
1
2
(I +M)P ◦

nQ
◦dPneP

◦P ◦
n , (3.28)

which are valid for any a, d, e ∈ L∞. The proof of (3.27) and (3.28) is similar to
the proof of (3.15).

Thus the operator 1
2
(I +M)Q◦P ◦

ndeP
◦
nP

◦ can be rewritten as

1
2
(I +M)Q◦P ◦

ndeP
◦
nP

◦ =
1
2
(I +M)Q◦t−nP ◦

2nP
◦deP ◦P ◦

2nt
nP ◦

=
1
2
(I +M)Q◦t−nP ◦

2nP
◦dQ◦eP ◦P ◦

2nt
nP ◦

+
1
2
(I +M)Q◦t−nP ◦

2nP
◦dP ◦P ◦

2nP
◦eP ◦P ◦

2nt
nP ◦

+
1
2
(I +M)Q◦t−nP ◦

2nP
◦dP ◦Q◦

2nP
◦eP ◦P ◦

2nt
nP ◦.

Now applying (3.28) one obtains
(

P̃n
1
2
(I +M)Q◦deP ◦P ◦

n

)

=
(

P̃n
1
2
(I +M)Q◦dP neP

◦P ◦
n

)

−
(

P̃n
1
2
(I +M)Q◦dK◦eP ◦P ◦

n

)

+
(

P̃n
1
2
(I +M)Q◦t−nW ◦

2nP
◦d̃Q◦ẽP ◦W ◦

2nt
nP ◦P ◦

n

)

+
(

P̃n
1
2
(I +M)Q◦t−nP ◦

2nP
◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n

)

. (3.29)

If at least one of the functions e or d is continuous, then the third se-
quence in the right-hand side of (3.29) belongs to the ideal J . Indeed, the
operator P ◦d̃Q◦ẽP ◦ is compact and Q◦t−nW ◦

2n strongly converges to zero, so
P̃n

1
2(I + M)Q◦t−nW ◦

2nP
◦d̃Q◦ẽP ◦W ◦

2nt
nP ◦P ◦

n converges to zero uniformly. The

sequence
(
P̃n

1
2
(I +M)Q◦dK◦eP ◦P ◦

n

)
also belongs to the ideal J because the
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operator K◦ is compact. Let us now show that the continuity of d or e implies the
inclusion

(

P̃n
1
2
(I +M)Q◦t−nP ◦

2nP
◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n

)

∈ J
◦
L+

2 L̃2 .

Recall that the operator W ∈ L(L2) is defined by (Wϕ)(t) = ϕ(t), so

W̃n
1
2
(I +M)Q◦t−nP ◦

2nP
◦ =

1
2
(I +M)Pn−1WP ◦,

hence one can rewrite the operator under consideration as

P̃n
1
2
(I +M)Q◦t−nP ◦

2nP
◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n

= (W̃n)2
1
2
(I +M)Q◦t−nP ◦

2nP
◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n

= W̃n
1
2
(I +M)Pn−1WP ◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n

= W̃n
1
2
(I +M)WP ◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n +Rn, (3.30)

where the operators Rn = −W̃n
1
2 (I + M)Qn−1WP ◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n uni-
formly converge to zero. It remains to consider the first term in (3.30). Since
(I +M)WK◦ = 0 and K◦P ◦

2nt
nP ◦ = 0, we can write

(

W̃n
1
2
(I +M)WP ◦dQ◦eP ◦P ◦

2nt
nP ◦P ◦

n

)

=
(

W̃n
1
2
(I +M)WPdQePP ◦

2nt
nP ◦P ◦

n

)

+
(

W̃n
1
2
(I +M)WPdK◦ePP ◦

2nt
nP ◦P ◦

n

)

. (3.31)

We next show that both sequences in the right-hand side of (3.31) are in J
◦
L+

2 L̃2 .
Consider the sequence

(
W̃n

1
2(I +M)WPdK◦ePP ◦

2nt
nP ◦P ◦

n

)
. If K̃◦ denotes the

operator

(K̃◦ϕ)(t) = K̃◦

(
+∞∑

k=−∞
ϕkt

k

)

ϕ0,

then

||W̃n
1
2
(I +M)WPdK◦ePP ◦

2nt
nP ◦P ◦

n ||

= ||W̃n
1
2
(I +M)WPdK◦eP tnP ◦P ◦

n ||

≤ ||K◦eP tnP ||
≤ M1||K̃◦eP tnP || ≤M1||Pt−nPeK̃◦||,
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where M1 = supn(||W̃n||2||W ||2||d||∞). The operator K̃◦ is compact and Pt−nP
strongly converges to zero. Thus the last inequality implies

lim
n→∞

||W̃n
1
2
(I +M)WPdK◦ePP ◦

2nt
nP ◦P ◦

n ||2 = 0,

so
(

W̃n
1
2
(I +M)WPdK◦ePP ◦

2nt
nP ◦P ◦

n

)

∈ J
◦
L+

2 L̃2 .

Note that the remaining sequence in the right-hand side of (3.31) also converges
to zero uniformly. Estimating the norm of the corresponding operator, one obtains

||W̃n
1
2
(I +M)WPdQePP ◦

2nt
nP ◦P ◦

n ||

≤ ||W̃n|| ||W || ||PdQePP ◦
2nt

nP ◦P ◦
n ||

≤ ||W̃n|| ||W || ||(PdQePP ◦
2nt

nP ◦P ◦
n)∗||,

but the norm ||(PdQePP ◦
2nt

nP ◦P ◦
n)∗|| tends to zero as n → ∞. Thus if at least

one of the functions d or e is continuous, the first term in the right-hand side of

(3.31) belongs to the ideal J
◦
L+

2 L̃2 .

In the quotient sets AL̃2/J L̃2 and A
◦
L+

2 /J
◦
L+

2 we consider the systems
(P̃nfP̃n)◦ and (P ◦

nP
◦fP ◦P ◦

n)◦ respectively, where f runs throughout the set C̃
of real-valued continuous functions.

Theorem 3.3.1. If G ∈ L∞, then the systems {(P̃nfP̃n)◦ : f ∈ C̃} and
{(P ◦

nP
◦fP ◦P ◦

n)◦: f ∈ C̃} are reciprocally interchangeable with the coset (P̃n 1
2(I +

M)P ◦GP ◦P ◦
n)◦ ∈ A

◦
L+

2 L̃2/J
◦
L+

2 L̃2.

Proof. Let G ∈ L∞ and f ∈ C̃. Since

P̃n
1
2
(I +M)P ◦GfP ◦P ◦

n

= P̃n
1
2
(I +M)P ◦GP ◦P ◦

nP
◦fP ◦P ◦

n + P̃n
1
2
(I +M)P ◦GQ◦fP ◦P ◦

n

+ P̃n
1
2
(I +M)P ◦GQ◦

nfP
◦P ◦

n

= P̃n
1
2
(I +M)P ◦GP ◦P ◦

nP
◦fP ◦P ◦

n + P̃n
1
2
(I +M)P ◦GQ◦fP ◦P ◦

n

+
1
2
(I +M)P ◦

nP
◦GQ◦

nfP
◦P ◦

n ,
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from (3.15) we get

P̃n
1
2
(I +M)P ◦GfP ◦P ◦

n

= P̃n
1
2
(I +M)P ◦GP ◦P ◦

nP
◦fP ◦P ◦

n + P̃n
1
2
(I +M)P ◦GQ◦fP ◦P ◦

n

+ W̃n
1
2
(I +M)P ◦G̃Q◦f̃P ◦W ◦

n . (3.32)

Taking into account (3.32) and (3.29), one can write

P̃n
1
2
(I +M)GP ◦P ◦

n · P ◦
nP

◦fP ◦P ◦
n = P̃n

1
2
(I +M)GP ◦P ◦

nP
◦fP ◦P ◦

n

= P̃n
1
2
(I +M)Q◦GP ◦

nP
◦fP ◦P ◦

n + P̃n
1
2
(I +M)P ◦GP ◦P ◦

nP
◦fP ◦P ◦

n

− P̃n
1
2
(I +M)Q◦GP ◦

nQ
◦fP ◦P ◦

n

= P̃n
1
2
(I +M)Q◦GfP ◦P ◦

n + P̃n
1
2
(I +M)P ◦GfP ◦P ◦

n +R(1)
n

= P̃n
1
2
(I +M)GfP ◦P ◦

n +R(1)
n , (3.33)

where the sequence (R(1)
n ) ∈ J

◦
L+

2 L̃2 because f is continuous on Γ0.
Analogously, for real-valued continuous function f it is possible to write

P̃nfP̃n · P̃n
1
2
(I +M)GP ◦P ◦

n

= P̃nfP̃n
1
2
(I +M)GP ◦P ◦

n = P̃n
1
2
(I +M)fP ◦

nGP
◦P ◦

n

= P̃n
1
2
(I +M)Q◦fP ◦

nGP
◦P ◦

n + P̃n
1
2
(I +M)P ◦fP ◦P ◦

nP
◦GP ◦P ◦

n

+ P̃n
1
2
(I +M)P ◦fQ◦P ◦

nGP
◦P ◦

n = P̃n
1
2
(I +M)fGP ◦P ◦

n +R(2)
n , (3.34)

where the sequence (R(2)
n ) belongs to J

◦
L+

2 L̃2 . It follows from relations (3.33) and
(3.34) that the above systems are reciprocally interchangeable with respect to any

element (P̃n 1
2
(I+M)GP ◦P ◦

n)◦ ∈ A
◦
L+

2 L̃2/J
◦
L+

2 L̃2 , G ∈ L∞. Moreover, for any f∗ ∈
C̃, the coset (P̃nf∗P̃n)◦ ∈ AL̃2/J L̃2 corresponds to the coset (P ◦

nP
◦f∗P ◦P ◦

n)◦ ∈

A
◦
L+

2 /J
◦
L+

2 and vice versa. �

Let us now construct systems of localizing classes for the para-algebra A/J .
For any point τ ∈ Γ0, by Nτ we denote the set of all continuous functions on Γ0

with the following properties:
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1. For any function f ∈ Nτ there is a neighbourhood Vτ of τ such that f(t) = 1
for all t ∈ Vτ .

2. 0 ≤ f(t) ≤ 1 for all t ∈ Γ0.

Defining

M̃τ := {(P̃nfP̃n)◦ ∈ AL̃2/J L̃2 : f ∈ Nτ},

M◦
τ := {(P ◦

nfP
◦
n)◦ ∈ A

◦
L+

2 /J
◦
L+

2 : f ∈ Nτ},

we can establish the following result.

Lemma 3.3.2. The systems M̃τ and M◦
τ are respectively left- and right-localizing

classes for the para-algebra A/J .

Proof. For the system M◦
τ the proof in not difficult. If f1, f2 are any two functions

from Nτ , then invoking (3.15) one gets

P ◦
nP

◦f1P
◦
nP

◦f2P
◦P ◦

n = P ◦
nP

◦f1f2P
◦P ◦

n

− P ◦
nP

◦f1Q
◦f2P

◦P ◦
n −W ◦

nP
◦f̃1Q

◦f̃2P
◦W ◦

n ,

which implies that M◦
τ is a left-localizing class for A/J .

The proof is more involved for the set M̃τ . Recalling that P ◦
n

∣
∣
∣L̃2

= P̃n, we

rewrite the product P̃nf1P̃nf2P̃n as

P̃nf1P̃nf2P̃n = P̃n
1
2
(I +M)f1P

◦
nf2P

◦
n

= P̃n
1
2
(I +M)P ◦f1P

◦P ◦
nP

◦f2P
◦P ◦

n + P̃n
1
2
(I +M)Q◦f1P

◦
nf2P

◦P ◦
n

+ P̃n
1
2
(I +M)P ◦f1P

◦
nf2Q

◦P ◦
n + P̃n

1
2
(I +M)Q◦f1Q

◦P ◦
nQ

◦f2Q
◦P ◦

n

+ P̃n
1
2
(I +M)P ◦f1Q

◦P ◦
nQ

◦f2P
◦P ◦

n + P̃n
1
2
(I +M)P ◦f1P

◦P ◦
nP

◦f2Q
◦P ◦

n

=
6∑

j=1

B(j)
n . (3.35)

The sequences (B(5)
n ) and (B(6)

n ) belong to the ideal J L̃2 because the function f2
is continuous. Consider each of the first four terms in the right-hand side of (3.35)
and denote by P the operator defined on L̃2(Γ0) with values in L2(Γ0) such that

P

(
+∞∑

k=−∞
ϕkt

k

)

=
ϕ0

2
+

∞∑

k=1

ϕkt
k.
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Then
P ◦W ◦

n

∣
∣
∣L̃2

= PW̃n + K̃n,

where

K̃n

(
+∞∑

k=−∞
ϕkt

k

)

=
1
2
ϕ0t

n.

Combining this with (3.32), we obtain

B(1)
n = P̃n

1
2
(I +M)P ◦f1f2P

◦P ◦
n − P̃n

1
2
(I +M)P ◦f1Q

◦f2P
◦P ◦

n

− W̃n
1
2
(I +M)P ◦f̃1Q

◦f̃2PW̃n − W̃n
1
2
(I +M)P ◦f̃1Q

◦f̃2K̃n.

Since f1 and f2 are continuous, the sequences (P̃n 1
2
(I +M)P ◦f1Q

◦f2P
◦P ◦

n) and
(W̃n

1
2
(I +M)P ◦f̃1Q

◦f̃2PW̃n) are in the ideal J L̃2 . Let us rewrite

W̃n
1
2
(I +M)P ◦f̃1Q

◦f̃2K̃n = W̃n
1
2
(I +M)P ◦f̃1Q

◦f̃2K̃nP̃n

= W̃n
1
2
(I +M)P f̃1Qf̃2R̃nW̃n + W̃n

1
2
(I +M)P f̃1K◦f̃2PR̃nW̃n,

where (R̃nϕ)(t) = (K̃nW̃nϕ)(t) = (Reϕn)tn, and let Rn be the operator defined
on the space L2 by

(Rnϕ)(t) = ϕnt
n.

Since |aRe b| ≤ |ab| for any complex numbers a and b, the norm of the operator
W̃n

1
2
(I +M)P f̃1Qf̃2R̃nW̃n can be estimated as follows

||W̃n
1
2
(I +M)P f̃1Qf̃2R̃nW̃n|| ≤ ||W̃n||2 ||P f̃1Qf̃2R̃n|| = ||Rnf̃2Qf̃1P ||.

However, the operator Qf̃1P is compact and Rn strongly converges to zero, so

lim
n→∞

||Rnf̃2Qf̃1P || = 0,

and hence the sequence (W̃n
1
2(I + M)P f̃1Qf̃2R̃nW̃n) is in the ideal J L̃2 . Let us

now consider the sequence (W̃n
1
2 (I + M)P f̃1K◦f̃2PR̃nW̃n). As f̃2 is continuous

on Γ0, for any ε > 0 there is a polynomial f̃ (2)
N (t) =

∑+N
k=−N a

(2)
k tk such that

||f̃2 − f̃ (2)
N ||C(Γ0) < ε,

so
K◦f̃2R̃n = K◦(f̃2 − f̃ (2)

N )R̃n +K◦f̃
(2)
N R̃n.
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If we now choose n > N , then K◦f̃
(2)
N R̃n = 0 and consequently

||K◦f̃2R̃n|| < ε

so (W̃n
1
2 (I +M)P f̃1K◦f̃2PR̃nW̃n) ∈ J L̃2 and we finally get

(B(1)
n )◦ = (P̃n

1
2
(I +M)P ◦f1f2P

◦P ◦
n)◦.

For the sequence (B(2)
n ), we use (3.29) to represent the corresponding coset as

(B(2)
n )◦ = (P̃n

1
2
(I +M)Q◦f1f2P

◦P ◦
n)◦.

To study the sequence (B(3)
n ) we invoke two identities that are similar to

(3.27), (3.29) and are valid for any d, e ∈ L∞, viz.,

1
2
(I +M)P ◦P ◦

ndeP
◦
nQ

◦ =
1
2
(I +M)P ◦t−nP ◦

2nP
◦deP ◦P ◦

2nt
nQ◦

and

P̃n
1
2
(I +M)P ◦dPneQ

◦P ◦
n = P̃n

1
2
(I +M)P ◦t−nP ◦

2nP
◦dP ◦P ◦

2nP
◦eP ◦P ◦

2nt
nQ◦P ◦

n .

Thus we first obtain

P̃n
1
2
(I +M)P ◦f1f2Q

◦P ◦
n

=
1
2
(I +M)P ◦t−nP ◦

2nP
◦f1P

◦P ◦
2nP

◦f2P
◦tnQ◦

+
1
2
(I +M)P ◦t−nP ◦

2nP
◦f1Q

◦f2P
◦P ◦

2nt
nQ◦

+
1
2
(I +M)P ◦t−nP ◦

2nP
◦f1P

◦Q◦
2nP

◦f2P
◦P ◦

2nt
nQ◦,

and then

P̃n
1
2
(I +M)P ◦f1f2Q

◦P ◦
n

= P̃n
1
2
(I +M)P ◦f1P

◦
nf2Q

◦P ◦
n + P̃n

1
2
(I +M)P ◦f1K

◦f2Q
◦P ◦

n

+ P̃n
1
2
(I +M)P ◦t−nP ◦

2nP
◦f1Q

◦f2P
◦P ◦

2nt
nQ◦P ◦

n

+ P̃n
1
2
(I +M)P ◦t−nW ◦

2nP
◦f̃1Q

◦f̃2P
◦W ◦

2nt
nQ◦P ◦

n . (3.36)

From the compactness of the operator K◦ and the continuity of f1 and f2
one notices that (P̃n 1

2 (I +M)P ◦f1K
◦f2Q

◦P ◦
n), (P̃n 1

2 (I +M)P ◦t−nP ◦
2nP

◦f1Q
◦f2

P ◦P ◦
2nt

nQ◦P ◦
n) ∈ J L̃2 .
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Consider the fourth term in the right-hand side of (3.36). Using the connec-
tion between the operators Q and Q◦

n we find

P̃n
1
2
(I +M)P ◦t−nW ◦

2nP
◦f̃1Q

◦f̃2P
◦W ◦

2nt
nQ◦P ◦

n

= W̃n
1
2
(I +M)P ◦f̃1Q

◦f̃2P
◦tnPWQP ◦

n

= W̃n
1
2
(I +M)P f̃1Q f̃2Pt

nPWQP ◦
n + W̃n

1
2
(I +M)P f̃1K◦f̃2Pt

nPWQP ◦
n .

It is clear now that

lim
n→∞

||P̃n
1
2
(I +M)P ◦t−nW ◦

2nP
◦f̃1Q

◦f̃2P
◦W ◦

2nt
nQ◦P ◦

n || = 0,

so the sequence (P̃n 1
2(I + M)P ◦t−nW ◦

2nP
◦f̃1Q

◦f̃2P
◦W ◦

2nt
nQ◦P ◦

n) ∈ J L̃2 , and
(3.36) implies

(B(3)
n )◦ = (P̃n

1
2
(I +M)P ◦f1f2Q

◦P ◦
n)◦.

It remains to study the structure of the coset (B(4)
n )◦. We have

P̃n
1
2
(I +M)Q◦f1Q

◦P ◦
nQ

◦f2Q
◦P ◦

n

= P̃n
1
2
(I +M)Q◦f1f2Q

◦P ◦
n − P̃n

1
2
(I +M)Q◦f1P

◦f2Q
◦P ◦

n

− P̃n
1
2
(I +M)Q◦f1Q

◦Q◦
nQ

◦f2Q
◦P ◦

n ,

and continuity of the functions f1, f2 again leads to the inclusion (P̃n 1
2 (I + M)

Q◦f1P
◦f2Q

◦P ◦
n) ∈ J L̃2 . Consider now the sequence (P̃n 1

2 (I + M)Q◦f1Q
◦Q◦

n

Q◦f2Q
◦P ◦

n). Introducing the operators

Q : L̃2 �→ L2, Q = I − P ,

P̃ : L2 �→ L2, P̃

(
+∞∑

k=−∞
ϕkt

k

)

= iImϕ0 +
+∞∑

k=1

ϕkt
k,

Q̃ : L2 �→ L2, Q̃ = I − P̃ = Q+ T ◦, T ◦

(
+∞∑

k=−∞
ϕkt

k

)

= Reϕ0,

we can rewrite the operator under consideration as

P̃n
1
2
(I +M)Q◦f1Q

◦Q◦
nQ

◦f2Q
◦P ◦

n = P̃n
1
2
(I +M)Qf1Q◦Q◦

nQ
◦f2Q

◦P ◦
n

= P̃n
1
2
(I +M)Q̃f1Q◦Q◦

nQ
◦f2Q

◦P ◦
n − P̃n

1
2
(I +M)T ◦f1Q

◦Q◦
nQ

◦f2Q
◦P ◦

n ,
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and notice that
lim
n→∞

||T ◦f1Q
◦Q◦

n|| = 0.

Indeed, from the uniform approximation of the continuous function f1 by polyno-
mials f̃ (1)

N (t) =
∑+N
k=−N a

(1)
k tk we get

T ◦f1Q
◦Q◦

n = T ◦(f1 − f (1)
N )Q◦Q◦

n + T ◦f
(1)
N Q◦Q◦

n,

so
||T ◦f1Q

◦Q◦
n|| ≤ sup

t∈Γ0

|f1(t)− f (1)
N (t)|+ ||T ◦f

(1)
N Q◦Q◦

n||.

However, if n > N + 1 then T ◦f
(1)
N Q◦Q◦

n = 0, leading to the inclusion

(P̃n
1
2
(I +M)T ◦f1Q

◦Q◦
nQ

◦f2Q
◦P ◦

n) ∈ J L̃2 .

Further let us consider the sequence (P̃n 1
2
(I + M)Q̃f1Q◦Q◦

nQ
◦f2Q

◦P ◦
n). Simple

algebraic transformations yield

P̃n
1
2
(I +M)Q̃f1Q◦Q◦

nQ
◦f2Q

◦P ◦
n = W̃n

1
2
(I +M)Q̃f̃1P̃ f̃2tPnt−1QW̃n,

so

(P̃n
1
2
(I +M)Q̃f1Q

◦Q◦
nQ

◦f2Q
◦P ◦

n)

= (W̃n
1
2
(I +M)Q̃f̃1P̃ f̃2QW̃n)− (W̃n

1
2
(I +M)Q̃f̃1P f̃2tQQnt

−1QW̃n)

+ (W̃n
1
2
(I +M)Q̃f̃1T

◦f̃2tQQnt
−1QW̃n). (3.37)

It is easily seen that each sequence on the right-hand side of (3.37) is indeed in the
ideal J L̃2 . For the first sequence this follows from the compactness of the operator
Q̃f̃1P̃ , whereas for the second and third the inclusion to J L̃2 is the consequence
of the limit relations

lim
n→∞

||P f̃2tQQn|| = lim
n→∞

||QnQt−1f̃2P || = 0,

lim
n→∞

||T ◦f̃2tQQn|| = 0

respectively, whence

(B(4)
n )◦ = (P̃n

1
2
(I +M)Q◦f1f2Q

◦P ◦
n)◦.
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Finally, combining all representations for (B(j)
n )◦, j = 1, 2, 3, 4, we obtain

(P̃nf1P̃nf2P̃n)◦

= (P̃n
1
2
(I +M)P ◦f1f2P

◦P ◦
n)◦ + (P̃n

1
2
(I +M)Q◦f1f2P

◦P ◦
n)◦

+ (P̃n
1
2
(I +M)P ◦f1f2Q

◦P ◦
n)◦(P̃n

1
2
(I +M)Q◦f1f2Q

◦P ◦
n)◦

= (P̃n
1
2
(I +M)f1f2P̃n)◦ = (P̃nf1f2P̃n)◦. (3.38)

This means that the system (P̃nfP̃n)◦, f ∈ Nτ is a right-localizing class in the
para-algebra A/J , and the proof is completed. �

To end with the local principle for the para-algebra A/J we need one more
result.

Lemma 3.3.3. {M◦
τ }τ∈Γ0 and {M̃τ}τ∈Γ0 are covering systems of localizing classes.

Proof. Consider first the system {M̃τ}τ∈Γ0 . Since Γ0 is compact, from any subset
{fτ}τ∈Γ0 of fτ ∈ Nτ one can choose a finite number of elements fτ1 , fτ2 , . . . , fτl

such that

f̂(t) =
l∑

j=1

fτj (t) ≥ 1 for all t ∈ Γ0.

Let us first study the stability of the Galerkin method (P̃nf̂ P̃n) for the operator
of multiplication by the function f̂ . Choose a positive number γ such that

sup
t∈Γ0

|γf̂(t)− 1| < 1, (3.39)

which is always possible because f̂(t) ≥ 1 everywhere on Γ0. Then

P̃nf̂ P̃n =
1
γ

(P̃n − P̃n(1− γf̂ )P̃n).

However, inequality (3.39) leads to the estimate

||P̃n(1− γf̂ )P̃n|| < 1,

therefore the Galerkin method applies to the operator of multiplication by f̂ , and
by Theorem 1.8.4 the coset (P̃nf̂ P̃n)◦ is invertible in the para-algebra A/J , so
{M̃τ}τ∈Γ0 is a covering system.

The proof that the system {M◦
τ }τ∈Γ0 is also covering follows from the relation

(3.15). Thus considering the product

P ◦
nP

◦f̂P ◦P ◦
n · P ◦

nP
◦f̂−1P ◦P ◦

n

= P ◦
nP

◦f̂ f̂−1P ◦P ◦
n + P ◦

nP
◦f̂Q◦f̂−1P ◦P ◦

n − P ◦
nP

◦f̂Q◦
nf̂

−1P ◦P ◦
n
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and using (3.15), we obtain

P ◦
nP

◦f̂P ◦P ◦
n · P ◦

nP
◦f̂−1P ◦P ◦

n = P ◦
n+P ◦

nP
◦f̂Q◦f̂−1P ◦P ◦

n−W ◦
nP

◦˜̂fQ◦˜̂f
−1

P ◦P ◦
n .

However, f̂ ∈ C̃(Γ0), so we conclude that the sequences (P ◦
nP

◦f̂Q◦f̂−1P ◦P ◦
n) and

(W ◦
nP

◦˜̂fQ◦˜̂f
−1

P ◦P ◦
n) belong to the ideal J

◦
L+

2 , hence

(P ◦
nP

◦f̂P ◦P ◦
n)◦ · (P ◦

nP
◦f̂−1P ◦P ◦

n)◦ = (P ◦
n)◦,

i.e., the coset (P ◦
nP

◦f̂P ◦P ◦
n)◦ is invertible and the construction of the system of

covering localizing classes for A/J is completed. �
Remark 3.3.4. It is easily seen that all results of this section also remain valid for
the para-algebra

Ap/Jp := (A
◦
L+,m

p /J
◦
L+,m

p , A
◦
L+,m

p L̃m
p /J

◦
L+,m

p L̃m
p, AL̃m

p

◦
L+,m

p /J L̃m
p

◦
L+,m

p , AL̃m
p /J L̃m

p ),

for 1 < p <∞. However, another proof of the invertibility of the coset (P̃nf̂ P̃n)◦

is needed. It can be obtained from relation (3.38) which is also valid for the para-
algebra Ap/Jp.

3.4 Interpolation and Galerkin methods for the

Riemann-Hilbert problem with
discontinuous coefficients

The applicability of Galerkin and interpolation methods to the operators

K :=
1
2
(I +M)GP ◦ :

◦
L+,m

2 �→ L̃m2 , G ∈ Lm×m
∞ ,

K◦ :=
1
2
(I +M)P ◦GP ◦ :

◦
L+,m

2 �→ L̃m2 , G ∈ Lm×m
∞

is considered in this section. We need the following readily verified statements.

Lemma 3.4.1. If λ = λ1 + iλ2 ∈ C
m×m, where λ1, λ2 are real matrices such that

detλ1 �= 0, (3.40)

then the operator Bλ = P ◦λP ◦ ∈ Π{P ◦
n , P̃n}.

Let Am×m
0 = Am×m

0 (Γ0) denote the set of matrix functions G ∈ Lm×m
∞ such

that
ReG(t) =

1
2
(G(t) +G∗(t)) ≥ ν0 > 0, for all t ∈ Γ0. (3.41)
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Lemma 3.4.2. If G ∈ Am×m
0 , the operator K◦ :

◦
L+,m

2 �→ L̃m2 is invertible.

Proof. If G ∈ Am×m
0 , then by [212] there is a positive number γ such that

||E − γG|| < 1, (3.42)

where E is the identity matrix. Writing

K◦ =
1
2γ

(I +M)(P ◦ − P ◦(E − γG)P ◦),

we note that the operator P ◦−P ◦(E−γG)P ◦ is invertible in
◦
L+,m

2 . However, the

operator (1/2γ)(I + M) :
◦
L+,m

2 �→ L̃m2 is also invertible, and that completes the
proof. �

The inequality (3.42) is also used in the proof of a stability result for the
Galerkin method.

Lemma 3.4.3. If G ∈ Am×m
0 , then K◦ ∈ Π{P ◦

n , P̃n}.

Proof. Since
P ◦
nP

◦γGP ◦P ◦
n = P ◦

n − P ◦
nP

◦(E − γG)P ◦P ◦
n

the projection method (P ◦
nP

◦GP ◦P ◦
n) is applicable to the operator P ◦GP ◦. Since

the operator (1/2γ)(I +M) :
◦
L+,m

2 �→ L̃m2 is also invertible and

P̃n
1
2γ

(I +M)P ◦ =
1
2γ

(I +M)P ◦
nP

◦,

one obtains the result. �

Let Am×m
2 denote the set of matrix functions G that can be represented as

a product of two matrices
G = G0h, (3.43)

where G0 ∈ Am×m
0 and h is a continuous (m×m)-matrix function.

Theorem 3.4.4. Let G ∈ Am×m
2 . The operator K◦ ∈ Π{P ◦

n , P̃n} if and only if the
operators K◦ and

K̃◦ :=
1
2
(I +M)P ◦G̃P ◦ (3.44)

are invertible.

Proof. The necessity is an immediate consequence of Theorem 1.8.4. Let us show
that these conditions are sufficient. For any point τ ∈ Γ0, we set

Gτ (t) = G0(t)h(τ).
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Relations (3.33), (3.34) and straightforward estimates show that the elements
(P̃nK◦P ◦

n)◦ and (P̃nK◦
τP

◦
n)◦ := (P̃n 1

2
(I + M)P ◦GτP

◦P ◦
n)◦ are {M◦

τ , M̃τ}-equi-
valent. A little geometrical thought shows that there exist a complex number
µ such that the matrices hµ = µh(τ) and Gµ(t) = G0(t)µ−1 satisfy condition
(3.40) and (3.41), respectively. Moreover, it follows from (3.33) that the cosets
(P̃nK◦

τP
◦
n)◦ and (P̃n 1

2 (I+M)P ◦GµP
◦P ◦

n)◦× (P ◦
nP

◦hµP
◦P ◦

n)◦ coincide. However,
by Lemmas 3.4.1 - 3.4.2 and Theorem 1.8.4 the cosets (P̃n 1

2 (I +M)P ◦GµP
◦P ◦

n)◦

and (P ◦
nP

◦hµP
◦P ◦

n)◦ are invertible. Thus the coset (P̃nK◦
τP

◦
n)◦ is also invertible,

and to complete the proof one can successively apply Theorem 1.9.8 and Theo-
rem 1.8.4. �
Remark 3.4.5. For completeness, one must also verify that the systems {M◦

τ }
and {M̃τ} are reciprocally interchangeable with respect to the coset (P̃nK◦P ◦

n)◦.
However, this follows immediately from Theorem 3.3.1.

Let us next mention a result on the applicability of the Galerkin method for
the scalar Riemann-Hilbert problem with piecewise continuous coefficients.

Theorem 3.4.6. Let G ∈ PC and suppose that for any point τ ∈ Γ0 the inequality
∣
∣
∣
∣arg

G(τ + 0)
G(τ − 0)

∣
∣
∣
∣ < π (3.45)

holds. The operator K◦ ∈ Π{P ◦
n , P̃n} if and only if the operator K◦ and the oper-

ator K̃◦ defined by (3.44) are invertible.

Proof. One only has to observe that if a scalar coefficient G satisfies (3.45), then
it can be represented in form (3.43) [89]. �

Consider now the applicability of the Galerkin method to the operator
1
2 (I + M)GP ◦ :

◦
L+,m

2 �→ L̃m2 . Let us start with an estimate of the norm of the

operator V 1
2 (I +M) : L2 �→

◦
L+

2 , where V is defined by (3.4).
Let x ∈ L2, and let x(t) =

∑+∞
k=−∞ xkt

k be the Fourier series for x. Using
the Parseval equation twice we obtain

||V 1
2
(I +M)x||2 = ||x0 +

+∞∑

k=1

(xk + x−k)tk||2 = |x0|2
+∞∑

1

|xk + x−k|2

≤ |x0|2
+∞∑

k=1

(|xk|2 + |x−k|2) ≤ 2

(
+∞∑

k=−∞
|xk|2

)

= 2||x||2,

which implies the inequality

||V 1
2
(I +M)|| ≤

√
2.



150 Chapter 3. Riemann-Hilbert Problem

Let Ãm×m
0 = Ãm×m

0 (Γ0) denote the set of matrix functions G ∈ Lm×m
∞ with

the property that there is a positive number ν0 such that

ReG(t) ≥ ||G||∞√
2

+ ν0 for all t ∈ Γ0.

Lemma 3.4.7. If G ∈ Ãm×m
0 , then there is a positive number γ∗ such that

||E − γ∗G|| < 1√
2
. (3.46)

Proof. For any x ∈ Lm2 and for any γ > 0, the inequality

||(E − γG)x||2 ≤
(

1− 2γ
(
||G||∞√

2
+ ν0

)

+ γ2||G||2∞
)

||x||2.

holds. Now one can find a γ∗ > 0 such that

1− 2γ∗
(
||G||∞√

2
+ ν0

)

+ (γ∗)22||G||2∞ <
1
2
,

which yields inequality (3.46). �

Denote by Ãm×m = Ãm×m(Γ0) the set of matrix functions G ∈ Lm×m
∞ which

can be represented as the product

G = G0h

where G0 ∈ Ãm×m
0 and h ∈ Cm×m.

Theorem 3.4.8. Let G ∈ Ãm×m. The operator K ∈ Π{P ◦
n , P̃n} if and only if the

operator K and the operator K̃◦ defined by (3.44) are invertible.

The proof of this result is based on the Gohberg-Krupnik local principle for
the para-algebra A/J and is similar to the proof of Theorem 3.4.6.

Theorem 3.4.9. Assume G ∈ PC and for any point τ ∈ Γ0 the inequality
∣
∣
∣
∣arg

G(τ + 0)
G(τ − 0)

∣
∣
∣
∣ <

π

2
(3.47)

holds. The operator K ∈ Π{P ◦
n , P̃n} if and only if the operator K and the operator

K̃◦ defined by (3.44) are invertible.

Proof. If the inequality (3.47) holds, then analogous to [89] one can show that the
coefficient G admits the representation G = Ĝ0ĥ, where ĥ ∈ C and Ĝ0 ∈ PC
is such that |Ĝ0| = 1 and Re Ĝ0(t) > 1/2 + ν0 for all t ∈ Γ0. As before, ν0 is a
positive number, so Lemma 3.4.7 and the local principle of Section 3.4 implies the
result. �
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Our next goal is to study the applicability of the interpolation method to the
Hilbert-Riemann problem with discontinuous coefficient. Recall that the symbol
XR is reserved for the set X∩R, where R denotes the set of all Riemann integrable
functions.

Lemma 3.4.10. If G ∈ Ãm×m
0 , then the operators

An = L̃n
1
2
(I +M)GP ◦P ◦

n , An : imP ◦
n �→ im P̃n

are invertible for all n ∈ N.

Proof. We represent the operator An in the form

An =
1

2γ0
L̃n

1
2
(I +M)GP ◦P ◦

n −
1

2γ0
L̃n(I +M)(E − γ0G)P ◦P ◦

n ,

where γ0 is chosen in order to satisfy inequality (3.46). If we multiply the operators
Vn = γ0P

◦
nV P̃n and An, we obtain

VnAn = P ◦
nV P̃nL̃n

1
2
(I +M)P ◦P ◦

n − P ◦
nV P̃n

1
2
(I +M)L̃n(E − γ0G)P ◦P ◦

n

= P ◦
n − P ◦

nV
1
2
(I +M)L̃n(E − γ0G)P ◦P ◦

n .

Since ||V ||
Lm

2 �→
◦
L+

2

≤
√

2 we have

||P ◦
nV

1
2
(I +M)L̃n(E − γ0G)P ◦P ◦

nxn||

≤ ||V 1
2
(I +M)||

Lm
2 �→

◦
L+

2

||L̃n(E − γ0G)P ◦P ◦
n || ≤ q||Pnxn||,

where 0 < q < 1, and this inequality implies that the operator VnAn and hence
An are invertible. �

Theorem 3.4.11. Suppose the coefficient G ∈ Lm×m
∞ admits the representation

G = G0h with G0 ∈ Ãm×m
0,R and h∗ ∈ C ∩

◦
L+,m×m

2 . The operator K ∈ Π{P ◦
n , L̃n}

if and only if the operators K and K̃ = 1
2 (I +M)(P ◦ + tQ)G̃P ◦ are invertible.

Proof. Necessity follows from Theorem 1.8.4 and Lemma 3.2.3. For sufficiency
one has to establish the invertibility of the coset (L̃n 1

2 (I + M)GP ◦P ◦
n)◦ in the

corresponding para-algebra. Considering the representation

(L̃n
1
2
(I +M)GP ◦P ◦

n)◦ = (L̃n
1
2
(I +M)G0P

◦P ◦
n)◦(P ◦

nP
◦h0P

◦P ◦
n)◦,
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we note that the invertibility of the coset (P ◦
nP

◦h0P
◦P ◦

n)◦ follows from the equa-
tion (cf. the proof of Lemma 3.3.2)

P ◦
nP

◦fP ◦
nP

◦f−1P ◦P ◦
n = P ◦

n − P ◦
nP

◦fQ◦f−1P ◦P ◦
n − W ◦

nP
◦f̃Q◦f̃−1P ◦W ◦

n ,

while (L̃n 1
2(I+M)G0P

◦P ◦
n)◦ is invertible by Lemma 3.4.10. To complete the proof

one again applies Theorem 1.8.4. �

3.5 Approximate Solution of the Generalized

Riemann-Hilbert-Poincaré Problem

Let ∆ denote the Laplace operator

∆ :=
∂2

∂x2
+

∂2

∂y2
(3.48)

and letA,B,C be real-valued (m×m)-matrix functions defined on the domainD =
{z ∈ C : |z| < 1}. The Poincaré boundary value problem involves determination
of the solution u = u(x, y) of the elliptic system

∆u+A
∂u

∂x
+B

∂u

∂y
+ Cu = 0

(x, y) ∈ D
(3.49)

under the boundary condition

p(1)(t)
∂u

∂x
(t) + p(2)(t)

∂u

∂y
(t) + r(t)u = f(t), t ∈ Γ0, (3.50)

where p(1), p(2), r are (m×m)-matrices and f is an m-dimensional vector.
It is well-known that this problem finds various applications [78, 162, 221],

and there are many papers devoted to its approximate solution. Usually, the cor-
responding approximation methods are based on finite difference or finite element
schemes with high computational costs. At the same time, the Poincaré problem
can be reduced to a Hilbert-Riemann boundary value problem with derivatives.
This lessens the dimension of the problem and expands the variety of approxima-
tion methods to use. Thus previous considerations allow us to construct simple
approximation methods for the problem (3.49) – (3.50).

Recall that generalized Riemann-Hilbert-Poincaré boundary value problem
consists in finding a function Φ that is analytic in D and satisfies the conditions
[162]

Re {LΦ} = f(t), t ∈ Γ0,

Im Φ(q)(0) = 0,
∫

Γ0

Φ(τ)τ−k−1 dτ = 0, k = 0, 1, . . . , q − 1,

(3.51)
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where L is an integro-differential operator of the form

(LΦ)(t) =
q∑

j=0

(

aj(t)Φ(j)(t) +
∫

Γ0

hj(t, τ)Φ(j)(τ) dτ
)

. (3.52)

An approximate solution of this problem was considered in [125] for q = 1 and
m = 1. The applicability of approximation methods to associated problems is
studied in [126]. Both [125] and [126] deal with finite difference methods that have
a high computational cost. In the present section we shall use projection operators
P̃n and L̃n introduced in Sections 3.1–3.2, and seek the solution of the problem
(3.51) in the class

◦
Hq+

2 := {Φ : Φ ∈ Hq
2 ∩ L+

2 , Im Φ(q)(0) = 0}.

Let P̃ qn , n = 1, 2, . . . denote the projection defined by

(P̃ qnf)(t) = P̃ qn

( ∞∑

k=0

fkt
k

)

= (Re f0)tq + fq+1t
q+1 + . . .+ fn+q−1t

n+q−1 + (Re fn+q)tn+q,

and consider two sequences of approximate equations

P̃nRe (LP̃ qnxn) = P̃nf, xn ∈ im P̃ qn , (3.53)

L̃nRe (LP̃ qnxn) = P̃nf, xn ∈ im P̃ qn . (3.54)

Theorem 3.5.1. Let aj ∈ PC(Γ0), hj ∈ L∞(Γ0 × Γ0). Then:

1. If for any τ ∈ Γ0 the inequality
∣
∣
∣
∣arg

aq(τ + 0)
aq(τ − 0)

∣
∣
∣
∣ <

π

2

holds, then the sequence (P̃nRe (LP̃ qn)) is stable if and only if the operators

K = Re (LP ◦) :
◦
Hq+

2 (Γ0) �→ L̃2(Γ0) and K̃ = Re (P ◦ãqP
◦) :

◦
L+

2 (Γ0) �→
L̃2(Γ0) are invertible.

2. If aq ∈ C(Γ0), then the sequence (L̃nRe (LP̃ qn)) is stable if and only if the

operators K :
◦
Hq+

2 (Γ0) �→ L̃2(Γ0) and K̃ = Re ((P ◦ + tQ)ãqP ◦) :
◦
L+

2 (Γ0) �→
L̃2(Γ0) are invertible.

The proof of this result is similar to the proofs of Theorems 2.3.4 and 2.3.5
and is omitted here.
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3.6 Comments and References

Sections 3.1 – 3.4: The initial approach to approximate solution of various prob-
lems associated with the Riemann-Hilbert problem is based on using difference
approximation methods [125, 126]. The algebraic methods similar to those em-
ployed in the previous chapter are not working since the corresponding operators
act in a pair of spaces, so the corresponding operator spaces do not have a mul-
tiplication operation. It was noted in [44] that these difficulties can be overcame
if one uses the concept of para-algebra developed in [139, 184]. Paper [44] con-
tains stability results for the Galerkin method whereas the interpolation method
is studied in [45]. In [154] an approximate solution of the homogeneous problem
was constructed by polylogarithms.

Section 3.5: Approximation methods for the generalized Riemann-Hilbert-Poincaré
boundary value problem are studied in [48].

Let us recall that the Riemann-Hilbert problem is closely connected with the
singular integral equations with Hilbert kernels [91, 162]

a(x)u(x) +
b(x)
2π

∫ 2π

0

u(y) cot
x− y

2
dy = f(x). (3.55)

Consequently, the approximation methods considered in Sections 3.1 – 3.4 can be
used to construct and study approximation methods for equation (3.55), as well
as for more general equations.

We also would like to note that there is a well-developed theory, where the
Poincaré problem (3.49) – (3.50) is reduced to two-dimensional singular integral
equations with conjugation [78, 221]. Projection methods for such equations are
little developed. In [60] the authors study the stability of certain approximation
methods for the equations

(Aφ)(z) ≡ a(z)φ(z) + b(z)(Sφ)(z) + c(z)(Sφ)(z) + d(z)(Bφ)(z)e(z)(Nφ)(z)
= f(z), z ∈ G, (3.56)

where G := {z ∈ C : |z| < 1}, the coefficients a, b, c, d, e ∈ C(G ∪ Γ0) and the
operators S, S,B and N are respectively defined by the relations

(Sφ)(z) = − 1
π

∫

G

φ(ζ)dGζ
(ζ − z)2 = − 1

π

∫

G

φ(ζ)dξdη
(ζ − z)2 ,

(Sφ)(z) = − 1
π

∫

G

φ(ζ)dGζ
(ζ − z)2

= − 1
π

∫

G

φ(ζ)dξdη
(ζ − z)2

,

(Bφ)(z) =
1
π

∫

G

φ(ζ)dGζ
(1− ζz)2

=
1
π

∫

G

φ(ζ)dξdη
(1− ζz)2

,

(Nφ)(z) =
1
π

∫

G

φ(ζ)dGζ
(1− ζz)2 =

1
π

∫

G

φ(ζ)dξdη
(1− ζz)2 ,
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with ζ = ξ + iη. The methods under consideration are based on polynomials
derived from the system 1, z, z, zz, z2, z2, z3, . . . by the orthonormalization process
of Gram-Schmidt. T. Fink [83] considered the stability problem for various spline
approximation methods for a particular class of equations (3.56). However, the
theory of approximation methods for equation (3.56) still remains extremely scanty
in comparison with the results available for the one-dimensional Cauchy singular
integral equations.





Chapter 4

Piecewise Smooth and Open
Contours

In this chapter, we study different problems connected with approximation meth-
ods for singular integral equations of the form

(Au)(t) ≡ a(t)u(t) +
b(t)
πi

∫

Γ

u(s)ds
s− t + c(t)u(t) +

d(t)
πi

∫

Γ

u(s)ds
s− t +

e(t)
πi

∫

Γ

u(s)ds
s− t

+
f(t)
πi

∫

Γ

u(s)ds
s− t +

∫

Γ

k1(t, s)u(s)ds+
∫

Γ

k2(t, s)u(s)ds = g(t), t ∈ Γ,

(4.1)

where a, b, c, d, e, f, g, k1, and k2 are given functions, and Γ is either a simple open
or closed piecewise smooth curve in the complex plane C. A case of particular
interest is the double layer potential equation

(Au)(t) ≡ a(t)u(t) +
b(t)
π

∫

Γ

u(s)
d

dns
log |t− s|dΓs + (Tu)(t) = g(t) , t ∈ Γ (4.2)

where ns refers to the inner normal to Γ at s, and T stands for a compact operator.
The approach used here is based on the thorough use of localization tech-

niques in combination with Mellin calculus.

4.1 Stability of Approximation Methods

In this section, we derive necessary and sufficient conditions for the stability of
certain quadrature, collocation, and qualocation methods for equation (4.1) on
piecewise smooth curves. With each concrete approximation method we associate
a family Aτ , τ ∈ Γ of operators acting on l2-spaces, and show that the method
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under consideration is stable if and only if the operator A, all operators Aτ , τ ∈
Γ, and possibly an additional operator Ã, are invertible. The operators Aτ are
referred to as local operators, and in a sense they hold all information about the
associated approximation method. If τ is a corner point of Γ, the structure of
the corresponding local operators Aτ is often rather complicated, and in some
cases there seems to be no way to verify the invertibility of Aτ effectively. Then
we restrict our study to the Fredholmness of the operators Aτ and evaluate the
indices of these operators, provided that they are Fredholm.

4.1.1 Quadrature Methods for Singular Integral Equations with
Conjugation

We study three simple quadrature methods, which are similar to the methods
studied in Sections 2.6 and 2.9 for integral operators considered on smooth closed
curves.

Let Γ be a simple closed curve and let γ : R→ Γ be a 1-periodic continuous
parametrization of Γ. Suppose that γ is twice continuously differentiable on each
open interval (j/n0, (j + 1)/n0) where n0 is a fixed positive integer and j =
0, . . . , n0 − 1, and that γ′ and γ′′ have finite one-sided limits γ ′(j/n0 ± 0) and
γ′′(j/n0 ± 0) for any j = 0, . . . , n0 − 1 such that

∣
∣
∣
∣γ

′
(
j

n0
− 0
)∣
∣
∣
∣ =

∣
∣
∣
∣γ

′
(
j

n0
+ 0
)∣
∣
∣
∣

but

arg γ′
(
j

n0
− 0
)

�= arg γ′
(
j

n0
+ 0
)

.

Throughout this section we work in the Hilbert space L2(Γ) with the scalar product

(f, g) =

1∫

0

f(γ(s)) g(γ(s)) ds.

For each integer multiple n of n0 and for each integer k we put

t
(n)
k = γ

(
k + δ

n

)

, τ
(n)
k = γ

(
k + ε

n

)

, 0 < ε, δ < 1, ε �= δ, (4.3)

and determine approximate values ξ(n)
k for the exact solution of (4.1) at the points

t
(n)
k by solving one of the following discrete systems:
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[a(τ (n)
k ) + (f(τ (n)

k )− b(τ (n)
k ))i cot(π(ε− δ))]ξ(n)

k

+
1
πi

n−1∑

j=0




b(τ (n)

k )∆t(n)
j

t
(n)
j − τ (n)

k

−
f(τ (n)

k )∆t(n)
j

t
(n)
j − τ (n)

k



 ξ
(n)
j

+ [c(τ (n)
k ) + (e(τ (n)

k )− d(τ (n)
k ))i cot(π(ε− δ))]ξ(n)

k

+
1
πi

n−1∑

j=0




d(τ (n)

k )∆t(n)
j

t
(n)
j − τ (n)

k

−
e(τ (n)

k )∆t(n)
j

t
(n)
j − τ (n)

k



 ξ
(n)
j

+
n−1∑

j=0

k1(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j +

n−1∑

j=0

k2(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j

= g(τ (n)
k ), k = 0, 1, . . . , n− 1, (4.4)

a(t(n)
k )ξ(n)

k +
1
πi

n−1∑

j=0
j 
=k




b(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k

−
f(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k



 ξ
(n)
j

+ c(t(n)
k )ξ(n)

k +
1
πi

n−1∑

j=0
j 
=k




d(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k

−
e(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k



 ξ
(n)
j

+
n−1∑

j=0

k1(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j +

n−1∑

j=0

k2(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j

= g(t(n)
k ), k = 0, 1, . . . , n− 1, (4.5)

a(t(n)
k )ξ(n)

k +
1
πi

n−1∑

j=0
j≡k+1(mod 2)




b(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k

−
f(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k



 ξ
(n)
j

+ c(t(n)
k )ξ(n)

k +
1
πi

n−1∑

j=0
j≡k+1(mod 2)




d(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k

−
e(t(n)

k )∆t(n)
j

t
(n)
j − t(n)

k



 ξ
(n)
j

+
n−1∑

j=0
j≡k+1(mod 2)

k1(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j +

n−1∑

j=0
j≡k+1(mod 2)

k2(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j

= g(t(n)
k ), k = 0, 1, . . . , n− 1, (4.6)

where ∆t(n)
j = γ((j+1)/n)−γ(j/n) for (4.4) and (4.5) and ∆t(n)

j = γ((j+1)/n)−
γ((j−1)/n) for (4.6). The number n in (4.6) is supposed to be even. If χ(n)

j stands



160 Chapter 4. Piecewise Smooth and Open Contours

for the characteristic function of the arc joining the points γ(j/n) and γ((j+1)/n),
then the approximate solution of the integral equation (4.1) is given by

un =
n−1∑

j=0

ξ
(n)
j χ

(n)
j . (4.7)

We study the methods (4.4) – (4.6) by means of a local principle, i.e., to each of
these methods we associate at each point τ ∈ Γ a model method Aτnu

τ
n = gτn for a

model equation
Aτuτ = gτ (4.8)

on a model curve Γτ , and show that the stability of the method under consideration
depends on the stability of each of the corresponding model systems.

If τ ∈ Γ and sτ ∈ [0, 1) denote the number satisfying γ(sτ ) = τ , define

ωτ := arg(−γ′(sτ − 0)/γ′(sτ + 0)) ∈ (0, 2π),

and write Γτ for the curve
Γτ := R

+ ∪ eiωτ R
+

where the second and first rays are respectively directed to and away from the
origin. The model operator

Aτ =a(τ)I+b(τ)SΓτ +c(τ)M+d(τ)SΓτM−e(τ)MSΓτ−f(τ)MSΓτM, (4.9)

where the operators (Mu)(t) := u(t) and

(SΓτu)(t) :=
1
πi

∫

Γτ

u(s)ds
s− t ,

are considered on the space L2(Γτ ). Further, let us introduce the set R2(Γτ ) of
Riemann integrable functions on Γτ , consisting of all functions which are Riemann
integrable on each finite subcurve of Γτ , and for which the norm

‖f‖R2(Γτ ) = ‖f‖L2(Γτ ) +

( ∞∑

k=0

sup
t∈[k,k+1]

|f(t)|2
)1/2

+

( ∞∑

k=0

sup
t∈eiωτ [k,k+1]

|f(t)|2
)1/2

is finite. It is easily seen that R2(Γτ ) is a Banach space which is continuously
embedded into L2(Γτ ). For the approximate solution of the equation Aτuτ = gτ

with gτ ∈ R2(Γτ ) we choose the numbers

t̃
(n)
k =






k + δ

n
if k ≥ 0,

−k + δ

n
eiωτ if k < 0,
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τ̃
(n)
k :=






k + ε

n
if k ≥ 0,

−k + ε

n
eiωτ if k < 0,

and determine approximative values ξ(n)
k of the exact solutions uτ (t(n)

k ), k ∈ Z, by
solving one of the following model systems:

[a(τ) + (f(τ) − b(τ))i cot(π(ε− δ))]ξ(n)
k

+
1
πi






∞∑

j=0



 b(τ)

t̃
(n)
j − τ̃ (n)

k

− f(τ)

t̃
(n)
j − τ̃ (n)

k




ξ
(n)
j

n

+
−1∑

j=−∞



 b(τ)

t̃
(n)
j − τ̃ (n)

k

(

−e
+iωτ

n

)

− f(τ)

t̃
(n)
j − τ̃ (n)

k

(

−e
−iωτ

n

)


 ξ
(n)
j






+ [c(τ) + (e(τ) − d(τ))i cot(π(ε− δ))]ξ(n)
k

+
1
πi






∞∑

j=0



 d(τ)

t̃
(n)
j − τ̃ (n)

k

− e(τ)

t̃
(n)
j − τ̃ (n)

k




ξ
(n)
j

n

+
−1∑

j=−∞



 d(τ)

t̃
(n)
j − τ̃ (n)

k

(

−e
+iωτ

n

)

− e(τ)

t̃
(n)
j − τ̃ (n)

k

(

−e
−iωτ

n

)


 ξ
(n)
j






= gτ (τ̃ (n)
k ), k ∈ Z, (4.10)

a(τ)ξ(n)
k +

1
πi






∞∑

j=0
j 
=k



 b(τ)

t̃
(n)
j − t̃(n)

k

− f(τ)

t̃
(n)
j − t̃(n)

k




ξ
(n)
j

n

+
−1∑

j=−∞
j 
=k



 b(τ)

t̃
(n)
j − t̃(n)

k

(

−e
+iωτ

n

)

− f(τ)

t̃
(n)
j − t̃(n)

k

(

−e
−iωτ

n

)


 ξ
(n)
j






+ c(τ)ξ(n)
k +

1
πi






∞∑

j=0
j 
=k



 d(τ)

t̃
(n)
j − t̃(n)

k

− e(τ)

t̃
(n)
j − t̃(n)

k




ξ
(n)
j

n

+
−1∑

j=−∞
j 
=k



 d(τ)

t̃
(n)
j − t̃(n)

k

(

−e
+iωτ

n

)

− e(τ)

t̃
(n)
j − t̃(n)

k

(

−e
−iωτ

n

)


 ξ
(n)
j






= gτ (t̃(n)
k ), k ∈ Z, (4.11)
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a(τ)ξ(n)
k +

1
πi






∞∑

j=1
j≡k+1(mod 2)



 b(τ)

t̃
(n)
j − t̃(n)

k

− f(τ)

t̃
(n)
j − t̃(n)

k




2ξ(n)
j

n

+
−1∑

j=−∞
j≡k+1(mod 2)



 b(τ)

t̃
(n)
j − t̃(n)

k

(

−2e+iωτ

n

)

− f(τ)

t̃
(n)
j − t̃(n)

k

(

−2e−iωτ

n

)


 ξ
(n)
j

+
∑

j=0
j≡k+1(mod 2))



 b(τ)

t̃
(n)
j − t̃(n)

k

1− e−iωτ

n
− f(τ)

t̃
(n)
j − t̃(n)

k

1− e−iωτ

n



 ξ
(n)
j






+ c(τ)ξ(n)
k +

1
πi






∞∑

j=1
j≡k+1(mod 2)



 d(τ)

t̃
(n)
j − t̃(n)

k

− e(τ)

t̃
(n)
j − t̃(n)

k




2ξ(n)
j

n

+
−1∑

j=−∞
j≡k+1(mod 2)



 d(τ)

t̃
(n)
j − t̃(n)

k

(

−2e+iωτ

n

)

− e(τ)

t̃
(n)
j − t̃(n)

k

(

−2e−iωτ

n

)


 ξ
(n)
j

+
∑

j=0
j≡k+1(mod 2)

(
d(τ)

t̃
(n)
j − t̃(n)

k

1− e+iωτ

n
− e(τ)

t̃
(n)
j − t̃(n)

k

1− e−iωτ

n

)

ξ
(n)
j






= gτ (t̃(n)
k ), k ∈ Z. (4.12)

Using the solutions of systems (4.10) – (4.12) one can construct the approximate
solutions uτn of the model equation (4.8) as

uτn =
∑

k∈Z

ξ
(n)
k χ̃

(n)
k (4.13)

where

χ̃
(n)
k (t) =






{
1 if

k

n
≤ t < k + 1

n
0 else

if k ≥ 0 ,

{
1 if

k

n
≤ −e−iωτ t <

k + 1
n

0 else
if k < 0 .

Recall that the model equation (4.8) is considered in L2(Γτ ), and note that for
any element un ∈ L2(Γτ ) of the form (4.13) one has

‖
∑

k

ξ
(n)
k χ̃

(n)
k ‖L2(Γτ ) = n−1/2‖(ξ(n)

k )k∈Z‖l2(Z), (4.14)
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so the coefficient sequence (ξ(n)
k )k∈Z belongs to the Hilbert space l2(Z) of all square

summable two-sided sequences [102]. Moreover, it is well known that the interpo-
lation projections which send each function gτ ∈ R2(Γτ ) into the functions

gτn =
∑

k∈Z

gτ (τ̃ (n)
k )χ̃(n)

k ∈ L2(Γτ )

are uniformly bounded with respect to n. Consequently, the sequence (gτ (τ̃ (n)
k ))k∈Z

also belongs to l2(Z), and we can think of system (4.10) – (4.12) as of operator
equation

BτnUn = Gn (4.15)

where Un = (ξ(n)
k ), Gn = (gτ (τ̃ (n)

k )) and the operator Bτn acts on l2(Z). The
identity (4.14) implies that the sequences (Aτn) are stable if and only if the cor-
responding sequences (Bτn) in (4.15) are stable. But it is readily verified that the
system matrices Bτn of the model methods are actually independent of n, so the
(constant) sequence (Bτn) is stable if and only if one of its elements, say Bτ1 , is
invertible.

Our main results concerning the stability of methods (4.4) – (4.6) follow.

Theorem 4.1.1. Let a, b, c, d, e, f ∈ C(Γ) and k1, k2 ∈ C(Γ× Γ). Then:

(a) the quadrature methods (4.4) and (4.5) are stable if and only if the operator

A = aI + bSΓ + cM + dSΓM − eMSΓ − fMSΓM + T

with
(Tu)(t) =

∫

Γ

(k1(t, s)u(s) + k2(t, s)u(s))ds,

and all corresponding operators Bτ1 , τ ∈ Γ, are invertible;

(b) the quadrature method (4.6) is stable if and only if the operator A, the oper-
ator

Ã = aI − bSΓ + cM − dSΓM + eMSΓ + fMSΓM,

and all corresponding operators Bτ1 , τ ∈ Γ, are invertible.

We prove Theorem 4.1.1 by translating the stability problem into an invert-
ibility problem in the Banach algebras SC/J1 or A/J via Propositions 1.6.4 and
1.6.5.

Let Ln denote the orthogonal projection of L2(Γ) onto the subspace

Sn = span {χ(n)
j , j = 0, . . . , n− 1}.

If n is even, define the operators Wn by

Wnf = WnLnf = Wn




n−1∑

j=0

ξjχ
(n)
j



 =
n−1∑

j=0

(−1)jξjχ
(n)
j .
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Lemma 4.1.2. The projection Ln and operator Wn satisfy all the conditions im-
posed in Section 1.6 on the projection Pn and operator Wn. Moreover,

MLn = LnM, MWn = WnM, n = 1, 2, . . . . (4.16)

Proof. The equations

W 2
n = Ln, WnLn = LnWn, n = 1, 2, . . .

as well as relations (4.16) can be verified by straightforward calculation, and the
strong convergence of the sequence (Ln) to the identity operator is well known
[183]. Let us demonstrate the weak convergence of the sequence (WnLn) to 0.
Since this sequence is uniformly bounded, and since the continuous functions are
dense in L2(Γ), it remains to show that

(WnLnf, g)→ 0

for all continuous functions f and g on Γ. Let n be even and set

cj = n

(j+1)/n∫

j/n

f(γ(s))ds.

Since

(WnLnf, g) =

1∫

0

n−1∑

j=0

(−1)jcjχ
(n)
j (γ(s))g(γ(s))ds =

n−1∑

j=0

(−1)jcj

(j+1)/n∫

j/n

g(γ(s))ds

=
n/2−1∑

j=0

(c2j−c2j+1)

(2j+1)/n∫

2j/n

g(γ(s))ds

+
n/2−1∑

j=0

c2j+1

(2j+1)/n∫

2j/n

(g(γ(s))−g(γ(s+1/n))ds,

we get

|(WnLnf, g)| ≤
n/2−1∑

j=0

|c2j − c2j+1|
(2j+1)/n∫

2j/n

|g(γ(s))|ds

+
n/2−1∑

j=0

|c2j+1|
(2j+1)/n∫

2j/n

|g(γ(s))− g(γ(s+ 1/n))|ds
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≤
n/2−1∑

j=0

n

(2j+1)/n∫

2j/n

|f(γ(s))− f(γ(s+ 1/n))|ds
(2j+1)/n∫

2j/n

|g(γ(s))|ds

+
n/2−1∑

j=0

n

(2j+1)/n∫

2j/n

|f(γ(s))|ds
(2j+1)/n∫

2j/n

|g(γ(s))− g(γ(s+ 1/n))|ds

≤ ω(f ◦ γ, 1/n)‖g‖C(Γ) + ω(g ◦ γ, 1/n)‖f‖C(Γ),

where ω(h, 1/n) is the modulus of continuity of the function h. This proves the
assertion, since ω(h, 1/n)→ 0 as n→∞. �

Thus we can identify these operators Ln and Wn as the operators Pn and
Wn from Section 1.6, and let SC ,J1,A, and J refer to the associated specified
algebras and ideals.

Further, following (1.17) we can represent any sequence (An) of additive
continuous operators in the form

An = A(1)
n +A(2)

n M (4.17)

where (A(1)
n ), (A(2)

n ) are the sequences of linear continuous operators. Note that
the sequence (An) converges uniformly (strongly or weakly) to the operator A =
A(1) + A(2)M ∈ Ladd(L2) if and only if the sequences (A(1)

n ) and (A(2)
n ) converge

uniformly (strongly or weakly) to the operators A(1) and A(2), respectively.

Lemma 4.1.3. If (An), An ∈ Ladd(imLn) is one of the approximation sequences
corresponding to methods (4.4), (4.5) or (4.6), then (An) belongs to both SC and
A.

From relations (4.16) and (4.17), it is sufficient to prove this for approxi-
mation sequences for singular integral operators without conjugation. This has
already been done [180, 183].

Let us proceed to show the necessity of the conditions in Theorem 4.1.1.

Lemma 4.1.4. (a) If (4.4) and (4.5) are stable methods, then the operator A and
all associated operators Bτ1 with τ ∈ Γ are invertible.

(b) If (4.6) is stable, then the operators A, Ã, and Bτ1 with τ ∈ Γ are invertible.

Proof. The invertibility of A and Ã is a consequence of Proposition 1.6.5 and
Lemma 4.1.3. For the computation of Ã, we refer the reader to [180].

Let Pn ∈ L(l2(Z)) denote the projection Pn : (xk)k∈Z �→ (yk)k∈Z with

yk =
{
xk if − n/2 < k ≤ n/2 ,
0 else ,
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and for fixed τ ∈ Γ and n ∈ Z
+ introduce the operator Eτn ∈ L(imPn, imLn) by

Eτn(δjk)k∈Z = χ
(n)
j+j(τ,n)

where j(τ, n) ∈ {0, 1, . . . , n− 1} is such that τ ∈ [γ(j(τ, n)/n), γ((j(τ, n) + 1)/n)).
It is easy to see that Eτn is bijective, and its inverse may be denoted by Eτ−n.
Further, one has sup

n
‖Eτn‖‖Eτ−n‖ <∞ (cf. (4.14)) and we claim that

Eτ−nAnE
τ
n → Bτ1 , (Eτ−nAnE

τ
n)∗ → (Bτ1 )∗ strongly. (4.18)

Indeed, if M ∈ Ladd(l2(Z)) refers to the operator M(xk) = (xk), then

EτnMPn = MEτnPn , MEτ−nLn = Eτ−nMLn. (4.19)

This observation reduces the verification of relations (4.18) to sequences (An) for
operators without conjugation, and for this we refer to [180, Proof of Theorem
1.4] again.

From (4.18) and from the stability of the sequence (An) we conclude that

‖Eτ−nAnEτnPnx‖l2(Z) ≥ C‖Pnx‖l2(Z), x ∈ l2(Z),

and
‖(Eτ−nAnEτn)∗Pnx‖l2(Z) ≥ C‖Pnx‖l2(Z), x ∈ l2(Z)

and passing to the limits yields

‖Bτ1x‖ ≥ C‖x‖ , ‖(Bτ1 )∗x‖ ≥ C‖x‖

whence the invertibility of Bτ1 follows.
For the converse it remains to show that the invertibility of all operators

Bτ1 implies the invertibility of the coset (An) + J1 or (An) + J in the quotient
algebras SC/J1 or A/J , respectively. Proposition 1.6.4 or 1.6.5 then applies to
give the assertion. The invertibility of these cosets follows from the local principle
of Gohberg and Krupnik of Section 1.9.1. �

By Kε
n we denote the interpolation projection sending each Riemann inte-

grable function g on Γ into the function

Kε
ng =

n−1∑

j=0

g(τ (n)
j )χ(n)

j ∈ L2(Γ),

and given a function h ∈ C(Γ) we abbreviate the operator Kε
nhLn by hn. The set

of all real-valued Lipschitz continuous functions on Γ which take values between
0 and 1 only may be denoted by L(Γ).
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Lemma 4.1.5. (a) For τ ∈ Γ the set

M1
τ := {(hn) + J1, h ∈ L(Γ), h ≡ 1 in a neighbourhood of τ}

is a localizing class in SC/J1 and the set

M2
τ := {(hn) + J , h ∈ L(Γ), h ≡ 1 in a neighbourhood of τ}

is a localizing class in A/J . Moreover, {M1
τ }τ∈Γ and {M 2

τ }τ∈Γ form covering
systems of localizing classes in algebras SC/J1 and A/J , respectively.

(b) If (An) is the approximation sequence of method (4.4) or (4.5), then the
elements of

⋃
τ∈ΓM

1
τ commute with the coset (An) + J1 in SC/J1. If (An)

corresponds to (4.6), then the elements of
⋃
τ∈ΓM

2
τ commute with the coset

(An) + J in A/J .

The proof of (a) is almost evident. Thus because of the identity

Mhn = hnM for all h ∈ L(Γ),

one can consider approximation sequences for operators without conjugation, when
it has been already shown [180, Theorem 1.3 (iii) and Theorem 1.4 (iii)′].

Lemma 4.1.6. (a) Let (An) be the approximation sequence of (4.4) or of (4.5).
If all associated operators B1

τ , τ ∈ Γ are invertible, then the coset (An) + J1

is invertible in SC/J1.

(b) Let (An) be the approximation sequence for (4.6). If all associated operators
B1
τ are invertible, then the coset (An) + J is invertible in A/J .

Proof. We only consider (4.4), since the proof for (4.5) and (4.6) is analogous.
Let Bτ1 be invertible. In [180], Lemma 1.4 it has been shown that the sequences
(EτnBτ1Eτ−n) and (Eτn(Bτ1 )−1Eτ−n) belong to SC whenever Bτ1 is related to singular
integral operators without conjugation. If the conjugation appears, then this case
can be traced back to that without conjugation via (4.19).

We evidently have

(EτnB
τ
1E

τ
−n) (Eτn(Bτ1 )−1Eτ−n) = (Ln),

i.e., all sequences (EτnBτ1E
τ
−n) are invertible in SC , whence in particular it follows

that all cosets (EτnB
τ
1E

τ
−n)+J1 are M1

τ -invertible in the quotient algebra SC/J1.
It remains to verify the M 1

τ -equivalence of (An) and (EτnBτ1E
τ
−n). Again this

can be reduced to sequences without conjugation, and again we may invoke [180,
Theorem 1.3 (iv)]. Observe that the notion of Mτ -equivalence used in [180] is
equivalent to our definition since sup

n
‖Eτn‖ ‖Eτ−n‖ <∞. �
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We have seen in Lemma 4.1.3 that the approximation sequences (An) asso-
ciated with (4.4), (4.5) and (4.6) belong both to SC and to A. Further, by Lemma
4.1.5, the sequences (4.4) and (4.5) commute with (hn), h ∈ L(Γ), modulo J1 (and,
thus, modulo J ) whereas (4.6) commutes with (hn) modulo J (but not modulo
J1 as one can show). Hence, we could study (4.4) and (4.5) by either Proposition
1.6.4 or 1.6.5, but we prefer Proposition 1.6.4 for simplicity whereas (4.6) requires
application of Proposition 1.6.5. �

4.1.2 The ε-Collocation Method

The applicability of the ε-collocation method to equation (4.1) is now considered.

This method determines an approximate solution un in the form un =
n−1∑

j=0
ξ
(n)
j χ

(n)
j

by solving the n× n algebraic system

(Aun)(τn,εj ) = g(τn,εj ) , j = 0, 1, . . . , n− 1 (4.20)

where

τn,εj = γ

(
j + ε

n

)

, 0 < ε < 1.

The system (4.20) can be rewritten as the operator equation

Kε
nAun = Kε

ng , un ∈ imLn ⊆ L2(Γ), (4.21)

and so our main concern is the stability of the sequence (Kε
nALn) of approximation

operators. As for the quadrature method, we associate to (4.21) a family of model
operators as follows.

Let Aτ denote again the operator (4.9), and set

τ̃n,εk =






k + ε

n
if k ≥ 0,

−k + ε

n
eiωτ if k < 0.

For Riemann integrable functions g ∈ R2(Γτ ), we seek an approximate solution
of the model equation

Aτuτ = gτ , uτ ∈ L2(Γτ ) (4.22)

in the form

uτn =
∑

k∈Z

ξ̃
(n)
k χ̃

(n)
k , (4.23)
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where χ̃(n)
k are the functions introduced in (4.13) and the coefficients ξ̃(n)

k , k ∈ Z,
satisfy the infinite algebraic system

(Aτuτn)(τ̃
n,ε
k ) = gτ (τ̃n,εk ), k ∈ Z.

This system can be rewritten as

Aτn,εu
τ
n = Kτ

ng
τ

where
Aτn,ε = Kτ

nA
τLτn ∈ Ladd(imLτn),

with Lτn referring to the orthogonal projection of L2(Γτ ) onto its closed subspace
spanned by all functions χ̃(n)

k , k ∈ Z, and Kτ
n again denotes the interpolation

operator
Kτ
nh =

∑

k∈Z

h(τ̃n,εk )χ̃(n)
k .

As in Section 4.1.1, we may identify the operators Aτn,ε ∈ Ladd(imLτn) with the
operators Bτn,ε ∈ Ladd(l2(Z)) whose matrix representations with respect to the

standard basis of l2(Z) are the same as those ofAτn,ε in the basis (χ̃(n)
k )k∈Z of imLτn,

and both sequences (Aτn,ε) and (Bτn,ε) are simultaneously either stable or not.
Furthermore, it again turns out that the operators Bτn,ε are actually independent
of n, so the sequence (Aτn,ε) is stable if and only if the operator Bτ1,ε is invertible.

Employing the readily verifiable identities
(
(MSΓτ )(ξ̃(n)

j χ̃
(n)
j )
)

(τ̃n,εk ) = −(SΓ∗
τ
˜̃χ(n)
j )(τ̃n,εk )ξ̃(n)

j (4.24)

and (
(MSΓτM)(ξ̃(n)

j χ̃
(n)
j )
)

(τ̃n,εk ) = −(SΓ∗
τ
˜̃χ(n)
j )(τ̃n,εk )ξ̃(n)

j (4.25)

where
Γ∗
τ =

{
te(2π−ωτ )i, 0 ≤ t <∞

}
∪ {t, 0 ≤ t <∞}

and
≈
χ

(n)

j is defined as in (4.13) but with ωτ being replaced by 2π − ωτ , it is not
hard to find the explicit matrix representation of the operator Bτ1,ε:

Bτ1,ε = a(τ)I +
b(τ)
πi




∫

Γτ

χ̃
(1)
j (s)ds

s− τ̃1,ε
k





k,j∈Z

− f(τ)
πi






∫

Γ∗
τ

˜̃χ(1)
j (s)ds

s− τ̃1,ε
k






k,j∈Z

+




c(τ)I +

d(τ)
πi




∫

Γτ

χ̃
(1)
j (s)ds

s− τ̃1,ε
k





k,j∈Z

− e(τ)
πi






∫

Γ∗
τ

˜̃χ(1)
j (s)ds

s− τ̃1,ε
k






k,j∈Z




M.

(4.26)
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Theorem 4.1.7. Let a, b, c, d, e, f ∈ C(Γ), k1, k2 ∈ C(Γ× Γ), and 0 < ε < 1.

(a) The ε-collocation method for the operator

A = aI + bSΓ + cM + dSΓM − eMSΓ − fMSΓM

is stable if and only if the operator A ∈ Ladd(L2(Γ)) and all operators Bτ1,ε ∈
Ladd(l2(Z)) with τ ∈ Γ are invertible.

(b) If the ε-collocation method is stable and g is Riemann integrable, then the
systems (4.20) are uniquely solvable for all sufficiently large n, and the se-
quence (un) of their solutions tends to the solution of equation (4.1) in the
norm of L2(Γ).

The proof of this result is analogous to the proof of Theorem 4.1.1. Thus it
can be reduced again to the operators without conjugation, for which we again
refer the reader to [180].

4.1.3 Qualocation Method

Choose real numbers εr, 0 < ε0 < · · · < εm−1 < 1 and numbers wr,

r = 0, 1, . . . ,m− 1, such that
m−1∑

r=0
wr = 1, and consider the quadrature rule

Qn(g) =
n−1∑

k=0

1
n

m−1∑

r=0

wrg(τ
n,εr

k )

with τn,εr

k = γ((k + εr)/n).
In qualocation method one seeks an approximate solution un of equation (4.1)

in the form (4.7) and determines the unknown coefficients ξ(n)
j , j = 0, . . . , n − 1,

from the algebraic system

Qn(χ
(n)
j Aun) = Qn(gχ

(n)
j ), j = 0, . . . , n− 1

or equivalently

m−1∑

r=0

wr(Aun)(τ
n,εr

j ) =
m−1∑

r=0

wrg(τ
n,εr

j ), j = 0, . . . , n− 1. (4.27)

Let us again emphasize that the interest in method (4.27) comes from the pos-
sibility to force higher convergence rates than for pure collocation methods, by
special choices of the parameters εr and wr, cf. [104, 215, 216].

Set

τ̃n,εr

k =






k + εr
n

if k ≥ 0,

−k + εr
n

eiωτ if k < 0,
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and define a quadrature rule on the model curve Γτ by

Q̃n(g) =
∞∑

k=−∞

1
n

m−1∑

r=0

wrg(τ̃
n,εr

k ).

Our model methods arise from looking for an approximative solution uτn of the
form (4.23) of equation (4.22), by determining the unknown coefficients ξ̃(n)

k via
the algebraic system

m−1∑

r=0

wr(Aτuτn)(τ̃
n,εr

j ) =
m−1∑

r=0

wrg
τ (τ̃n,εr

j ), j ∈ Z. (4.28)

Theorem 4.1.8. Let a, b, c, d, e, f ∈ C(Γ), k1, k2 ∈ C(Γ × Γ), and εr, wr ∈ R
+ be

such that 0 < ε0 < ε1 < · · · < εm−1 < 1 and
m−1∑

r=0
wr = 1. Then:

(a) The qualocation method (4.27) is stable if and only if the operator A and the

operators BτQ(ε) =
m−1∑

r=0
wrB

τ
1,εr
∈ Ladd(l2(Z)) are invertible for all τ ∈ Γ.

(b) If the method (4.27) is stable and if g is Riemann integrable, then the systems
(4.27) are uniquely solvable for all sufficiently large n, and the sequence (un)
of their solutions converges in L2(Γ) to the solution of equation (4.1).

Recall that the operators Bτ1,ε are defined by (4.26).
The proof of Theorem 4.1.8 proceeds in the very same way as that of Theorem

4.1.7 since the qualocation method can be represented as a linear combination of
εr-collocation methods. We omit the details here.

4.2 Fredholm Properties of Local Operators

The Fredholmness and invertibility of local operators Bτ1 and Bτ1,ε, associated
with the above approximation methods for singular integral operators without
conjugation, have been investigated by S. Prössdorf and A. Rathsfeld [180]. They
pointed out that the Fredholmness of these operators is independent of the angles
ωτ , τ ∈ Γ, and that the index of the local operator Bτ1 is zero whenever Bτ1 is
Fredholm.

In contrast, we observe that the Fredholmness of the operator Bτ1 for opera-
tors with conjugation depends essentially on the value of the angle ωτ . Moreover,
the operator Bτ1 can be Fredholm but indBτ1 �= 0. Nevertheless, we can show that
possible values for indBτ1 are rather restricted, e.g., if e = f = 0 and the operator
Bτ1 is Fredholm, then the index of this operator takes only one of the values: 1, 0,
or −1.
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4.2.1 Quadrature Methods

Assume now that the coefficients e = 0 and f = 0 everywhere on Γ and restrict
ourselves to the method (4.4) and, correspondingly, to the local operators Bτ1
associated with the system (4.10). Further we identify the Hilbert space l2(Z)
with the Cartesian product l22 := l2 × l2 of the two Hilbert spaces l2 := l2(Z+) of
one-sided sequences, and therefore consider operators on l2(Z) as 2 × 2 matrices
of operators acting on l22. By T we denote the smallest closed C∗-subalgebra of
L(l2) containing all Toeplitz operators T (a) with piecewise constant generating
functions a. Recall that the operator T (a) acts on finitely supported sequences via

T (a)(xk) = (yk) , yk =
∞∑

r=0

ak−rxr

where ak is the kth Fourier coefficient of a. Finally, we write T 2×2 for the subal-
gebra of L(l2(Z)) ∼= L(l22) ∼= L2×2(l2) consisting of all 2× 2 matrices with entries
in T .

Lemma 4.2.1. If M : l2(Z+) �→ l2(Z+) is the operator defined by

M((xk)k∈Z+) = (xk)k∈Z+ ,

then the operator M and the complex C∗-algebra T satisfy all axioms (A1)− (A5)
of Section 1.2.

Proof. Note that (A1) and (A5) are the only non-trivial axioms to check. A
straightforward computation shows that for any a ∈ PC(Γ),

M T (a)M = T (a∗), (4.29)

where a∗(t) = a(t), t ∈ Γ0. Thus M T (a)M ∈ T , and since M
2

= I, the inclusion
MAM ∈ T is valid for any operator A ∈ T . The same relation (4.29) yields

(M T (a)M)∗ = T (ã),

and
M T ∗(a)M = M T (a)M = T (ã),

where ã = a(t), t ∈ Γ0, and our claim follows. �
Lemma 4.2.2. If Bτ1 , τ ∈ Γ is the operator determined by the left-hand side of
system (4.10), then it has the form

Bτ1 = B1,τ +B2,τM (4.30)

where B1,τ , B2,τ ∈ T 2×2. Moreover, the operator Bτ1 , τ ∈ Γ is invertible (Fred-
holm) if and only if the operator

B̃τ1 =
(

B1,τ B2,τ

MB2,τM MB1,τM

)

, τ ∈ Γ0,

is invertible (Fredholm).
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Proof. A straightforward computation shows that Bτ1 can be written in the form
(4.30), where

B1,τ =
(
B1,τ

11 B1,τ
12

B1,τ
21 B1,τ

22

)

∈ L2×2(l2), B2,τ =
(
B2,τ

11 B2,τ
12

B2,τ
21 B2,τ

22

)

∈ L2×2(l2)

with

B1,τ
11 = (a(τ) − b(τ)i cot(π(ε− δ))) I +

b(τ)
πi

(
1

−(k − j)− (ε− δ)

)∞

k,j=0

,

B1,τ
21 =

b(τ)
πi

(
1

(j + δ) + (−k − 1 + ε)eiωτ

)∞

k,j=0

,

B1,τ
12 =

b(τ)
πi

(
eiωτ

(−j + 1 + δ)eiωτ + (k + ε)

)∞

k,j=0

,

B1,τ
22 = (a(τ) − b(τ)i cot(π(ε− δ))) I +

b(τ)
πi

(
1

(k − j) + (δ − ε)

)∞

k,j=0

.

The operators B2,τ
lr , l, r = 1, 2, can be derived from the operatorsB1,τ

lr by replacing
a and b by c and d, respectively. But each of the operators Bj,τlr , j, l, r ∈ {1, 2},
belongs to T , as was shown in [180, Lemma 1.1].

The assertion concerning the invertibility (Fredholmness) of the operators
Bτ1 follows immediately from Lemmas 4.2.1 and 1.4.6. �

The Fredholmness of the operators B̃τ1 , τ ∈ Γ0 can be verified via the Gohberg
– Krupnik symbol calculus for T 2×2. Thus with each operator B̃τ1 one can associate
a 4 × 4 matrix-valued function AB̃τ

1
on Γ0 × [0, 1] with the property that B̃τ1 is

Fredholm if and only if detAB̃τ
1
(t, µ) �= 0 for all t ∈ Γ0 and µ ∈ [0, 1], and

the index of B̃τ1 coincides with the negative winding number1 of the determinant
detAB̃τ

1
(t, µ).

In accordance with [11, 29, 33, 180], when t �= 1 and µ ∈ [0, 1] the matrix
AB̃τ

1
(t, µ) is

AB̃τ
1
(t, µ)

=







a(τ)+b(τ)f (ε−δ)(t) 0 c(τ)+d(τ)f (ε−δ)(t) 0
0 a(τ)−b(τ)f (δ−ε)(t) 0 c(τ)−d(τ)f (δ−ε)(t)

c(τ)+d(τ)f (ε−δ)∗(t) 0 a(τ)+b(τ)f (ε−δ)∗(t) 0
0 c(τ)−d(τ)f (δ−ε)∗(t) 0 a(τ)−b(τ)f (δ−ε)∗(t)







(4.31)

1For the definition of the winding number the reader can consult [11, Section 2.41].
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with

f (ν)(ei2πs) := 2e−i2πν(s−1) sin(−πνs)
sin(−πν) − 1, 0 ≤ s ≤ 1, (4.32)

and f∗(t) = f(t), whereas in the case t = 1 and µ ∈ [0, 1] this matrix is given by

AB̃τ
1
(1, µ)

=









a(τ)+b(τ)(1−2µ) ib(τ)
β
ei(ωτ−π)α c(τ)+d(τ)(1−2µ) id(τ)

β
ei(ωτ−π)α

ib(τ)
β ei(π−ωτ )α a(τ)−b(τ)(1−2µ) −id(τ)

β ei(π−ωτ)α c(τ)−d(τ)(1−2µ)

c(τ)−d(τ)(1−2µ) −id(τ)
β

ei(π−ωτ)α a(τ)−b(τ)(1−2µ) −ib(τ)
β
ei(π−ωτ)α

id(τ)
β ei(ωτ−π)α c(τ)+d(τ)(1−2µ) id(τ)

β ei(ωτ−π)α a(τ)+b(τ)(1−2µ)









(4.33)

with β = β(µ) = sin(π(1/2 + (i/2π) log(µ/(1 − µ))) and α = α(µ) = 1/2 +
(i/2π) log(µ/(1− µ)).

Theorem 4.2.3. Let Bτ1 , τ ∈ Γ be the local operator associated with the method
(4.4) in case e = f = 0. If Bτ1 is Fredholm, then the index

indBτ1 := ind RB
τ
1

of this operator can take only three values 0, 1 and −1.

For the proof of this statement we need an auxiliary result.

Lemma 4.2.4. If a, b, c, and d are any fixed complex numbers, then the function

detAB̃τ
1

: (Γ0 \ {1})× [0, 1] �→ C

is real-valued and non-negative.

Proof. Put ν = ε− δ and multiply the matrix (4.31) both from the left- and from
the right-hand side by the matrix

J :=







1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1





 .

This transformation does not influence the determinant, and the new matrix has
the form







a+ bfν(t) c+ dfν(t) 0 0
c+ dfν∗(t) a+ bfν∗(t) 0 0

0 0 a− bf−ν(t) c− df−ν(t)
0 0 c− df−ν∗(t) a− bf−ν∗(t)





 .
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Its determinant is just

[(a+ bfν(t))(a+ bfν∗(t))− (c+ dfν(t))(c + dfν∗(t))]

· [(a− bf−ν(t))(a− bf−ν∗(t))− (c− df−ν(t))(c − df−ν∗(t))], (4.34)

and using the identities

fν∗(t) = −fν(t), fν(t) = f−ν(t),

we can rewrite expression (4.34) in the form

[(a+ bfν(t))(a − bfν(t)) − (c+ dfν(t))(c− dfν(t))]
· [(a+ bfν(t))(a− bfν(t))− (c+ dfν(t))(c+ dfν(t))],

which is obviously real and non-negative. �
Proof of Theorem 4.2.3. First of all, let us recall that indBτ1 = ind CB̃

τ
1 , cf. (2.11).

Now if t = 1, then

detAB̃τ
1
(1, µ)

=
[

(a+ b(1−µ))(a− b(1− µ))− b2

β2

] [

(a+ b(1 − µ))(a− b(1− µ))− b2

β2

]

+
1
β2

(ad− bc)(ad− bc)ei2(π−ωτ )α +
1
β2

(ad− bc)(ad− bc)ei2(ωτ−π)α

+
[

(a+ b(1− µ))(c− d(1 − µ))− bd

β2

] [
bd

β2
− (a− b(1− µ))(c+ d(1− µ))

]

+
[

(a+ b(1− µ)(c− d(1− µ))− bd

β2

] [
bd

β2
(a− b(1− µ))(c + d(1− µ))

]

+
[

(c+ d(1− µ))(c − d(1− µ))− d2

β2
)
] [

(c+ d(1− µ))(c − d(1− µ))
d2

β2

]

=

= |a2− b2(1 − 2µ)2 − b2

β2
|2 + |c2 − d2(1−2µ)2 − d2

β2
|2

+
2
β2
|ad− bc| cos[(ωτ−π)2α]

+ 2Re
{[

(a+ b(1−µ))(c− d(1−µ))− bd

β2

]

×
[
bd

β2
− (a− b(1−µ))(c+ d(1−µ))

]}

.

Since
β2 =

1
4µ(1− µ)

,
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[

(a+ b(1− µ))(c− d(1 − µ))− bd

β2

] [
bd

β2
− (a− b(1− µ))(c + d(1− µ))

]

= −|ac− bd|2 + |bc− ad|2(1− 2µ)2 − (ac− bd)(bc− ad)(1 − 2µ)

+ (ac− bd)(bc− ad)(1 − 2µ),

and

1
β2

cos((ωτ − π)2α) = −2
(
µ

ωτ
π (1 − µ)2−

ωτ
π + (1− µ)

ωτ
π µ2−ωτ

π

)
cosωτ

+ 2i
(
µ

ωτ
π (1 − µ)2−

ωτ
π − (1 − µ)

ωτ
π µ2−ωτ

π

)
sinωτ ,

we get

detAB̃τ
1
(1, µ) = |a2 − b2|2 + |c2 − d2|2 − 2|ac− bd|2 + 2|bc− ad|2(1− 2µ)2

− 4|ad− bc|2
{
(µ

ωτ
π (1−µ)2−

ωτ
π + (1−µ)

ωτ
π µ2−ωτ

π ) cosωτ

+ i (µ
ωτ
π (1−µ)2−

ωτ
π −(1−µ)

ωτ
π µ2−ωτ

π ) sinωτ
}
. (4.35)

Consider now the imaginary part of expression (4.35), i.e.,

Im detAB̃τ
1
(1, µ) = 4|ad− bc|2ψ(µ) sinωτ (4.36)

where

ψ(µ) = µx(1− µ)2−x − (1− µ)xµ2−x , x = ωτ/π , 0 < x < 2.

Since
ψ(µ) = (µ(1 − µ)x + (1 − µ)µx)

(
(1− µ)1−x − µ1−x) ,

the sign of the real-valued function ψ remains constant in each of the intervals
(0, 1/2) and (1/2, 1). Together with the fact that detAB̃τ

1
(t, µ) is real-valued for

t �= 0, this shows that the winding number of the determinant function around
the origin can only take the values +1, 0,−1. This finishes the proof of Theo-
rem 4.2.3. �

Remark 4.2.5. Observe that (4.36) actually expresses the dependence of the Fred-
holmness of the operator B̃τ1 and thus of Bτ1 on the angle ωτ .

4.2.2 The ε-Collocation Method

Now we turn our attention to the Fredholmness of the local operators Bτ1,ε con-
nected with the ε-collocation method. Write a, b, c, d, e, f in place of a(τ), b(τ),



4.2. Fredholm Properties of Local Operators 177

c(τ), d(τ), e(τ), f(τ) respectively, and let B1,τ
1,ε and B2,τ

1,ε stand for the operators
on l2(Z) with matrix representation

B1,τ
1,ε = aI +

b

πi




∫

Γτ

χ̃
(1)
j (s)ds

s− τ̃1,ε
k





k,j∈Z

− f

πi






∫

Γ∗
τ

≈
χ

(1)

j (s)ds

s− τ̃1,ε
k






k,j∈Z

(4.37)

and

B2,τ
1,ε = cI +

d

πi




∫

Γτ

χ̃
(1)
j (s)ds

s− τ̃1,ε
k





k,j∈Z

− e

πi






∫

Γ∗
τ

≈
χ

(1)

j (s)ds

s− τ̃1,ε
k






k,j∈Z

. (4.38)

Clearly,Bτ1,ε = B1,τ
1,ε +B2,τ

1,εM , so it follows as in Lemma 4.2.2 that Bτ1,ε is Fredholm
if and only if the operator

(
B1,τ

1,ε B2,τ
1,ε

MB2,τ
1,εM MB1,τ

1,εM

)

∈ L(l2(Z)× l2(Z))

is Fredholm. By (4.24) and (4.25),

MB1,τ
1,εM = aI − b

πi






∫

Γ∗
τ

≈
χ

(1)

j (s)ds

s− τ̃1,ε
k






k,j∈Z

+
f

πi




∫

Γτ

χ̃
(1)
j (s)ds

s− τ̃1,ε
k





k,j∈Z

and

MB2,τ
1,εM = cI − d

πi






∫

Γ∗
τ

≈
χ

(1)

j (s)ds

s− τ̃1,ε
k






k,j∈Z

+
e

πi




∫

Γτ

χ̃
(1)
j (s)ds

s− τ̃1,ε
k





k,j∈Z

.

In particular, all operators B1,τ
1,ε , B

2,τ
1,ε , MB1,τ

1,εM and MB2,τ
1,εM are of the same

structure, and we may consider only one of these operators (say B1,τ
1,ε ).

Given k ∈ Z, and δ ∈ (0, 1), define tδk by

tδk =
{

k + δ if k ≥ 0,
−(k + δ)eiωτ if k < 0,

and introduce the operator Cδε as

Cδε = (a− i(b− f)ctg(π(ε− δ)))I +
b

πi

(
∆t(1)j

tδj − τ̃
1,ε
k

)

k,j∈Z

− f

πi




∆t(1)j

tδj − τ̃
1,ε
k





k,j∈Z
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with

∆t(1)j =
{

1 if j ≥ 0,
−eiωτ if j < 0.

Consider the operator function

δ �→ Cε(δ) = 2εC2εδ
ε + 2(ε− 1)C1+2(ε−1)δ

ε with δ ∈ (0, 1).

The results of the preceding section imply that Cε(δ) ∈ T 2×2 ⊆ L(l2(Z)); and
since this function is continuous on the interval (0,1/2), we conclude that the
operator

B1,τ
1,ε =

1/2∫

0

Cε(δ)dδ

also belongs to the algebra T 2×2. The Gohberg–Krupnik symbol of this operator
can now be computed as

AB1,τ
1,ε

(t, µ) =

1/2∫

0

ACε(δ)(t, µ)dδ

=

1/2∫

0

[
2ε(AC2εδ

ε
(t, µ) + 2(ε− 1)A

C
1+2(ε−1)δ
ε

(t, µ)
]
dδ.

From (4.31) and (4.33), one obtains by straightforward calculation

AB1,τ
1,ε

(t, µ) =







a+ (b− f)
1∫

0

f (ε−δ)(t)dδ 0

0 a− (b− f)
1∫

0

f (δ−ε)(t)dδ





 (4.39)

for t ∈ Γ0\{1}, µ ∈ [0, 1], and

AB1,τ
1,ε

(1, µ) =






a+ (b−f)(1−2µ) i bβ e
−i(π−ωτ)α − i fβ e−i(ωτ−π)α

i fβ e
−i(π−ωτ )α − i bβ e−i(ωτ−π)α a− (b− f)(1− 2µ)




 ,

(4.40)
for µ ∈ [0, 1], where fν , α and β are as in the preceding section.

Now, the symbols of B2,τ
1,ε ,MB1,τ

1,εM and MB2,τ
1,εM can be derived from (4.39)

and (4.40) by an obvious substitution of the coefficients, so the symbol of the
operator Bτ1,ε is the 4× 4 matrix function

ABτ
1,ε

=

(
AB1,τ

1,ε
AB2,τ

1,ε

AMB2,τ
1,εM

AMB1,τ
1,εM

)

,

on the cylinder Γ0 × [0, 1].
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Corollary 4.2.6. The operator Bτ1,ε is Fredholm if and only if the matrices
ABτ

1,ε
(t, µ) are invertible for all (t, µ) ∈ T× [0, 1].

Corollary 4.2.7. If t �= 1, then detABτ
1,ε

(t, µ) takes real values only.

Corollary 4.2.8. If the operators Bτ1,ε1 and Bτ1,ε2 , ε1, ε2 ∈ (0, 1) are Fredholm, then

indBτ1,ε1 = indBτ1,ε2 .

Corollary 4.2.9. Let e = f = 0. If Bτ1,ε is Fredholm, then indBτ1,ε ∈ {−1, 0, 1}.

4.2.3 Qualocation Method

We study some peculiarities of the local operators for the qualocation method,
and in particular, point out that, if the local operators are Fredholm, then their
indices are independent of the values of the parameters εr and wr.

As in the preceding section, the corresponding local operators can be written
as

BτQ(ε) = B1,τ
Q(ε) +B2,τ

Q(ε)M

where

Bi,τQ(ε) =
m−1∑

r=0

wrB
i,τr

1,εr
, i = 1, 2

(compare (4.37), (4.38)), and their symbols are the 4 × 4 matrix functions on
T× [0, 1],

ABτ
Q(ε)

=

(
AB1,τ

Q(ε)
AB2,τ

Q(ε)

AMB2,τ
Q(ε)M

AMB1,τ
Q(ε)M

)

.

The symbols of Bi,τQ(ε) and MBi,τQ(ε)M (i = 1, 2) can be computed via (4.39) and
(4.40); for example,

AB1,τ
Q(ε)

(t, µ) =














a+(b−f)
m−1∑

r=0
wr

1∫

0

f (εr−δ)(t)dδ 0

0 a−(b−f)
m−1∑

r=0
wr

1∫

0

f (δ−εr)(t)dδ









if t �=1, µ ∈ [0, 1]






a+(b−f)(1−2µ) i bβ e
−i(π−ωτ)α − i fβ e−i(ωτ−π)α

i fβ e
−i(π−ωτ)α−i bβ e−i(ωτ−π)α a−(b−f)(1−2µ)






if t=1, µ ∈ [0, 1].
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Corollary 4.2.10. The operator BτQ(ε) is Fredholm if and only if the matrix
ABτ

Q(ε)
(t, µ) is invertible for all (t, µ) ∈ T× [0, 1].

The result on the index independence is as follows.

Theorem 4.2.11. If (εir)
m−1
r=0 and (wir)

m−1
r=0 , i = 1, 2 are two collections of numbers

satisfying the hypotheses of Theorem 4.1.8, and if the associated local operators
BτQ1(ε)

and BτQ2(ε)
are Fredholm, then indBτQ1(ε)

= indBτQ2(ε)
.

The proof of this theorem, as well as the proof of the subsequent corollary,
follows by repeating arguments from the proof of Theorem 4.2.3, so the details are
omitted.

Corollary 4.2.12. Let e = f = 0, and the operator BτQ(ε) be Fredholm. Then
indBτQ(ε) ∈ {−1, 0, 1}.

4.3 Stability of Approximation methods in L2-Spaces

with Weight

In this section, we again consider a special case of equation (4.1), where we suppose
the coefficients e and r are identically equal to zero on Γ, viz., the equation

(Au)(t) ≡ a(t)u(t) +
b(t)
πi

∫

Γ

u(τ)dτ
τ − t + c(t)u(t) +

d(t)
πi

∫

Γ

u(τ)dτ
τ − t (4.41)

+
∫

Γ

k1(t, τ)u(τ)dτ +
∫

Γ

k2(t, τ)u(τ) dτ = f(t), t ∈ Γ.

4.3.1 A Quadrature Method and Its Stability

Let Γ be a simple closed curve and let γ : R→ Γ be a 1-periodic parametrization
of Γ. We suppose that there are points u1 < u2 < · · · < un0 = u1 + 1 such
that γ is twice continuously differentiable on each of the intervals (uj , uj+1), j =
1, 2, . . . , n0 − 1, and that the derivatives γ′ and γ′′ possess finite one-sided limits
γ′(uj ± 0) and γ′′(uj ± 0) such that |γ′(uj − 0)| = |γ′(uj + 0)|, but possibly
argγ′(uj − 0) �= argγ′(uj + 0) at every point uj , j = 1, . . . , n0 − 1. Consider the
function

ω(t) :=
n0−1∏

j=1

|t− γ(uj)|−ρj , t ∈ Γ,

with ρj ∈ (−1/2, 1/2) for all j. Under these conditions, the operator A of (4.41)
acts boundedly on the Lebesgue space L2,ω(Γ) of all complex-valued measurable
functions x with

||x||L2,ω :=
(∫

Γ

|x(t)|2ω2(t)dt
)1/2

<∞,
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considered as a Banach space over the field R.
To improve the convergence rate for the approximation method under consid-

eration, we use discretizations based on graded meshes. Thus given σ ≥ 1, choose
a 1-periodic function g : R→ R which satisfies the following conditions:

1) g(j/n0) = uj for all j = 1, 2, . . . , n0 − 1.

2) g(s) = g(j/n0) + |s − j/n0|σsign(s − j/n0) for all s in some neighbourhood
Usj of the point sj = j/n0, with Usj ∩ Usk

= ∅ if j �= k.

3) The function g is strictly monotonically increasing on [0, 1], and its restriction
onto the set (sj , sj+1) \ (Usj ∪ Usj+1) is a twice differentiable function for
every j.

Let n = ln0 with l ∈ N, choose numbers δ, ε ∈ (0, 1) with δ �= ε, define
γ̃(s) = γ(g(s)), and for each k = 0, 1, . . . , n− 1 put

t
(n)
k := γ̃

(
k + δ

n

)

, τ
(n)
k := γ̃

(
k + ε

n

)

, ∆t(n)
j =

1
n
γ̃

(
j + δ

n

)

.

Applying a shifted trapezoidal rule to the singular integrals in (4.41) and then
collocating at the shifted points τ (n)

k leads to the system of algebraic equations
(4.4). If ξ(n)

k , k = 0, 1, . . . , n−1 are the solutions of (4.4) and if χ(n)
j (t) denotes the

characteristic function of the arc [γ̃(j/n), γ̃((j + 1)/n))) of Γ, then the function

xn(t) =
n−1∑

j=0

ξ
(n)
j χ

(n)
j (t), t ∈ Γ (4.42)

can be viewed as an approximate solution of equation (4.4).
The stability of this quadrature method (4.4), (4.42) in the weighted space

L2,ω = L2,ω(Γ) can be studied by localizing techniques analogous to considera-
tions of Section 4.1.1. Thus with every point τ ∈ Γ we again associate a model
equation Aτxτ = fτ , which locally represents the equation (4.41), as well as a
model approximation method for the model equation

Aτnx
τ
n = fτn ,

which locally represents the equation (4.4). Recall that this association can be
performed as follows: given τ ∈ Γ, let sτ refer to that point of [0, 1) with γ̃(sτ ) = τ .
Denote by ωτ the number

ωτ := arg(−γ̃′(sτ − 0)/γ̃′(sτ + 0)), ωτ ∈ [0, 2π),

and write Γτ for the curve Γτ := eiωτ R
+ ∪ R

+, where the ray eiωτ R
+ is directed

to the origin and the ray R
+ is directed away. Then define L2(Γτ , ρτ ) as the real
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Hilbert space of all complex-valued Lebesgue measurable functions x on Γτ such
that ∫

Γτ

|x(t)|2|t|−2ρτ (t)dt < +∞,

where ρτ = ρj if τ = γ(uj), j = 1, 2, . . . , n0 − 1 and ρτ = 0 at all other points
τ ∈ Γ. Further, introduce the operators

(SΓτx)(t) :=
1
πi

∫

Γτ

x(u)du
u− t , t ∈ Γτ ,

as well as
Aτ := a(τ)I + b(τ)SΓτ + c(τ)M + d(τ)SΓτM,

which act boundedly on L2(Γτ , ρτ ). The model equation has the form

Aτxτ = fτ , xτ ∈ L2(Γτ , ρτ ), (4.43)

with a function fτ belonging to the Banach space R2(Γτ , ρτ ) of all functions that
are Riemann integrable on every finite subcurve of Γτ and have a finite Riemann
norm

‖f‖R2(Γτ ,ρτ ) := ‖f‖L2(Γτ ,ρτ ) +

( ∞∑

k=0

sup
t∈[k,k+1]

|f(t)|2|t|−2ρτ

)1/2

+

( ∞∑

k=0

sup
t∈eiωτ [k,k+1]

|f(t)|2|t|−2ρτ

)1/2

.

For the approximate solution of equation (4.43), introduce points t̃(n)
k and

τ̃
(n)
k , k ∈ Z by

t̃
(n)
k :=






(
k + δ

n

)σ
if k ≥ 0,

−
(
k + δ

n

)σ
eiωτ if k < 0,

τ̃
(n)
k :=






(
k + ε

n

)σ
if k ≥ 0,

−
(
k + ε

n

)σ
eiωτ if k < 0,

and determine approximate values ξ(n)
k of the exact solution xτ (t̃(n)

k ), k ∈ Z, of
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(4.43) by solving the infinite model system of algebraic equations

[a(τ) − b(τ)i cot(π(ε− δ))]ξ(n)
k +

b(τ)
πi

+∞∑

j=−∞

∆t̃(n)
j

t̃
(n)
j − τ̃ (n)

k

ξ
(n)
j

+ [c(τ)− d(τ)i cot(π(ε− δ))]ξ(n)
k +

d(τ)
πi

+∞∑

j=−∞

∆t̃(n)
j

t̃
(n)
j − τ̃ (n)

k

ξ
(n)
j

= f(τ̃ (n)
k ) for k ∈ Z (4.44)

where

∆t̃(n)
j =






σ

n
·
(
j + δ

n

)σ−1

if j ≥ 0,

−σ
n
·
(
j + δ

n

)σ−1

eiωτ if j < 0.

If χ̃(n)
k stands for the characteristic function of the interval [(k/n)σ, ((k+ 1)/n)σ)

when k ≥ 0 and of the interval [eiωτ (k/n)σ, eiωτ ((k + 1)/n)σ) when k < 0, the
approximate solution of (4.43) on the whole curve Γτ is given by

xτn(t) =
∑

k∈Z

ξ
(n)
k χ̃

(n)
k (t), t ∈ Γτ . (4.45)

One can think of the infinite model system (4.44) – (4.45) as an operator equation

Aτnx
τ
n = fτn , (4.46)

with xτn, f
τ
n ∈ L2(Γτ , ρτ ) and Aτn ∈ Ladd(L2(Γτ , ρτ )). Note that the boundedness

of Aτn follows from the corresponding results of [102, Chapters 2 and 3] or of [180],
but it is more convenient for our purposes to translate this system into an equation
on an appropriately chosen weighted l2-space.

Let l̃2,ν = l̃2,ν(Z), ν ∈ R be the Hilbert space of all two-sided sequences
{ξk}k∈Z of complex numbers such that

||{ξk}k∈Z||l̃2,ν
:=

(
∑

k∈Z

|ξk|2(|k|+ 1)2ν
)1/2

<∞

and set rτ := (σ − 1)/2 − ρτσ. It is well known (e.g., [102, 179]) that there is a
constant c > 0 such that

1
c
‖
∑

k∈Z

ξkχ̃
(n)
k ‖L2(Γτ ,ρτ ) ≤ n−rτ−1/2‖{ξk}k∈Z‖l̃2,rτ

≤ c‖
∑

k∈Z

ξkχ̃
(n)
k ‖L2(Γτ ,ρτ )

(4.47)
for every sequence {ξk} ∈ l̃2,rτ . Then de Boor inequalities (4.47) allow us to
identify the system (4.44) with an operator equation

Ãτnξn = ηn (4.48)
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where ξn = {ξ(n)
k }k∈Z, the sequence ηn = {f(τ̃ (n)

k )}k∈Z belongs to the space
l̃2,rτ , and Ãτn ∈ Ladd(l̃2,rτ ). Moreover, again due to (4.47), the operator sequence
(Aτn)n∈N in (4.46) is stable if and only if the sequence (Ãτn)n∈N in (4.48) is stable.
Now the advantage of considering the model problem on l̃2,rτ becomes obvious,
viz., the operators Ãτn, n ∈ N turn out to be independent of n, so the sequence
(Ãτn)n∈N is actually constant, and this sequence is stable if and only if one of its
members (say the operator Ãτ1) is invertible.

Applying the local principle analogously to Section 4.1.1, one arrives at the
following result.

Theorem 4.3.1. Let a, b, c, d ∈ C(Γ), and let k1, k2 ∈ C(Γ × Γ). The quadrature
method (4.4), (4.42) is stable if and only if the operator A ∈ Ladd(L2(Γτ , ρτ )) and
all operators Ãτ1 ∈ Ladd(l̃2,rτ ), τ ∈ Γ, are invertible.

In contrast to Section 4.1.1, here we study operators defined on weighted
spaces and associated with non-uniformly graded meshes, i.e., the situation where
ρ �= 0 and σ �= 0. This modification does not seriously influence the proof of the
corresponding stability results but the Fredholm properties of the local operators
Ãτ1 considered on such spaces differ from those for spaces without weight.

4.3.2 Local Operators and Their Indices

As mentioned above, both the Fredholm properties and the index of the local op-
erators Ãτ1 corresponding to pure singular integral equations without conjugation
are independent of both the angles ωτ and the weights ρτ (cf. [179, 180]). On the
other hand, as observed in Section 4.2.1 where the weight function was supposed
to be identically 1, the index of the operators Ãτ1 corresponding to singular integral
equations with conjugation can differ from zero, although it is restricted to the set
{−1, 0, 1}. Let us now examine how the change of the weight influences the index.

We start with a matrix representation for the local operators Ãτ1 . Let us again
identify the Hilbert space l̃2,rτ with the Cartesian product l22,rτ

:= l2,rτ × l2,rτ of
the corresponding Hilbert spaces of one-sided sequences. Then every operator on
l̃2,rτ corresponds to a 2× 2 matrix of operators acting on the space l2,rτ .

Further, given ν let Tν stand for the smallest closed subalgebra of L(l2,ν)
containing all Toeplitz operators generated by piecewise constant functions, and
let T 2×2

ν be the subalgebra of L(l̃2,ν) ∼= L(l22,ν) ∼= L2×2(l2,ν) which consists of
all 2 × 2 matrices with entries in Tν . Recall that the Toeplitz operator T (a) with
generating function a ∈ L∞ is defined via its matrix representation with respect
to the standard basis of l2,ν by T (a) = (aj−k)∞j,k=0, with ak referring to the
kth Fourier coefficient of a. Moreover, for any piecewise smooth function a, the
operator T (a) is bounded on the space l2,ν if −1/2 < ν < 1/2.

Lemma 4.3.2. Every operator Ãτ1 as in (4.48) is isometrically isomorphic to the
operator

Âτ1 = Â1,τ + Â2,τM, (4.49)
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where Â1,τ , Â2,τ ∈ T 2×2 and M is the operator

M{{ξk}∞k=0, {ηk}∞k=0} = {{ξk}∞k=0, {ηk}∞k=0}.

Proof. Fix a point τ ∈ Γ and let for brevity

a = a(τ), b = b(τ), c = c(τ), d = d(τ), ρ = ρτ , ω = ωτ .

Straightforward computation shows that the operator Ãτ1 can be written in the
form

Ãτ1 = Ã1,τ + Ã2,τM,

with
Ã1,τ =

(
A1,τ
k,r

)2

k,r=1
, Ã2,τ =

(
A2,τ
k,r

)2

k,r=1
,

where

A1,τ
1,1 = (a− ib cot(π(ε− δ)))I +

b

πi

(
σ(j + δ)σ−1

(j + δ)σ − (k + ε)σ

)∞

k,j=0

,

A1,τ
2,1 =

b

πi

(
σ(j + δ)σ−1

(j + δ)σ − (k + 1− ε)σ eiω
)∞

k,j=0

,

A1,τ
1,2 =

b

πi

(
σ(j + 1− δ)σ−1eiω

(j + 1− δ)σeiω − (k + ε)σ

)∞

k,j=0

,

A1,τ
2,2 = (a− ib cot(π(δ − ε)))I − b

πi

(
σ(j + 1− δ)σ−1

(j + 1− δ)σ − (k + 1− ε)σ
)∞

k,j=0

.

Replacing a and b by c and d respectively, one gets analogous representations for
the operators A2,τ

k,r , k, r = 1, 2.
Now let Λz, z ∈ C refer to the operator of multiplication by the diagonal

matrix Λz := ((j + 1)zδj,k)+∞
k,j=0. Evidently, Λz is a linear isometry from l2,z onto

l2, where l2 := l2,0, so Ãτ1 is a continuous additive operator on l2,rτ × l2,rτ if and
only if the operator

Âτ1 :=
(

Λrτ 0
0 Λrτ

)

Ãτ1

(
Λ−rτ 0

0 Λ−rτ

)

belongs to L2×2
add (l2). Moreover, Tz = Λ−zT0Λz. Since ΛzM = MΛz for every real

z, the operator Âτ1 can be rewritten in the form

Âτ1 = Â1,τ + Â2,τM,

with Âi,τ = Λ(σ−1)/2−ρσÃi,τΛ(−σ+1)/2+ρσ for i = 1, 2. To complete the proof, one
has to check that these operators belong to the algebra T 2×2 = T 2×2

0 . This has
been done in [179, pp. 46–49] and [102, Sections 2.4 and 2.11]. �
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Lemma 4.3.3. (a) If Â ∈ T , then MÂM is also in T .

(b) The operator Âτ1 in (4.49) is Fredholm on the real space l̃2 if and only if the
operator

A1,τ :=
(

Â1,τ Â2,τ

MÂ2,τM MÂ1,τM

)

(4.50)

is Fredholm on the corresponding complex space. In that case,

ind R Ã
τ
1 = ind C A1,τ .

Assertion (a) is proved in Lemma 4.2.1, and (b) is a consequence of Lemma
1.4.6 (see also (2.11)).

Let us fix a point τ ∈ Γ, and drop the subscript τ in A1,τ but indicate the
dependence of that operator on σ, ρ and ω by writing Aσ,ρ,ω1 in place of A1,τ .
The Fredholmness of the operator Aσ,ρ,ω1 can be studied via the Gohberg-Krupnik
symbol calculus for the algebra T 2×2. We again consider the function fν ,

fν(ei2πs) = 2eiπν(s−1) sin(−πνs)
sin(−πν) − 1 for 0 ≤ s < 1,

first defined in (4.32). If we set f∗(t) := f(t), β := β(µ) = sin(πθ), γ := γ(µ) =
−i cot(πθ), and

θ := θ(µ) =
1
2
− ρ+

i

2πσ
log

µ

1− µ, µ ∈ [0, 1], (4.51)

then the symbol AAσ,ρ,ω
1

of the operator Aσ,ρ,ω1 , which is a 4 × 4-matrix-valued
function defined on T× [0, 1], is given as follows (cf. Section 4.2.1 and [11, 94, 102,
179]):

If t �= 1 and µ ∈ [0, 1], then

AAσ,ρ,ω
1

(t, µ)

=







a+ bf (ε−δ)(t) 0 c+ df (ε−δ)(t) 0
0 a− bf (δ−ε)(t) 0 c− df (δ−ε)(t)

c̄+ d̄f (ε−δ)∗(t) 0 ā+ b̄f (ε−δ)∗(t) 0
0 c̄− d̄f (δ−ε)∗(t) 0 ā− b̄f (δ−ε)∗(t)





 ,

and if t = 1 and µ ∈ [0, 1], then

AAσ,ρ,ω
1

(1, µ)

=











a+ bγ i b
β

ei(ω−π)θ c+ dγ i d
β

ei(ω−π)θ

−i b
β

ei(π−ω)θ a− bγ −i d
β

ei(π−ω)θ c− dγ

c− dγ −i dβ ei(π−ω)θ a− bγ −i bβ ei(π−ω)θ

i dβ ei(ω−π)θ c+ dγ i bβ ei(ω−π)θ a+ bγ











. (4.52)
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We prepare for studying the Fredholmness of the local operator Aσ,ρ,ω1 by noting
two of its important properties.

Lemma 4.3.4. If a, b, c, and d are any fixed complex numbers, then the function

detAAσ,ρ,ω
1

: (Γ0 \ {1})× [0, 1] �→ C

is real-valued and non-negative.

Proof. If t �= 1, then AAσ,ρ,ω
1

(t, µ) = AB̃τ
1
(t, µ), where the operator B̃τ1 (t, µ) is

defined by (4.30), so the result follows from Lemma 4.2.4. �

Lemma 4.3.5. For any σ1, σ2 ∈ R, σ1 ≥ 1, σ2 ≥ 1, the operators Aσ1,ρ,ω
1 and

Aσ2,ρ,ω
1 are either simultaneously Fredholm or not. If they are Fredholm,

indAσ1,ρ,ω
1 = indAσ2,ρ,ω

1 .

Proof. A closer look at the symbol of the operator Aσ,ρ,ω1 reveals that only the
matrix (4.52) depends on the grading parameter σ via the function θ defined by
(4.51), but the image of the function θ = θ(µ), µ ∈ [0, 1], coincides with 1/2−ρ+iR,
which is independent on σ. �

Thus we can suppose hereafter that σ = 1, and write Aρ,ω1 in place of A1,ρ,ω
1 .

Recall that by Theorem 4.2.3, the index of the operator A0,ω
1 considered on the

l2-space without weight can only take the values −1, 0 or 1. Let us now verify
that this still remains true for the weighted spaces if the weight ρ is in the interval
(0, 1/2).

Lemma 4.3.6. The determinant of AAρ,ω
1

(1, µ) can be represented as

detAAρ,ω
1

(1, µ) = U + V Φ2(µ),

with real numbers U, V , and with Φ denoting the function

Φ(µ) = Φρ,ω(µ) =
sin((ω − π)θ)

sin(πθ)
, µ ∈ [0, 1],

where

θ = θ(µ) =
1
2
− ρ+

i

2π
log

µ

1− µ, µ ∈ [0, 1]
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Proof. Expanding the determinant according to the second-order minors of the
first two rows leads to the expression

detAAρ,ω
1

(1, µ) = [(a+ bγ)(a− bγ)− b2

β2
][(a+ bγ)(a− bγ)− b2

β2
]

+ [(c+ dγ)(c− dγ)− d2

β2
][(c+ dγ)(c− dγ)− d2

β2
]

+ [(a+ bγ)(c− dγ)− bd

β2
][
bd

β2
− (a− bγ)(c+ dγ)]

+ [(a+ bγ)(c− dγ)− bd

β2
][
bd

β2
− (a− bγ)(c+ dγ)]

+
1
β2

(ad− bc)(ad− bc)ei2(π−ω)θ

+
1
β2

(ad− bc)(ad− bc)ei2(ω−π)θ. (4.53)

The first line on the right-hand side of (4.53) is equal to

[a2 − b2γ2 − b2

β2
][a2 − b2γ2 − b2

β2
]

= [a2 − b2(− cot2(πθ) +
1

sin2(πθ)
)][a2 − b2(− cot2(πθ) +

1
sin2(πθ)

)]

= |a2 − b2|2,

and the second coincides with |c2−d2|2. For the third line, abbreviate ac− bd and
cb− ad by N and P respectively, and note that

(a+ bγ)(c− dγ)− bd

β2
= N + Pγ,

bd

β2
− (a− bγ)(c+ dγ) = −N + Pγ,

which finally gives −|N |2 − 2i Im(PN)γ + |P |2γ2 for the third and −|N |2 +
2i Im(PN)γ + |P |2γ2 for the fourth line. Thus

detAAρ,ω
1 (1,µ) = |a2 − b2|2 + |c2 − d2|2 − 2|N |2 + 2|P |2γ2 + 2|P |cos(2(ω − π)θ)

sin2(πθ)

= |a2 − b2|2 + |c2 − d2|2 − 2|N |2 + 2|P |2
(

1− 2
(

sin((ω − π)θ)
sin(πθ)

)2
)

= U + V Φ2(µ)

with

V = −4|P |2, U = |a2 − b2|2 + |c2 − d2|2 + 2(|P |2 − |N |2) (4.54)

as desired. �
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Corollary 4.3.7. If cb−ad = 0 and if the operator Aρ,ω1 is Fredholm, then its index
is zero.

The condition cb − ad = 0 is, for example, satisfied for singular integral
equations without conjugation, where c = 0, d = 0. The corresponding assertion
for the index of Aρ,ω1 is well known (cf. [180]). Lemma 4.3.6 provides another proof
for this result.

Corollary 4.3.8. If ω = π and if the operator Aρ,π1 is Fredholm, then its index is
zero.

It is obvious from Lemma 4.3.6 that the winding number of detAAρ,ω
1

(1, µ)
and thus the index of the operator Aρ,ω1 , depend essentially on the properties of
the function

Φ(µ) =
sin((ω − π)θ)

sin(πθ)
, θ =

1
2
− ρ+

i

2π
log

µ

1− µ.

In connection with the index evaluation, the location of the zeros of the real and
imaginary parts of the function Φ in the open interval (0, 1) is of a special interest.
For the imaginary part the corresponding results are summarized in Lemma 4.3.12,
whereas Lemma 4.3.18 contains results concerning the zeros of the real part.

Since θ = α+ iβ with α = 1/2− ρ and β = (1/2π) log(µ/(1− µ)), one has

Φ(µ) =
sin((ω − π)θ)sin(πθ)

sin(πθ)sin(πθ)
=

sin((ω − π)θ) sin(πθ)
| sin(πθ)|2

=
cos((ω − 2πα) + iωβ)− cos(ωα+ i(ω − 2π)β)

2| sin(πθ)|2

=
cos((ω − 2π)α) cosh(ωβ)− cos(ωα) cosh((ω − 2π)β)

2| sin(πθ)|2

− i
sin((ω − 2π)β) sinh(ωβ)− sin(ωα) sinh((ω − 2π)β)

2| sin(πθ)|2 ;

so the real and imaginary parts of the function Φ have the form

Re Φ(µ) =
cos((ω − 2π)α) cosh(ωβ)− cos(ωα) cosh((ω − 2π)β)

2| sin(πθ)|2 , (4.55)

Im Φ(µ) =
sin(ωα) sinh((ω − 2π)β)− sin((ω − 2π)β) sinh(ωβ)

2| sin(πθ)|2 . (4.56)
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The common denominator of (4.55) and (4.56) can be written as

| sin(πθ)|2 = sin(πθ) sin(πθ) =
cos(π(θ − θ))− cos(π(θ + θ))

2

=
cosh(2πβ) − cos(2πσ)

2
=

1
4

[(
µ

1− µ +
1− µ
µ

)

+ 2 cos(2πρ)
)

=
(2µ− 1)2 + 4µ(1− µ) cos2(πρ)

4µ(1− µ)
,

whence via straightforward calculation follows

Re Φ(µ) =
µ(1− µ)
R(µ)

[((
µ

1− µ

)δ
+
(

1− µ
µ

)δ
)

cos(2π(δ − 1)α)

−
((

µ

1− µ

)δ−1

+
(

1− µ
µ

)δ−1
)

cos(2πδα)

)

, (4.57)

Im Φ(µ) =
µ(1− µ)
R(µ)

[((
µ

1− µ

)δ−1

−
(

1− µ
µ

)δ−1
)

sin(2πδα)

−
((

µ

1− µ

)δ
−
(

1− µ
µ

)δ
)

sin(2π(δ − 1)α)

)

(4.58)

with
R(µ) := (2µ− 1)2 + 4µ(1− µ) cos2(πρ), −1/2 < ρ < 1/2,

and δ := ω/(2π), δ ∈ (0, 1).
Let us start with study of the imaginary part of Φ. For brevity, we introduce

a new variable x by x = (1− µ)/µ and set y = 2πα, i.e., x runs through (0,+∞),
and y is in the interval (0, 2π). Because the function µ �→ µ(1 − µ)/R(µ) has no
zeros in the interval (0, 1), the zeros of the imaginary part of the function Φ are
completely determined by those of the function

ψδ(x) := (x1−δ − xδ−1) sin(δy) + (x−δ − xδ) sin((1 − δ)y).

The following property of the function ψδ is obvious.

Lemma 4.3.9. If δ is in (1/2, 1) and y = π/δ, then the function ψδ has no zeros
in (1, ∞).

Thus considering the function ψδ in case δ > 1/2, we can restrict ourselves
to the case when y �= π/δ.

Write the function ψδ as

ψδ(x) = sin(δy)(x−δ − xδ)(φδ(x) −Aδ(y))
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with

Aδ(y) :=
sin((1− δ)y)

sin(δy)
and φδ(x) :=

x1−δ − xδ−1

x−δ − xδ . (4.59)

Further, given a function f , denote by If (a, b) the image of the interval (a, b) under
the mapping f .

Lemma 4.3.10. If φδ is the function defined in (4.59), then

Iφδ
(1, ∞) =

{
((1 − δ)/δ, ∞) if δ ∈ (0, 1/2),
(0, (1− δ)/δ) if δ ∈ (1/2, 1).

Proof. The function φδ is continuous on (1, ∞) with one-sided limits

lim
x→1+0

φδ(x) = (1− δ)/δ, lim
x→+∞

φδ(x) =
{

+∞ if δ ∈ (0, 1/2),
0 if δ ∈ (1/2, 1),

and the elementary inequality

xα − x−α
α

<
xβ − x−β

β
, (4.60)

which is valid for x > 1 and 0 < α < β < 1, yields

φδ(x) <
1− δ
δ

if x ∈ (1, ∞) and δ ∈ (0, 1/2),

and
1− δ
δ

< φδ(x) if x ∈ (1, ∞) and δ ∈ (1/2, 1).

(Put α = δ, β = 1− δ and α = 1− δ, β = δ in (4.60), respectively.) �
A similar discussion of the function Aδ leads to the following result.

Lemma 4.3.11. Let Aδ be defined by (4.59) and let y ∈ (0, 2π).

(a) If δ ∈ (0, 1/2), then Aδ(y) < (1− δ)/δ for all y ∈ (0, 2π).

(b) If δ ∈ (1/2, 1), then Aδ(y) > (1 − δ)/δ for all y ∈ (0, π/δ), and Aδ(y) < 0
for all y ∈ (π/δ, 2π).

Proof. For 0 < α < β < π one has

sinβ
β

<
sinα
α

. (4.61)

If δ ∈ (0, 1/2) and we set α = δy and β = (1 − δ)y in (4.61), then this inequality
yields

Aδ(y) =
sin((1− δ)y)

sin(δy)
<

1− δ
δ

,
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for all y ∈ (0, π/(1− δ)), which shows that assertion (a) is correct in this case. In
case y ∈ (π/(1 − δ), 2π), one has sin((1 − δ)y) ≤ 0, which verifies (a) for such y
too.

If we similarly put α = (1− δ)y and β = δy with y ∈ (0, π/δ) in (4.61), then
we get the first estimate in (b), and the second one is evident. �
Lemma 4.3.12. If δ ∈ (0, 1/2) ∪ (1/2, 1) and ρ ∈ (−1/2, 1/2), then the function
µ �→ Im Φ(µ) has no zero in the intervals (0, 1/2) and (1/2, 1).

Proof. The assertion concerning the interval (0, 1/2) follows from Lemmas 4.3.9,
4.3.10 and 4.3.11, and for (1/2, 1) one can make use of the obvious identity

Im Φ(µ) = −ImΦ(1 − µ), µ ∈ (0, 1/2). �
Let us now turn to the real part of the function Φ given by (4.57). As before,

we introduce a new variable x := (1−µ)/µ, set y := 2πα, and consider the function

ψ̂δ(x) = (xδ + x−δ) cos((δ − 1)y)− (xδ−1 + x1−δ) cos(δy), x ∈ (1,+∞).

For δ ∈ (1/4, 1/2) ∪ (1/2, 3/4), there is only one number y ∈ (0, 2π) such that
cos(δy) vanishes, whereas in case δ ∈ (3/4, 1) there are exactly two different zeros
y1, y2 ∈ (0, 2π) of the equation cos(δy) = 0. In any case, if cos(δy) = 0, then the
sign of the function ψ̂δ is constant on the interval (1, ∞). Thus we suppose that
y ∈ (0, 2π) and δ ∈ (0, 1/2) ∪ (1/2, 1) are chosen such that cos(δy) �= 0, whence
the function ψ̂δ can be written as

ψ̂δ(x) = (xδ + x−δ) cos(δy)(Âδ − φ̂δ(x))

where

φ̂δ(x) =
x1−δ + xδ−1

xδ + x−δ
and Âδ = Âδ(y) =

cos((δ − 1)y)
cos(δy)

. (4.62)

Lemma 4.3.13. If φ̂δ(x) is the function defined in (4.62), then

Iφ̂δ
(1, ∞) =

{
(1, ∞) if δ ∈ (0, 1/2),
(0, 1) if δ ∈ (1/2, 1).

The proof is similar to that of Lemma 4.3.10, although the inequality

xβ + x−β < xα + x−α for all 0 < β < α < 1 and x > 1

must be used instead of (4.60). �
Let us now examine the function Âδ given by (4.62). The behaviour of the

derivative

Â′
δ(y) =

sin((2δ − 1)y) + (2δ − 1) sin y
2 cos2(δy)

(4.63)

of the function Âδ depends essentially on the parameter δ, so the cases δ ∈ (0, 1/4],
δ ∈ (1/4, 1/2), δ ∈ (1/2, 3/4) and δ ∈ [3/4, 1) are considered separately in the
subsequent four lemmas.
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Lemma 4.3.14. If δ ∈ (0, 1/4], then IÂδ
(0, 2π) ∩ Iφ̂δ

(1, ∞) = ∅.

Proof. First suppose δ ∈ (0, 1/4). If η̂δ denotes the numerator of (4.63), its deriva-
tive

η̂′δ(y) = 2(2δ − 1) cos(δy) cos((1 − δ)y) (4.64)

has the two zeros

y1 :=
π

2(1− δ) ∈
(
π

2
,
2π
3

)

, y2 :=
3π

2(1− δ) ∈
(

3π
2
, 2π
)

,

in the interval (0, 2π), and η̂′δ(y) is negative for y ∈ (0, y1)∪ (y2, 2π) and positive
for y ∈ (y1, y2). In particular, η̂δ is a monotonically decreasing function on both of
the intervals (0, y1) and (y2, 2π). Since η̂δ(+0) = 0 and η̂δ(2π−0) = sin(4πδ) > 0,
one has

Â′
δ(y) < 0 for all y ∈ (0, y1) and Â′

δ(y) > 0 for all y ∈ (y2, 2π).

These inequalities imply that the function Âδ is monotonically decreasing on
(0, y1) and monotonically increasing on (y2, 2π). Since Âδ(+0) = Âδ(2π− 0) = 1,
we henceforth obtain Âδ(y) < 1 for all y ∈ (0, y1) ∪ (y2, 2π). Moreover, it is eas-
ily seen that Âδ(y) ≤ 0 for all y ∈ [y1, y2], so that IÂδ

(0, 2π) ⊆ (−∞, 1), which
together with Lemma 4.3.13 proves the claim for δ ∈ (0, 1/4). Finally, if δ = 1/4,
then y2 = 2π, and Âδ(y) is negative everywhere on the interval (y1, 2π). �

Lemma 4.3.15. Let δ ∈ (1/4, 1/2). Set y1 := π/(2δ) ∈ (π, 2π) and y2 := π/(2(1−
δ)) ∈ (2π/3, π). Then

(a) IÂδ
(0, y1) ∩ Iφ̂δ

(1, ∞) = ∅.

(b) IÂδ
(y1, 2π) ⊆ Iφ̂δ

(1, ∞). Moreover, for every y ∈ (y1, 2π), there is only one
x ∈ (1, ∞) such that φ̂δ(x) = Âδ(y).

Proof. The points y1 and y2 are zeros of the derivative η̂′δ in (4.64), and η̂′δ(y) < 0
for all y ∈ (0, y2) ∪ (y1, 2π) but η̂′δ(y) > 0 if y ∈ (y2, y1), hence the function
η̂δ is monotonically decreasing on (0, y2) ∪ (y1, 2π) and monotonically increasing
on (y2, y1). Since η̂δ(+0) = 0 and η̂δ(y1) = 2δ sin(π/2δ) < 0, the derivative Â′

δ

is negative on (0, y1) ∪ (y1, 2π), so the function Âδ is monotonically decreasing
on the intervals (0, y1) and (y1, 2π). Moreover, Âδ(+0) = 1. Combining these
observations with Lemma 4.3.13, we obtain assertion (a).

Now consider the function Âδ on the interval (y1, 2π). It is continuous there,
and has the one-sided limits Âδ(y1 + 0) = ∞ and Âδ(2π − 0) = 1. Again us-
ing Lemma 4.3.13, we find that Âδ(y) ∈ Iφ̂δ

(1, ∞) for every y ∈ (y1, 2π), and

the uniqueness of an element x such that φ̂δ(x) = Âδ(y) follows from the strict
monotonicity of the function φ̂δ. �

Analogous discussions lead to the following two lemmas.
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Lemma 4.3.16. Let δ ∈ (1/2, 3/4), and set y1 := π/(2δ) ∈ (2π/3, π) and y2 :=
π/(2(1− δ)) ∈ (π, 2π). Then

(a) IÂδ
((0, y1) ∪ (y1, y2)) ∩ Iφ̂δ

(1, ∞) = ∅.

(b) IÂδ
(y2, 2π) ⊆ Iφ̂δ

(1, ∞). Moreover, for every y ∈ (y2, 2π), there is only one
x ∈ (1, ∞) such that φ̂δ(x) = Âδ(y).

Lemma 4.3.17. Let δ ∈ (3/4, 1) and set y1 := π/(2δ) and y2 := 3π/(2δ). Then

IÂδ
((0, y1) ∪ (y1, y2) ∪ (y2, 2π)) ∩ Iφ̂δ

(1, ∞) = ∅.

Summarizing the preceding four lemmas and taking into account the identity

Re Φ(1− µ) = Re Φ(µ), for µ ∈ (0, 1/2),

we arrive at the following characterization of the zeros of the real part of the
function Φ.

Lemma 4.3.18. Let Φ be the function defined in Lemma 4.3.6.

(a) If δ ∈ (0, 1
4 ]∪ [34 , 1) and ρ ∈ (− 1

2 ,
1
2), then the real part Re Φ of the function

Φ has no zeros in (0, 1
2
) ∪ (1

2
, 1).

(b) If δ ∈ (1
4
, 1

2
) and ρ ∈ [1

2
− 1

4δ
, 1

2
), then Re Φ has no zeros on (0, 1

2
) ∪ ( 1

2
, 1);

whereas in case ρ ∈ (− 1
2 ,

1
2 −

1
4δ ) the function Re Φ has exactly one zero in

(0, 1
2
) and one in (1

2
, 1).

(c) If δ∈(1
2 ,

3
4 ) and ρ∈ [ 12 −

1
4(1−δ) ,

1
2 ), then Re Φ has no zeros on (0, 1

2)∪( 1
2 , 1);

whereas in case ρ ∈ (− 1
2 ,

1
2 −

1
4(1−δ) ), the function Re Φ has exactly one zero

in (0, 1
2 ) and one in (1

2 , 1).

Corollary 4.3.19. If δ ∈ (0, 1/2) ∪ (1/2, 1) and ρ ≥ 0, then the function Re Φ has
no zeros on (0, 1/2) ∪ (1/2, 1).

Here is the main result of this section.

Theorem 4.3.20. Let ρ ∈ (−1/2, 1/2), ω ∈ (0, 2π), and let the operator Aρ,ω1 be
Fredholm. Then the index κ := κ(Aρ,ω1 ) of Aρ,ω1 satisfies the estimates summarized
in the following table.
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Angle Weight Index

0 < ω ≤ π
2 − 1

2 < ρ < 1
2 |κ| ≤ 1

π
2 < ω < π − 1

2 < ρ < 1
2 −

π
2ω |κ| ≤ 2

π
2 < ω < π 1

2 −
π
2ω ≤ ρ <

1
2 |κ| ≤ 1

ω = π − 1
2 < ρ < 1

2 |κ| = 0

π < ω < 3π
2 − 1

2 < ρ < 1
2 −

π
2(2π−ω) |κ| ≤ 2

π < ω < 3π
2

1
2 −

π
2(2π−ω) ≤ ρ <

1
2 |κ| ≤ 1

3π
2
≤ ω < 2π − 1

2
< ρ < 1

2
|κ| ≤ 1

The table has to be read as follows: If the angle ω and the weight ρ belong to
the mentioned intervals, then the index κ is subject to the corresponding estimate
in the last column.

Proof. Lemma 4.3.6 implies that the imaginary part of the determinant of the
symbol AAρ,ω

1
(1, µ) of the operator Aρ,ω1 has the form

Im detAAρ,ω
1

(1, µ) = −8|N |2Im Φ(µ)Re Φ(µ).

From Lemmas 4.3.12 and 4.3.18, the function Im Φ ·Re Φ can possess either three
(µ = 0, µ = 1/2, µ = 1) or five zeros on [0, 1]. Since detAAρ,ω

1
(t, µ) is real for

t �= 1 and µ ∈ [0, 1] (cf. Lemma 4.3.4), the curve

{detAAρ,ω
1

(1, µ), 0 ≤ µ ≤ 1} ∪ {detAAρ,ω
1

(t, 0), t �= 1}

can perform at most one rotation around the origin when there are three zeros, or
two when there are five zeros. �

Corollary 4.3.21. Let ω ∈ (0, 2π), ρ ∈ [0, 1/2), and let the operator Aρ,ω1 be Fred-
holm. Then |κ(Aρ,ω1 )| ≤ 1.

Consider an example where the index of the corresponding local operator can
take value 2 or −2. Thus Figure 4.1 shows the image of the interval [0, 1] under
the function Φ2 in the case ω = 5π/4, ρ = −0.49.

At first glance, Figure 4.1(a) does not give any hint that there might be a
second coil of the curve. However, after “zooming” this picture one observes that
in the neighbourhoods of the origin, the curve actually has two coils (cf., Figure
4.1(b)).

It is interesting to note that if the graph of the function Φ2 consists of two
coils, one of each is substantially smaller than other, so in most cases it cannot be
spotted without zooming. One of the rare cases where a graph has a visible second
coil is presented in Figure 4.2 on page 196.
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Figure 4.1: Graph of the function Φ2 for ρ = −0.49, ω = 5π/4.

4.3.3 The Vanishing of the Index of Local Operators

Vanishing of the index κ(Aρ,ω1 ) of the operator Aρ,ω1 is a necessary condition for
applicability of a modified quadrature methods considered in Section 4.3.4. When
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Figure 4.2: Graph of the function Φ2 for ρ = −0.35, ω = 1.1π.
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the estimate |κ(Aρ,ω1 )| ≤ 1 can be guaranteed, it is possible to force the index
κ(Aρ,ω1 ) to vanish by an appropriately chosen weight function ρ. Recall that U
and V are given by (4.54).

Theorem 4.3.22. Let ω ∈ (0, π)∪(π, 2π), assume the operator A0,ω
1 to be Fredholm,

and let one of the following conditions be satisfied:

(i) ω ∈ (0, π] ∪ [3π/2, 2π) and ρ ∈ (−1/2, 1/2),

(ii) ω ∈ (π/2, π) and ρ ∈ [−1/2− π/(2ω), 1/2),

(iii) ω ∈ (π, 3/2π) and ρ ∈ [−1/2− π/(2(2π − ω)), 1/2).

Then the following assertions are true:

(a) The operator Aρ,ω1 is Fredholm if and only if

t2 = t2(ρ) := t1 − 4|cb− ad|2 sin2((ω − π)(1/2− ρ))
cos2(πρ)

�= 0, (4.65)

with t1 := U = |a2 − b2|2 + |c2 − d2|2 + 2(|cb− ad|2 − |ac− bd|2).
(b) If the operator Aρ,ω1 is Fredholm, then its index vanishes if and only if

t1 · t2 > 0.

Proof. If A0,ω
1 is a Fredholm operator, then t �→ detAA0,ω

1
(t, 0), t �= 1 is a real-

valued function without a zero. Since

detAAρ,ω
1

(t, 0)|t
=1 = detAA0,ω
1

(t, 0)|t
=1,

the operator Aρ,ω1 is Fredholm if and only if the origin does not lie on the arc

Γ̃ := {detAAρ,ω
1

(1, µ), µ ∈ [0, 1]} = {U + VΦ2(µ), µ ∈ [0, 1]}.

Each of the above conditions (i) – (iii) implies that the real axis R and the arc
Γ̃ have only two common points that correspond to the parameters µ = 0 and
µ = 1/2. Let us denote these points by t̃1 and t̃2. Since

Φ2(µ) = (Re Φ(µ))2 − (Im Φ(µ))2 + 2iRe Φ(µ)Im Φ(µ)

with ReΦ and Im Φ given by (4.57) and (4.58) respectively, and since

Re Φ(0) = Im Φ(0) = Im Φ(1/2) = 0,

Re Φ(1/2) =
sin((ω − π)(1/2− ρ))

cos(πρ)
,

we conclude that t̃1 = t1 and t̃2 = t2. However, t1 cannot be zero since A0,ω
1 is a

Fredholm operator. This finishes the proof of assertion (a), and that of (b) is now
obvious. �
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Thus, under each of the hypotheses (i) – (iii) of Theorem 4.3.22, the operator
Aρ,ω1 is Fredholm; and if t1 ·t2 < 0, then necessarily κ(Aρ,ω1 ) �= 0. Since the location
of the point t2 on the real line depends on the weight ρ, one might try to find a
new weight ρ̃ such that κ(Aρ̃,ω1 ) = 0. The following corollary establishes conditions
when such a choice is possible.

Corollary 4.3.23. Let one of conditions (i) – (iii) of the previous theorem be satis-
fied, and suppose that t1 · t2 < 0. Then there is a weight ρ ∈ (−1/2, 1/2) such that
κ(Aρ,ω1 ) = 0 if and only if one of the following conditions is fulfilled:

(a) ω ∈ (0, π/2] ∪ [3π/2, 2π) and

0 ∈ (−∞, U − 4|cb− ad|2(1− π/ω)2).

(b) ω ∈ (π/2, π) and

0 ∈ (U − 4|cb− ad|2 cot2(π2/2ω), U − 4|cb− ad|2(1 − π/ω)2).

(c) ω ∈ (π, 3π/2) and

0 ∈ (U − 4|cb− ad|2 cot2(π2/2(2π − ω)), U − 4|cb− ad|2(1 − π/ω)2).

In particular, if U > 0 but U − 4|cb− ad|2(1− π/ω)2 < 0 then, for every ρ ∈
(−1/2, 1/2) that satisfies the conditions of Theorem 4.3.22, the index of κ(Aρ,ω1 )
is not equal to zero. Conversely, if U > 0 and U − 4|cb− ad|2(1− π/ω)2 > 0, then
there always exists a ρ such that all conditions of Theorem 4.3.22 are satisfied and
that κ(Aρ,ω1 ) = 0.

Proof of Corollary 4.3.23. To prove the claim one has to describe the range of the
function

ρ �→ (Re Φ(1/2)(ρ))2 =
(

sin((ω − π)(1/2− ρ))
cos(πρ)

)2

;

or equivalently, after substituting y := π(1/2− ρ) ∈ (0, π) and δ := ω/2π, that of
the function

ψ2
δ (y) :=

(
sin((2δ − 1)y)2)

sin y

)2

.

The one-sided limits of ψδ at 0 and π are

lim
y→+0

ψδ(y) = 2δ − 1 and lim
y→π−0

ψδ(y) =
{
−∞ if 2δ − 1 < 0,
+∞ if 2δ − 1 > 0, (4.66)

respectively, the derivative of ψδ(y) is

ψ′
δ(y) =

(δ − 1) sin(2δy) + 2δ(sin(1− δ)y)
sin2 y

,
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and the derivative of the numerator ηδ(y) of that fraction is given by

η′δ(y) = 4δ(1− δ) sin y sin((2δ − 1)y).

Other properties of the function ψδ depend on the location of the point δ in the
interval (0, 1).

If δ ∈ (0, 1/4), then η′δ(y) < 0 for all y ∈ (0, π) and hence ηδ is monotonically
decreasing on [0, π]. Since ηδ(0) = 0, the function ηδ is negative on (0, π), which
implies that ψ′

δ(y) < 0 for all y ∈ (0, π). Thus ψδ is monotonically decreasing on
this interval, which together with (4.66) shows that Iψδ

(0, π) = (−∞, 2δ − 1) and

Iψδ
(0, π) = ((2δ − 1)2, ∞) if δ ∈ (0, 1/4). (4.67)

If δ = 1/4, then ψ1/4(y) = −1/(2 cos(y/2)), which immediately gives

Iψ2
1/4

(0, π) = (1/4, ∞). (4.68)

When δ ∈ (1/4, 1/2), we again have η′δ(y) < 0 for all y ∈ (0, π). However, we
now have to restrict ourselves to those y for which the curve Γ̃ has at most two
common points with the real line, since otherwise, we have no information about
the location of the zeros of the symbol. Thus according to Theorem 4.3.22, we get
y ∈ (0, π/(4δ)), and therefore Iψδ

(0, π/(4δ)) is the interval (cot π
4δ , 2δ−1), whence

Iψ2
δ
(0, π/(4δ)) = ((2δ − 1)2, cot2

π

4δ
) if δ ∈ (1/4, 1/2). (4.69)

Similarly we obtain

Iψ2
δ
(0, π/(4(1− δ))) = ((2δ − 1)2, cot2

π

4(1− δ) ) if δ ∈ (1/2, 3/4), (4.70)

Iψ2
3/4

(0, π) = (1/4, ∞), (4.71)

Iψ2
δ
(0, π) = ((2δ − 1)2, ∞) if δ ∈ (3/4, 1). (4.72)

A comparison of (4.67) – (4.72) with (4.65) indicates that the conditions of Corol-
lary 4.3.23 allow us to choose the weight parameter ρ in such a way that the
product t1 · t2(ρ) becomes positive, whence the index of Aρ,ω1 becomes zero. �

4.3.4 Modification of the Quadrature Method by Cutting Off
Corner Singularities

When the operator A is invertible and the local operators Aτ1 defined by (4.6) are
not invertible but still Fredholm with index 0, the quadrature rule (4.4) can be
modified in such a way that the stability conditions become essentially weaker. The
modification under consideration, proposed by I.G. Graham and G.A. Chandler
[98], is to cut off the quadrature rule in the neighbourhood of the corner points.
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Thus choosing a non-negative integer i0, one next defines a set of subscripts In,i0
as the set of all k in {0, 1, . . . , n− 1} such that

|k/n− j/n0| ≥ i0/n for every j = 1, 2, . . . , n0 − 1,

and replace (4.4) by the system

[a(τ (n)
k )− b(τ (n)

k )i cot(π(ε− δ))]ξ(n)
k +

b(τ (n)
k )
πi

∑

j∈In,i0

∆t(n)
j

t
(n)
j − τ (n)

k

ξ
(n)
j

+ [c(τ (n)
k )− d(τ (n)

k )i cot(π(ε− δ))]ξ(n)
k +

d(τ (n)
k )
πi

∑

j∈In,i0

∆t(n)
j

t
(n)
j − τ (n)

k

ξ
(n)
j

+
∑

j∈In,i0

k1(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j +

∑

j∈In,i0

k2(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j

= f(τ (n)
k ), k ∈ In,i0 . (4.73)

Observe that the choice i0 = 0 yields the original system (4.4).
The modified method can be analyzed in a similar way to the original (cf.

Sections 4.2.4 – 4.2.6 in [102] for details), and results are summarized in Theorem
4.3.24 below. Note that rτ = (α − 1)/2 − ρτα again, and Pi, i ≥ 1 stand for the
projection operators

Pi : l2,rτ → l2,rτ , (x0, x1, . . .) �→ (x0, . . . , xi−1, 0, 0, . . .),

and Qi := I − Pi. The same notation is used for the diagonal operators
diag (Pi, Pi, Pi, Pi) and diag (Qi, Qi, Qi, Qi), respectively.

Theorem 4.3.24. The modified quadrature method (4.73) is stable if and only if:

(a) the operator A is invertible,

(b) the local operators Aτ1 are invertible for all τ ∈ Γ \ {γ(u1), . . . , γ(un0)}, and

(c) the sequences (Pi +QiA
τ
1Qi)i≥1 are stable for all τ ∈ {γ(u1), . . . , γ(un0)}.

If the sequence (Pi +QiA
τ
1Qi)i≥1 is stable, then the operators Pi +QiA

τ
1Qi

are invertible for sufficiently large i, so Aτ1 is necessarily a Fredholm operator with
index 0 (due to the compactness of the Pi). On the other hand, the invertibility
of Aτ1 is not necessary for stability of the sequence, since the strong limit of the
operators Pi + QiA

τ
1Qi as i → ∞ is the identity operator (which obviously is

invertible). In that sense, (Pi + QiA
τ
1Qi)i≥1 is an approximation method for the

identity operator.
The operator Aτ1 has the form of a Toeplitz operator + discretized Mellin

convolution; thus Theorem 4.4 in [102] applies and yields the following stability
result for the sequence (Pi+QiA

τ
1Qi)i≥1 (cf. also Example 4.7 in [102]). We again

make use of the abbreviations a := a(τ), b := b(τ), c := c(τ), d := d(τ).
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Theorem 4.3.25. The sequence (Pi + QiA
τ
1Qi)i≥1 is stable if and only if the fol-

lowing conditions are satisfied:

(a) the operator Aτ1 is Fredholm on the space l2,rτ × l2,rτ × l2,rτ × l2,rτ ,

(b) the 4× 4 block Toeplitz operator T with generating function






a+ bf (ε−δ) 0 c+ df (ε−δ) 0
0 a− bf (δ−ε) 0 c− df (δ−ε)

c̄+ d̄(f (ε−δ))∗ 0 ā+ b̄(f (ε−δ))∗ 0
0 c̄− d̄(f (δ−ε))∗ 0 ā− b̄(f (δ−ε))∗







is invertible on l2,0 × l2,0 × l2,0 × l2,0, and

(c) the singular integral operator

χΓτ\Γτ,1(aI + bS + (cI + dS)M)χΓτ\Γτ,1I

with Γτ := eiωτ R ∪ R and Γτ,1 := eiωτ [0, 1) ∪ [0, 1), is invertible on L2(Γτ \
Γτ,1, rτ ) ⊆ L2(Γτ , rτ ).

It may seem difficult to analyze condition (c) further, but it is actually
equivalent to the invertibility of the Wiener-Hopf operator acting on the space
L2([0,∞), rτ )⊕ . . .⊕ L2([0,∞), rτ with generating function







a+ bs −bn2π−β c+ ds −dn2π−β
bnβ a− bs dnβ c− ds
c̄− d̄s d̄nβ ā− b̄s b̄nβ
−d̄n2π−β c̄+ d̄s −b̄n2π−β ā+ b̄s







where β := ωτ and where s(z) := cothπ(z + i(1/2 + rτ )) and nβ(z) :=
e(z+i(1/2+rτ ))(π−β)/ sinhπ(z + i(1/2 + rτ ))). On the other hand, we have effective
criteria to check the invertibility of the Toeplitz operator T in condition (b).

As in the proof of Lemma 4.3.4 one readily gets that the operator T is
invertible if and only if the Toeplitz operator with generating function







a+ bf (ε−δ) c+ df (ε−δ) 0 0
c̄+ d̄(f (ε−δ))∗ ā+ b̄(f (ε−δ))∗ 0 0

0 0 a− bf (δ−ε) c− df (δ−ε)

0 0 c̄− d̄(f (δ−ε))∗ ā− b̄(f (δ−ε))∗







is invertible, and hence, if and only if the 2 × 2 block Toeplitz operators T1 and
T2 with generating functions
(

a+ bf (ε−δ) c+ df (ε−δ)

c̄+ d̄(f (ε−δ))∗ ā+ b̄(f (ε−δ))∗

)

,

(
a− bf (δ−ε) c− df (δ−ε)

c̄− d̄(f (δ−ε))∗ ā− b̄(f (δ−ε))∗

)

,

respectively are invertible.
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Making use of the identity (f (ν))∗ = −f (ν) (again from the proof of Lemma
4.2.4), we can rewrite the operator T1 as

(
a+ bT (f (ε−δ)) c+ dT (f (ε−δ))
c̄− d̄T (f (ε−δ)) ā− b̄T (f (ε−δ))

)

;

and since all entries in this operator matrix commute with each other, we conclude
that the operator T1 is invertible if and only if the operator

(a+ bT (f (ε−δ)))(ā− b̄T (f (ε−δ)))− (c+ dT (f (ε−δ)))(c̄− d̄T (f (ε−δ)))

= (aā− cc̄)I + (āb− ab̄− c̄d+ cd̄)T (f (ε−δ))− (bb̄− dd̄)(T (f (ε−δ)))2

is invertible. This clearly is true if and only if

(aā− cc̄)I + (āb− ab̄− c̄d+ cd̄)λ− (bb̄− dd̄)λ2 �= 0 (4.74)

for all λ belonging to the spectrum of the Toeplitz operator T (f (ε−δ)).
We still need the spectrum of that Toeplitz operator, considered as acting

on the Hilbert space l2. Abbreviating ε − δ by ν and observing that for ν �= 0
the piecewise continuous function f (ν) maps the unit circle into a circular arc Cν
in the complex plane which joins −1 to 1 and runs through the point i tan(πν/2)
(the center of that circular arc is −i cotπν, and its radius is equal to 1/| sinπν|).
The well-known criterion for the invertibility of Toeplitz operators with piecewise
continuous generating function (e.g., Corollary 2.40 and Theorem 2.74 in [11])
states that the spectrum of T (f (ν)) just coincides with that compact region in the
complex plane which is bounded by the circular arc Cν and the interval [−1, 1].
Thus denoting this region by Dν , we get

Lemma 4.3.26. The Toeplitz operator T1 is invertible if and only if (4.74) is sat-
isfied for all λ ∈ Dε−δ.

An analogous result holds for invertibility of the operator T2.

4.4 Double Layer Potential Equation

As above, let Γ be a curve in the complex plane and write nτ for the inner normal
to Γ at τ ∈ Γ, which exists for all points of Γ with exception of the corner points
τ0, τ1, . . . , τn0−1. By VΓ we denote the double layer potential operator on Γ, viz.,

(VΓu)(t) =
1
π

∫

Γ

u(τ)
d

dnτ
log |t− τ |dsτ , t ∈ Γ

where dsτ refers to the arc length differential. In this notation, we can rewrite
equation (4.2) in the form

Au = (aI + bVΓ + T )u = g , g ∈ L2(Γ) (4.75)



4.4. Double Layer Potential Equation 203

where I is the identity operator, T is compact and a, b ∈ C(Γ).
If Γ is a sufficiently smooth curve, then VΓ is a compact operator and this

essentially simplifies the question of stability of projection methods for (4.75). In
this section, we proceed to stability investigation for collocation, qualocation, and
quadrature methods for solving (4.75) when the curve Γ is not smooth, and we
can rely upon results of preceding sections. Indeed, using the well-known identity
[162]

2VΓ = SΓ +MSΓM

we can rewrite equation (4.75) as

Au = (aI +
b

2
SΓ +

b

2
MSΓM + T )u = g, (4.76)

which is a particular case of equation (4.1) and hence subject to Theorems 4.1.1,
4.1.7 and 4.1.8. For simplicity, throughout this section we suppose that T = 0 and
consider the operator A on the space L2 without weight.

4.4.1 Quadrature Methods

Let t(n)
k and τ

(n)
k be as in (4.3), and set ∆t(n)

j = γ((j + 1)/n) − γ(j/n). We

determine approximate values ξ(n)
k for the exact values of the solution u of (4.76)

at the points t(n)
k by solving the linear system

a(τ (n)
k ) +

b(τ (n)
k )

2πi

n−1∑

j=0




∆t(n)

j

t
(n)
j −τ

(n)
k

−
∆t(n)

j

t
(n)
j −τ

(n)
k



 ξ
(n)
j = g(τ (n)

k ) (4.77)

for k = 0, 1, . . . , n− 1. Fix τ ∈ Γ and abbreviate a(τ) and b(τ) by a and b. The
local (model) system associated with (4.77) at τ ∈ Γ is given by

aξ̃
(n)
k +

b

2πin




∞∑

j=0

2Im τ̃
(n)
k

|t̃(n)
j − τ̃ (n)

k |2
−

−1∑

j=−∞



 eiωτ

t̃
(n)
j −τ̃

(n)
k

− e−iωτ

t̃
(n)
j − τ̃ (n)

k







 ξ̃
(n)
j = gτ (τ̃ (n)

k )

where k ∈ Z, and the corresponding operator Aτ1 ∈ L(l22) is of the form (Aτrl)
2
r,l=1

where

Aτ11 = Aτ22 = aI,

Aτ21 =
b

2πi

(
1

j + δ + (ε− k − 1)eiωτ
− 1
j + δ + (ε− k − 1)ei(2π−ωτ )

)∞

k,j=0

,

Aτ12 =
b

2πi

(
eiωτ

(δ − j + 1)eiωτ + k + ε
− ei(2π−ωτ )

(δ − j + 1)ei(2π−ωτ ) + k + ε

)∞

k,j=0

.
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Corollary 4.4.1. If a, b,∈ C(Γ), then the quadrature method (4.77) is stable if
and only if the operator A ∈ L(L2(Γ)) and all operators Aτ1 ∈ L(l22), τ ∈ Γ are
invertible.

Our next goal is to consider the Fredholmness of the local operator Aτ1 .
Computing its Gohberg–Krupnik symbol yields

AAτ
1
(t, µ) =






(
a 0
0 a

)

if t �=1, µ ∈ [0, 1]

(
a bi

2β

(
e−i(π−ωτ)α−e−i(ωτ−π)α

)

− bi
2β

(
e−i(ωτ−π)α−e−i(π−ωτ)α

)
a

)

if t=1, µ ∈ [0, 1]

where α, β are as in Section 4.2.1.

Corollary 4.4.2. Let θτ := ωτ/2π. The operator Aτ1 is Fredholm if and only if the
function

Φτ (µ) = a2 − b2

2
[
4µ(1− µ) + 2(µθτ (1− µ)2−θτ + (1− µ)θτµ2−θτ ) cosωτ

−2i(µθτ (1− µ)2−θτ − (1− µ)θτµ2−θτ ) sinωτ
]

(4.78)

does not vanish on the interval [0, 1].

Proof. The determinant of the symbol AAτ
1
(t, µ) of the operator Aτ1 is

detAAτ
1
(t, µ) = a2 − b2

β2
sin2((π − ωτ )α) = a2 − b2

2β2
(1− cos(2(π − ωτα))).

Recalling the expressions for 1/β2 and cos(2(π−ωτ )α)/β2 quoted above, we obtain
(4.78). �
Corollary 4.4.3. If the quadrature method is stable, then

a(t) �= 0 for all t ∈ Γ.

For proof, set µ = 0 in (4.78).
Now let τ0, τ1, . . . , τn0−1 denote the corner points of Γ, i.e., ωτr �= π for

r = 0, 1, . . . , n0− 1 and ωτ = π for τ ∈ Γ \ {τ0, τ1, . . . , τn0−1}. Consider the curves

Cr :=
{

(1 + s)2

4s+2(sθr +s2−θr) cosωτr−2i(sθr−s2−θr) sinωτr

, s ∈ (0,∞), θr :=
ωτr

2π

}

for r = 0, 1, 2, . . . , n0 − 1, and

Ca,b =
{
b2(t)
2a2(t)

, t ∈ Γ
}

.
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Corollary 4.4.4. Let a(t) �= 0 for all t ∈ Γ.

(a) The local operators Aτ1 , τ ∈ Γ are Fredholm if and only if

Ca,b
⋂
(
n0−1⋃

r=0

Cr

)

= ∅. (4.79)

(b) If (4.79) is satisfied, then the index of Aτr
1 , r = 0, . . . , n0 − 1 is equal to the

negative winding number of the curve Br = {Φτr(µ), µ ∈ [0, 1]}.
(c) If ωτ = π, then indAτ1 = 0.

Proof. If τ �= τr, r = 0, . . . , n0−1, then detAAτ
1
(t, µ) = a2 for all [t, µ] ∈ T× [0, 1],

i.e., Aτ1 is Fredholm with the index zero.
Let now τ = τr for some r = 0, . . . , n0 − 1. Then the determinant of the

symbol of Aτ1 does not vanish if and only if

b2

2a2
�=
[
4µ(1− µ) + 2(µθτ (1 − µ)2−θτ + (1− µ)θτµ2−θτ ) cosωτr

−2i(µθr(1− µ)2−θr − (1− µ)θrµ2−θr) sinωτr

]−1
.

Substituting µ/(1− µ) by s one arrives at the assertion (4.79). �
Corollary 4.4.4 can now be reformulated in the following way:

Corollary 4.4.5. Let a, b ∈ C(Γ) and a(t) �= 0 for all t ∈ Γ. The quadrature method
(4.77) is stable if and only if the following conditions are fulfilled:

(a) the operator A is invertible in L(L2(Γ)).

(b) Ca,b
⋂
(
n0−1⋃

r=0
Cr
)

= ∅.

(c) the winding number of each curve Br, r = 0, · · · , n0 − 1, is zero.

(d) dim kerAτ1 = 0 for all τ ∈ Γ.

Remark 4.4.6. The conditions (b) and (c) are easily verifiable, but the authors
are not aware of any analytic method to evaluate the kernel dimension of the
operators Aτ1 , τ ∈ Γ. On the other hand, there are results [209, 210] that allow
us to study the kernel dimensions of Toeplitz operators by using singular values
of certain sequences of matrices associated with the operator under consideration.
This approach can be used to study the kernel dimensions of the operators Aτ1 .

It is interesting to compare the conditions (b) and (c), which are responsible
for the Fredholmness of the local operators Aτ1 , with the corresponding conditions
for quadrature methods for singular integral equations without conjugation. In
our setting, the form of the curves Cr is independent of the parameters ε and δ,
but it essentially depends on the angle ωτr . In case of singular integral equations
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without conjugation, Cr is a semi-axis which forms the angle π(δ−ε) with the real
axis (see [180]). There is also a decidable difference in the behaviour of the indices
of the local operators: for singular integral operators without conjugation, the
index of the local operators is always zero, whereas for local operators associated
with double layer potential operators one has either b(τr) = 0, which implies
indAτr

1 = 0, or b(τr) �= 0, which implies indAτr
1 = −windBr = −windB′

r where

B′
r =

{
2a2(τr)
b2(τr)

−
[
4µ(1− µ) + 2(µθr (1− µ)2−θr + (1− µ)θrµ2−θr) cosωτr

−2i(µθr(1 − µ)2−θr − (1− µ)θrµ2−θr ) sinωτr

]
, µ ∈ [0, 1].

}
.

Corollary 4.4.7. Assume that the operator Aτr
1 is Fredholm and b(τr) �= 0. Then:

(a) If
a2(τr)
b2(τr)

∈ R and 0 �∈
(

2a2(τr)
b2(τr)

− 1− cosωτr ,
2a2(τr)
b2(τr)

)

, then

indAτr
1 = 0.

(b) If
a2(τr)
b2(τr)

∈ R and 0 ∈
(

2a2(τr)
b2(τr)

− 1− cosωτr ,
2a2(τr)
b2(τr)

)

, then

|indAτr
1 | = 1.

4.4.2 The ε-Collocation Method

Consider an approximate solution of equation (4.76) in the form (4.7) and deter-
mine the unknown coefficients ξ(n)

j , j = 0, . . . , n−1, by solving the linear algebraic
system

(Aun)(τn,εj ) = g(τn,εj ) , j = 0, . . . , n− 1 (4.80)

where A = aI + b
2SΓ + b

2MSΓM and τn,εj is given by (4.18). In accordance with
(4.26), the local operators at τ ∈ Γ are of the form

Aτ1,ε = aI +
b

2πi




∫

Γτ

χ̃
(1)
j (t)dt

t− τ̃1,ε
k





k,j∈Z

− b

2πi






∫

Γ∗
τ

≈
χ

(1)

j (t)dt

t− τ̃1,ε
k






k,j∈Z

. (4.81)

Moreover, the symbols of the local operators Aτ1,ε can be calculated by (4.38) and
(4.39), so

AAτ
1,ε

(t, µ) = AAτ
1
(t, µ)

for all (t, µ) ∈ Γ× [0, 1], where Aτ1 is the local operator considered in the preceding
subsection. Thus the results on Fredholmness of the local operators Aτ1 are similar
to the corresponding results for the local operators Aτ1,ε associated with the ε-
collocation method.
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Corollary 4.4.8. Let a, b ∈ C(Γ) and a(t) �= 0 on Γ. The ε-collocation method
(4.80) is stable if and only if conditions (a) – (c) from Corollary 4.4.5 are satisfied
and if dim ker Aτ1,ε = 0 for all τ ∈ Γ.

Corollary 4.4.9. If a, b ∈ C and a �= 0, then the Fredholmness of Aτ1,ε is independent
of the choice of ε ∈ [0, 1]. If Aτ1,ε is Fredholm, then its index is also independent
of ε.

From (4.39) one can conclude that the choice of ε ∈ (0, 1) essentially influ-
ences the Fredholmness of the local operators corresponding to equation (4.1),
but it does not influence their indices. For the double layer potential operator, ε
influences neither the indices nor Fredholmness of the local operators.

4.4.3 Qualocation Method

Given r = 0, 1, . . . , m− 1, choose real numbers εr and wr as in Section 4.1.3. For
the qualocation method, we seek an approximate solution un of equation (4.76) in
the form (4.7), whence the unknown coefficients ξ(n)

j will be obtained by solving
the algebraic systems

m−1∑

r=0

wr(Aun)(τ
n,εr

j ) =
m−1∑

r=0

wrg(τ
n,εr

j ), j = 0, . . . , n− 1. (4.82)

The local operators AτQ(ε) associated with τ ∈ Γ are

AτQ(ε) =
m−1∑

r=0

wrA
τ
1,εr

where the operators Aτ1,εr
are now defined in (4.81).

Corollary 4.4.10. Let a, b ∈ C(Γ) and a(t) �= 0 on Γ, and suppose the numbers
εr and wr, r = 0, . . . ,m − 1 are subject to the conditions of Theorem 4.1.8. The
qualocation method (4.82) is stable if and only conditions (a) – (c) of Corollary
4.4.5 are satisfied and if dim ker AτQ(ε) = 0 for all τ ∈ Γ.

The analogue of Corollary 4.4.9 also remains valid.
Finally, let us point out once more a characteristic and, although at first

glance unexpected, common property of all of these approximation methods for
the double layer potential equations.

Corollary 4.4.11. Let τ ∈ Γ. The local operators Aτ1 , A
τ
1,ε, and AτQ(ε) – corre-

sponding to the quadrature method, the ε-collocation method, and the qualocation
method, respectively – are either simultaneously Fredholm or not. Moreover, if
these operators are Fredholm, their indices coincide.

Consequently, if the index of at least one of these local operators is non-zero,
then none of the above approximation methods is suitable to solve the double layer
potential equation (4.75) in the space L2(Γ).
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4.5 Approximation Methods for Mellin Operators with
Conjugation

Let ρ0, ρ1 be fixed numbers in the interval (−1/2, 1/2) and J := [0, 1]. By
L2(ρ0, ρ1) = L2(J, ρ0, ρ1) we denote the set of all Lebesgue measurable functions
φ such that

‖φ‖ = ‖φ‖2,ρ0,ρ1 =
(∫ 1

0

τ2ρ0(1− τ)2ρ1 |φ(t)|2 dτ
)1/2

< +∞.

The set L2(ρ0, ρ1) with the scalar product

(φ, ψ) =
∫ 1

0

τ2ρ0(1 − τ)2ρ1φ(t)ψ(τ)dτ,

is a Hilbert space. In the space L2(ρ0, ρ1), let us consider an additive operator A
defined by

(Aφ)(τ) :=
1

2πi

∫

Re(z)=1/2

τ−zA1(τ, z)φ̃(z)dz

+
1

2πi

∫

Re(z)=1/2

τ−zA2(τ, z)(M̃φ)(z)dz

+
∫ 1

0

K1(τ, s)φ(s)ds +
∫ 1

0

K2(τ, s)(Mφ)(s)ds, (4.83)

where M is the operator of complex conjugation, and ϕ̃ denotes the Mellin trans-
formation,

φ̃(z) =
∫ 1

0

τz−1φ(τ)dτ

of the function ϕ, and the functions K1(τ, s), K2(τ, s) are continuous on J × J .
We assume that A1(τ, z), A2(τ, z) have the form

A1(t, z) = a(t)− b(t) i cot(πz) + e(t, z), (4.84)

A2(t, z) = c(t)− d(t) i cot(πz) +m(t, z), (4.85)

where:

• the functions a, b, c, d, are infinitely differentiable over [0, 1];

• there is a strip Πγ,β = {z ∈ C: γ < Re z < β , γ, β ∈ R, γ < β} and
complex numbers zl and z̆p, l = 1, 2, . . . , k, p = 1, 2, . . . , r such that 1/2,
1/2-ρ, zl− ρ, z̆p− ρ ∈ Πγ,β, but zl− ρ, z̆p− ρ �∈ Π1/2,1/2−ρ or zl− ρ, z̆p− ρ �∈
Π1/2−ρ,1/2. Moreover, the function e(t, z) (correspondingly m(t, z)) for every
t ∈ J and for every z ∈ Πγ,β \ { zl − ρ, l = 1, 2, . . . , k} (correspondingly
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for every z ∈ Πγ,β \ {z̆p − ρ, p = 1, 2, . . . , r}) is infinitely differentiable in
t and analytic in z. If t ∈ J is fixed, then the points zl − ρ, l = 1, 2, . . . , k
(correspondingly z̆p − ρ, p = 1, 2, . . . , r) are poles for the function e(t, z)
(correspondingly m(t, z)) with degree at most N, the same for all points t;

• for any ε > 0 and for any natural numbers n, s the following inequalities
hold:

sup
z∈Πα,β\

⋃k
l=1 Bε(zl), t∈J

|(∂/∂t)n(∂/∂z)se(t, z)(1 + |z|)1+s| < +∞,

sup
z∈Πα,β\

⋃r
p=1 Bε(z̆p), t∈J

|(∂/∂t)n(∂/∂z)sm(t, z)(1 + |z|)1+s| < +∞,

where Bε(zk) = {z ∈ C : |z − (zk − ρ)| < ε}.

It is notable that the above-defined Mellin operators interact well with the
conjugation operator.

Lemma 4.5.1. Let the function A(t, z) satisfy the above assumptions. If A is a
Mellin operator generated by the function A(t, z), i.e.,

(Ax)(τ) =
1

2πi

∫

Re(z)=1/2

τ−zA(τ,z)x̃(z)dz, (4.86)

then
MAM = Â (4.87)

where Â is the Mellin operator generated by the function Â(t, z) = A(t, z̄).

Proof. Since Mx̃(z) = (M̃x)(z̄),

(MAx)(τ) = − 1
2πi

∫

Re(z)=1/2

τ−z̄ A(τ, z)(M̃x)(z̄)dz,

and dz = dz̄, from the substitution z̄ = u one obtains the equation MA = ÂM
that implies (4.87). �

Due to Lemma 4.5.1 one can now use Corollary 1.4.7 to investigate the algebra
generated by the Mellin operators (4.86) and the operator of conjugation.

Assumptions (4.84) and (4.85) and the requirements on the functions
e(t, z), m(t, z) allow us to rewrite (4.83) in the form

(Aφ)(t) = a(t)φ(t) +
b(t)
πi

∫ 1

0

φ(s)
s− tds+ c(t)φ(t) +

d(t)
πi

∫ 1

0

φ(s)
s− tds

+
∫ 1

0

k1(t, s)φ(s)ds+
∫ 1

0

k2(t, s)φ(s)ds = f(t), t ∈ [0, 1]. (4.88)
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where the integrals
∫ 1

0

k1(t, s)φ(s)ds,
∫ 1

0

k2(t, s)φ(s)ds

are absolutely convergent and their kernels k1 k2 are continuous on the unit square
except on the lines t = s and t, s = 0 [187] .

4.5.1 A Quadrature Method

Let us now apply a quadrature method to equation (4.88). We first choose real
numbers δ0, δ1 ∈ (0, 1/2) and σ0, σ1 ≥ 1 such that σi(1 − 2ρi) < 2, i = 0, 1.
Secondly, we define a function g by

g(t) =

{
tσ0 if t ∈ [0, δ0],

1− (1− t)σ1 if t ∈ [1− δ1, 1]

and extend g on the whole interval (0, 1) as a twice differentiable and monotonically
increasing function.

Now we take an n ∈ N, fix an ε ∈ (−1/2, 1/2], ε �= 0 and put

t
(n)
j := g

(
j + 1/2

n

)

, τ
(n)
j := g

(
j + 1/2 + ε

n

)

, j = 0, 1, . . . , n− 1.

Let φ denote the solution of equation (4.88). The approximate values ξ
(n)
j of

φ(t(n)
j ), j = 0, 1, . . . , n − 1 are determined from the following system of algebraic

equations:

[a(τ(n)
k )− b(τ (n)

k )i cot(πε)]ξ(n)
k +

b(τ (n)
k )
πi

n−1∑

j=0

∆t(n)
j

t
(n)
j − τ (n)

k

ξ
(n)
j

+ [c(τ (n)
k )− d(τ (n)

k )i cot(πε)]ξ(n)
k +

d(τ (n)
k )
πi

n−1∑

j=0

∆t(n)
j

t
(n)
j − τ (n)

k

ξ
(n)
j

+
n−1∑

j=0

k1(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j +

n−1∑

j=0

k2(t
(n)
k , t

(n)
j )∆t(n)

j ξ
(n)
j

= f(τ (n)
k ), k = 0, 1, . . . , n− 1, (4.89)

where

∆t(n)
j :=

1
n
g′
(
j + 1/2

n

)

.

Let χ[0,1) represent the characteristic function of the interval [0,1) and let n ∈ N

be as above. By φk,n we denote the functions

φk,n(t) = χ[0,1)(nt− k), k = 0, 1, . . . , n− 1,
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and define the operator Pn : L2(ρ0, ρ1)→ L2(ρ0, ρ1) by

(Pnx)(t) =
n−1∑

k=0

(x, φk,n)φk,n(t), x ∈ L2(ρ0, ρ1).

Lemma 4.5.2. (cf. [102, 183]) The operators Pn, n = 1, 2, . . . are orthogonal
projections onto the subspaces generated by the function systems {φk,n(t), k =
0, 1, . . . , n− 1}, and the sequences (Pn) and (P ∗

n) converge strongly to the identity
operators as n→∞.

Let us introduce the real Banach algebra A of all sequences (Bn) of additive
continuous operators Bn : imPn → imPn for which there are operators B ∈
Ladd(L2(ρ0, ρ1)) such that

s− lim
n→∞

BnPn = B, s− lim
n→∞

(B∗
n)P

∗
n = B∗.

Let Kadd(L2(ρ0, ρ1)) denote the subset of all additive compact operators of
Ladd(L2(ρ0, ρ1)). It is easily seen that the set J ,

J := {(PnTPn +Gn) : T ∈ Kadd(L2(ρ0, ρ1)), ‖Gn‖ → 0 as n→∞} ,

forms an ideal in A.
Let A be the operator defined by (4.88) and let An ∈ Ladd(imPn) be the

operator which corresponds to the approximation method (4.89). Recall that An
has a special representation, viz.,

An = A1
n +A2

nM,

where A1
n and A2

n are the linear operators whose matrices with respect to the
basis φk,n, k = 0, 1, . . . , n− 1 are the matrices of the linear and antilinear parts of
system (4.89), respectively.

Theorem 4.5.3. The operator sequence (An) belongs to the algebra A, and is stable
if and only if the operator A is invertible in Ladd(L2(ρ0, ρ1)) and if the coset
(An) + J is invertible in the quotient algebra A/J .

The proof of this result follows immediately from Proposition 1.6.4.
Thus the applicability of the approximation method (4.89) to equation (4.88)

depends on the invertibility of the coset (An) + J in the quotient algebra A/J .
As already mentioned, this problem can be studied via a localization technique.
To proceed, we introduce additional operators.

For σ0 ≥ 1, ε ∈ (−1/2, 1/2], ε �= 0, we set

tσ0
jn :=

(
j + 1/2
n

)σ0

, τσ0
jn :=

(
j + 1/2 + ε

n

)σ0

, j = 0, 1, . . . ,

∆tσ0
jn :=

σ0

n

(
j + 1/2
n

)σ0−1

, j = 0, 1, . . . ,
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and depending on the location of the point τ , we introduce three kinds of systems
of algebraic equations.

1. The first system corresponds to the point τ = 0 and is

[a(0)− b(0)i cot(πε)]ξ(n)
k +

b(0)
πi

+∞∑

j=0

∆tσ0
jn

t
(n)
j − τ (n)

k

ξ
(n)
j

+ [c(0)− d(0)i cot(πε)]ξ(n)
k +

d(0)
πi

+∞∑

j=0

∆tσ0
jn

t
(n)
j − τ (n)

k

ξ
(n)
j

+
∞∑

j=1

k
(0)
1 (τσ0

kn , t
σ0
jn)∆tσ0

jn ξ
(n)
j +

∞∑

j=1

k
(0)
2 (τσ0

kn , t
σ0
jn)∆tσ0

jn ξ
(n)
j

= f(τσ0
kn), k = 0, 1, . . . , (4.90)

where k(0)
1 , k(0)

2 represent kernels of integral operators
∫ 1

0

k0
1(t, s)x(s)ds =

1
2πi

∫

Re z=1/2

t−ze(0, z)x̃(z)dz,

∫ 1

0

k0
2(t, s)x(s)ds =

1
2πi

∫

Re z=1/2

t−zm(0, z)(̃Mx)(z)dz.

2. The second system corresponds to τ = 1, and has just the same structure
as system (4.90) except that a(0), b(0), c(0), d(0), σ0 and ε should be replaced by
a(1),−b(1), c(1),−d(1), σ1 and −ε, respectively.

3. If τ is an arbitrary fixed point of (0,1), then

[a(τ)− b(τ)i cot(πε)]ξ(n)
k +

b(τ)
πi

+∞∑

j=−∞

1
j − k − εξ

(n)
j

+ [c(τ) − d(τ)i cot(πε)]ξ(n)
k +

d(τ)
πi

+∞∑

j=−∞

1
j − k − εξ

(n)
j

= f(
k + 1/2 + ε

n
), k ∈ Z. (4.91)

Let Hτ , τ ∈ [0, 1] denote one of the following Hilbert spaces:

Hτ :=






l2,(σ0−1)/2−σ0ρ0 if τ = 0,

l̃2 if τ ∈ (0, 1),
l2,(σ1−1)/2−σ1ρ1 if τ = 1,

where l2,γ and l̃2 are respectively the spaces of one- and two-sided sequences
{ξk}+∞

k=0 and {ξk}+∞
k=−∞ of complex numbers such that

‖{ξk}+∞
k=0‖l2,γ =

(
+∞∑

k=0

|ξk |2(1 + k)2γ
)1/2

< +∞,
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and

‖{ξk}+∞
k=−∞‖l̃2 =

(
+∞∑

k=−∞
|ξk|2

)1/2

< +∞.

By M we again denote the operator defined on spaces of one- or two-sided se-
quences {ξk} by the rule

M{ξk} = {ξk}.

Let Ãτn ∈ Ladd(Hτ ), τ ∈ [0, 1] refer to the operator which corresponds to
system (4.90) or (4.91). This operator has the form

Ãτn = Ãτ1,n + Ãτ2,nM, (4.92)

where Ãτ1,n, Ã
τ
2,n are the linear operators whose matrices with respect to the basis

φk,n, k = 0, 1, . . . are the matrices of the linear and antilinear parts of system
(4.90) or (4.91). In the sequel we will identify the operators Ãτ1,n, Ã

τ
2,n with their

matrices.

Lemma 4.5.4. Let Ãτn, τ ∈ [0, 1] be the operator defined by (4.92). Then:

1. The operators Ãτn, τ ∈ [0, 1] are independent of n, so all elements of the
sequence (Ãτn)n∈N coincide with the operator Ãτ1 .

2. The coset (An) + J is invertible in A/J if and only if the operators
Ãτn ∈ Ladd(Hτ ), τ ∈ [0, 1] are invertible.

The first statement of the lemma is proved by straightforward calculation,
and the second follows from the Gohberg-Krupnik local principle, (cf. Section
1.9.1).

4.5.2 Fredholm Properties of Local Operators

In order to use the approximation method (4.89), we need to know conditions for
the invertibility of the operators Ãτn, τ ∈ [0, 1]. However, the complicated structure
of the above operators does not allow us to treat the problem completely. Never-
theless, it turns out that these operators belong to a well-studied operator algebra,
so conditions for their Fredholmness can be established. Referring again to Lemma
1.4.4 and Corollary 1.4.7, we note that the operator Ãτn : Hτ �→ Hτ is invertible
(Fredholm) if and only if the operator Aτn = Ψ(Ãτn) : Hτ ×Hτ �→ Hτ ×Hτ given
by

Aτn =
(

Ãτ1,1 Ãτ2,1
MÃτ2,1M MÃτ1,1M

)

is invertible (Fredholm). Furthermore,

ind RÃ
τ
n = ind CA

τ
n (4.93)
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where the left- and right-hand sides of (4.93) denote the indices of Ãτn and Aτn
acting on the real and complex versions of Hτ and Hτ × Hτ , respectively (see
(2.11)). Let us start with the operators Aτ1 in the simplest case, τ ∈ (0, 1). From
the invertibility of the original operator A and [143], it follows that

e(τ) = (a(τ) + b(τ))(a(τ) − b(τ)) − (c(τ) + d(τ))(c(τ) − d(τ)) �= 0 (4.94)

for any τ ∈ (0, 1). Let us introduce the curves

Γ1
a,b,c,d = {z ∈ C : z(τ) =

q(τ) +
√
q(τ)2 − 4|e(τ)|2

−2e(τ)
, τ ∈ (0, 1)},

Γ2
a,b,c,d = {z ∈ C : z(τ) =

q(τ) −
√
q(τ)2 − 4|e(τ)|2

−2e(τ)
, τ ∈ (0, 1)},

where

q(τ) = |a(τ) − b(τ)|2 + |a(τ) + b(τ)|2 − |c(τ) − d(τ)|2 − |c(τ) + d(τ)|2. (4.95)

Note that whenever the square root sign is used, this means the branch defined
by
√

1 = 1. Consider now the ray

Rε = {z ∈ C : z(t) = te−iπε, t ∈ (0,+∞)}.

Lemma 4.5.5. Let the operator A ∈ Ladd(L2(ρ0, ρ1)) be invertible. The operator
Ãτ1 , τ ∈ (0, 1) is invertible if and only if

(Γ1
a,b,c,d ∪ Γ2

a,b,c,d) ∩Rε = ∅. (4.96)

Proof. Let the operator A be invertible and τ ∈ (0, 1). Set

Φε(t) =






1− 2µ, if ε = 0, t = e2πiµ, µ ∈ (0, 1),

2e−iπε(µ−1) sin(−πµε)
sin(−πε) − 1, if ε �= 0, t = e2πiµ, µ ∈ (0, 1).

We study the operator Ãτ1 by means of the operator Aτ1 , and observe that Aτ1 is
the discrete Wiener-Hopf operator generated by the matrix

AAτ
1
(t) =

(
a(τ) + b(τ)Φε(t) c(τ) + d(τ)Φε(t)
c(τ)− d(τ)Φε(t) a(τ) − b(τ)Φε(t)

)

, t = e2πiµ, µ ∈ (0, 1). (4.97)

The invertibility conditions for such operators are well known, and involve the
non-vanishing of the determinant of the matrix AAτ

1
(t) (e.g., see [89, Chapter 8]).

Now we show that this matrix is non-vanishing if and only if conditions (4.96) are
satisfied.
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Set

Ψε(t) = e−iπε(µ−1) sin(−πµε)
sin(−πε) , t = e2πiµ, µ ∈ (0, 1)

and write the matrix (4.97), in the form

AAτ
1
(t)=

(
(a+ b)Ψε(t) + (a− b)(1−Ψε(t)) (c+ d)Ψε(t) + (c− d)(1−Ψε(t))
(c− d)Ψε(t) + (c+ d)(1−Ψε(t)) (a− b)Ψε(t) + (a+ b)(1−Ψε(t))

)

,

where the coefficients a, b, c, d are evaluated at τ . Then

detAAτ
1
(t) = Ψ2

ε(t)[e(τ) + q(τ)Rε(t) + e(τ)R2
ε(t)],

with Rε(t) = (1 − Ψε(t))/Ψε(t). Since A is invertible, the function e(τ) does not
vanish in the interval (0, 1), so the condition det AAτ

1
(t) �= 0 is equivalent to

(4.96). �

We now consider the case τ = 0. Writing a = a(0), b = b(0), c = c(0), d =
d(0) and passing from the operator Ã0

1 to the operator A0
1, we get

A0
1 =

(
A0

11 A0
12

A0
21 A0

22

)

,

where the operators A0
rp, r, p = 1, 2 are

A0
11 =

(

(a− ib cot(πε))δjk +
b

πi

∆tσ0
jn

tσ0
jn − τ

σ0
jn

+ k0
1(τσ0

jn , t
σ0
jn)∆tσ0

jn

)+∞

k,j=1

,

A0
12 =

(

(c− id cot(πε))δjk +
d

πi

∆tσ0
jn

tσ0
jn − τ

σ0
jn

+ k0
2(τσ0

jn , t
σ0
jn)∆tσ0

jn

)+∞

k,j=1

,

A0
21 =

(

(c̄+ id̄ cot(πε))δjk −
d̄

πi

∆tσ0
jn

tσ0
jn − τ

σ0
jn

+ k0
2(τσ0

jn , t
σ0
jn)∆tσ0

jn

)+∞

k,j=1

,

A0
22 =

(

(ā+ ib̄ cot(πε))δjk −
b̄

πi

∆tσ0
jn

tσ0
jn − τ

σ0
jn

+ k0
1(τσ0

jn , t
σ0
jn)∆tσ0

jn

)+∞

k,j=1

.

From Lemma 4.5.1 and [187], all operators A0
rp, r, p = 1, 2, belong to the small-

est algebra containing all Toeplitz operators generated by piecewise continuous
functions and acting in the Hilbert space l2,(σ0−1)/2−σ0ρ0 . As before this algebra
is denoted by T 2×2

(σ0−1)/2−ρ0σ0
. Since for every z ∈ C,

cot(πz̄) = cot(πz), (4.98)
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for the symbols AA0
rp

(t, µ) of the operators A0
rp, r, p = 1, 2, (again from Lemma

4.5.1 and [187]) we get

AA0
11

(t, µ) =






A1(0, 1/2− ρ0 + i
2πσ0

log(µ/(1− µ)), if t = 1, µ ∈ [0, 1],
A1(0, 1/2− ρ0 − i∞)Ψε(t) +A1(0, 1/2− ρ0 + i∞)(1−Ψε(t)),

if t = e2πis, s ∈ (0, 1), µ ∈ [0, 1].

(4.99)

AA0
12

(t, µ) =






A2(0, 1/2− ρ0 + i
2πσ0

log(µ/(1− µ)), if t = 1, µ ∈ [0, 1],

A2(0, 1/2− ρ0 − i∞)Ψε(t) +A2(0, 1/2− ρ0 + i∞)(1−Ψε(t)),
if t = e2πis, s ∈ (0, 1), µ ∈ [0, 1].

(4.100)

AA0
21

(t, µ) =






A2(0, 1/2− ρ0 − i
2πσ0

log(µ/(1− µ)), if t = 1, µ ∈ [0, 1],

A2(0, 1/2− ρ0 + i∞)Ψε(t) +A2(0, 1/2− ρ0 − i∞)(1−Ψε(t)),
if t = e2πis, s ∈ (0, 1), µ ∈ [0, 1].

(4.101)

AA0
22

(t, µ) =






A1(0, 1/2− ρ0 − i
2πσ0

log(µ/(1− µ)), if t = 1, µ ∈ [0, 1],

A1(0, 1/2− ρ0 + i∞)Ψε(t) +A1(0, 1/2− ρ0 − i∞)(1−Ψε(t)),
if t = e2πis, s ∈ (0, 1), µ ∈ [0, 1].

(4.102)

Now the symbol of the operator A0
1 is

AA0
1
(1, µ) =

(
AA0

11
(1, µ) AA0

12
(1, µ)

AA0
21

(1, µ) AA0
22

(1, µ)

)

, µ ∈ [0, 1], (4.103)

AA0
1
(e2πis, µ) =

(
AA0

11
(e2πis, µ) AA0

12
(e2πis, µ)

AA0
21

(e2πis, µ) AA0
22

(e2πis, µ)

)

, s ∈ (0, 1), µ ∈ [0, 1],

(4.104)

where the elements of the matrix (4.103) and (4.104) have the form (4.99) – (4.102).
Henceforth let us define e(τ), q(τ) τ ∈ [0, 1] by

e(τ) := A1(τ, 1/2− ρ0 − i∞)A1(τ, 1/2− ρ0 + i∞)

−A2(τ, 1/2− ρ0 − i∞)A2(τ, 1/2− ρ0 + i∞), (4.105)

and by

q(τ) := A1(τ, 1/2− ρ0 + i∞)A1(τ, 1/2− ρ0 − i∞)

+A1(τ, 1/2− ρ0 − i∞)A1(τ, 1/2− ρ0 + i∞)

− [A2(τ, 1/2− ρ0 + i∞)A2(τ, 1/2− ρ0 − i∞)
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+A2(τ, 1/2− ρ0 − i∞)A2(τ, 1/2− ρ0 + i∞)]. (4.106)

Observe that if τ ∈ (0, 1) these functions are equal to the functions q and e
considered earlier.

Using the invertibility criterion for elements of T 2×2
ρ [94], we get

Lemma 4.5.6. Let the operator A be invertible. Then the operator A0
1 is invertible

if and only if:

1. The points

z1,2 =
q(0)±

√
q2(0)− 4|e(0)|2

−2e(0)

do not belong to the ray Rε;

2. detAA0
1
(1, µ) �= 0 for every µ ∈ [0, 1];

3. the winding number for the curve

Γ0 = {detAA0
1
(1, µ), µ ∈ [0, 1]} ∪ {detAA0

1
(e2πis, 0), s ∈ (0, 1)}

is equal to zero;

4. dim ker Ã0
1 = 0, i.e., the operator Ã0

1 is injective.

Condition 1 ensures the non-vanishing of detAA0
1
(t, µ), t �= 1 (its proof is

similar to the proof of Lemma 4.5.5).
The invertibility of the operator Ã1

1 can be considered analogously, so one
again arrives at a matrix Toeplitz operator whose symbol can be obtained by
obvious substitutions in the symbol of the operator Ã0

1. We omit unnecessary
details and just write down the corresponding invertibility conditions.

Lemma 4.5.7. Let the operator A be invertible. The operator A1
1 is invertible if and

only if:

1. The points

z1,2 =
q(1)±

√
q2(1)− 4|e(1)|2

−2e(1)

do not belong to the ray R−ε;

2. detAA1
1
(1, µ) �= 0 for every µ ∈ [0, 1];

3. the winding number for the curve

Γ1 = {detAA1
1
(1, µ), µ ∈ [0, 1]} ∪ {detAA1

1
(e2πis, 0), s ∈ (0, 1)}

is equal to zero;

4. dim ker Ã1
1 = 0, i.e., the operator Ã1

1 is injective.
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We now consider the curves

C1
a,b,c,d = {z ∈ C : z(τ) =

q(τ) +
√
q(τ)2 − 4|e(τ)|2

−2e(τ)
, τ ∈ [0, 1)},

C2a,b,c,d = {z ∈ C : z(τ) =
q(τ) −

√
q(τ)2 − 4|e(τ)|2

−2e(τ)
, τ ∈ [0, 1)},

which differ from Γ1
a,b,c,d and Γ2

a,b,c,d since we now use the formulas (4.105) and
(4.106) in place of (4.94) and (4.95) respectively. Combining Lemmas 4.5.4, 4.5.5
and 4.5.7 leads to the following stability condition of the approximation method
(4.89).

Theorem 4.5.8. Assume that the operator A is invertible. The approximation
method (4.89) is stable if and only if the following conditions hold:

1. (C1
a,b,c,d ∪ C2

a,b,c,d) ∩Rε = ∅;

2. the points

z1,2 =
q(1)±

√
q2(1)− 4|e(1)|2

−2e(1)

do not belong to the ray R−ε;

3. detAA0
1
(1, µ) �= 0 and detAA1

1
(1, µ) �= 0 for every µ ∈ [0, 1];

4. the winding number for every curve Γ0, Γ1 is equal to zero.

5. dim ker Ã1
1 = dim ker Ã0

1 = 0, i.e., the operators Ã1
1 and Ã0

1 are injective.

Remark 4.5.9. Conditions 1 – 4 of Theorem 4.5.8 have a geometrical nature and
can be easily verified. For Condition 5 see Remark 4.4.6.

Remark 4.5.10. The condition detAA0
1
(1, µ) �= 0 for the dominant singular integral

equations with conjugation, i.e., if m(t, z) = n(t, z) ≡ 0, has a very simple form
(cf. Lemma 4.5.14 below)

|a|2 − |c|2 − (|b|2 − |d|2)
∣
∣
∣
∣cot

(

π

(
1
2
− ρ0 +

i

2σ0π
log(s1,2)

))∣
∣
∣
∣

2

�= 0,

where s1,2 are non-negative roots of the quadratic equation

Im (cd̄− bā)s2 − 2Re (cd̄− bā) sin(2πρ0)s− Im (cd̄− bā) = 0,

and all coefficients a, b, c, d are evaluated at τ = 0.

4.5.3 Index of the Local Operators

As already mentioned (cf. Lemma 4.5.5), there are simple geometrical conditions
of invertibility for the operators Aτ1 for τ ∈ (0, 1). For τ = 0 or τ = 1, the
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situation is more involved. Although both these operators belong to the above-
mentioned Toeplitz algebra, there are no general invertibility conditions in such
algebras. However, one can study the index of the operators A0

1 and A1
1, and in

some cases find a Hilbert space where the corresponding operator has index 0.
This is important in applications, because the associated approximation method
can be modified to achieve stability. For definiteness, let us consider the operator
A0

1, and recall that this operator also depends on the parameters ε ∈ [0, 1) and
σ ∈ [1,∞). To make this dependence more visible, let us now re-denote the op-
erator A0

1 by A0(ε, σ0), where subscript 0 means that the operator is associated
with the corresponding approximation method for the point 0. Note an important
consequence of representations (4.99) – (4.104).

Corollary 4.5.11. For all σ(1)
0 , σ

(2)
0 ≥ 1 such that σ(i)

0 (1 − 2ρ0) < 2, i = 1, 2, the
operators A0(ε, σ

(1)
0 ) and A0(ε, σ

(2)
0 ) are either simultaneously Fredholm or not,

and
indA0(ε, σ

(1)
0 ) = indA0(ε, σ

(2)
0 ).

Proof. Consider the symbol of the operator A0(ε, σ0), σ0 ≥ 1. It is easily seen that
the image of the function (i/2πσ0) log(µ/(1−µ)) is independent of σ0. Hence, the
determinant of the symbol does not depend on this parameter either, implying
this result. �

In the following let us therefore assume that σ0 = 1 and study the operator
A0(ε) := A0(ε, 1) in the space l2,−ρ := l2,−ρ0 . Moreover, let us now consider the
Cauchy singular integral equations with conjugation

(Aφ)(t) = a(t)φ(t)+
b(t)
πi

∫ 1

0

φ(s)
s− tds+c(t)φ(t)+

d(t)
πi

∫ 1

0

φ(s)
s− tds = f(t), t ∈ [0, 1].

(4.107)
Note that the operatorA in (4.107) is a Mellin operator with conjugation generated
by the functions

A1(t, z) = a(t)− b(t) i cot(πz),

A2(t, z) = c(t)− d(t) i cot(πz).

As before, we define a curve Γ0 by

Γ0 = {detAA0(ε)(1, µ), µ ∈ [0, 1]} ∪ {detAA0(ε)(e
i2πs, 0), s ∈ (0, 1)}.

Lemma 4.5.12. If A0(ε) is a Fredholm operator, then

|indA0(ε)| ≤
[
N

2

]

,

where N is the number of zeros of the function E(s, µ) given by

E(s, µ) =

{
Im{detAA0(ε)}(1, µ), s = 0, µ ∈ [0, 1],
Im{detAA0(ε)}(ei2πs, 0), s ∈ (0, 1), µ ∈ [0, 1],
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and [·] denotes the integral part.

Proof. Since A0(ε) ∈ T 2×2
−ρ , it follows that indA0(ε) is equal to the winding num-

ber of the curve Γ0 [94]. Let p denote the number of intersections of Γ0 with the
real axis. Thus the lemma is an obvious consequence of the estimate

|indA0(ε)| ≤
[p

2

]

and the equality p = N. �
Consequently, we have to estimate the number of zeros of the function E(s, µ),

and to do so we consider the two parts Γ1
0 and Γ2

0 of the curve Γ0 defined by

Γ1
0 = {detAA0(ε)(e

i2πs, 0) : s ∈ (0, 1)},
Γ2

0 = {detAA0(ε)(1, µ) : µ ∈ [0, 1]}. (4.108)

Lemma 4.5.13. The equation

Im detAA0(ε)(e2πis, 0) = 0, s ∈ (0, 1) (4.109)

has at most four solutions.

Proof. Let us consider the case ε �= 0. The behaviour of the curve Γ1
0 for ε = 0

is simpler, so it will be analyzed in the proof of Theorem 4.5.15. Thus we assume
that ε �= 0 and set

Ψε(s) = e−iπε(s−1) sin(−πsε)
sin(−πε) ,

e = (a(0) + b(0))(a(0)− b(0))− (c(0) + d(0))(c(0)− d(0)),

q = 2(|a(0)|2 + |b(0)|2 − |c(0)|2 − |d(0)|2).

Then
detAA0(ε)(e

2πis, 0) = (2Re(e)− q)Ψ2
ε(s) + (q − 2e)Ψε(s) + e,

so using the notation

A =
sin(πsε)
sin(πε)

,

one obtains

Im detAA0(ε)(e
2πis, 0) = (2Re (e)− q)A2 sin(−2πε(s− 1))

+ (q − 2Re (e))A sin(−πε(s− 1))
+ 2A(Im (e) cos(πε(s− 1)) + Im (e).

Now the imaginary part of detAA0(ε)(ei2πs, 0) can be transformed as follows:

Im detAA0(ε)(ei2πs, 0)

= (2Re (e)− q)A2 sin (−2πε(s− 1)) + (q − 2Re (e))A sin(−πε(s− 1))
+ 2A Im (e) cos (πε(s− 1)) + Im (ē)
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= (2Re (e)− q)A [−A sin (2πε(s− 1)) + sin (πε(s− 1))]

+
Im (e)
sin (πε)

sin (πsε) cos (πε(s− 1)) + Im (ē)

= (q − 2Re (e))A
[
sin (πsε)
sin (πε)

sin (2πε(s− 1))− sin (πε(s− 1))
]

+
Im (e)

2 sin (πε)
[sin ((πsε) + π(s− 1)ε) + sin ((πsε)− π(s− 1)ε)] + Im (ē)

=
(q − 2Re (e))

sin (πε)
A[sin (πsε) sin (2πε(s− 1))− sin (πε) sin (πε(s− 1))]

+
Im (e)
sin (πε)

[sin (πε(2s− 1)) + sin (πε)] + Im (ē)

=
(q − 2Re (e))

2 sin (πε)
A[cos (πsε)− cos (πε(3s− 2))] +

Im (e)
sin (πε)

sin (πε(2s− 1))

=
(q − 2Re (e))
2 sin2 (πε)

[cos (πsε) sin (πsε)− cos (πε(3s− 2)) sin (πsε)]

+
Im (e)
sin (πε)

sin (πε(2s− 1))

=
(q − 2Re (e))
4 sin2 (πε)

[sin (2πsε)− sin (2πε(2s− 1))− sin (2πε(s− 1))]

+
Im (e)
sin (πε)

sin (πε(2s− 1))

=
(q − 2Re (e))
2 sin2 (πε)

[sin (πε) cos (πε(2s− 1))− sin (πε(2s− 1)) cos (πε(2s− 1))]

+
Im (e)
sin (πε)

sin (πε(2s− 1)).

Thus we have

Im detAA0(ε)(e
2πis, 0)

=
q − 2Re (e)
2 sin2 πε

[sin(πε) cos(πε(2s− 1))− sin(πε(2s− 1)) cos(πε(2s− 1))]

+
Im (e)
sinπε

sin(πε(2s− 1)). (4.110)

Moreover, the number of intersections of the curve detAA0(ε)(e2πis, 0) with the
real axis can be replaced by the number of roots in the interval [−1, 1] of the
equation

p1 sin(πεt) cos(πεt) = p2 sin(πεt) + p3 cos(πεt), (4.111)

where

p1 =
2Re (e)− q
2 sin2 πε

, p2 = − Im (e)
sinπε

, p3 =
2Re (e)− q

2 sinπε
.
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Squaring both sides of (4.111), dividing by cos2(πεt) and making the substi-
tution y = tan(πεt), we obtain the quartic equation in y,

p2
1y

2 = (1 + y2)
(
p2
2y

2 + 2p2p3y + p2
3

)
,

which can have at most four roots yi, i = 1, . . . , 4. The equation

tan(πεt) = yk, k = 1, . . . , 4, (4.112)

has at most one solution tj on the segment [−1, 1]. Indeed, the solution of (4.112)
has the form

πεtj = arctanyk + πj, j ∈ Z,

so
tj =

arctanyk
πε

+
j

ε

and since ε ∈ (−1/2, 1/2], then |j/ε| ≥ 2. Thus both (4.111) and equation (4.109)
have at most four solutions. �

Let us now consider the behavior of the sub-curve Γ2
0 defined by (4.108).

Lemma 4.5.14. Set a = a(0), b = b(0), c = c(0), d = d(0). Then the real and
imaginary parts of detAA0(ε)(1, µ), µ ∈ [0, 1] can be represented in the form

Re {detAA0(ε)}(1, µ)

= |a|2 − |c|2 + 2 Im(cd̄− ab̄) 2 sin(2πρ)µ(1− µ)
(2µ− 1)2 + 4µ(1− µ) cos2(πρ)

+ (|b|2 − |d|2)

×
[(

2 sin(2πρ)µ(1 − µ)
(2µ− 1)2 + 4µ(1− µ) cos2(πρ)

)2

−
(

2µ− 1
(2µ− 1)2 + 4µ(1− µ) cos2(πρ)

)2
]

,

and

Im{detAA0(ε)}(1, µ)

= −2
[

Im (cd̄− ab̄) + (|b|2 − |d|2) 2 sin(2πρ)µ(1 − µ)
(2µ− 1)2 + 4µ(1− µ) cos2(πρ)

]

× 2µ− 1
(2µ− 1)2 + 4µ(1− µ) cos2(πρ)

. (4.113)

Proof. First of all we note the following well-known identities:

cot(πz) = cot(πz), sin(iz) = i sinh z, cos(iz) = cosh z, z ∈ C, i2 = −1,

which are used without additional references.
Setting

γ = cot
(

π

(
1
2
− ρ+

i

2π
log

µ

1− µ

))

,
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we have

AA0(ε)(1, µ) =
(
a− ibγ c− idγ
c̄+ id̄γ ā+ ib̄γ

)

with determinant

detAA0(ε)(1, µ) = |a|2 − |c|2 + 2Im (cd̄− ab̄)γ + (|b|2 − |d|2)γ2.

Hence the real and imaginary parts of the determinant detAA0(ε) can be expressed
in the form

Re {detAA0(ε)}(1, µ)

= |a|2 − |c|2 + 2Im (cd̄− ab̄)Re γ + (|b|2 − |d|2)((Re γ)2 − (Im γ)2), (4.114)

Im{detAA0(ε)}(1, µ) = 2
[
Im (cd̄− ab̄) + (|b|2 − |d|2)Re γ

]
Im γ. (4.115)

However,

Re γ =
2 sin(2πρ)µ(1− µ)

(2µ− 1)2 + 4µ(1− µ) cos2(πρ)
, (4.116)

Im γ = − 2µ− 1
(2µ− 1)2 + 4µ(1− µ) cos2(πρ)

, (4.117)

so substituting Re γ and Im γ in (4.114), (4.115) by their expressions (4.116),
(4.117) we obtain the claim. �
Theorem 4.5.15. If A0(ε) is a Fredholm operator, then |κ0| ≤ 3. Moreover, if ε = 0,
then |κ0| ≤ 2.

Proof. Consider first the case ε �= 0. By Lemma 4.5.13 the curve Γ1
0 has at most

four common points with the real axis R, and equation (4.113) implies that the
curve Γ2

0 and R have at most three common points. Applying Lemma 4.5.12 one
obtains the estimate |κ0| ≤ 3. Consider now the case ε = 0. Then

detAA0(0)(e
2πis, 0) = es2 + (1− s)sq+ e(1− s)2 = (2Re (e)− q)s2 + (q− 2e)s+ e.

It follows that
ImdetAA0(0)(e2πis, 0) = (1− 2s)Im(e),

from which Im detAA0(ε)(e2πis, 0) is either identically zero or has one root, s =
1/2. Using Lemma 4.5.12 once more, one obtains |κ0| ≤ 2. �

Thus the indices κ of the local operators, for the approximation methods
under consideration for singular integral equations on open contours, are in the set
S = {−3,−2,−1, 0, 1, 2, 3}.These estimates differ from those for singular operators
considered on closed contours. Recall that for the space l2 the corresponding set
is S = {−1, 0, 1}, and for the weighted l2 spaces, S = {−2,−1, 0, 1, 2}. However,
it is possible to choose parameters of the approximation method and the space
where the local operators are considered such that the index of the corresponding
local operator becomes zero. To show this we need a few auxiliary results.
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Lemma 4.5.16. If ab − cd /∈ R, then the sign of ε ∈ (−1/2, 1/2], ε �= 0 can be
chosen in such a way that the curve Γ1

0 has at most one intersection with the real
axis.

Proof. Considering the equation

Im{detAA0(ε)}(ei2πs, 0) = 0, (4.118)

and taking into account relation (4.110), we can write (4.118) in the form

(q − 2Re (e))
(

1− sin(πελ)
sin(πε)

)

= −2Im (e) tan(πελ), λ ∈ (−1, 1). (4.119)

Note that Im(ab − cd) = −2Im (e), hence Im (e) �= 0. Moreover, for each ε ∈
(−1/2, 1/2], ε �= 0, the function

Φ(λ) = 1− sin(πελ)
sin(πε)

is monotonically decreasing. We choose the sign of ε so that the function

Im (e) tan(πελ), λ ∈ (−1, 1),

has the same character of monotonicity as the left-hand side of (4.119). Then
equation (4.119) has at most one root, and the proof is complete. �
Corollary 4.5.17. If the conditions of Theorem 4.5.8 hold, then there is an ε �=
0 such that the index κ0 of the corresponding local operator A0(ε) satisfies the
inequality |κ0| ≤ 2.

Proof. If one chooses an ε according to Lemma 4.5.16, then the curves Γ1
0 and Γ2

0

have at most four common points with the real axis R, so the result again follows
from Lemma 4.5.12. �
Lemma 4.5.18. Set

A = Im (cd̄− ab̄), B = |b|2 − |d|2 (4.120)

and suppose A �= 0. Then the following assertions are true:

1. If AB < 0, then for all ρ,

ρ ∈
(

−1
2
,−1

2
+

1
2π

arccot
(

− B

2A

))⋃(

0,
1
2π

arccot
(

− B

2A

))

,

the equation
Im{detAA0(ε)}(1, µ) = 0 (4.121)

has only one root µ = 1/2 in the interval [0, 1].
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2. If AB > 0, then for all ρ,

ρ ∈
(

−1
2

+
1
2π

arccot
(

− B

2A

)

, 0
)⋃(

1
2π

arccot
(

− B

2A

)

,
1
2

)

,

the equation (4.121) has only one root µ = 1/2 in the interval [0, 1].

3. If B = 0, then for all ρ ∈ (−1/2, 1/2) the equation (4.121) has only one root
µ = 1/2 in the interval [0, 1].

Proof. Let us denote the expression in the square brackets of (4.113) by R(µ).
Then

R(µ) =
(4A sin2(πρ)− 2B sin(2πρ))µ2 − (4A sin2(πρ)− 2B sin(2πρ))µ+A

(2µ− 1)2 + 4µ(1− µ) cos2(πρ)
,

(4.122)
and consider the behaviour of the numerator of the fraction (4.122). Let D denote
the discriminant of the trinomial in this numerator. Since

4A sin2(πρ)− 2B sin(2πρ) = 4 sin(πρ)[A sin(πρ)−B cos(πρ)],

we obtain

D = −8 sin(2πρ)[A sin(πρ) −B cos(πρ)][A cos(πρ) +B sin(πρ)]

= −8 sin(2πρ)[(A2 −B2) sin(πρ) cos(πρ) +AB(sin2(πρ)− cos2(πρ))]

= −4 sin2(2πρ)[A2 −B(B + 2A cot(2πρ))].

Suppose AB �= 0. Choosing ρ from the corresponding set, we have that B +
2A cot(2πρ) has sign opposite to the sign of B. This implies that D < 0 and that
the numerator of (4.122) does not have any roots on [0, 1]. �

Consequently, if we choose an ε∗ as in Lemma 4.5.16 and a ρ∗ as in Lemma
4.5.18, then the curve Γ0 will have at most two common points with the real axis,
denoted by P1 and P2. According to Lemma 4.5.12, the index of A0

1(ε
∗) : l2,−ρ∗ →

l2,−ρ∗ can be estimated by
|indA0

1(ε
∗)| ≤ 1.

However, if the points P1 and P2 are located both on the right or both on the left
of the origin, then

indA0
1(ε

∗) = 0.

Let us consider the quadratic equation

Bz2 + 2Az + C = 0, (4.123)

where B and A are defined by (4.120) and C = |a|2 − |c|2. In addition, we put

αAB :=
1
2
arccot

(

− B

2A

)

− π

2
, βAB :=

1
2
arccot

(

− B

2A

)

.
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Theorem 4.5.19. Let
(|a|2 − |c|2)(|b|2 − |d|2) ≤ 0

and assume at least one of the following conditions is satisfied:

1. AB < 0 and at least one root of equation (4.123) belongs to the set E1
AB,

E1
AB := (−∞, tanαAB) ∪ (0, tanβAB);

2. AB > 0 and at least one root of equation (4.123) belongs to the set E2
AB,

E2
AB := (tanαAB, 0) ∪ (tanβAB ,+∞);

3. B = 0 and A �= 0.

Then there exists ρ∗ ∈ (−1/2, 1/2) such that the index of the operator A0(ε∗) :
l2,−ρ∗ → l2,−ρ∗ is equal to zero.

Proof. We take an ε∗ and a ρ such as in Lemmas 4.5.16 and 4.5.18, respectively.
Then the curve Γ0 has at most two intersections with the real axis R. Let P2 be
the common point of Γ2

0 and R. Then

P2 = Re {detAA0(ε∗)}(1, 1/2)

= |a|2 − |c|2 + 2Im(cd̄− ab̄) tan(πρ) + (|b|2 − |d|2) tan2(πρ).

It is not hard to prove that each of the conditions of Theorem 4.5.19 implies that
the function B(ρ) = Re {detAA0(ε∗)}(1, 1/2) takes both positive and negative
values, hence we can choose a ρ∗ such that the points P1 and P2 are located on
the same side of the origin. This finishes the proof. �

4.5.4 Examples of the Essential Spectrum of Local Operators

Let us illustrate the results of Sections 4.5.2 – 4.5.3 by a few examples. We present
the essential spectrum σess(A0(ε)) of local operators A0(ε) considered on spaces
l2,−ρ for various values of the parameters ε ∈ (−1/2, 1/2) and ρ ∈ (−1/2, 1/2). As
was already mentioned, the set σess(A0(ε)) consists of two curves Γ1

0 and Γ2
0. Let

us draw the graphs of these curves such that Γ1
0 is represented by a dashed line

and Γ2
0 by a solid line. The values a := a(0), b := b(0), c := c(0) and d := d(0)

of the coefficients of the singular integral equations (4.107) at the point t = 0 are
displayed in the title of the corresponding figure. The values of the parameters ε
and ρ are given on the top of each subgraph.

We start with a simple example illustrating Theorem 4.5.19. If the coefficients
of (4.88) are a = 3, b = 2i, c = 1, d = −2i, then B = 0, A = 8 and P2 = P2(ρ) =
8 + 16 tan(πρ). The function P2(ρ) takes both positive and negative values, so it
is possible to choose a ρ′ ∈ (−1/2, 1/2) such that the points P1 and P2(ρ′) are
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Figure 4.3: Essential spectrum of the operator A0(ε); a = 3i, b = 2i, c = 1,
d = −2i.

located on the same side of the origin. Thus the index of the corresponding local
operator will be equal to zero.

The graphs of the curve Γ0 for some local operators of the approximation
methods are presented in Figure 4.3 on page 227. Graphs 4.3(a) and 4.3(b) show
that the local operator A0(0.35) on the space l2,−0.49 has index κ = −1. To obtain
an appropriate local operator with index zero one can change either the sign of ε
(Graph 4.3(c)) or the sign of ρ (Graph 4.3(d)). In the first case, the local operator
A0(−0.35) has index zero on the space l2,−0.49, but in the second case the local
operator A0(0.35) remains the same. However, it again has index zero but on the
space l2,0.49.

Let us now analyze a more complicated situation. The curve Γ0 = Γ1
0 ∪Γ2

0 in
Figure 4.4(a) has four intersections with the real axis R; the operator A0(−0.45)
on the space l2,−0.30 is Fredholm and has index κ = 2. This operator A0(−0.45)
is also Fredholm on the space l2,0.30, but then its index is different, viz., κ = 0, cf.
4.4(b).

On the other hand, if one changes the sign of the parameter ε to + and
considers the corresponding local operator A0(0.45) on the space l2,0.25, then the
graphs 4.4(c) and 4.4(d) show that this local operator is again Fredholm; the
corresponding curve Γ0 has two coils, but κ(A0(0.45)) = 1.

Note that Graph 4.4(d) is a “zoomed” image of the second coil, which is
indiscernible in Graph 4.4(c).



228 Chapter 4. Piecewise Smooth and Open Contours

−20000 −15000 −10000 −5000 0 5000
−5

0

5
x 10

4 (a)     ρ=0.3000, ε=−0.4500

−5 0 5 10 15

x 10
4

−8

−6

−4

−2

0

2

4

6

8
x 10

4 (b)     ρ=−0.3000, ε=−0.4500

−2 0 2 4 6 8

x 10
4

−6

−4

−2

0

2

4

6
x 10

4 (c)     ρ=0.2500, ε=0.4500

−100.6 −100.4 −100.2 −100 −99.8 −99.6 −99.4

−2

−1

0

1

2

x 10
−3 (d)     ρ=0.2500, ε=0.4500

Figure 4.4: Essential spectrum of the operator A0(ε); a = 150i, b = 150, c = 10i,
d = 0.01.
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Figure 4.5: Essential spectrum of the operator A0(ε); a = 150i, b = 150, c = 10i,
d = 0.01.
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Figure 4.6: Essential spectrum of the operator A0(ε); a = −3 − 0.5i, b = −1,
c = −1− i, d = 5i.

Let us separately analyze the behaviour of the curves Γ1
0 and Γ2

0 by fixing
one parameter (ε or ρ) and changing another. In the next example, the coeffi-
cients of the initial equation are the same as in Figure 4.4 and ε = −0.35; the
essential spectrum of the operator A0(−0.35) in various spaces l2,−ρ is presented.
Considered on l2,−0.4 the index of this operator is equal to 2 (Graph 4.5(a)). If the
parameter ρ decreases, then the shrinking coil of the curve Γ2

0 moves to the left
(Graphs 4.5(b) and 4.5(c)). As a result, the origin falls away from the set bounded
by the curves Γ1

0 and Γ2
0, so the index of the operator under consideration in the

space l2,−0.2 is equal to zero (see Graph 4.5(d)).
Let us now consider how the essential spectrum of the local operators A0(ε)

depends on the parameter ε. Starting with the Graph 4.6(a), one notes that the
curves Γ1

0 and Γ0, respectively, have three and six common points with the real
axis R, and the local operator A0(−0.45) has index κ = −2 on l2,−0.4. By changing
the parameter ε to −0.35, one can reduce the index of the local operator to −1
(Graph 4.6(b)). However, in this special case it is not possible to obtain a local
operator having index zero by varying the parameter ε only. To this end, local
operators must be considered on appropriate spaces other than the space l2,−0.35.
One such case is established on Graph 4.6(c). The number of intersections of
the curve Γ0 with R is the same as before, but in comparison to the previous
figure the left border of the graph has moved to the right, so the origin then falls
outside of the curve Γ0. Another approach is presented on the Graph 4.6(d). As
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was stated in Lemma 4.5.16, the sign of ε can be chosen so that Γ1
0 will have at

most one intersection point with R. On the other side, Lemma 4.5.18 presents
conditions when R and Γ2

0 have only one common point; and Theorem 4.5.19
provides conditions when the index of the local operator can be made equal to
zero. By changing the sign of parameters from the Graph 4.6(a) one notes that on
the space l2,0.35 the local operator A0(0.45) has the index κ = 0.

These examples and others not presented here, reflect the properties of the
essential spectrum of the local operators A0(ε) very well. However, although the
situation where the curve Γ0 has three coils is not rare, we were unable to find
local operators with the index 3 or −3. It seems that the modulus κ(A0(ε)) cannot
exceed 2, which is similar to the behaviour of local operators of approximation
methods for singular integral equations with conjugation on closed contours with
corner points. Thus a more detailed study of the symbol of local operators is
needed.

4.6 Comments and References

Equations of type (4.1) containing the operator of complex conjugation often occur
in elasticity theory, hydrodynamics, acoustics, and in deformation theory of solid
surfaces (e.g., see [71, 70, 72, 73, 121, 123, 132, 133, 143, 150, 161, 168, 221, 222]).
Fredholm properties of such equations on curves with corner points have been
established in [74, 75, 76, 136, 137, 138, 164, 165, 213, 218]. In particular, it was
shown that the operators arising in case of curves with angular points locally
are equivalent to Mellin convolution operators. Moreover, there is a very well
developed theory of approximation methods for Cauchy singular integral equations
without conjugation on smooth and non-smooth open and closed contours and for
various classes of Mellin operators [14, 19, 79, 80, 102, 104, 114, 115, 116, 180,
181, 186, 187, 179, 183, 189]. On the other hand, the methods of approximate
solution of singular integral equations with conjugation based on replacement of
the initial equation by a system of integral equations without conjugation meet
additional difficulties because the operator MSΓ − SΓM is non-compact [166].
However, the algebraic approach to the stability investigation can be successfully
applied in this situation too. One of the reasons for this is because in the case
under consideration, all relevant operators A interact well with the operator of
complex conjugation M in the sense that the operators A and MAM belong to
the same operator algebras.

Sections 4.1–4.2: For quadrature method (4.4) the stability results were announced
in [46]. Other results of these sections are taken from the subsequent paper [54].
The proof of Lemma 4.2.4 used here is from [55]. The initial proof given in [54]
is more technical. Note that it was discovered in [54] that the local operators of
approximation methods could have non-zero indices. This effect does not have a
place for singular integral equations without conjugation where the indices of the
corresponding operators are always zero [180].
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The stability analysis of the approximation methods considered in Section
4.1 can also be based upon the fact that the related approximation sequences are
indeed contained in the extension C̃ of the complex algebra C defined on page 76
(cf. [183, Sections 11.1–11.17]).

Sections 4.3: The material of this section is taken from [55]. It turns out that con-
sideration of approximation methods in spaces with weights leads to new effects,
e.g., the indices of local operators of approximation methods can also take values
2 and −2. On the other hand, this gives more flexibility since one can vary the
spaces where an approximation method is considered to find a situation when the
local operators of the approximation method will possess the necessary proper-
ties. In particular, Section 4.3.4 uses the effect mentioned to modify quadrature
methods in the situation when associated local operators are not invertible. Here
we follow the approach of [188].

Section 4.4: When Γ is the boundary of a polygonal domain, and a = b = 1
on Γ, M. Costabel and E. Stephan [33, 35] established the stability of the 0–
collocation and Galerkin methods for equation (4.2) and K.E. Atkinson, I.G. Gra-
ham, G.A. Chandler, and R. Kress studied the stability and convergence of quadra-
ture methods [5, 98, 128]. The decisive observation widely used in these papers is
that, under the above restrictions, the operator in (4.2) can be written as

A = I +R1 + T1 (4.124)

where I denotes the identity operator, ‖R1‖ < 1, and T1 is compact. The repre-
sentation (4.124) is no longer valid if the coefficients of A are not equal to 1.

Sections 4.5.1 – 4.5.3: Material of these sections is taken from [49, 63]. Initial
study undertaken in [63] bounds the indices of local operators by numbers −3
and 3. However, the examples from Section 4.5.4 indicate that absolute value of
the indices probably do not exceed 2, which is similar to the situation for closed
contours with corner points. Numerical testing of the quadrature methods for
singular integral equations with conjugation on open contours is undertaken in
[53]

Note that the corresponding quadrature method for Mellin operators without
conjugation has been studied in [187].





Chapter 5

Approximation Methods for the
Muskhelishvili Equation

5.1 Boundary Problems for the Biharmonic Equation

LetD ⊂ R
2 denote a domain bounded by a simple closed piecewise smooth contour

Γ and let D := D ∪ Γ. It is well known that many problems in plane elasticity,
radar imaging, and theory of slow viscous flows can be reduced to the biharmonic
problem

∆2U(x, y) = 0, (x, y) ∈ D, (5.1)

where ∆ is the Laplace operator (3.48). We assume that the function U is from
the space W 1

p (D) ∩W 4
p (D). The notation W k

p (X) is used for the Sobolev space
of k-times differentiable functions on X , the derivatives of which belong to the
corresponding space Lp(X).

Equation (5.1) has been thoroughly studied [101]. Our aim now is to solve
boundary problems for this equation using the theory of functions of complex
variables. Thus let us identify sets from R

2 and C via the correspondence R
2 �

(x, y) ←→ z = x + iy ∈ C, and denote the associated sets in R
2 and C by the

same symbol. Any function f biharmonic in a domain D can be represented as a
combination of two functions analytic in D, viz., the following result is true.

Lemma 5.1.1 (Goursat Representation). If D is a domain bounded by a simple
closed contour, and if u is a biharmonic function in D, then there are two functions
χ and ϕ that are analytic in D and such that

u(x, y) = Re (zϕ(z) + χ(z)), z = x+ iy. (5.2)

Proof. Since ∆2u = ∆(∆u), the function ∆u is harmonic in the domain D, so it
is the real part of an analytic function ψ = ψ(z), z ∈ D, i.e.,

∆u(x, y) = Reψ(z). (5.3)
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Choose a point z0 ∈ D and introduce a function

ϕ(z) :=
1
4

∫ z

z0

ψ(ξ) dξ, z ∈ D.

Considering now the operators

∂

∂z
=

1
2

(
∂

∂x
− i ∂

∂y

)

,

∂

∂z
=

1
2

(
∂

∂x
+ i

∂

∂y

)

one notes that

∆ = 4
∂2

∂z∂z
,

so

∆(zϕ(z)) = 4
∂2

∂z∂z
(zϕ(z)) = 4

∂

∂z
(ϕ(z)) = ψ(z). (5.4)

If we define a function v by

v := u− Re (zϕ(z)),

then from (5.3), (5.4),
∆v = ∆(u − Re (zϕ(z)) = 0

everywhere in D. Thus, v is a harmonic function in D, so it is the real part of an
analytic function χ, i.e.,

u− Re (zϕ(z)) = Reχ(z),

or
u(x, y) = Re (zϕ(z) + χ(z)),

and the proof is complete. �

5.1.1 Reduction of Biharmonic Problems to a Boundary Problem
for Two Analytic Functions

Let c1, c2, . . . , cl be the corner points of Γ. By ωj we denote the angle between the
corresponding semi-tangents at the point cj . Hence,

ωj ∈ (0, 2π), ωj �= π, j = 1, 2, . . . , l.

For real numbers p and αj j = 1, 2, . . . , l satisfying the inequalities p > 1 and

0 < αj +
1
p
< 1, j = 1, 2, . . . , l, (5.5)
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we introduce the weight function

ρ = ρ(t) =
l∏

j=1

|t− cj |αj , t ∈ Γ.

By Lp(Γ, ρ) we denote the set of all Lebesgue measurable functions f : Γ �→ C

such that

||f || :=
(∫

Γ

|f(t)ρ(t)|p|dt|
)1/p

<∞.

Correspondingly, W 1
p (Γ, ρ) refers to the Sobolev space of all Lebesgue mea-

surable functions f : Γ �→ C such that

||f ||W1
p (Γ,ρ) :=

(∫

Γ

|f ′(t)ρ(t)|p|dt|+
∫

Γ

|f(t)ρ(t)|p|dt|
)1/p

<∞.

We also consider the space Hµ = Hµ(Γ) of Hölder continuous functions provided
with the norm

||f ||Hµ := max
t∈Γ
|f(t)|+ sup

t1,t2∈Γ,t1 
=t2

|f(t1)− f(t2)|
|t1 − t2|µ

.

It is known that the above-defined Sobolev space W 1
p (Γ, ρ) is continuously embed-

ded into a Hölder space, viz., the following result holds.

Lemma 5.1.2 ([72, 73]). The Sobolev space W 1
p (Γ, ρ) is continuously embedded into

the Hölder space H1−1/q(Γ), where

q = p if α1 = α2 = . . . = αl = 0,

and

1 < q < min
(

p,
p

1 + α1
, . . . ,

p

1 + αl

)

if
l∑

j=1

α2
j �= 0.

Moreover, every function f ∈ W 1
p (Γ, ρ) is Hölder continuous with the exponent

1 − 1/p everywhere on Γ except for the corner points cj, j = 1, . . . , l, in neigh-
bourhoods of which it is Hölder continuous with exponents 1 − 1/qj, where qj ∈
(1,min{p/(1 + αj)}).

Let us now consider boundary problems for the biharmonic equation.

Lemma 5.1.3. If G1, G2 ∈ Lp(Γ, ρ), and if U = U(x, y) is a solution of the bihar-
monic problem

∆2U|D = 0,
∂U
∂x

∣
∣
∣
∣
Γ

= G1,
∂U
∂y

∣
∣
∣
∣
Γ

= G2,
(5.6)
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then U can be represented in the form (5.2), where ϕ and χ are analytic functions
in the domain D satisfying the boundary condition

ϕ (t) + tϕ′ (t) + χ′ (t) = f(t), t = x+ iy ∈ Γ, (5.7)

with f(t) := G1 (t)+iG2 (t). Moreover, if ϕ and χ are analytic functions satisfying
(5.7), then the biharmonic function U constructed by (5.2) is a solution of the
boundary value problem (5.6).

Proof. Since for any analytic functions ϕ and χ function (5.2) is biharmonic, our
task is to find ϕ and χ to satisfy boundary conditions (5.6).

Let ϕ = u+ iv and z = x+ iy, with u = Reϕ, v = Imϕ. Then

U (x, y) = Re [z̄ · (u+ iv) (z) + χ (z)]
= x · u (x, y) + y · v (x, y) + Re [χ (x, y)] , z ∈ D.

From this immediately follows

∂U
∂x

= u+ x
∂u

∂x
+ y

∂v

∂x
+
∂Re [χ]
∂x

,

∂U
∂y

= x
∂u

∂y
+ v + y

∂v

∂y
+
∂Re [χ]
∂y

.

Letting z tend to Γ and taking into account the Cauchy-Riemann equations and
boundary conditions (5.6) we obtain

ϕ (t) + tϕ′ (t) + χ′ (t) = ϕ+ x

(
∂u

∂x
− i ∂v

∂x

)

+ iy

(
∂v

∂y
− i ∂v

∂x

)

+
∂Re [χ]
∂x

− i∂Im [χ]
∂x

= (u+ iv) + x

(
∂u

∂x
+ i

∂u

∂y

)

+ y

(
∂v

∂x
+ i

∂v

∂y

)

+
∂Re [χ]
∂x

+ i
∂Re [χ]
∂y

=
∂U
∂x

+ i
∂U
∂y

= G1 (t) + iG2 (t) , t ∈ Γ,

(5.8)

so the functions ϕ and χ satisfy the boundary problem (5.7). On the other hand,
the converse follows from the first and last lines of transformation (5.8). �

Let α = α(t), t ∈ Γ be the angle between the real axis and the outward
normal n to Γ at the point t. By s we denote the unit vector such that the angle
between s and the real axis is α− π/2.
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Lemma 5.1.4. If (f1, f2) ∈ W 1
p (Γ, ρ) × Lp(Γ, ρ) and U = U(x, y) is a solution of

the biharmonic Dirichlet problem

∆2U|D = 0,

U|Γ = f1,
∂U
∂n

∣
∣
∣
Γ

= f2,
(5.9)

then it can be represented in the form (5.2), where ϕ and χ are analytic functions
in the domain D satisfying the boundary condition

ϕ(t) + tϕ′(t) + χ′(t) = e−iα
(

f2 + i
∂f1

∂s

)

, t ∈ Γ. (5.10)

Moreover, if ϕ and χ are analytic functions satisfying (5.10), and U is the cor-
responding biharmonic function U constructed by (5.2), then there is a constant
c ∈ R such that U + c is a solution of the boundary value problem (5.9).

Proof. Using representation (5.2) for the biharmonic function U, let us first find
appropriate functions ϕ and χ to satisfy the boundary conditions (5.9).

Since f1 belongs to the Sobolev space W 1
p (Γ, ρ) and U is differentiable on D,

one can write

f2 + i
∂f1
∂s

=
∂U
∂n

+ i
∂U
∂s

= (cosα+ i sinα)
(
∂U
∂x
− i∂U

∂y

)

= eiα(Ux + iUy). (5.11)

On the other hand, if the analytic function ϕ from the representation (5.2) is
written in the form ϕ = u+ iv, then

U(x, y) = xu(x, y) + yv(x, y) + Reχ(x, y).

Immediate calculations and the Cauchy-Riemann equations lead to the formula

Ux(z) + iUy(z) = u(x, y) + xux(x, y) + yvx(x, y) + Reχx(x, y)
+ i(xuy(x, y) + v(x, y) + yvy(x, y) + Reχy(x, y))

= ϕ(z) + zϕ′(z) + χ′(z). (5.12)

Comparing (5.11) and (5.12) we obtain that the functions ϕ and χ of (5.2) satisfy
the boundary condition (5.10).

The converse also follows from relations (5.11) and (5.12). �
Thus the boundary value problem

ϕ(t) + tϕ′(t) + ψ(t) = f(t), t ∈ Γ (5.13)

for two analytic functions ϕ and ψ := χ′ can be used to find exact or approximate
solutions of biharmonic problems. However, attempts to apply projection methods
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directly to the problem (5.13) meet an immediate difficulty, viz., the operator that
corresponds to the left-hand side of (5.13) is not invertible in main functional
spaces. Indeed, this is a consequence of the following result.

Lemma 5.1.5. If Γ is a simple closed piecewise smooth contour, then the homoge-
neous problem

ϕ(t) + tϕ′(t) + ψ(t) = 0, t ∈ Γ (5.14)

has a non-trivial solution. Moreover, in the space of functions with boundary values
from W 1

p (Γ, ρ), any solution of (5.14) has the form

ϕ(z) = irz + c, ψ(z) = −c, (5.15)

where r ∈ R and c ∈ C.

Proof. It is easily seen that any pair of functions (5.15) is a solution for (5.14), so
let us show that there are no other solutions of (5.14) with the boundary values
from W 1

p (Γ, ρ). For any analytic function ϕ we define the function q by

q(z) := ϕ(z) + zϕ′(z), z ∈ D.

Using the representation ϕ(z) = u(x, y) + iv(x, y), z = x+ iy again, one obtains

q = U + iV = (u + xux + yvx)− i(v + yux − xvx).

Let us study whether q is an analytic function in D. The Cauchy-Riemann condi-
tions for the function ϕ show that the equation

∂U

∂y
= −∂V

∂x

holds everywhere in D. However, the equation

∂U

∂x
=
∂V

∂y

is satisfied if and only if

ux(x, y) = 0, (x, y) ∈ D.

It follows that
u(x, y) = m(y), v(x, y) = n(x)

wherem and n are differentiable functions, so using the Cauchy-Riemann condition
ux = −vy, one obtains

n′(x) = −m′(y). (5.16)

This is possible if and only if both functions in (5.16) are constants. Thus there is
an r ∈ R such that

n(x) = rx+ c1, m(y) = −ry + c2,
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where c1 and c2 are arbitrary real numbers. Henceforth,

ϕ(z) = −ry + irx+ c = irz + c (5.17)

with the constant c = c2 + ic1 ∈ C. Thus q is an analytic function if and only if
the function ϕ has the form (5.17), and q = c in this case. The function q also
satisfies the boundary condition

ϕ(t) + tϕ′(t)− q(t) = 0, t ∈ Γ.

Hence if there is another function ψ that satisfies the boundary condition (5.14),
is analytic in D, and such that ψ ∈ W 1

p (Γ, ρ), then ψ is continuous on Γ, so the
maximum modulus principle implies the equality

ψ(z) = −q(z) = −c

for all z ∈ D. That completes the proof. �

An immediate consequence of Lemma 5.1.5 is the following result.

Proposition 5.1.6. Let X denote one of the functional spaces C(Γ), Lp(Γ) or
W 1
p (Γ, ρ). If problem (5.13) has a solution ϕ0, ψ0 the boundary values of which

belong to X, then for any r ∈ R and for any c ∈ C the pair

ϕ(z) = ϕ0(z) + irz + c,

ψ(z) = ψ0(z)− c

is also a solution of the problem (5.13).

Note that the non-uniqueness of a solution for problem (5.13) has a limited
impact on solutions of the initial biharmonic problem, because the correspond-
ing solutions differ by a constant only. For example, considering the biharmonic
function constructed via functions ϕ and ψ one gets

Re (χ(z) + zϕ(z)) = Re (χ0 − cz + c1 + z(ϕ0(z) + irz + c))
= Re (χ0 + zϕ0(z) + c1).

Note that for the problem (5.9) the constant c1 is chosen to satisfy the boundary
condition

U|Γ = f1,

whereas each of the above pairs ϕ, χ generates a solution of the boundary problem
(5.6).

Thus, if problem (5.13) is solvable, its solution is not unique. It is also worth
mentioning that this problem is not always solvable. More precisely, the following
result holds.
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Proposition 5.1.7. If problem (5.13) has a solution ϕ0, ψ0 the boundary values of
which belongs to W 1

p (Γ, ρ), then

Re
∫

Γ

f(t)dt = 0. (5.18)

Proof. The function ψ is analytic in D and continuous on Γ, so by the Cauchy
theorem ∫

Γ

ψ(t) dt = 0,

and, correspondingly,

Re
∫

Γ

ψ(t) dt = 0.

The last equation can be rewritten in the form

Re
∫

Γ

(ϕ(t) dt− ϕ(t) dt+ ψ(t) dt) = 0.

Since ϕ is also continuous on Γ, integration by parts gives
∫

Γ

tϕ′(t) dt = −
∫

Γ

ϕ(t) dt,

so

Re
∫

Γ

(ϕ(t) + tϕ′(t) + ψ(t)) dt = 0

that implies (5.18). �

In view of Proposition 5.1.7 we will always assume that the right-hand side
f of equation (5.13) satisfies condition (5.18).

Let us now assume that boundary values ϕ = ϕ(t), χ = χ(t), t ∈ Γ of the
functions ϕ and χ have been found. Then using the Cauchy integral formula,

ϕ(z) =
1

2πi

∫

Γ

ϕ(t)dt
t− z , z ∈ D,

χ(z) =
1

2πi

∫

Γ

χ(t)dt
t− z , z ∈ D,

and (5.2), one can represent the biharmonic function U inside of the domain D.
Later on we will see that the function ϕ = ϕ(t), t ∈ Γ is the solution of an integral
equation, so if ϕ is known, then

χ′(t) = f(t)− ϕ(t)− tϕ′(t), t ∈ Γ, (5.19)

where f denotes the right-hand side of (5.7) or (5.10).
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It is clear that equation (5.19) allows us to restore the function χ. Really, let
t = t(s) be a 1-periodic parametrization of Γ, and let s1, s2, . . . , sl be those points
on [0,1) which correspond to the corner points of Γ, i.e.,,

t(sj) = cj, j = 1, 2, . . . , l.

The function t = t(s) is continuously differentiable on (sj , sj+1) because Γ was
supposed to be a piecewise smooth curve. We set sl+1 = s1 + 1, let Γk be the
subarc of Γ which joins the points tk and tk+1, and let s ∈ [sk, sk+1]. Using (5.19)
we can write

χ′(t(s))t′(s) = f(t(s))t′(s)− ϕ(t(s))t′(s)− t(s)ϕ′(t(s))t′(s)

for any s ∈ (sk, sk+1) and hence introduce the functions

ζk(t(s)) =

s∫

sk

f(t(s))t′(s)ds−
s∫

sk

ϕ(t(s))t′(s)ds

+

s∫

sk

dt(s)
ds

ϕ(t(s))ds − t(s)ϕ(t(s)), k = 1, 2, . . . , l.

Then the function χ may be represented in the form

χ(t) =






ζ1(t) + C if t ∈ Γ1,
ζ2(t) + (ζ1(c2)− ζ2(c2)) + C if t ∈ Γ2,
. . . . . . . . . . . . . . . . . .
ζl(t) + (ζl−1(cl)− ζl(cl)) + . . .+ (ζ1(c2)− ζ2(c2)) + C if t ∈ Γl.

Let us recall that for the problem (5.9) the constant C has to be chosen to satisfy
the first of the boundary conditions (5.9).

5.1.2 Reduction of Boundary Problems for Two Analytic Functions
to Integral Equations

The aim of this section is to reduce the boundary problem for two analytic func-
tions ϕ and ψ,

ψ(t) = f(t)− kϕ(t)− tϕ′(t), t ∈ Γ, (5.20)

to an integral equation. If k = 1, we obtain equation (5.13), but boundary problems
(5.20) with k �= 1 also arise in plane elasticity [121, 161, 170]. Thus, in the case
of the first fundamental boundary problem concerned with elastic equilibrium of
a solid when boundary displacements are known, the constant k is defined by

k =: 3− 4ν (5.21)
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or by

k :=
3− ν
1 + ν

(5.22)

for plane deformation and plane strain-state correspondingly. Note that the pa-
rameter ν ∈ (0, 1/2) is usually referred as the Poisson constant. On the other
hand, the constant k is equal to 1 for the second fundamental boundary problem
when a stress vector is given on the boundary Γ.

Assume that the functions ϕ = ϕ(t), ψ = ψ(t), t ∈ Γ are Hölder continuous.
Then they can be represented as the Cauchy integrals

ϕ(z) =
1

2πi

∫

Γ

ϕ(τ)dτ
τ − z , ψ(z) =

1
2πi

∫

Γ

ψ(τ)dτ
τ − z , z ∈ D.

Let D− denote the complement of the set D ∪ Γ. Then

1
πi

∫

Γ

ϕ(τ)dτ
τ − z = 0,

1
πi

∫

Γ

ψ(τ)dτ
τ − z = 0, z ∈ D−, (5.23)

and taking into account equation (5.20) one can rewrite the first equation in (5.23)
as

1
πi

∫

Γ

f(τ)dτ
τ − z −

1
πi

∫

Γ

(kϕ(τ) − τϕ′(τ))dτ
τ − z = 0, z ∈ D−. (5.24)

If Φ+(t) and Φ−(t) are the limit values of the Cauchy integral

Φ(z) =
1

2πi

∫

Γ

ϕ(τ)dτ
τ − z

when z → t ∈ Γ by a non-tangential way from the domainD and D−, respectively,
then by the Sohotsky-Plemely formulas [162]

Φ±(t) =
(

1± 1
2
− ω(t)

2π

)

ϕ(t) +
1

2πi

∫

Γ

ϕ(τ)dτ
τ − t ,

where ω(t) = π if t �= cj and ω(t) = ωj if t = cj , j = 1, . . . , l. Now it follows from
(5.24) that for t �= cj the equation

−kϕ(t)
2

+
k

2πi

∫

Γ

ϕ(τ)dτ
τ − t +

tϕ′(t)
2
− 1

2πi

∫

Γ

τϕ′(τ)dτ
τ − t = f0(t), (5.25)

where

f0(t) = −f(t)
2

+
1

2πi

∫

Γ

f(τ)dτ
τ − t ,

holds.
Since ϕ and ϕ′ are analytic in D, then

1
2πi

∫

Γ

ϕ(τ)dτ
τ − z = 0,

1
2πi

∫

Γ

ϕ′(τ)dτ
τ − z = 0
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for z ∈ D−, and another application of the Sohotsky-Plemely formulas leads to
the relations

−ϕ(t)
2

+
1

2πi

∫

Γ

ϕ(τ) dτ
τ − t = 0, t ∈ Γ, (5.26)

−ϕ
′(t)
2

+
1

2πi

∫

Γ

ϕ′(τ)dτ
τ − t = 0 t ∈ Γ. (5.27)

Using (5.26), (5.27) one can rewrite equation (5.25) in the form

−kϕ(t)− k

2πi

∫

Γ

ϕ(τ)
(

dτ

τ − t −
dτ

τ − t

)

− 1
2πi

∫

Γ

ϕ′(τ)
τ − t
τ − t dτ = f0(t). (5.28)

Since ∫

Γ

ϕ′(τ)
τ − t
τ − t dτ =

∫

Γ

ϕ(τ)d
τ − t
τ − t

and
dτ

τ − t −
dτ

τ − t = d ln
τ − t
τ − t ,

where the symbol d is associated with differentiation in the variable τ , it is cus-
tomary to write equation (5.28) as

Rϕ(t) ≡ −kϕ(t)− k

2πi

∫

Γ

ϕ(τ)d log
τ − t
τ − t −

1
2πi

∫

Γ

ϕ(τ)d
τ − t
τ − t = f0(t), t ∈ Γ,

(5.29)
and call it the Muskhelishvili equation.

Thus the function ϕ is a solution of the Muskhelishvili equation (5.29). There-
fore, the above-described procedure can be used to determine solutions of the
boundary value problem (5.20) and, correspondingly, allows us to obtain solutions
of biharmonic problems and associated problems of plane elasticity. Let us mention
that, in general, equation (5.29) is not solvable in a closed form, so the applicabil-
ity of approximation methods acquires a great importance. However, in the case
k = 1 the operator R defined by the left-hand side of (5.29) is not invertible in
main functional spaces since Proposition 5.1.6 yields that dim kerR > 0. A similar
result can also be established for other relevant values of k. This means that neither
of the projection methods considered earlier can be directly applied to the equa-
tion (5.29). One of the ways to overcome this difficulty consists in modifying the
spaces where the operator R is considered. Such an approach also requires modifi-
cation of the corresponding approximating subspaces and, normally, this leads to
additional problems during implementation of the corresponding approximation
methods. Therefore, here we prefer another approach. Instead of modifying the
corresponding spaces where the operator R is considered, we will modify the oper-
ator R itself in a very special way. This allows us to apply most of the projection
methods studied to the modified operator and obtain approximate solutions of the
initial Muskhelishvili equation (5.29). For this, we need to study the operator R
in more detail.
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5.2 Muskhelishvili Operator. Fredholm Properties and
Invertibility in Lp(Γ, ρ)

This section is devoted to investigating the Fredholm properties of the operator
R in the spaces Lp(Γ, ρ), where Γ is a piecewise Lyapunov curve. However, we
start with studying the operator R on special curves: thus, let Γβ,ω, β ∈ [0, 2π),
ω ∈ (0, 2π) refer to the curve

Γβ,ω = Γ1

⋃
Γ2

where
Γ1 := ei(β+ω)

R
+, Γ2 := eiβR

+,

and Γ1 is directed to 0 but Γ2 is directed away from 0. Given p ∈ (1,+∞) and α sat-
isfying the inequality (5.5), we consider the weighted Lebesgue spaces Lp(Γβ,ω, α)
and Lp(R+, α) of measurable functions endowed with the norms

||f ||p,α,ω =

(∫

Γβ,ω

|f(t)|p|t|αp|dt|
)1/p

and

||f ||p,α :=
(∫

R+
|f(t)|ptαpdt

)1/p

,

respectively.
Let us further introduce the set L2

p(R
+, α) of all pairs (f1, f2)T , f1, f2 ∈

Lp(R+, α) and the norm

||(f1, f2)T || := (| |f1||pp,α + ||f2||pp,α)1/p,

together with a mapping η : Lp(Γβ,ω, α)→ L2
p(R

+, α) defined as follows:

η(f) = (η1(f), η2(f))T

with
η1(f)(s) = f(sei(β+ω)),
η2(f)(s) = f(seiβ)

for all s ∈ R
+. It is clear that η is a linear isometry from Lp(Γβ,ω, α) onto

L2
p(R

+, α). In addition, the mapping A → ηAη−1 is an isometric algebra iso-
morphism of Ladd(Lp(Γβ,ω, α)) onto Ladd(L2

p(R+, α)).
In the space Lp(Γβ,ω, α) we consider the corresponding Muskhelishvili oper-

ator

Rωx(t) ≡ −kx(t)−
k

2πi

∫

Γβ,ω

x(τ)d log
τ − t
τ − t −

1
2πi

∫

Γβ,ω

x(τ)d
τ − t
τ − t . (5.30)
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Now we are going to use Theorem 1.9.5 to investigate Fredholm properties of the
Muskhelishvili operator in the space Lp(Γ, ρ).

Let z be a point of Γ, and Γ̂z denote the curve which consists of the semi-
tangents to Γ at the point z with the orientation inherited from the orientation of
Γ. By βz we denote the angle between the real axis and that semi-tangent which
is directed away from z. Then, Γz := Γ̂z − z. For the sake of simplicity, we will
write βj for the angle at the point z = cj , j = 1, 2, . . . , l where cj are the corner
points of Γ.

Theorem 5.2.1. Let Γ be a simple closed piecewise smooth curve in the com-
plex plane C. Then the operator R is Fredholm if and only if the operators
Rωj : Lp(Γβj,ωj , αj)→ Lp(Γβj ,ωj , αj) are invertible for all j = 1, 2, . . . , l.

Let us point out important steps of the proof. By Bp(Γ, ρ) we denote the
smallest closed real subalgebra of Ladd(Lp(Γ, ρ)) which contains the operators

(K1,Γϕ)(t) =
1

2πi

∫

Γ

ϕ(τ)d
τ − t
τ − t ,

(K2,Γϕ)(t) =
1

2πi

∫

Γ

ϕ(τ)d ln
τ − t
τ − t ,

the operator of the complex conjugation

(MΓϕ)(t) := ϕ(t), t ∈ Γ

and all operators of multiplication by continuous bounded functions. The algebra
Bp(Γz , αz), where

αz =
{
αj , if z = cj ,
0, if z �= cj , j = 1, 2 . . . , l

is defined analogously.
We mention two useful properties of the algebra Bp(Γ, ρ) :

1. The algebra Bp(Γ, ρ) contains the ideal Kadd(Lp(Γ, ρ)) of all compact oper-
ators on Lp(Γ, ρ).

2. For any continuous real-valued function f , the operator fA − AfI, A ∈
Bp(Γ, ρ) is compact.

Due to these properties one can consider the algebra

Bp(Γ, ρ)π := Bp(Γ, ρ)/Kadd(Lp(Γ, ρ))

and localize it over Γ via Allan’s local principle. This leads to the local algebras
Bp(Γ, ρ)πz , z ∈ Γ with canonical real algebra homomorphisms Φz : Bp(Γ, ρ)π →
Bp(Γ, ρ)πz , z ∈ Γ. Simultaneously, we localize the algebra Bp(Γz, αz)π over Γz
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that leads to local algebras Bp(Γz, αz)πw with canonical homomorphisms Ψw :
Bp(Γz , αz)π → Bp(Γz , αz)πw, w ∈ Γz. The algebras Bp(Γ, ρ)πz and Bp(Γz, αz)π0 are
topologically isomorphic, and there is an isomorphism which sends Φz(π(Kj,Γ))
into Ψ0(π(Kj,Γz )), j = 1, 2; Φz(π(MΓ)) into Ψ0(π(MΓz )), and Φz(π(fI)) into
Ψ0(π(f(z)I)) for each continuous function f. However, the algebra Bp(Γz, αz)π0
possesses the so-called homogenization property [102]. This property allows us to
obtain a locally equivalent representation of the algebra Bp(Γz , αz)π0 and, conse-
quently, conditions of invertibility of the element π(R)z in the algebra Bp(Γ, ρ)πz .
Note that a description of the corresponding homomorphism between the algebras
Bp(Γ, ρ)πz and Bp(Γz, αz)π0 can be found in [102, pp. 286–289], although algebras
considered there differ from those used above. �

It turns out that the integral operators in (5.30) are isometrically isomor-
phic to Mellin convolution operators. More precisely, let K̃1, K̃2 : Lp(Γβ,ω, α) →
Lp(Γβ,ω, α) be the integral operators of the left-hand side of (5.30), viz.,

(K̃1ϕ)(t) = − 1
2πi

∫

Γβ,ω

ϕ(τ)d
τ − t
τ − t ,

(K̃2ϕ)(t) = − 1
2πi

∫

Γβ,ω

ϕ(τ)d ln
τ − t
τ − t .

Given ν ∈ (0, 2π) we consider the Mellin convolution operators Mν ,Nν :
Lp(R+, α)→ Lp(R+, α) defined by

(Mν(ϕ))(σ) =
1
π

∫ +∞

0

(σ

s

) sin ν
(1− (σ/s)eiν)2

ϕ(s)
s

ds (5.31)

and

(Nν(ϕ))(σ) =
1

2πi

∫ +∞

0

ϕ(s)ds
s− σeiν . (5.32)

Lemma 5.2.2. The operators K̃1, K̃2 : Lp(Γβ,ω, α)→ Lp(Γβ,ω, α) are isometrically
isomorphic to the block Mellin operators

K̂1 =
(

0 e−i2βMω

−e−i2(β+ω)M2π−ω 0

)

∈ L(L2
p(R

+, α)), (5.33)

K̂2 =
(

0 1
2

[Nω −N2π−ω]
1
2

[Nω −N2π−ω] 0

)

∈ L(L2
p(R

+, α)), (5.34)

respectively.

Proof. Let (f1, f2)T be a vector of L2
p(R

+, α), and let f̃1(t), f̃2(t), t ∈ Γβ,ω denote
the functions

f̃1(t) =
{
f1(s), if t = sei(β+ω),
0, if t = seiβ,
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f̃2(t) =
{

0, if t = sei(β+ω),
f2(s), if t = seiβ.

Then η−1 : L2
p(R

+, α)→ Lp(Γβ,ω, α) can be written in the form

(
η−1(f1, f2)T

)
(t) = f̃1(t)χΓ1(t) + f̃2(t)χΓ2(t),

where χΓj , j = 1, 2 is the characteristic function of the curve Γj , j = 1, 2. Let K
be an integral operator on Lp(Γβ,ω, α), i.e.,

(Kf)(t) =
∫

Γβ,ω

f(τ)K(t, τ)dτ.

Then the operator ηKη−1 : L2
p(R+, α) → Lp(Γβ,ω, α) is a matrix operator of the

form

ηKη−1 =

(
K̃11 K̃12

K̃21 K̃22

)

(5.35)

with

K̃jlfl = ηj

(∫

Γl

f̃l(τ)K(t, τ)dτ
)

, j, l = 1, 2. (5.36)

Now we set K = K̃1 and find the entries of the corresponding matrix (5.35). For
instance, we have

K̃1
12f2(σ) = η1

(∫

Γ2

f̃2(τ)
(

τ − t
(τ − t)2 dτ −

1
τ − tdτ

))

=
1

2πi

∫ +∞

0

f2(s)
(

(se−iβ − σe−i(β+ω))eiβ

(seiβ − σei(β+ω))2
− e−iβ

seiβ − σei(β+ω)

)

ds

=
e−i2β

π

∫ +∞

0

(σ

s

) sinω
(1− (σ/s)eiω)2

f2(s)
ds

s
.

Thus, K̃1
12 is a Mellin convolution operatorMω defined by (5.31). Analogously,

K̃1
11 = 0, K̃1

22 = 0, K̃1
21 = −e−i2(β+ω)M2π−ω,

and we arrive at representation (5.33). Representation (5.34) for the operator K̃2

can be obtained by using the same formulas (5.35) and (5.36), completing the
proof. �

Let M be the operator of complex conjugation on the space Lp(R+, α), and
let M̃ : L2

p(R+, α)→ L2
p(R+, α) stand for the diagonal operator diag(M,M). Then

from Lemma 5.2.2 we immediately obtain the following result
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Proposition 5.2.3. The operator Rω is isometrically isomorphic to the operator
Aω ∈ Ladd(L2

p(R
+, α)),

Aω = A+ BM̃
with

A =
(

0 e−i2βMω

−e−i2(β+ω)M2π−ω 0

)

and

B =
(

−kI k
2 [Nω −N2π−ω]

k
2 [Nω −N2π−ω] −kI

)

.

Thus Aω is a block Mellin operator with conjugation.

Lemma 5.2.4. Let Mν and Nν , ν ∈ (0, 2π) be the operators defined by (5.31) and
(5.32), respectively. Then

MMνM = −M2π−ν, MNνM = −N2π−ν . (5.37)

The proof of relations (5.37) follows immediately from the definition of the
operators M,Mν and Nν .
Lemma 5.2.5. The operator Rω : Lp(Γβ,ω, α) → Lp(Γβ,ω, α) is invertible if and
only if the block Mellin operator

Ãω=







0 e−i2βMω −kI k
2 [Nω −N2π−ω]

−e−i2(β+ω)M2π−ω 0 k
2
[Nω −N2π−ω] −kI

−kI k
2
[Nω −N2π−ω] 0 −ei2βM2π−ω

k
2 [Nω −N2π−ω] −kI ei2(β+ω)Mω 0







(5.38)
is so.

The proof follows from Lemmas 1.4.16 and 5.2.4.

Proposition 5.2.6. The operator Rω : Lp(Γβ,ω, α) → Lp(Γβ,ω, α) is invertible if
and only if the function

F (y) =
[y2 sin2 ω − k2 sinh2(2π − ω)y][y2 sin2 ω − k2 sinh2 ωy]

sinh4 πy
(5.39)

does not vanish for all y ∈ R + i(1/p+ α).

Proof. The operatorsRω and Ãω are simultaneously invertible or not. However, Ãω
is a matrix Mellin operator. The conditions of invertibility for such operators are
well known, and consist in the invertibility of their symbols (see Section 1.10.2).
To find the symbol of the operator Ãω , we compute the symbols of the Mellin
operators Mν and Nν , ν ∈ (0, 2π). From Sections 1.10.2 and 1.10.3, the symbol
mν = mν(z) of the operatorMν is

mν(z) =
1
π

∫ +∞

0

x1/p+α−zi−1 x sin ν
(1− xeiν)2 dx.
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Therefore, via formula (3.194.6) of [97] we get

mν(z) =
sin ν
π

∫ +∞

0

x(1+1/p+α−zi)−1

(1− xeiν)2 dx

= −eiν sin ν
z + i(1/p+ α)

sinhπ(z + i(1/p+ α))
e−(ν−π)(z+i(1/p+α)), z ∈ R.

Setting ν = ω and y = z + i(1/p+ α) we find

mω(y) = −e−iω sinω
y

sinhπy
e−(ω−π)y, y = z + i(1/p+ α), z ∈ R.

Analogously, the symbol nω of the operator (Nω −N2π−ω)/2 is

nω(y) =
sinh(π − ω)y

sinhπy
, y = z + i(1/p+ α), z ∈ R.

Thus the symbol of Ãω can be represented in the form

AÃω
(y)

=







0 e−i2βmω(y) −k knω(y)
−e−i2(β+ω)m2π−ω(y) 0 knω(y) −k

−k knω(y) 0 −ei2βm2π−ω(y)
knω(y) −k ei2(β+ω)mω(y) 0





 .

(5.40)

Let us calculate the determinant of the matrix (5.40). Expanding it by the first
two rows yields

detAÃω
(y) = (mω(y)m2π−ω(y))2 − k2e−i2ωm2

2π−ω(y) + k2m2π−ω(y)mω(y)n2
ω(y)

+ k2mω(y)m2π−ω(y)n2
ω(y)− k2ei2ωm2

ω(y) + k4(1− n2
ω(y))2

= sin4 ω
y4

sinh4 πy
− k2 sin2 ω

y2

sinh2 πy
e−2(π−ω)y

− 2k2 sin2 ω
y2

sinh2 πy

sinh2(π − ω)y
sinh2 πy

− k2 sin2 ω
y2

sinh2 πy
e−2(ω−π)y + k4

(

1− sinh(π − ω)y
sinh2 πy

)2

= k4 sinh2(2π − ω)y sinh2 ωy

sinh4 πy
+
y4 sin4 ω

sinh4 πy

− 2k2 y
2 sin2 ω

sinh4 πy

(
sinh2(π − ω)y cosh2 πy + sinh2 πy cosh2(π − ω)y

)

=
[y2 sin2 ω − k2 sinh2(2π − ω)y][y2 sin2 ω − k2 sinh2 ωy]

sinh4 πy
.
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Thus the right-hand side of (5.39) represents the determinant of the symbol of
Ãω, so the operator Rω is invertible if and only if the function F does not vanish
on the line y ∈ R + i(1/p+ α). �

Consequently, invertibility of the Muskhelishvili operator Rω in
Ladd(Lp(Γβ,ω, α)) depends on whether the function

gγ,δ(z) = k2 sinh2 γ(z + iδ)− (z + iδ)2 sin2 γ, z ∈ R

has any zeros when δ = 1/p+ α and γ = ω or γ = 2π − ω. The behaviour of this
function was studied by R. Duduchava [73], who inter alia proved a result which
for convenience is formulated here as a lemma.

Lemma 5.2.7. (R.V. Duduchava, [73]). Let k be the coefficient of the boundary
problem (5.20). If π < γ < 2π, then the transcendental equation

k sin γδ = δ| sin γ| (5.41)

has only one solution δ = δ′γ in the interval (0, 1) such that

1
2
< δ′γ <

π

γ
. (5.42)

If 0 < γ < π, then equation (5.41) does not have any solutions in the interval
(0, 1).

Remark 5.2.8. A result analogous to Lemma 5.2.7 has been also presented by
J.E. Lewis [140].

From Proposition 5.2.6 and inequality (5.42) of Lemma 5.2.7 we immediately
obtain the following result.

Corollary 5.2.9. There exists δ′ω > 1/2 such that the operator Rω : Lp(Γβ,ω, α)→
Lp(Γβ,ω, α) is invertible for all p and α satisfying the inequality

0 <
1
p

+ α < δ′ω.

The principal significance of this corollary is that it provides us with condi-
tions of invertibility of the local operators Rωj , j = 1, 2, . . . , l from Theorem 5.2.1.

With each operator R of the form (5.29) we can now associate the symbol of
R, viz.,

AR(t, z) =






AÃωj
(z), z ∈ R if t = cj, j = 1, 2, . . . l,

(
−k 0
0 −k

)

otherwise.
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Theorem 5.2.10. Let δ′ωj
, j = 1, 2, . . . , l be defined as in Corollary 5.2.9 for every

corner point cj, j = 1, 2, . . . , l, and let

δ′ = min
1≤j≤l

{δ′ωj
}.

If

0 < max
1≤j≤l

{
1
p

+ αj

}

< δ′, (5.43)

then the Muskhelishvili operator

R : Lp(Γ, ρ)→ Lp(Γ, ρ)

is Fredholm and
indLp(Γ,ρ)R = 0.

Proof. The first assertion follows from Theorem 5.2.1 and Corollary 5.2.9. For
the second assertion we mention that the index of the operator R is equal to the
winding number of the curve L := detAR(t, z), t ∈ Γ, z ∈ R around the origin.
Homotopy arguments shows that in the case where the operator R is Fredholm,
the winding number of the curve L is zero. �
Theorem 5.2.11. There exist δ and δ′, δ < 1/2 < δ′ such that, if

δ < min
1≤j≤l

{
1
p

+ αj

}

≤ max
1≤j≤l

{
1
p

+ αj

}

< δ′, (5.44)

then the operator R is Fredholm in both Lp(Γ, ρ) and W 1
p (Γ, ρ) and has the same

index κ = 0 in each of these spaces.

Proof. As we have seen from Theorem 5.2.10, R is a Fredholm operator with index
κ = 0 in all spaces Lp(Γ, ρ) with p and ρ = ρ(α1, α1, . . . , αl) satisfying inequality
(5.43). On the other hand there exists a δ ∈ (0, 1/2) such that R is a Fredholm
operator with index κ = 0 in all spaces W 1

p (Γ, ρ) with p and ρ satisfying the
inequality [72, 73]:

δ < min
1≤j≤l

{
1
p

+ αj

}

< 1. (5.45)

Comparing inequalities (5.43) and (5.45) completes the proof. �
Thus the operator R is Fredholm in both families of the Banach spaces,

and its index vanishes. Nevertheless, this operator is not invertible in each of the
spaces mentioned, so none of the approximation methods can be applied to R
immediately. However, the operator R can be corrected in such a way that the
consequent operator is already invertible. Moreover, some additional conditions
ensure correspondence between solutions of the respective equations. To be more
precise, we consider the operators

Rj = R + Tj, j = 1, 2 (5.46)
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where T = T1 if k is defined by (5.21) or (5.22), and T = T2 if k = 1, with

(T1ϕ)(t) =
1

2πi

∫

Γ

ϕ(τ)dτ
τ

,

and

(T2ϕ)(t) =
1

2πi

∫

Γ

ϕ(τ)dτ
τ

+
1
t

1
2πi

∫

Γ

(
ϕ(τ)
τ2

dτ +
ϕ(τ)
τ2 dτ

)

. (5.47)

Let us study properties of the operators Rj , j = 1, 2 and their connections with
various properties of the Muskhelishvili operators. Note that the operator R2 will
be studied in more detail, whereas relevant properties of the operator R1 will only
be mentioned in the end of this section. We start with considering an auxiliary
boundary value problem for a pair of analytic functions.

Lemma 5.2.12. If domain D is bounded by simple closed piecewise smooth curve
Γ, then any solution of the exterior boundary value problem

ϕ−(t) + tϕ′
−(t) + ψ−(t) = 0, t ∈ Γ

where ϕ−, ψ− ∈ W 1
p (Γ, ρ) are the boundary values of functions ϕ and ψ, analytic

in the exterior domain D− := C \D, has the form

ϕ(z) = irz + c, ψ(z) = −c

with an r ∈ R and a c ∈ C.

The proof of Lemma 5.2.12 mainly follows the proof of lemma 5.1.5. However,
it is not possible to use the maximum modulus principle now. Instead, one has to
consider a function ψ1 : D → C defined by ψ1(z) = −c for any z ∈ D and use the
uniqueness of the analytic continuation.

Lemma 5.2.13. Let Γ be a simple closed piecewise smooth contour and let f ∈
W 1
p (Γ, ρ). If the Muskhelishvili equation (5.29) is solvable in the space W 1

p (Γ, ρ),
then any of its solutions is a boundary value of a function analytic in the domain
D.

Proof. Assume that ϕ0 ∈W 1
p (Γ, ρ) is a solution of equation (5.29) and define two

functions Φ,Ψ : D− → C by

Φ(z) := − 1
2π

∫

Γ

ϕ0(τ)
τ − z dτ, (5.48)

Ψ(z) :=
1
2π

∫

Γ

ϕ0(τ) + τϕ′
0(τ) − f(τ)

τ − z dτ.

The functions Φ and Ψ are analytic in the domain D−, so using the Sohotsky-
Plemely formulas one can rewrite equation (5.29) as

Φ(t) + tΦ′(t) + Ψ(t) = 0, t ∈ Γ, (5.49)
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where Φ(t) and Ψ(t) are the boundary values of the functions Φ(z) and Ψ(z) as
z → t ∈ Γ from the domain D−. By Lemma 5.2.12 any solution of the boundary
problem (5.49) has the form

Φ(z) = ir0z + c0, Ψ(z) = −c0

with r0 ∈ R and c0 ∈ C. On the other hand, the function Φ is represented via
a Cauchy type integral, so it vanishes at infinity. This is possible if and only if
r0 = 0 and c0 = 0. Thus, Φ(z) = 0 for any z ∈ D−, and our assertion follows from
(5.48). In passing note that Ψ(z) = −c0 = 0 everywhere in D−. �

Lemma 5.2.14. If Γ is a simple closed piecewise smooth curve, then

kerW 1
p (Γ,ρ)R = {irt+ c : r ∈ R, c ∈ C}.

Proof. Let ϕ0 ∈ W 1
p (Γ, ρ) be a solution of the homogeneous Muskhelishvili equa-

tion

Rϕ = 0. (5.50)

It follows from the proof of Lemma 5.2.13 that

1
2π

∫

Γ

ϕ0(τ) + τϕ′
0(τ)

τ − z dτ = 0, z ∈ D−,

so the function ϕ0(t) + tϕ′
0(t) is the boundary value of a function ψ0 analytic in

D. Thus functions ψ0 and ϕ0 satisfy the boundary condition

ψ0(t) = ϕ0(t) + tϕ′
0(t), t ∈ Γ,

and Lemma 5.2.12 yields that ϕ0(t) = ir0t+ c0 with r0 ∈ R and c0 ∈ C. �

Lemma 5.2.15. Let Γ be a simple closed piecewise smooth curve, and let f ∈
W 1
p (Γ, ρ) and satisfy the condition (5.18). If equation

(R + T2)ϕ = f (5.51)

has a solution ϕ0 ∈ W 1
p (Γ, ρ), then ϕ0 is also a solution of the Muskhelishvili

equation (5.29).

Proof. Let us show that any solution ϕ0 ∈ W 1
p (Γ, ρ) of equation (5.51) has the

property

T2ϕ0 = 0.
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Analogously to the proof of Lemma 5.2.13, one can introduce two functions Φ,Ψ :
D → C by

Φ(z) := − 1
2π

∫

Γ

ϕ0(τ)
τ − z dτ,

Ψ(z) :=
1
2π

∫

Γ

ϕ0(τ)
τ

dτ +
1
z

1
2π

∫

Γ

(
ϕ0(τ)
τ2

dτ +
ϕ0(τ)
τ2 dτ

)

+
1
2π

∫

Γ

ϕ0(τ) + τϕ′
0(τ) − f(τ)

τ − z dτ,

and rewrite the equation (5.51) as an homogeneous exterior boundary problem
which again leads to the equation

Ψ(z) = 0 (5.52)

for all z ∈ D−. Consider the Laurent series expansion of the function Ψ around
the point z0 =∞ in the domain |z| > maxt∈Γ |t|. It is

1
2π

∫

Γ

ϕ0(τ)
τ

dτ +
1
2π

∫

Γ

(
ϕ0(τ)
τ2

dτ +
ϕ0(τ)
τ 2 dτ

)

· 1
z

+
1
2π

∫

Γ

(ϕ0(τ) + τϕ′
0(τ)− f(τ))dτ · 1

z
+ . . . ,

and from (5.52) one obtains that all Laurent coefficients in the above expansion
must be equal to zero. In particular,

1
2π

∫

Γ

ϕ0(τ)
τ

dτ = 0 (5.53)

and

1
2π

∫

Γ

(
ϕ0(τ)
τ2

dτ +
ϕ0(τ)
τ2 dτ

)

+
1
2π

∫

Γ

(ϕ0(τ) + τϕ′
0(τ) − f(τ))dτ = 0. (5.54)

Using integration by parts, we rewrite equation (5.54) as

1
2π

∫

Γ

(
ϕ0(τ)
τ2

dτ +
ϕ0(τ)
τ2

dτ

)

− 1
2π

∫

Γ

(
ϕ0(τ)dτ − ϕ0(τ)dτ

)
+

1
2π

∫

Γ

f(τ))dτ = 0,

(5.55)

and notice that the first integral in the left-hand side of (5.55) is a real number,
whereas the second and third are pure imaginary (cf. (5.18)). Therefore

1
2π

∫

Γ

(
ϕ0(τ)
τ2

dτ +
ϕ0(τ)
τ2

dτ

)

= 0 (5.56)
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and combining (5.53) and (5.56) completes the proof. �

Lemma 5.2.16. Let Γ be a simple closed piecewise smooth curve. Then

kerW1
p (Γ,ρ)(R+ T2) = 0.

Proof. Let ϕ0 ∈ kerW1
p (Γ,ρ)(R + T2). Since for the corresponding homogeneous

equation condition (5.18) obviously holds, by Lemma 5.2.15 ϕ0 ∈ kerW1
p (Γ,ρ)(R),

so Lemma 5.2.14 yields that ϕ0(t) = ir0t + c0 with r0 ∈ R and c0 ∈ C. On the
other hand, ϕ0 must satisfy relations (5.53) and (5.56). Hence

1
2π

∫

Γ

ϕ0(τ)
τ

dτ =
1
2π

∫

Γ

ir0τ + c0
τ

dτ = ic0 = 0,

which gives us c0 = 0 and also r0 = 0 because of the identity

1
2π

∫

Γ

(
ϕ0(τ)
τ2

dτ +
ϕ0(τ)
τ2 dτ

)

=
1
2π

∫

Γ

(
ir0τ

τ2
dτ − i r0τ

τ2 dτ

)

= −2r0 = 0.

Thus the homogeneous equation (R+ T2)ϕ = 0 has the only solution ϕ0 = 0. �

Theorem 5.2.17. Let Γ be a piecewise smooth curve, and let αj , j = 1, 2, . . . , l
satisfy conditions (5.44). Then the operator

Rj : Lp(Γ, ρ)→ Lp(Γ, ρ), j = 1, 2

is invertible. Moreover, if f ∈W 1
p (Γ, ρ), then:

1. If k is defined by (5.21) or (5.22), then the solution of the equation

R1ϕ = f0

is simultaneously a solution of the corresponding Muskhelishvili equation
(5.29).

2. If k = 1 and if f satisfies the condition

Re
∫

Γ

f(τ)dτ = 0,

then the solution of the equation

R2ϕ = f0 (5.57)

is simultaneously a solution of the corresponding Muskhelishvili equation
(5.29).
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Proof. Let us consider the operator R2. As was established in Lemma 5.2.16, in
the space W 1

p (Γ, ρ) the homogeneous equation

R2ϕ = 0

has only the trivial solution. Since T2 is a compact operator on W 1
p (Γ, ρ), we have

[89]
indW1

p (Γ,ρ)R2 = indW1
p (Γ,ρ)R,

so indW 1
p (Γ,ρ)R2 = 0 and the operator R2 : W 1

p (Γ, ρ) → W 1
p (Γ, ρ) is invertible.

Because of condition (5.44) the operator R2 : Lp(Γ, ρ)→ Lp(Γ, ρ) is Fredholm and
has the same index zero. However, the space W 1

p (Γ, ρ) is dense in Lp(Γ, ρ). Since
the indices of R2 are the same in both W 1

p (Γ, ρ) and Lp(Γ, ρ) the dimensions of null
spaces of R2 are equal as well [89], so dimkerR2|Lp(Γ,ρ) = 0 and the operator R2 is
invertible in Lp(Γ, ρ). The application of Lemma 5.2.15 completes the proof. �
Corollary 5.2.18. The operator Rj , j = 1, 2 is invertible in the space L2(Γ).

The last results allow us to apply and investigate different approximation
methods for the operator Rj , and simultaneously obtain approximate solutions of
the corresponding Muskhelishvili equation (5.29).

5.3 Approximation Methods for Equations on Smooth

Contours

We start with a study of the stability of various projection methods for the
Muskhelishvili equation on simple smooth contours. The assumption on the
smoothness of the contour leads to a very nice result. Namely, all approximation
methods under consideration converge without any additional conditions.

Let Γ be a simple closed Lyapunov curve in the complex plane C and let γ be
a 1-periodic parametrization of Γ, which maps the interval [0, 1) one-to-one and
onto Γ and γ′ (s) �= 0 for every s ∈ [0, 1). This curve divides the complex plane
into two domains. As before, the interior domain is denoted by D and we also
assume that 0 ∈ D.

For definiteness, let us assume that the coefficient k in the Muskhelishvili
equation (5.29) is equal to 1, so

Rx (t) ≡ −x (t)− 1
2πi

∫

Γ

x (τ)d log
τ̄ − t̄
τ − t −

1
2πi

∫

Γ

x (τ) d
τ̄ − t̄
τ − t = f0 (t) , t ∈ Γ.

(5.58)
Recall that for k = 1 the auxiliary operator T2 in (5.57) is defined by (5.47),
and consider the stability of approximation methods based on splines. Let (f ∗ g)
denote the convolution of the functions f and g,

(f ∗ g) (s) =
∫

R

f (s− x) g (x) dx.
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Consider the characteristic function χ = χ (s), s ∈ R of the interval [0, 1), i.e.,

χ (s) =
{

1 s ∈ [0, 1),
0 otherwise.

For any d ∈ N introduce the function φd by

φd (s) =
(
φ0 ∗ φd−1

)
(s)

where φ0 (s) = χ (s), s ∈ R. The functions φd generate spline spaces on R. To be
more precise, we fix d ∈ N and set

φ̃ (s) = φd (s) , s ∈ R.

Also, fix a number n ∈ N and for each j ∈ Z define the function φ̃jn = φ̃jn (s) by

φ̃jn (s) = φ̃ (ns− j) , s ∈ R.

Then the set of all linear combinations of φ̃jn, j ∈ Z is a spline space on R.
Using the above construction one can introduce the corresponding spline

spaces on Γ. Thus, if γ is a 1-periodic parametrization of the curve Γ, then for any
t ∈ Γ we set

φjn (t) = φ̃jn (s) , t = γ (s) , s ∈ R.

Let Sdn = Sdn (Γ) denote the corresponding spline space on Γ.

5.3.1 Galerkin Method

An approximate solution xn = xn (t) ∈ Sdn of equation (5.58) is sought in the form

xn (t) =
n−1∑

j=0

cjφjn (t) , t ∈ Γ. (5.59)

By (·, ·) we denote the usual inner product on Γ, i.e.,

(f, g) =
∫

Γ

f (t) g (t) |dt| , f, g ∈ L2 (Γ) .

The unknown coefficients cj, j = 0, 1, . . . , n− 1 of the approximate solution (5.59)
are defined by the system of algebraic equations

(R2xn, φkn) = (f0, φkn) , k = 0, 1, . . . , n− 1 (5.60)

where R2 is defined by (5.46) and (5.47).

Theorem 5.3.1. Let Γ be a simple closed Lyapunov curve, and let f ∈ W 1
2 (Γ).

Then there exists n0 such that for all n ≥ n0 the systems of algebraic equations
(5.60) are solvable and the sequence (xn)n≥n0 of approximate solutions (5.59) of
equation (5.57) converges to the exact solution of (5.58) in the space L2 (Γ).
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Proof. Denote by Pn the orthogonal projections onto the spline subspaces Sdn (Γ).
Then the systems of algebraic equations (5.60) are equivalent to the operator
equations

PnR2Pnxn = Pnf0, n = 1, 2, . . . . (5.61)

Therefore, if we establish the stability of the sequence {PnR2Pn}, our claim will
follow from Theorem 5.2.17, estimate (1.30) and from the corresponding results
of approximation theory. Let M refer to the operator of complex conjugation and
let K be the operator defined by

Kx (t) = − 1
2πi

∫

Γ

x (τ)d log
τ̄ − t̄
τ − t −

1
2πi

∫

Γ

x (τ) d
τ̄ − t̄
τ − t

+
1

2πi

∫

Γ

x (τ) dτ
τ

+
1
t

1
2πi

∫

Γ

(
x (τ) dτ
τ2

+
x (τ)
τ̄2

dτ̄

)

. (5.62)

Then the operator PnR2Pn can be written as PnR2Pn = −PnMPn + PnKPn.
Using the easily verified equality MPn = PnM , we immediately obtain

PnR2Pn (−PnMPn) = Pn − PnKMPn. (5.63)

By Corollary 5.2.18 the operator R2 is invertible on the space L2 (Γ). We can thus
introduce operators Bn : im Pn −→ im Pn by

Bn = −PnMPn + PnR
−1
2 KMPn.

Then by (5.63),

(PnR2Pn)Bn = (PnR2Pn) (−PnMPn) + (PnR2Pn)
(
PnR

−1
2 KMPn

)

= Pn − PnKMPn + PnR2PnR
−1
2 KMPn

= Pn − PnR2 (I − Pn)
(
R−1

2 KM
)
Pn. (5.64)

But by Lemma 5.21 of [183] the projections Pn converge strongly to the identity
operator. Since Γ is a Lyapunov curve, the operator K is compact on L2 (Γ), [162].
Therefore, the sequence

{
PnR2 (I − Pn)R−1

2 KMPn
}

converges uniformly to 0 as
n −→ ∞. Hence, the operators in the right-hand side of (5.64) are invertible on
im Pn for all n sufficiently large and the norms of their inverses are bounded, for
example by 2.

This implies the invertibility from the right of the operators (PnR2Pn) and
the inequality

‖ (PnR2Pn)−1
Pn‖ ≤ 2‖Bn‖ ≤ 2 + 2‖R−1

2 K‖

for the norms of the right inverses. The left invertibility of PnR2Pn can be proved
analogously. Thus, the sequence {PnR2Pn} is stable and the proof of Theorem
5.3.1 follows from Theorem 5.2.17 and estimate (1.30). �
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Taking into account the stability of the method, Theorem 5.2.17, and inequal-
ity (1.30), one easily obtains error estimates. More precisely, if the right-hand side
f in (5.47) belongs to W 1

2 (Γ), then f0 ∈W 1
2 (Γ) [91], and the solution x of (5.58)

belongs to W 1
2 (Γ) as well, [73]. Therefore, by [183, p. 44]

‖x− Pnx‖L2(Γ) ≤
d1

n
‖x‖W1

2 (Γ)

and

‖f0 − Pnf0‖L2(Γ) ≤
d2

n
‖f0‖W1

2 (Γ),

where d1, d2 are constants independent of x, f0 and n. Hence

‖x− xn‖L2(Γ) ≤ ‖x− Pnx‖L2(Γ) + ‖A−1
n Pn‖

(
‖PnAPnx−APnx‖L2(Γ)

+‖APnx−Ax‖L2(Γ) + ‖f0 − Pnf0‖L2(Γ)

)
≤ d3

n
,

where the constant d3 is independent of n.

5.3.2 The ε-Collocation Method

Let 0 ≤ ε < 1 be a real number and let t(n)
j ∈ Γ be defined as

t
(n)
j = γ

(
j + ε

n

)

, j = 0, 1, . . . , n− 1.

The approximate solution of equation (5.58) is again sought in the form (5.59) but
the unknown coefficients cj , j = 0, 1, . . . , n− 1 will be obtained from the system

R2xn

(
t
(n)
j

)
= f0

(
t
(n)
j

)
, j = 0, 1, . . . , n− 1. (5.65)

The collocation method is considered in the context of the space C(Γ). It follows
from [183, p. 64], that if d is odd and ε �= 1/2 or if d is even and ε �= 0, then there
exists a uniquely determined interpolation projection Ln onto the space Sdn (Γ)
such that

Lnf
(
t
(n)
j

)
= f

(
t
(n)
j

)
.

Using this notation and recalling the remark after (5.61), we see that the system
(5.65) is equivalent to the operator equation

LnR2Pnxn = Lnf0, n ∈ N. (5.66)

However, the projections Ln are not defined on the space L2 (Γ). Hence, to be able
to study the collocation method we have to consider the operator R2 on a more
appropriate space.
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Theorem 5.3.2. Let Γ be a simple closed curve and let its parametrization γ be
twice continuously differentiable on [0, 1]. Assume that f ∈ W 1

2 (Γ). Then there
exists an integer n0 such that equations (5.66) are solvable for all n ≥ n0, and
the sequence {xn}n≥n0

converges to a solution of equation (5.58) in the norm of
C(Γ). More precisely, there is a constant d4 such that for all n ≥ n0 the estimate

||x− xn||C(Γ) ≤
d4

n
(5.67)

holds.

Proof. We now consider the operator R2 on the space C(Γ). First of all we mention
that if γ is twice continuously differentiable, then the operator K of (5.62), is
compact on C (Γ). Really, this claim is obvious for the operator T because the
kernels of the corresponding integral operators are continuous. Therefore consider
for instance the operator T1,

T1x (t) =
1

2πi

∫

Γ

x (τ) d
τ̄ − t̄
τ − t =

∫

Γ

K1 (t, τ) x (τ) dτ.

The kernel K1 (t, τ) of this integral operator has the form

K1 (t, τ) =
1

2πi

[
(τ − t) dτ̄dτ − (τ̄ − t̄)

(τ − t)2

]

.

Since the curve Γ does not have any intersections with itself, the function K1 is
obviously continuous for τ �= t. Let us study the behaviour of the expression

Φ1 (t, τ) =
(τ − t) dτ̄ − (τ̄ − t̄) dτ

(τ − t)2

when τ tends to t. Setting τ = γ (σ), t = γ (s), σ, s ∈ [0, 1), σ �= s and using the
twice continuous differentiability of the function γ, we get as σ −→ s,

Φ1 (t, τ) =
iIm

(
γ′′ (σ)γ′ (σ)

)
+ o (1)

[γ′ (σ)]2
.

Hence

lim
τ−→t

Φ1 (t, τ) = i
Im
(
γ′′ (s)γ′ (s)

)

[γ′ (s)]2
,

thus the function Φ1 (t, τ) is continuous for all t, τ on Γ, and the operator T1 :
C(Γ) −→ C(Γ) is compact. The compactness of the remaining integral operator
T2,

T2x (t) = − 1
2πi

∫

Γ

x (τ)d log
τ̄ − t̄
τ − t =

∫

Γ

K2 (t, τ)x (τ)dτ,
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can be shown in the same way, thus obtaining

lim
τ−→t

Φ2 (t, τ) = i
Im
(
γ′′ (s)γ′ (s)

)

|γ′ (s)|2
.

Now we can show the invertibility of the operator R2 on the space C(Γ).
Since K is compact, the standard Fredholm theory implies that the index of the
operatorR2 considered on C(Γ), is equal to zero. The space C(Γ) is dense in L2 (Γ)
and by Theorem 5.2.10 the index of R2 on L2 (Γ) is equal to zero. Therefore,
by [89] the dimensions of the kernels of the operator R2 on the spaces L2 (Γ)
and C(Γ) coincide. However the operator R2 : L2(Γ) −→ L2(Γ) is invertible,
hence dim kerR2|L2(Γ) = 0. This implies dim kerR2|C(Γ) = 0. Taking into account
that the index of the operator R2 : C(Γ) −→ C(Γ) is also zero, one obtains the
invertibility of the operator R2 on the Banach space C (Γ).

The next steps mainly follow the Proof of Theorem 5.3.1. Representing the
operator LnR2Pn in the form

LnR2Pn = −LnMPn + LnKPn,

and multiplying the latter expression by the operator

B̃n = −LnMPn + LnR
−1
n KMPn,

one obtains
(LnR2Pn) B̃n = Pn − LnR2 (I − Ln)R−1

2 KMPn.

Since by Lemma 5.28 of [183] the sequence {I − Ln}n∈N is uniformly bounded,
the approximation properties of the splines guarantee that the sequence converges
strongly to zero on C(Γ). Also observing that the operatorR−1KM is compact, we
get that for all n large enough the operators LnR2Pn : im Pn −→ im Pn are right
invertible and their right inverses are uniformly bounded. Since these operators are
finite-dimensional their invertibility on im Pn follows. Having proved the stability
of the sequence {LnR2Pn} we again can use the inequality (1.30) to establish the
estimate (5.67), and hence, convergence of the collocation method. �

5.3.3 Qualocation Method

Here we consider the stability of the following version of the qualocation method
for the Muskhelishvili equation.

Let 0 < ε1 < ε2 < . . . < εm < 1 and ω1, ω2, . . . , ωm, be positive numbers such
that ω1 + ω2 + . . .+ ωm = 1 and let t(n)

j,εk
= γ ((j + εk)/n), j ∈ Z, k = 1, 2, . . . ,m.

By Qn we denote the quadrature formula

Qn (g) =
n−1∑

j=0

m∑

r=1

ωrg
(
t
(n)
j,εr

)
.
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The approximate solution of equation (5.58) is sought in the form (5.59) but in
contrast to (5.60) the coefficients cj , j = 0, 1, . . . , n − 1 are determined from the
system of algebraic equations

Qn (R2xn, v) = Qn (f0, v) , xn ∈ Sdn (Γ) (5.68)

for all v ∈ S0
n (Γ), where S0

n (Γ) denotes the space of piecewise constant splines on
Γ. Recall that such a spline qualocation method, though with the more general
spline space Sµn (Γ) in place of S0

n (Γ), was studied in Section 2.9 for the Cauchy
singular integral equations on the unit circle Γ.

Theorem 5.3.3. . Let Γ be a simple closed curve such that its parametrization γ is a
twice continuously differentiable function on [0, 1]. Assume also that f ∈ W 1

2 (Γ),
and let εr ∈ (0, 1) be real numbers such that εr �= 1/2, r = 1, 2, . . . ,m if d is
odd. Then there exists an integer n0 such that for all n ≥ n0 equations (5.68)
are solvable and the corresponding approximate solutions xn converge to an exact
solution of equation (5.58) in the norm of C(Γ).

Proof. The operators An : Sdn (Γ) −→ Sdn (Γ) corresponding to the left-hand side
of (5.68) can be represented in the form

An =
m∑

r=1

ωrL
εr
n R2Pn (5.69)

where Lεr
n denotes the interpolation projection onto the spline space Sdn (Γ) satis-

fying the property

Lεr
n u (tj,εr ) = u (tj,εr) , j = 0, 1, . . . , n− 1.

Since R2 = −M +K and Lεr
n MPn = MPn = Lε1n MPn for any r = 1, 2, . . . ,m we

can rewrite (5.69) as

An = −Lε1n MPn + Lε1n KPn +
m∑

r=2

ωr (Lεr
n − Lε1n )KPn.

The sequence {Lεr
n − Lε1n } converges strongly to 0 on the space C(Γ) as

n −→ ∞. Taking into account the compactness of K we deduce that
‖
∑m
r=2 ωr (Lεr

n − Lε1n )KPn‖ −→ 0 as n −→ ∞. Now we can proceed as in the
proofs of Theorems 5.3.1 and 5.3.2. �

5.3.4 Biharmonic Problem

Let us now study constructions connected with approximate solution of the bihar-
monic problem. For definiteness we assume that the boundary Γ of a domain D
satisfies conditions of Section 5.3, and consider the boundary value problem

∆2U|D = 0,
∂U
∂x

∣
∣
∣
∣
Γ

= G1,
∂U
∂y

∣
∣
∣
∣
Γ

= G2,
(5.70)
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under the assumption G1, G2 ∈ W 1
2 (Γ). By Lemma 5.1.3, any solution of (5.70)

can be represented in the form

Re [zϕ(z) + χ(z)], z ∈ D (5.71)

where ϕ and χ are analytic functions in the domain D satisfying the boundary
condition

ϕ (t) + tϕ′ (t) + χ′ (t) = f(t), t ∈ Γ, (5.72)

with the right-hand side f(t) := G1 (t) + iG2 (t). As was already mentioned, the
function ϕ can be obtained as a solution of the Muskhelishvili equation (5.58).
On the other hand, relation (5.72) allows us to express the boundary value χ′ (t),
t ∈ Γ, for the analytic function χ′, viz.,

χ′ (t) = f (t)− ϕ (t)− t̄ϕ′ (t) . (5.73)

Making the substitution t = γ (σ) in (5.73) and multiplying the resulting expres-
sion by γ′ (σ), we obtain

χ′ (γ (σ)) γ′ (σ) = f (γ (σ))γ′ (σ)− ϕ (γ (σ))γ′ (σ) − γ (σ)ϕ′ (γ (σ)) γ′ (σ) . (5.74)

Taking integrals of both sides of (5.74) and using integration by parts for the last
integral in (5.74) we get

χ (γ (s)) =
∫ s

0

f (γ (σ))γ′ (σ) dσ −
∫ s

0

ϕ (γ (σ))γ′ (σ) dσ

+
∫ s

0

γ′ (σ)ϕ (γ (σ)) dσ̄ − γ (s)ϕ (γ (s)) + γ (0)ϕ (γ (0)) + c, (5.75)

where c ∈ C is an arbitrary constant. If t denotes the point γ (s) and if Γt denotes
the arc of Γ joining the points t0 = γ (0) and t = γ (s), then representation (5.75)
takes the form

χ (t) =
∫

Γt

f (τ)dτ −
∫

Γt

ϕ (τ)dτ +
∫

Γt

ϕ (τ) dτ̄ − t̄ϕ (t) + t̄0ϕ (t0) + C.

Thus having obtained the boundary representations ϕ (t) and χ (t), t ∈ Γ of the an-
alytic functions ϕ and χ one can retrieve these functions via the Cauchy integrals,
viz.,

ϕ (z) =
1

2πi

∫

Γ

ϕ (τ) dτ
τ − z , χ (z) =

1
2πi

∫

Γ

χ (τ) dτ
τ − z , z ∈ D.

Then using the Goursat representation (5.71) one can get a solution of the bihar-
monic problem (5.6).

Assume now that we have available an approximate solution ϕn of the
Muskhelishvili equation (5.58) and let

‖ϕ− ϕn‖C ≤ εn, n ≥ n0. (5.76)
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From formulas (5.74), (5.75) we can also obtain an approximation for the function
χ, viz.,

χn (t) =
∫

Γt

f (τ)dτ −
∫

Γ

ϕn (τ)dτ +
∫

Γ

ϕn (τ) dτ̄ − t̄ϕn (t) + t̄0ϕn (t0) + C.

Now taking into account (5.76) one can easily find

‖χn − χ‖C ≤ d1εn (5.77)

where d1 is a constant independent of n. Then

ϕ̃n (z) ≡ 1
2πi

∫

Γ

ϕn (τ) dτ
τ − z , χ̃n (z) ≡ 1

2πi

∫

Γ

χn (τ) dτ
τ − z , z ∈ D (5.78)

and using the Goursat representation (5.71) once more, one obtains

Un (x, y) ≡ Re [z̄ϕ̃n (z) + χ̃n (z)] , z = x+ iy ∈ D. (5.79)

Theorem 5.3.4. Let the approximate solution ϕn, n ≥ n0 of the Muskhelishvili
equation (5.58) satisfy inequality (5.76). Then for any compact subset K of D the
approximate solution (5.79) of the biharmonic problem satisfies the estimate

sup
(x,y)∈K

|Un (x, y)− U (x, y)| ≤ d2εn, n ≥ n0 (5.80)

where d2 is independent of the point (x, y) ∈ K, parameter n ∈ N, and where U is
the exact solution of the biharmonic problem (5.70).

Proof. Using the above construction we have

|Un (x, y)− U (x, y)|

≤ |z|
2π

∫

Γ

|ϕn (τ)− ϕ (τ)|
|τ − z| | dτ | + 1

2π

∫

Γ

|χn (τ)− χ (τ)|
|τ − z| | dτ |

≤ |Γ|
2π dist (K,Γ)

[
max
z∈Γ
|z|+ d1

]
εn

where |Γ| stands for the length of Γ and the constant d1 is taken from (5.77). �

Remark 5.3.5. Estimate (5.80) contains the constant [dist (K,Γ)]−1 which grows
if the boundary of K tends to Γ. The estimate can be improved if it is known that
the functions ϕn (t), χn (t), n ≥ n0 belong to a subspace W (Γ) of C (Γ) such that
the Cauchy integral operator S,

Sx (t) =
1
πi

∫

Γ

x (τ) dτ
τ − t , t ∈ Γ,



5.4. Approximation Methods on Special Contours 265

is bounded on W (Γ), i.e., if there exists a constant d3 such that

‖Sx‖C ≤ d3‖x‖C

for any x ∈W (Γ). Then instead of ϕn and χn one can use in (5.78) the functions

ϕ̂n (t) = (Pϕn) (t) , χ̂n (t) = (Pχn) (t)

with P = 1
2 (I + S). Since ϕ and χ are boundary values of analytic functions in

D we have

‖ϕ− ϕ̂n‖C = ‖P (ϕ− ϕn) ‖C ≤ d3‖ϕ− ϕn‖C,
‖χ− χ̂n‖C = ‖P (χ− χn) ‖C ≤ d3‖χ− χn‖C.

An approximate solution for the biharmonic problem can now be constructed as

Ûn (x, y) = Re
[
z̄˜̂ϕn (z) + ˜̂χn (z)

]
.

However, to estimate the error now one can use the maximum principle for analytic
functions. This gives us

sup
(x,y)∈D

∣
∣
∣Ûn (x, y)− U (x, y)

∣
∣
∣ ≤ d4εn.

5.4 Approximation Methods for the Muskhelishvili
Equation on Special Contours

Let Γβ,ω, β ∈ [0, 2π), ω ∈ (0, 2π), ω �= π be as above. In this section we examine
the stability of approximation methods based on piecewise constant splines for the
Muskhelishvili equation

Rωx = y, x, y ∈ Lp(Γβ,ω, α)

considered on the curve Γβ,ω. The corresponding methods represent the so-called
local models, which are of great importance in studying approximation methods
for equations on piecewise smooth contours. More precisely, the stability conditions
of approximation methods for equation (5.29) can be formulated in terms of the
local models mentioned.

First of all, we construct spline spaces on Γβ,ω. Let χ[0,1) = χ[0,1)(s), s ∈ R,
denote the characteristic function of the interval [0,1). For any positive integer m,
let us introduce the function

ψm(s) := (ψ0 ∗ ψm−1)(s), s ∈ R,

with
ψ0(s) = χ[0,1)(s), s ∈ R,



266 Chapter 5. Muskhelishvili Equation

where (f ∗ g) denotes the convolution of the functions f and g, i.e.,

(f ∗ g)(s) :=
∫

R

f(s− x)g(x)dx.

From now on we fix m ∈ N and set

ψ(s) = ψm(s), s ∈ R. (5.81)

As a next step we also fix a positive integer n and, for each k ∈ N, we define the
function ψkn = ψkn(s) by

ψkn(s) := ψ(ns− k), s ∈ R. (5.82)

Lemma 5.4.1. Let ψ denote the function defined by (5.81). Then

1. supp {ψ} ⊂ [0,m+ 1];

2. for every s ≥ 0 one has

ψ(−s+m+ 1) = ψ(s). (5.83)

Proof. Both assertions of this lemma can be proved by induction. We show the
second one only. Thus, if m = 1, then

ψ(s) =






s if 0 ≤ s < 1,
2− s if 1 ≤ s < 2,

0 otherwise,

and (5.83) is obvious. Suppose that equality (5.83) is satisfied for k = m and
consider the case k = m+ 1. One has

ψm+1(−s+m+ 2) =
∫

R

χ[0,1)(−s+m+ 2− x)ψm(x)dx

=
∫

R

χ[0,1)(−s+ 1 + u)ψm(−u+m+ 1)du

=
∫

R

χ[0,1)(−s+ 1 + u)ψm(u)du

=
∫

R

χ[0,1)(s− u)ψm(u)du = ψm+1(s),

which completes the proof. �
Now we are able to introduce spline spaces on Γβ,ω. Namely, we denote by

Sβ,ωn the smallest closed subspace of Lp(Γβ,ω, α) which contains all the functions

φ̃
(n)
k (t) :=






{
ψkn(s) if t = eiβs
0 otherwise k ≥ 0,

{
ψk−m,n(s) if t = ei(β+ω)s
0 otherwise

k < 0.
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Let us consider the semi-linear form

〈f, g〉 :=
∫

Γβ,ω

f(t)g(t)|dt|,

where f ∈ Lp(Γβ,ω, α), g ∈ Lq(Γβ,ω,−α) and 1/p+1/q = 1. The Galerkin projec-
tion operators L̃n from Lp(Γβ,ω, α) onto Sβ,ωn can be defined by the relations

〈L̃nf, φkn〉 := 〈f, φkn〉 for f ∈ Lp(Γβ,ω, α) and φkn ∈ Sβ,ωn .

It is known [102] that the operators L̃n, n = 1, 2, . . . are well defined and the
sequence (L̃n) converges strongly to the identity operator I as n tends to ∞.

Our task now is to establish stability conditions for the sequence of Galerkin
operators (L̃nRωL̃n) in the case where Rω is the Muskhelishvili operator (5.30).
To proceed with this problem we have to recall some notions. Following Section
5.2 consider the mapping η : Lp(Γβ,ω, α)→ L2

p(R
+, α) defined by

η(f) = (η1(f), η2(f))T

where
η1(f)(s) = f(sei(β+ω)), s ∈ R

+,
η2(f)(s) = f(seiβ), s ∈ R

+.

Recall that the mapping η : Lp(Γβ,ω, α)→ L2
p(R+, α) is invertible and A→ ηAη−1

is an isometric algebra isomorphism of L(Lp(Γβ,ω, α)) onto L(L2
p(R

+, α)).

Lemma 5.4.2. Let Sn be the smallest closed subspace of Lp(R+, α) which contains
all functions ψkn = ψkn(s), s ∈ R

+ of (5.82) with k ≥ 0 and let Ln : Lp(R+, α)→
Sn denote the Galerkin projection onto Sn. Then for every n ∈ N the operator
L̃n ∈ L(Lp(Γβ,ω, α)) is isometrically isomorphic to the operator diag (Ln, Ln) ∈
L(L2

p(R
+, α)).

Proof. Immediate calculations and Lemma 5.4.1 show that

η(L̃n)η−1 = diag (Ln, Ln). �

Note that in the sequel any diagonal operator of the form diag (T, T, . . . , T )
will be written as T , so we write Ln instead of diag (Ln, Ln).

The next result immediately follows from Lemma 5.4.2 and Proposition 5.2.3.

Proposition 5.4.3. The sequence (L̃nRωL̃n) is stable if and only if so is the sequence
(LnAωLn).

Recall that the operator Aω is defined in Proposition 5.2.3. Now we can make
further simplification. For, we consider the space lp,α of all sequences {ξj}+∞

j=0 of
complex numbers ξj such that

||{ξj}||pp,α =
+∞∑

j=0

(1 + j)αp|ξj |p <∞,
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and we define the operators En : lp,α → Sn and E−n : Sn → lp,α by

En : {ξj} →
+∞∑

j=0

ξjψjn(t),

E−n :
+∞∑

j=0

ξjψjn(t)→ {ξj}.

Proposition 5.4.4. ([39]) The mappings En : lp,α → Sn and E−n : Sn → lp,α are
bounded linear operators, and there are constants C1 > 0 and C2 > 0 such that

‖
+∞∑

j=0

ξjψjn‖Lp(R+,α) ≤ C1n
−(1/p+α)‖{ξj}‖lp,α ,

‖{ξj}‖ ≤ C2n
(1/p+α)‖

+∞∑

j=0

ξjψjn‖Lp(R+,α).

Let l2p,α denote the Cartesian product of two copies of lp,α.

Lemma 5.4.5. The sequence (L̃nRωL̃n) is stable if and only if the operator B1
ω :=

E−1L1AωL1E1 : l2p,α → l2p,α is invertible.

Proof. Let M and M−1 be the direct and inverse Mellin transforms introduced
in Section 1.10.2, M(b) be the Mellin convolution operator with the symbol
b, k := M−1(b), and let F (b) = (alq)∞l,q=0 be the matrix of the operator
E−nLn(M−1bM)LnEn : lp,α → lp,α. Then

alq =
∫

R

(M(b)ψqn)(s)ψln(σ)dσ

=
∫

R

∫

R+
k
(σ

s

)
ψ(ns− q)ds

s
ψ(σn− l)du

=
∫

R

∫

R+
k

(
u+ l

t+ q

)

ψ(t)
dt

t
ψ(u)du.

Thus, the entries of the matrix F (b) are independent of n. Taking into account
that the operator Bω = B1

ω := E−1L1AωL1E1 admits the representation

Bω =
(

0 F (b1)
F (b2) 0

)

+
(
−I F (b3)
F (b3) −I

)(
M 0
0 M

)

(5.84)

where N({ξj}) = {ξj} and b1 = e−2iβmω(y), b2 = e−2i(β+ω)m2π−ω(y), b3 =
knω(y), y = z + i(1/p+ α), z ∈ R, one obtains the claim. �

It is worth mentioning that the study of the invertibility of the operator Bω
is a very difficult problem. However, the conditions for invertibility of the operator
Aω are simultaneously the conditions for Fredholmness of the operator Bω. Thus
the following corollary holds.
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Corollary 5.4.6. For every ω ∈ (0, 2π) there exists a real number δ′ω > 1/2 such
that for every p > 1 and every α satisfying the inequality

0 <
1
p

+ α < δ′ω

the operator B1
ω : l2p,α → l2p,α is Fredholm of index zero.

Proof. Indeed, let us consider the operator F (b) again, and let R and S denote
the real and imaginary parts of the function k = M−1b, respectively. Then

alq =
∫

R

∫

R+
R

(
u+ l

t+ q

)

ψ(t)
dt

t
ψ(u)du+ i

∫

R

∫

R+
S

(
u+ l

t+ q

)

ψ(t)
dt

t
ψ(u)du.

Using the generalized mean value theorem we find that there are points u1
lq, u

2
lq ∈

[0,m] and t1lq, t
2
lq ∈ [0,m] such that

alq =
(∫

R+
ψ(t)dt

)2
(

R

(
u1
lq + l

t1lq + q

)
1
t1lq

+ iS

(
u2
lq + l

t2lq + q

)
1
t2lq

)

.

Now by [102, Corollary 2.1 and Proposition 2.11 on p. 65] there exists a compact
operator K1 such that

F (b) =
(∫

R

ψ(t)dt
)2




l+1∫

l

q+1∫

q

k

(
t

s

)
ds

s
dt





+∞

l,q=0

+K1. (5.85)

Recall that k = M−1(b) and define the operator G(b) by

G(b) :=





l+1∫

l

q+1∫

q

k

(
t

s

)
ds

s
dt





+∞

l,q=0

.

Considering now the operators G(bj) for the above defined symbols bj , j = 1, 2, 3,
we note that the functions b1, b2, b3 are continuous on R, possess a total finite
variation and vanish at infinity. Consequently, by [102, Theorem 2.1, p. 69] the op-
erators G(bj), j = 1, 2, 3 belong to the algebra of Toeplitz operators alg T (PCp,α)
and the symbols of G(bj) are

AG(bj) =M(bj), j = 1, 2, 3,

and relation (5.85) implies

AF (bj) = dM(bj), j = 1, 2, 3, (5.86)
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where the constant

d =
(∫

R

ψ(t)dt
)2

.

Since the operator Bω has the form (5.84), one can use Lemma 1.4.16 to study its
Fredholm properties. Thus the operator Bω = F1 + F2M is Fredholm if and only
if the operator

B̃ω =
(

F1 F2

MF2F MF1M

)

is Fredholm, so (5.86) and the equalities

MG(bj)M = G(̃bj), j = 1, 2, 3

where b̃j(z) = bj(−z), z ∈ R, imply that

ABω = d Ãω.

Recall that the operator Ãω is defined by (5.38). The operator Bω is Fredholm
if and only if its symbol is invertible. However, conditions of invertibility of the
operator Ãω have been established in Corollary 5.2.9. �

Corollary 5.4.7. The operator Bω considered on the space l2 := l20 is Fredholm for
any ω ∈ (0, 2π), and its index vanishes.

5.5 Galerkin Method. Piecewise Smooth Contour

This section contains some results concerning stability and convergence of the
Galerkin method based on splines of degree m ≥ 1.

Let γ be a 1-periodic parametrization of Γ such that the corner points cj ,
j = 0, 1, . . . , l− 1, are represented as follows:

cj = γ(j/l), j = 0, 1, . . . , l − 1.

We also assume that γ is twice continuously differentiable on each of the intervals
(j/l, (j+ 1)/l), j = 0, 1, . . . , l− 1, and that there exist one-sided limits γ′(j/l± 0)
and γ′′(j/l ± 0) and

|γ′(j/l + 0)| = |γ′(j/l − 0)|, j = 0, 1, . . . , l − 1.

Choose n = lr, r ∈ N and set

ψ̃kn(t) := ψkn(s), t = γ(s), s ∈ [0, 1),

with ψkn defined by (5.82).
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An approximate solution ϕn of equation (5.58) is sought in the form

ϕn =
∑′

ckψ̃kn, (5.87)

where the sum
∑′ includes only those functions ψ̃kn, the support of which is

entirely contained in one of the arcs [γ(j/l), γ((j + 1)/l)), j = 0, 1, . . . , l − 1. The
smallest subspace of Lp(Γ, ρ) containing all such functions ψ̃kn will be referred
to as Sn(Γ). The corresponding subset of indices k (0 ≤ k ≤ n − 1) such that
ψ̃kn ∈ Sn(Γ) is denoted by A′.

To find the coefficients ck, k ∈ A′ on the right-hand side of (5.87) we use the
following system of algebraic equations:

(
Rjϕn, ψ̃kn

)

Γ
=
(
f0, ψ̃kn

)

Γ
, k ∈ A′, (5.88)

where the form of the operator Rj , j = 1, 2 depends on the coefficient k in the
Muskhelishvili equation (cf. (5.46)), and

(x, y)Γ =
l−1∑

j=0

(j+1)/l∫

j/l

x(γ(s))y(γ(s))ds, x ∈ Lp(Γ, ρ), y ∈ Lq(Γ, ρ−1),

1/p+ 1/q = 1.

With each corner point cr (r = 0, 1, . . . , l − 1) of Γ we associate an operator
Bωr = Bβr,ωr . These operators are defined similarly to the operator Bω in (5.84),
but the parameters ω and β are replaced by ωr and βr, respectively. We recall
that ωr is the angle between corresponding semi-tangents to Γ at the point cr and
that βr is the angle between the right semi-tangent to Γ at the point cr and the
real axis.

Theorem 5.5.1. Let αr, r = 0, 1, . . . , l−1, and p ∈ (1,∞) satisfy inequality (5.44).
Then:

1. The Galerkin method (5.88) for the operator Rj in Lp(Γ, ρ) is stable if and
only if the operators Bωr ∈ Ladd(l2p,αr

), r = 0, 1, 2, . . . , l − 1, are invertible.

2. Let the operators Bωr ∈ Ladd(l2p,αr
), r = 0, 1, 2, . . . , l − 1, be invertible. If, in

addition, the right-hand side f ∈ W 1
p (Γ, ρ) and satisfies other conditions of

Theorem 5.2.17, then the approximate solutions (5.87) converge to a solution
of Muskhelishvili equation (5.58) in the norm of Lp(Γ, ρ).

The proof of the first assertion follows from Theorems 1.6.6, 1.9.5 and from
the first part of Theorem 5.2.17. Afterwards, the second assertion follows from the
second part of Theorem 5.2.17 and estimates (1.29), (1.30).

Thus, the sequence {ϕn} constructed by Galerkin method (5.88) converges
to an exact solution of (5.58) in the norm Lp(Γ, ρ). What is more important is
that in the case p = 2 one can guarantee convergence of the sequence in the space
W 1

2 (Γ).
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Corollary 5.5.2. Let the operators Bωr , r = 0, 1, . . . , l−1, be invertible in l22. Then
the Galerkin method (5.58) is stable in W 1

2 (Γ), and if f satisfies condition (5.18),
then the sequence {ϕn} converges to a solution of equation (5.58) in the norm of
W 1

2 (Γ).

Proof. It follows from Corollary 5.2.18 and from the proof of Theorem 5.2.17 that
the operatorRj is simultaneously invertible in the spaces L2(Γ) andW 1

2 (Γ). Hence,
to prove the stability of the method (5.88) in W 1

2 (Γ) one can use Theorem 1.37
of [183]. Let Ln denote the corresponding Galerkin projection onto the subspace
Sn(Γ). A slight modification of the proof of Theorem 2.7 of [183] shows that there
exists a constant d1 > 0 such that

||g − Lng||L2(Γ) < d1n
−1||g||W1

2 (Γ), g ∈W 1
2 (Γ).

The latter inequality yields the estimate

||Ag − LnALng||L2(Γ) < d2n
−1||g||W1

2 (Γ), g ∈ W 1
2 (Γ).

Note that the positive constants d1, d2 are independent of g ∈W 1
2 (Γ) and n.

Taking into account the inverse properties of the splines ϕn (recall that n =
lr, r ∈ N and that the support of ψ̃kn is entirely contained in one of the arcs
(γ(j/l), γ((j + 1)/l)), j = 0, 1, . . . , l − 1) and applying Theorem 1.37 of [183] one
obtains stability of the Galerkin method (5.88). This implies convergence of {ϕn}
in W 1

2 (Γ). Using Theorem 5.2.17 once more we get the result. �

5.6 Comments and References

The biharmonic problem arises in different branches of applied mathematics, e.g.,
the behaviour of plane “slow” viscous flows, the deflection of plates, the elastic
equilibrium of solids etc can be modelled by means of the biharmonic equation
[25, 26, 34, 121, 134, 148, 153, 160, 161, 150, 167, 170, 217, 219]. It is therefore
no wonder that this problem has been attracting great attention from numerical
analysts. Suffice it to say that one of the most powerful approximation proce-
dures, viz., the Galerkin method1, was discovered while considering a special case
of problem (5.1) [12, 13, 87, 211]. Among the variety of approaches to numerical
treatment of problem (5.1), one can distinguish the so-called boundary element
methods [16, 21, 31, 32, 109, 110]. They allow us to reduce the dimension of the
initial problem, and, correspondingly, reduce the computation cost drastically. The
authors of the aforementioned papers usually use various modifications of the in-
tegral equation proposed by S. Christiansen and P. Hougaard [22, 23, 84], or an
integral equation of the first kind [111]. Although such approaches are widely used,
they do have some drawbacks. Thus for some boundaries called critical the corre-
sponding integral operators become non-invertible and corrections are necessary

1In Russian-speaking literature this method is often called the Bubnov-Galerkin method.
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before one can start with the construction of approximation methods. Note that
the analysis of stability of the approximation methods has mainly been conducted
for smooth boundaries, although for piecewise smooth contours, invertibility of
the corresponding integral operators is also studied [30].

On the other hand, there is a very nice alternative complex approach to the
problem (5.1), which originates from the work of N.I. Muskhelishvili [160] and
leads to integral equations without critical geometry. However, in a strange way
the Muskhelishvili equation remains a little-known quantity in numerical analysis.
The most common approach to the approximate solution of this equation is based
on trigonometric Fourier expansions and was proposed by N.I. Muskhelishvili him-
self in the mid-1930s (cf. [17, 18, 24, 121]). Since then many new powerful ap-
proximation methods have been developed, but they have not been implemented
and/or studied in the case of the Muskhelishvili equation. For example, the papers
[99, 100, 107, 108, 129, 220, 130, 152, 172, 173] deal with variety of approximation
methods for this and similar equations on smooth and non-smooth contours but
do not contain a complete stability analysis.

It is also notable that the integral operators in the Muskhelishvili equation
can be “locally” represented as elements of an algebra of Mellin operators with
conjugation. The stability of approximation methods for Mellin convolutions was
studied in [102, 179], so one can apply some of these results to the operators con-
nected with the Muskhelishvili equation. It should also be noted that, from the
practical point of view, convergence of the methods considered has to be proven
in spaces of differentiable functions. However, since the technique used here is well
adapted to the norms of Lp spaces, we first show stability in the spaces Lp, and
then we use [183] to obtain some results for Sobolev norms.

Section 5.1: Material presented here can be found in the elasticity theory literature
(cf. for example [121, 147, 161, 170, 219]) although some proofs may be new.

Section 5.2: In case of smooth boundaries, the equations of Muskhelishvili and
Sherman-Laurichella possess weakly-singular kernels. Various properties and solv-
ability of these equations is established in [160, 161, 162, 204, 205, 206]. For
the non-smooth contours, these equations have considerably different properties.
Therefore, a lot of effort has been spent and various methods have been used to
investigate the Fredholmness of the corresponding operators in functional spaces
C, Lp(Γ) or Lp(Γ, ρ), [37, 145, 146, 149, 156, 169, 201, 202, 203]. However, since
the initial boundary problems (5.13), (5.20) contain the derivative of the solution,
the results mentioned do not allow one to show the equivalence of these boundary
problems with the associated integral equations.

To overcome this difficulty, R.V. Duduchava studied these integral equations
in the weighted Sobolev spaces W 1

p (Γ, ρ) [72, 73]. His results were used in [61] to
show the invertibility of the relevant integral operators in the space Lp(Γ, ρ). If
Ω is a plane sector, the spectra of the hydrostatic KStoks and elastostatic KLame

layer potential operators in spaces Lp(Ω) are studied [158]. Note that the de-
terminant of the symbol of these operators obtained in [158] coincide with the
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determinant of the symbol of the local Muskhelishvili operators (5.39) when the
Muskhelishvili operators are also considered on spaces without weight, i.e., when
α = 0. Thus in the aforementioned case, the conditions of Fredholmness of all
these three operators coincide.

Section 5.3: Results on approximate solution of the Muskhelishvili equation on
smooth contours are established in [65]; approximate solution of the biharmonic
problem in smooth domains is considered in [64].

Sections 5.4–5.5: Most of the material presented here is taken from [61, 62]. There
are other approaches to approximate solution of biharmonic problems based on
integral equations. Thus in [31] the authors construct approximate solutions of
(5.9) via spline approximation of strongly elliptic integral equations obtained by
[36]. Approximation methods based on integral equations from [22, 23, 84] are
investigated in [32]. Another integral equation [111] is employed in [109, 110].
In [81], the authors apply spline collocation methods to a double layer potential
equation to find solutions of a fundamental problem of the elasticity theory.

Note an excellent survey of earlier works on biharmonic problems presented
in [153].

Concluding Remarks. There are various papers where elastostatic and hydrostatic
problems are considered on multi-connected domains [100, 129, 130, 152, 220].
These problems are reduced to the so-called Sherman-Laurichella equation that
differs from the Muskhelishvili equation by compact operators only. However, since
such operators do not influence the properties of the local operators, the methods
used here can also be applied to study the stability of the corresponding approxi-
mation methods for multi-connected domains as well.



Chapter 6

Numerical Examples

6.1 Muskhelishvili Equation

The Galerkin and collocation methods were implemented on several examples,
using splines of order m = d+ 1. We also performed an extensive investigation on
the performance of the proposed schemes, examining in particular the behaviour
of the code as a function of the various available parameters.

Convergence of the numerical schemes follows, comparing runs with an in-
creasing number of grid points, n. As the analytic solution for these examples is
not available, we show the graphs of the solutions xn(t), t ∈ Γ for various in-
creasing values of n. The figures below show convergence of the algorithms, as the
former become closer the higher n is. This happens both with different choices of
the order of the splines as well as by using different methods for their calculations.
When the analytic solution is not available, these calculations also validate the
code since always the same solution is reproduced.

Note that the major computational effort lies in solving systems of algebraic
equations and thus it is the same for each example and the same approximation
method if the matrices have the same size. The estimates on conditioning of the
system are obtained from the standard Matlab function cond (M,p) with p = 2
and p =∞.

Below we provide graphs that show collocation and Galerkin solutions of the
Muskhelishvili equation (5.29) with the same right-hand side

f0(t) =
cos(t)− it2

sin(t)

on a family of curves. Thus we start with the circular domain of radius 1 and
proceed with equations formulated on ellipses with increasing eccentricity. It is
obvious that solutions differ for different values of this parameter, but the algo-
rithms are still stable and pick up the fine details of each solution, provided that
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a sufficient number of nodes is used. In addition, one can note a remarkable trans-
formation of the solution caused by changing of the contour. As a final check, also
the Galerkin method has been used, running it with different m but with the same
eccentricity, to compare the results of the collocation method. The reader should
compare Figures 6.3 and 6.4, 6.5 and 6.6, 6.7 and 6.8 respectively. We also remark
that the condition numbers for the larger values of n in these cases are essentially
the same, provided ε is not close to the value 0.5, independently of the number
of nodes, up to n = 512 and of the order of the splines used. Specifically keeping
b = 2, the condition number is evaluated in Table 6.1 for both methods.

Table 6.1: Conditioning in elliptic case for b = 2.

a = 6 a = 10 a = 18

collocation m = 2 5.1× 102 8.3× 102 1.5× 103

‖M‖∞‖M−1‖∞ m = 3 5.6× 102 9.2× 102 1.9× 103

n = 128 m = 4 7.1× 102 1.3× 103 3.3× 103

ε = .25 m = 5 8.4× 102 1.6× 103 4.8× 103

Galerkin ‖M‖2‖M−1‖2 m = 2 1.2× 102 3.0× 102 9.9× 102

n = 129 m = 4 8.0× 102 2.2× 103 7.5× 103
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Figure 6.1: Collocation solution xn(t), t ∈ Γ, the unit circle.
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Figure 6.2: Collocation solution xn(t), t ∈ Γ where Γ is now the ellipse with
semiaxes a = 3, b = 2.
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Figure 6.3: Collocation solution xn(t), t ∈ Γ where Γ is now the ellipse with
semiaxes a = 6, b = 2.
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Figure 6.4: Galerkin solution xn(t), t ∈ Γ where Γ is now the ellipse with semiaxes
a = 6, b = 2.



6.1. Muskhelishvili Equation 279

−100 −80 −60 −40 −20 0
−30

−20

−10

0

10

20

30
nodes n =   64;  order m =    4;  ε = 0.25h

collocation method
−100 −80 −60 −40 −20 0

−30

−20

−10

0

10

20

30
nodes n =  128;  order m =    4;  ε = 0.25h

collocation method

−100 −80 −60 −40 −20 0
−30

−20

−10

0

10

20

30
nodes n =  256;  order m =    4;  ε = 0.25h

collocation method
−100 −80 −60 −40 −20 0

−30

−20

−10

0

10

20

30
nodes n =  512;  order m =    4;  ε = 0.25h

collocation method

Figure 6.5: Collocation solution xn(t), t ∈ Γ where Γ is now the ellipse with
semiaxes a = 10, b = 2.
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Figure 6.6: Galerkin solution xn(t), t ∈ Γ where Γ is now the ellipse with semiaxes
a = 10, b = 2.
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Figure 6.7: Collocation solution xn(t), t ∈ Γ where Γ is now the ellipse with
semiaxes a = 18, b = 2.
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Figure 6.8: Galerkin solution xn(t), t ∈ Γ where Γ is now the ellipse with semiaxes
a = 18, b = 2.
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6.2 Biharmonic Problem

Consider a few examples of numerical solution of the biharmonic problem studied
in Section 5.3.4. These examples as well as the related figures empirically illustrate
the numerical performance of the algorithm. In all examples the order of the
splines used is d = 2. Also, the curve Γ is always the unit circle. Approximations
of the function ϕ are found from the Muskhelishvili equation using the collocation
method of Section 5.3.2 with the collocation points

t
(n)
j ≡ γ

(
j + δ

n

)

, j = 0, 1, . . . , n− 1

where δ is a real number 0 ≤ δ < 1. The collocation points are chosen with different
values of δ to demonstrate that the choice of this parameter does not influence
the conditioning of the resulting system away from the forbidden value δ = 0.5.
The number of basis elements n ranges from 16 to 128. The rows in the figures
correspond respectively to the analytic solution, to the computed solution and to
the contour plots of the absolute error. The tables show excellent conditioning
of the algorithm. To study convergence, in the polar coordinate plane we use
a rectangular grid G, with 25 points both in the radial as well as in the angular
directions. The convergence is empirically determined from the absolute error ‖U−
Un‖G,∞ calculated at grid points of the grid G. The results of the tables show it
to be in line with the theory.

Example 6.2.1. Here we solve the problem with boundary functions G1 = 2x,
G2 = 2y, with an analytic solution (up to an arbitrary constant) given by U =
x2 − y2 + 1. The behaviour of the numerically evaluated solution is illustrated in
Figure 6.9. Table 6.2 contains the conditioning and the numerical values of the
error.

Example 6.2.2. The relevant functions in this case are G1 = 4x3 − 12xy2, G2 =
4y3 − 12x2y, with an analytic solution given by U = x4 − 6x2y2 + y4 and results
plotted in Figure 6.10. Conditioning and behaviour of the error are found in Table
6.3.
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Table 6.2: Results of Example 6.2.1, δ = 0.25

n conditioning ‖U − Un‖G,∞
8 15.85 0.14291
16 15.90 0.04293
32 15.92 0.00898
64 15.92 0.00370
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Figure 6.9: Analytic solution (first row) and numerical solution (second row) and
contour plot of absolute error (third row) of Example 6.2.1.
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Table 6.3: Results of Example 6.2.1, δ = 0.3

n conditioning ‖U − Un‖G,∞
16 19.88 7.2196 E-2
32 19.89 4.1258 E-2
64 19.90 1.3493 E-2
128 19.90 5.8315 E-3
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Figure 6.10: Analytic solution (first row) and numerical solution (second row) and
contour plot of absolute error (third row) of Example 6.2.2.
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[82] J. Elschner, S. Prössdorf, A. Rathsfeld, and G. Schmidt. Spline approxi-
mation of singular integral equations. Demonstratio Math., 18(3):661–672,
1985.

[83] T. Fink. Splineapproximationsverfahren für singuläre Integralgleichungen
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Riemann-Hilbert, 123
stability, 27

projection, 77
initial, 30
interpolation, 87
orthogonal, 77
range, 30

projection operator, 24

quadrature methods, 93
qualocation method, 100, 170
quotient algebra, 2
quotient para-algebra, 39

range projection, 30
real spectrum, 16
reciprocally interchangeable systems,

46
Riemann-Hilbert boundary problem,

123

self-adjoint element, 3
separation condition, 30
sequence

exact, 118
Moore-Penrose stable, 32
stable, 25
weakly asymptotically Moore-

Penrose invertible, 33
set M(A), 6
set M(H), 10
shift

Carleman, 10
Sobolev space, 235
Sohotsky-Plemely formulas, 243



306 Index

space
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