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These Lecture Notes are dedicated to the victims of the brutal attacks of September 11, 2001, including all who were affected. All of us who attended the C.I.M.E. course, Americans and non-Americans alike, were shocked and horrified by what took place.

We all hope for a saner world.

## Preface

The C.I.M.E. course on "Multiscale Problems and Methods in Numerical Simulation" was held in Martina Franca (Italy) from September 9 to 15, 2001. The purpose of the course was to disseminate a number of new ideas that had emerged in the previous few years in the field of numerical simulation, bearing the common denominator of the "multiscale" or "multilevel" paradigm. This takes various forms, such as: the presence of multiple relevant "scales" in a physical phenomenon, with their natural mathematical and numerical counterparts; the detection and representation of "structures", localized in space or in frequency, in the unknown variables described by a model; the decomposition of the mathematical or numerical solution of a differential or integral problem into "details", which can be organized and accessed in decreasing order of importance; the iterative solution of large systems of linear algebraic equations by "multilevel" decompositions of finite-dimensional spaces.

Four world leading experts illustrated the multiscale approach to numerical simulation from different perspectives. Jim Bramble, from Texas A\&M University, described modern multigrid methods for finite element discretizations, and the efficient multilevel realization of norms in Sobolev scales. Albert Cohen, from Université Pierre et Marie Curie in Paris, smoothly guided the audience towards the realm of "Nonlinear Approximation", which provides a mathematical ground for state-of-the-art signal and image processing, statistical estimation and adaptive numerical discretizations. Wolfgang Dahmen, from RWTH in Aachen, described the use of wavelet bases in the design of computationally optimal algorithms for the numerical treatment of operator equations. Tom Hughes, from Stanford University, presented a general approach to derive variational methods capable of representing multiscale phenomena, and detailed the application of the variational multiscale formulation to Large Eddy Simulation (LES) in fluid-dynamics, using the Fourier basis.

The"senior" lecturers were complemented by four "junior" speakers, who gave account of supplementary material, detailed examples or applications. Ken Jansen, from Rensselaer Polytechnic Institute in Troy, discussed variational multiscale methods for LES using a hierarchical basis and finite el-
ements. Joe Pasciak, from Texas A\&M University, extended the multigrid and multilevel approach presented by Bramble to the relevant case of symmetric indefinite second order elliptic problems. Rob Stevenson, from Utrecht University, reported on the construction of finite element wavelets on general domains and manifolds, i.e., wavelet bases for standard finite element spaces. Karsten Urban, from RWTH in Aachen, illustrated the construction of orthogonal and biorthogonal wavelet bases in complex geometries by the domain decomposition and mapping approach.

Both the senior and the junior lecturers contributed to the scientific success of the course, which was attended by 48 participants from 13 different countries. Not only the speakers presented their own material and perspective in the most effective manner, but they also made a valuable effort to dynamically establishing cross-references with other lecturers' topics, leading to a unitary picture of the course theme.

On Tuesday, September 11, we were about to head for the afternoon session, when we were hit by the terrible news coming from New York City. Incredulity, astonishment, horror, anger, worry (particularly for the families of our American friends) were the sentiments that alternated in our hearts. No space for Mathematics was left in our minds. But on the next day, we unanimously decided to resume the course with even more determination than before; we strongly believe, and we wanted to testify, that only rationality can defeat irrationality, that only the free circulation of ideas and the mutual exchange of experiences, as it occurs in science, can defeat darkness and terror.

The present volume collects the expanded version of the lecture notes by Jim Bramble, Albert Cohen and Wolfgang Dahmen. I am grateful to them for the timely production of such high quality scientific material.

As the scientific director of the course, I wish to thank the former Director of C.I.M.E., Arrigo Cellina, and the whole Scientific Board of the Centre, for inviting me to organize the event, and for providing us the nice facilities in Martina Franca as well as part of the financial support. Special thanks are due to the Secretary of C.I.M.E., Vincenzo Vespri. Generous funding for the course was provided by the I.N.D.A.M. Groups G.N.C.S. and G.N.A.M.P.A. Support also came from the Italian Research Project M.U.R.S.T. Cofin 2000 "Calcolo Scientifico: Modelli e Metodi Numerici Innovativi" and from the European Union T.M.R. Project "Wavelets in Numerical Simulation".

The organization and the realization of the school would have been by far less successful without the superb managing skills and the generous help of Anita Tabacco. A number of logistic problems were handled and solved by Stefano Berrone, as usual in the most efficient way. The help of Dino Ricchiuti, staff member of the Dipartimento di Matematica at the Politecnico di Torino, is gratefully acknowledged. Finally, I wish to thank Giuseppe Ghibò for his accurate job of processing the electronic version of the notes.

Torino, February 2003
Claudio Canuto

CIME's activity is supported by:
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# Theoretical, Applied and Computational Aspects of Nonlinear Approximation 

Albert Cohen<br>Laboratoire d'Analyse Numérique, Université Pierre et Marie Curie, Paris cohen@ann.jussieu.fr

Summary. Nonlinear approximation has recently found computational applications such as data compression, statistical estimation or adaptive schemes for partial differential or integral equations, especially through the development of waveletbased methods. The goal of this paper is to provide a short survey of nonlinear approximation in the perspective of these applications, as well as to stress some remaining open areas.

## 1 Introduction

Approximation theory is the branch of mathematics which studies the process of approximating general functions by simple functions such as polynomials, finite elements or Fourier series. It plays therefore a central role in the accuracy analysis of numerical methods. Numerous problems of approximation theory have in common the following general setting: we are given a family of subspaces $\left(S_{N}\right)_{N \geq 0}$ of a normed space $X$, and for $f \in X$, we consider the best approximation error

$$
\begin{equation*}
\sigma_{N}(f):=\inf _{g \in S_{N}}\|f-g\|_{X} \tag{1}
\end{equation*}
$$

Typically, $N$ represents the number of parameters needed to describe an element in $S_{N}$, and in most cases of interest, $\sigma_{N}(f)$ goes to zero as this number tends to infinity.

For a given $f$, we can then study the rate of approximation, i.e., the range of $r \geq 0$ for which there exists $C>0$ such that

$$
\begin{equation*}
\sigma_{N}(f) \leq C N^{-r} \tag{2}
\end{equation*}
$$

Note that in order to study such an asymptotic behaviour, we can use a sequence of near-best approximation, i.e., $f_{N} \in S_{N}$ such that

$$
\begin{equation*}
\left\|f-f_{N}\right\|_{X} \leq C \sigma_{N}(f) \tag{3}
\end{equation*}
$$

with $C>1$ independent of $N$. Such a sequence always exists even when the infimum is not attained in (1), and clearly (2) is equivalent to the same estimate with $\left\|f-f_{N}\right\|_{X}$ in place of $\sigma_{N}(f)$.

Linear approximation deals with the situation when the $S_{N}$ are linear subspaces. Classical instances of linear approximation families are the following:

1) Polynomial approximation: $S_{N}:=\Pi_{N}$, the space of algebraic polynomials of degree $N$.
2) Spline approximation with uniform knots: some integers $0 \leq k<m$ being fixed, $S_{N}$ is the spline space on $[0,1]$, consisting of $C^{k}$ piecewise polynomial functions of degree $m$ on the intervals $[j / N,(j+1) / N], j=0, \cdots, N-1$.
3) Finite element approximation on fixed triangulations: $S_{N}$ are finite element spaces associated with triangulations $\mathcal{T}_{N}$ where $N$ is the number of triangles in $\mathcal{T}_{N}$.
4) Linear approximation in a basis: given a basis $\left(e_{k}\right)_{k \geq 0}$ in a Banach space, $S_{N}:=\operatorname{Span}\left(e_{0}, \cdots, e_{N}\right)$.
In all these instances, $N$ is typically the dimension of $S_{N}$, possibly up to some multiplicative constant.

Nonlinear approximation addresses in contrast the situation where the $S_{N}$ are not linear spaces, but are still typically characterized by $\mathcal{O}(N)$ parameters. Instances of nonlinear approximation families are the following:

1) Rational approximation: $S_{N}:=\left\{\frac{p}{q} ; p, q \in \Pi_{N}\right\}$, the set rational functions of degree $N$.
2) Free knot spline approximation: some integers $0 \leq k<m$ being fixed, $S_{N}$ is the spline space on $[0,1]$ with $N$ free knots, consisting of $C^{k}$ piecewise polynomial functions of degree $m$ on intervals $\left[x_{j}, x_{j+1}\right]$, for all partitions $0=x_{0}<x_{1} \cdots<x_{N-1}<x_{N}=1$.
3) Adaptive finite element approximation: $S_{N}$ are the union of finite element spaces $V_{\mathcal{T}}$ of some fixed type associated to all triangulations $\mathcal{T}$ of cardinality less or equal to $N$.
4) $N$-term approximation in a basis: given a basis $\left(e_{k}\right)_{k \geq 0}$ in a Banach space, $S_{N}$ is the set of all possible combinations $\sum_{k \in E} x_{k} e_{k}$ with $\#(E) \leq N$.
Note that these examples are in some sense nonlinear generalizations of the previous linear examples, since they include each of them as particular subsets. Also note that in all of these examples (except for the splines with uniform knots), we have the natural property $S_{N} \subset S_{N+1}$, which expresses that the approximation is "refined" as $N$ grows.

On a theoretical level, a basic problem, both for linear and nonlinear approximation can be stated as follows:

Problem 1: Given a nonlinear family $\left(S_{N}\right)_{N \geq 0}$, what are the analytic properties of a function $f$ which ensure a prescribed rate $\sigma_{N}(f) \leq C N^{-r}$ ?

By "analytic properties", we typically have in mind smoothness, since we know that in many contexts a prescribed rate $r$ can be achieved provided that $f$ belongs to some smoothness class $X_{r} \subset X$. Ideally, one might hope to identify the maximal class $X_{r}$ such that the rate $r$ is ensured, i.e., have a sharp result of the type

$$
\begin{equation*}
f \in X_{r} \Leftrightarrow \sigma_{N}(f) \leq C N^{-r} \tag{4}
\end{equation*}
$$

Another basic problem, perhaps on a slightly more applied level, is the effective construction of near-best approximants.

Problem 2: Given a nonlinear family $\left(S_{N}\right)_{N \geq 0}$, find a simple implementable procedure $f \mapsto f_{N} \in S_{N}$ such that $\left\|f-f_{N}\right\|_{X} \leq C \sigma_{N}(f)$ for all $N \geq 0$.

In the case of linear approximation, this question is usually solved if we can find a sequence of projectors $P_{N}: X \mapsto S_{N}$ such that $\left\|P_{N}\right\|_{X \rightarrow X} \leq K$ with $K$ independent of $N$ (in this case, simply take $f_{N}=P_{N} f$ and remark that $\left.\left\|f-f_{N}\right\|_{X} \leq(1+K) \sigma_{N}(f)\right)$. It is in general a more difficult problem in the case of nonlinear method. Since the 1960's, research in approximation theory has evolved significantly toward nonlinear methods, in particular solving the two above problems for various spaces $S_{N}$.

More recently, nonlinear approximation became attractive on a more applied level, as a tool to understand and analyze the performance of adaptive methods in signal and image processing, statistics and numerical simulation. This is in part due to the emergence of wavelet bases for which simple $N$ term approximations (derived by thresholding the coefficients) yield in some sense optimal adaptive approximations. In such applications, the problems that arise are typically the following ones.

Problem 3 (data compression): How can we exploit the reduction of parameters in the approximation of $f$ by $f_{N} \in S_{N}$ in the perspective of optimally encoding $f$ by a small number of bits ? This raises the question of a proper quantization of these parameters.

Problem 4 (statistical estimation): Can we use nonlinear approximation as a denoising scheme? In this perspective, we need to understand the interplay between the approximation process and the presence of noise.

Problem 5 (numerical simulation): How can we compute a proper nonlinear approximation of a function $u$ which is not given to us as a data but as the solution of some problem $F(u)=0$ ? This is in particular the goal of adaptive refinement strategies in the numerical treatment of PDE's.

The goal of the present paper is to briefly survey the subject of nonlinear approximation, with a particular focus on questions 1 to 5 , and some emphasis on wavelet-based methods. We would like to point out that these questions are also addressed in the survey paper [15] which contains a more substantial
development on the theoretical aspects. We hope that our notes might be helpful to the non-expert reader who wants to get a first general and intuitive vision of the subject, from the point of view of its various applications, before perhaps going into a more detailed study.

The paper is organized as follows. As a starter, we discuss in $\S 2$ a simple example, based on piecewise constant functions, which illustrate the differences between linear and nonlinear approximation, and we discuss a first algorithm which produces nonlinear piecewise constant approximations. In §3, we show that such approximations can also be produced by thresholding the coefficients in the Haar wavelet system. In $\S 4$, we give the general results on linear uniform approximation of finite element or wavelet types. General results on nonlinear adaptive approximations by wavelet thresholding or adaptive partitions are given in §5. Applications to signal compression and estimation are discussed in $\S 6$ and $\S 7$. Applications to adaptive numerical simulation are shortly described in $\S 8$. Finally, we conclude in $\S 9$ by some remarks and open problems arising naturally in the multivariate setting.

## 2 A Simple Example

Let us consider the approximation of functions defined on the unit interval $I=[0,1]$ by piecewise constant functions. More precisely, given a disjoint partition of $I$ into $N$ subintervals $I_{0}, \cdots, I_{N-1}$ and a function $f$ in $L^{1}(I)$, we shall approximate $f$ on each $I_{k}$ by its average $a_{I_{k}}(f)=\left|I_{k}\right|^{-1} \int_{I_{k}} f(t) d t$. The resulting approximant can thus be written as

$$
\begin{equation*}
f_{N}:=\sum_{k=1}^{N} a_{I_{k}}(f) \chi_{I_{k}} \tag{5}
\end{equation*}
$$

If the $I_{k}$ are fixed independently of $f$, then $f_{N}$ is simply the orthogonal projection of $f$ onto the space of piecewise constant functions on the partition $I_{k}$, i.e., a linear approximation of $f$. A natural choice is the uniform partition $I_{k}:=[k / N,(k+1) / N]$. With such a choice, let us now consider the error between $f$ and $f_{N}$, for example in the $L^{\infty}$ metric. For this, we shall assume that $f$ is in $C(I)$, the space of continuous functions on $I$. It is then clear that on each $I_{k}$ we have

$$
\begin{equation*}
\left|f(t)-f_{N}(t)\right|=\left|f(t)-a_{I_{k}}(f)\right| \leq \sup _{t, u \in I_{k}}|f(t)-f(u)| \tag{6}
\end{equation*}
$$

We thus have the error estimate

$$
\begin{equation*}
\left\|f-f_{N}\right\|_{L^{\infty}} \leq \sup _{k} \sup _{t, u \in I_{k}}|f(t)-f(u)| . \tag{7}
\end{equation*}
$$

This can be converted into an estimate in terms of $N$, under some additional smoothness assumptions on $f$. In particular, if $f$ has a bounded first derivative, we have $\sup _{t, u \in I_{k}}|f(t)-f(u)| \leq\left|I_{k}\right|\left\|f^{\prime}\right\|_{L^{\infty}}=N^{-1}\left\|f^{\prime}\right\|_{L^{\infty}}$, and thus

$$
\begin{equation*}
\left\|f-f_{N}\right\|_{L^{\infty}} \leq N^{-1}\left\|f^{\prime}\right\|_{L^{\infty}} . \tag{8}
\end{equation*}
$$

Similarly, if $f$ is in the Hölder space $C^{\alpha}$ for some $\left.\alpha \in\right] 0,1[$, i.e., if for all $x, y \in[0,1]$,

$$
\begin{equation*}
|f(x)-f(y)| \leq C|x-y|^{\alpha} \tag{9}
\end{equation*}
$$

we obtain the estimate

$$
\begin{equation*}
\left\|f-f_{N}\right\|_{L^{\infty}} \leq C N^{-\alpha} \tag{10}
\end{equation*}
$$

By considering simple examples such as $f(x)=x^{\alpha}$ for $0<\alpha \leq 1$, one can easily check that this rate is actually sharp. In fact it is an easy exercise to check that a converse result holds : if a function $f \in C([0,1])$ satisfies (10) for some $\alpha \in] 0,1\left[\right.$ then necessarily $f$ is in $C^{\alpha}$, and $f^{\prime}$ is in $L^{\infty}$ in the case where $\alpha=1$. Finally note that we cannot hope for a better rate than $N^{-1}$ : this reflects the fact that piecewise constant functions are only first order accurate.

If we now consider an adaptive partition where the $I_{k}$ depend on the function $f$ itself, we enter the topic of nonlinear approximation. In order to understand the potential gain in switching from uniform to adaptive partitions, let us consider a function $f$ such that $f^{\prime}$ is integrable, i.e., $f$ is in the space $W^{1,1}$. Since we have $\sup _{t, u \in I_{k}}|f(t)-f(u)| \leq \int_{I_{k}}\left|f^{\prime}(t)\right| d t$, we see that a natural choice of the $I_{k}$ can be made by equalizing the quantities $\int_{I_{k}}\left|f^{\prime}(t)\right| d t=N^{-1} \int_{0}^{1}\left|f^{\prime}(t)\right| d t$, so that, in view of the basic estimate (7), we obtain the error estimate

$$
\begin{equation*}
\left\|f-f_{N}\right\|_{L^{\infty}} \leq N^{-1}\left\|f^{\prime}\right\|_{L^{1}} \tag{11}
\end{equation*}
$$

In comparison with the uniform/linear situation, we thus have obtained the same rate as in (8) for a larger class of functions, since $f^{\prime}$ is not assumed to be bounded but only integrable. On a slightly different angle, the nonlinear approximation rate might be significantly better than the linear rate for a fixed function $f$. For instance, the function $f(x)=x^{\alpha}, 0<\alpha \leq 1$, has the linear rate $N^{-\alpha}$ and the nonlinear rate $N^{-1}$ since $f^{\prime}(x)=\alpha x^{\alpha-1}$ is in $L^{1}(I)$. Similarly to the linear case, it can be checked that a converse result holds : if $f \in C([0,1])$ is such that

$$
\begin{equation*}
\sigma_{N}(f) \leq C N^{-1} \tag{12}
\end{equation*}
$$

where $\sigma_{N}(f)$ is the $L^{\infty}$ error of best approximation by adaptive piecewise constant functions on $N$ intervals, then $f$ is necessarily in $W^{1,1}$.

The above construction of an adaptive partition based on balancing the $L^{1}$ norm of $f^{\prime}$ is somehow theoretical, in the sense that it pre-assumes a certain amount of smoothness for $f$. A more realistic adaptive approximation algorithm should also operate on functions which are not in $W^{1,1}$. We shall describe two natural algorithms for building an adaptive partition. The first algorithm is sometimes known as adaptive splitting and was studied e.g. in [17]. In this algorithm, the partition is determined by a prescribed tolerance $\varepsilon>0$
which represents the accuracy that one wishes to achieve. Given a partition of $[0,1]$, and any interval $I_{k}$ of this partition, we split $I_{k}$ into two sub-intervals of equal size if $\left\|f-a_{I_{k}}(f)\right\|_{L^{\infty}\left(I_{k}\right)} \geq \varepsilon$ or leave it as such otherwise. Starting this procedure on the single $I=[0,1]$ and using a fixed tolerance $\varepsilon>0$ at each step, we end with an adaptive partition $\left(I_{1}, \cdots, I_{N}\right)$ with $N(\varepsilon)$ and a corresponding piecewise constant approximation $f_{N}$ with $N=N(\varepsilon)$ pieces such that $\left\|f-f_{N}\right\|_{L^{\infty}} \leq \varepsilon$. Note that we now have the restriction that the $I_{k}$ are dyadic intervals, i.e., intervals of the type $2^{-j}[n, n+1]$.

We now want to understand how the adaptive splitting algorithm behaves in comparison to the optimal partition. In particular, do we also have that $\left\|f-f_{N}\right\|_{L^{\infty}} \leq C N^{-1}$ when $f^{\prime} \in L^{1}$ ? The answer to this question turns out to be negative, but a slight strengthening of the smoothness assumption will be sufficient to ensure this convergence rate : we shall instead assume that the maximal function of $f^{\prime}$ is in $L^{1}$. We recall that the maximal function of a locally integrable function $g$ is defined by

$$
\begin{equation*}
M g(x):=\sup _{r>0}\left[\operatorname{vol}(B(x, r)]^{-1} \int_{B(x, r)}|g(t)| d t\right. \tag{13}
\end{equation*}
$$

It is known that $M g \in L^{p}$ if and only if $g \in L^{p}$ for $1<p<\infty$ and that $M g \in L^{1}$ if and only if $g \in L \log L$, i.e., $\int|g|+\int|g \log | g| |<\infty$. Therefore, the assumption that $M f^{\prime}$ is integrable is only slightly stronger than $f \in W^{1,1}$.

If $\left(I_{1}, \cdots, I_{N}\right)$ is the final partition, consider for each $k$ the interval $J_{k}$ which is the parent of $I_{k}$ in the splitting process, i.e., such that $I_{k} \subset J_{k}$ and $\left|J_{k}\right|=2\left|I_{K}\right|$. We therefore have

$$
\begin{equation*}
\varepsilon \leq\left\|f-a_{J_{k}}(f)\right\|_{L^{\infty}} \leq \int_{J_{k}}\left|f^{\prime}(t)\right| d t \tag{14}
\end{equation*}
$$

For all $x \in I_{k}$, the ball $B\left(x, 2\left|I_{k}\right|\right)$ contains $J_{k}$ and it follows therefore that

$$
\begin{equation*}
M f^{\prime}(x) \geq\left[\operatorname{vol}\left(B\left(x, 2\left|I_{k}\right|\right)\right]^{-1} \int_{B\left(x, 2\left|I_{k}\right|\right)}\left|f^{\prime}(t)\right| d t \geq\left[4\left|I_{k}\right|\right]^{-1} \varepsilon\right. \tag{15}
\end{equation*}
$$

which implies in turn

$$
\begin{equation*}
\int_{I_{k}} M f^{\prime}(t) d t \geq \varepsilon / 4 \tag{16}
\end{equation*}
$$

If $M f^{\prime}$ is integrable, this yields the estimate

$$
\begin{equation*}
N(\varepsilon) \leq 4 \varepsilon^{-1} \int_{0}^{1} M f^{\prime}(t) d t \tag{17}
\end{equation*}
$$

It follows that

$$
\begin{equation*}
\left\|f-f_{N}\right\|_{L^{\infty}} \leq C N^{-1} \tag{18}
\end{equation*}
$$

with $C=4 \int_{0}^{1} M f^{\prime}$. Note that in this case this is only a sufficient condition for the rate $N^{-1}$ (a simple smoothness condition which characterizes this rate is still unknown).

## 3 The Haar System and Thresholding

The second algorithm is based on thresholding the decomposition of $f$ in the simplest wavelet basis, namely the Haar system. The decomposition of a function $f$ defined on $[0,1]$ into the Haar system is illustrated on Figure 1. The first component in this decomposition is the average of $f$, i.e., the projection onto the constant function $\varphi=\chi_{[0,1]}$, i.e.,

$$
\begin{equation*}
P_{0} f=\langle f, \varphi\rangle \varphi . \tag{19}
\end{equation*}
$$

The approximation is then recursively refined into

$$
\begin{equation*}
P_{j} f=\sum_{k=0}^{2^{j}-1}\left\langle f, \varphi_{j, k}\right\rangle \varphi_{j, k} \tag{20}
\end{equation*}
$$

where $\varphi_{j, k}=2^{j / 2} \varphi\left(2^{j} \cdot-k\right)$, i.e., averages of $f$ on the intervals $I_{j, k}=$ $\left[2^{-j} k, 2^{-j}(k+1)\left[, k=0, \cdots, 2^{j}-1\right.\right.$. Clearly $P_{j} f$ is the $L^{2}$-orthogonal projection of $f$ onto the space $V_{j}$ of piecewise constant functions on the intervals $I_{j, k}, k=0, \cdots, 2^{j}-1$. The orthogonal complement $Q_{j} f=P_{j+1} f-P_{j} f$ is spanned by the basis functions

$$
\begin{equation*}
\psi_{j, k}=2^{j / 2} \psi\left(2^{j} \cdot-k\right), \quad k=0, \cdots, 2^{j}-1 \tag{21}
\end{equation*}
$$

where $\psi$ is 1 on $[0,1 / 2[,-1$ on $[1 / 2,1[$ and 0 elsewhere. By letting $j$ go to $+\infty$, we therefore obtain the expansion of $f$ into an orthonormal system of $L^{2}([0,1])$

$$
\begin{equation*}
f=\langle f, \varphi\rangle \varphi+\sum_{j \geq 0} \sum_{k=0}^{2^{j}-1}\left\langle f, \psi_{j, k}\right\rangle \psi_{j, k}=\sum_{\lambda} d_{\lambda} \psi_{\lambda} \tag{22}
\end{equation*}
$$

Here we use the notation $\psi_{\lambda}$ and $d_{\lambda}=\left\langle f, \psi_{\lambda}\right\rangle$ in order to concatenate the scale and space parameters $j$ and $k$ into one index $\lambda=(j, k)$, which varies in a suitable set $\nabla$, and to include the very first function $\varphi$ into the same notation. We shall keep track of the scale by using the notation

$$
\begin{equation*}
|\lambda|=j \tag{23}
\end{equation*}
$$

whenever the basis function $\psi_{\lambda}$ has resolution $2^{-j}$. This simple example is known as the Haar system since its introduction by Haar in 1909. Its main limitation is that it is based on piecewise constant functions which are discontinuous and only allow for approximation of low order accuracy. We shall remedy to this defect by using smoother wavelet bases in the next sections.

We can use wavelets in a rather trivial way to build linear approximations of a function $f$ since the projections of $f$ onto $V_{j}$ are given by

$$
\begin{equation*}
P_{j} f=\sum_{|\lambda|<j} \sum_{\lambda} d_{\lambda} \psi_{\lambda} . \tag{24}
\end{equation*}
$$



$$
+<\mathbf{f}, \Psi_{1,0}>\Psi_{1,0}+<\mathbf{f}, \Psi_{1,1}>\Psi_{1,1}
$$

$$
\cdots=<\mathbf{f}, \varphi>\varphi+\sum_{\mathbf{j}} \Sigma_{\mathbf{k}}<\mathbf{f}, \psi_{\mathrm{j}, \mathrm{k}}>\psi_{\mathrm{j}, \mathrm{k}}
$$

Figure 1. Decomposition into the Haar system

Such approximations simply correspond to the case $N=2^{j}$ using the linear projection onto piecewise constant function on a uniform partition of $N$ intervals, as studied in the previous section.

On the other hand, one can think of using only a restricted set of wavelet at each scale $j$ in order to build nonlinear adaptive approximations. A natural way to obtain such adaptive approximation is by thresholding, i.e., keeping only the largest contributions $d_{\lambda} \psi_{\lambda}$ in the wavelet expansion of $f$. Such a strategy will lead to an adaptive discretization of $f$ due to the fact that the size of wavelet coefficients $d_{\lambda}$ is influenced by the local smoothness of $f$. Indeed, if $f$ is simply bounded on the support $S_{\lambda}$ of $\psi_{\lambda}$, we have the obvious estimate

$$
\begin{equation*}
\left|d_{\lambda}\right|=\left|\left\langle f, \psi_{\lambda}\right\rangle\right| \leq \sup _{t \in S_{\lambda}}|f(t)| \int\left|\psi_{\lambda}\right|=2^{-|\lambda| / 2} \sup _{t \in S_{\lambda}}|f(t)| . \tag{25}
\end{equation*}
$$

On the other hand, if $f$ is continuously differentiable on $S_{\lambda}$, we can use the fact that $\int \psi_{\lambda}=0$ to write

$$
\begin{aligned}
\left|d_{\lambda}\right| & =\inf _{c \in \mathbb{R}}\left|\left\langle f-c, \psi_{\lambda}\right\rangle\right| \\
& \leq 2^{-|\lambda| / 2} \inf _{c \in \mathbb{R} \sup _{t \in S_{\lambda}}|f(t)-c|} \\
& \leq 2^{-|\lambda| / 2} \sup _{t, u \in S_{\lambda}}|f(t)-f(u)| \\
& \leq 2^{-3|\lambda| / 2} \sup _{t \in S_{\lambda}}\left|f^{\prime}(t)\right| .
\end{aligned}
$$

Note that if $f$ were not differentiable on $S_{\lambda}$ but simply Hölder continuous of exponent $\alpha \in] 0,1[$, a similar computation would yield the intermediate estimate $\left|d_{\lambda}\right| \leq C 2^{-(\alpha+1 / 2)|\lambda|}$. As in the case of Fourier coefficients, more smoothness implies a faster decay, yet a fundamental difference is that only local smoothness is involved in the wavelet estimates. Therefore, if $f$ is $C^{1}$ everywhere except at some isolated point $x$, the estimation of $\left|d_{\lambda}\right|$ by $2^{-3|\lambda| / 2}$ will only be lost for those $\lambda$ such that $x \in S_{\lambda}$. In that sense, multiscale
representations are better adapted than Fourier representations to concentrate the information contained in functions which are not uniformly smooth.

This is illustrated by the following example. We display on Figure 2 the function $f(x)=\sqrt{|\cos (2 \pi x)|}$, which has a cusp singularity at points $x=1 / 4$ and $x=3 / 4$, and which is discretized at resolution $2^{-13}$, in order to compute its coefficients in the Haar basis for $|\lambda|<13$. In order to visualize the effect of local smoothness on these coefficients, we display on Figure 3 the set of indices $\lambda=(j, k)$ such that $\left|d_{\lambda}\right|$ is larger than the threshold $\varepsilon=5 \times 10^{-3}$, measuring the spatial position of the wavelet $2^{-j} k$ in the $x$ axis and its scale level $j$ in the $y$ axis. We observe that for $j>4$, the coefficients above the threshold are only concentrated in the vicinity of the singularities. This is explained by the fact that the decay of the coefficients is governed by $\left|d_{\lambda}\right| \leq 2^{-3|\lambda| / 2} \sup _{t \in S_{\lambda}}\left|f^{\prime}(t)\right|$ in the regions of smoothness, while the estimate $\left|d_{\lambda}\right| \leq C 2^{-(\alpha+1 / 2)|\lambda|}$ with $\alpha=1 / 2$ will prevail near the singularities. Figure 4 displays the result of the reconstruction of $f$ using only this restricted set of wavelet coefficients,

$$
\begin{equation*}
f_{\varepsilon}=\sum_{\left|d_{\lambda}\right|>\varepsilon} d_{\lambda} \psi_{\lambda} \tag{26}
\end{equation*}
$$

and it reveals the spatial adaptivity of the thresholding operator: the approximation is automatically refined in the neighbourhood of the singularities where wavelet coefficients have been kept up to the resolution level $j=8$. In this example, we have kept the largest components $d_{\lambda} \psi_{\lambda}$ measured in the $L^{2}$ norm. This strategy is ideal to minimize the $L^{2}$ error of approximation for a prescribed number $N$ of preserved coefficients. If we are interested in the $L^{\infty}$ error, we shall rather choose to keep the largest components measured in the $L^{\infty}$ norm, i.e., the largest normalized coefficients $\left|d_{\lambda}\right| 2^{|\lambda| / 2}$.

Just as in the case of the adaptive splitting algorithm, we might want to understand how the partition obtained by wavelet thresholding behaves in comparison to the optimal partition. The answer is again that it is nearly optimal, however we leave this question aside since we shall provide much more general results on the performance of wavelet thresholding in $\S 4$. The wavelet approach to nonlinear approximation is particularly attractive for the following reason: in this approach, the nonlinearity is reduced to a very simple operation (thresholding according to the size of the coefficients), resulting in simple and efficient algorithms for dealing with many applications, as well as a relatively simple analysis of these applications.

## 4 Linear Uniform Approximation

We now address linear uniform approximation in more general terms. In order to improve on the rate $N^{-1}$ obtained with piecewise constant functions, one needs to introduce approximants with a higher degree of accuracy, such as splines or finite element spaces. In the case of linear uniform approximation,


Figure 2. The function $f(x)=\sqrt{|\cos (2 \pi x)|}$


Figure 3. Coefficients above threshold $\varepsilon=5 \times 10^{-3}$


Figure 4. Reconstruction from coefficients above threshold
these spaces consists of piecewise polynomial functions onto regular partitions $\mathcal{T}_{h}$ with uniform mesh size $h$. If $V_{h}$ is such a space discretizing a regular domain $\Omega \subset \mathbb{R}^{\mathrm{d}}$, its dimension is therefore of the same order as the number of balls of radius $h$ which are needed to cover $\Omega$, namely

$$
\begin{equation*}
N=\operatorname{dim}\left(V_{h}\right) \sim h^{-d} \tag{27}
\end{equation*}
$$

The approximation theory for such spaces is quite classical, see, e.g., [5], and can be summarized in the following way. If $W^{s, p}$ denotes the classical Sobolev space, consisting of those functions in $L^{p}$ such that $D^{\alpha} f \in L^{p}$ for $|\alpha| \leq s$, we typically have the error estimate

$$
\begin{equation*}
\inf _{g \in V_{h}}\|f-g\|_{W^{s, p}} \leq C h^{t}\|f\|_{W^{s+t, p}} \tag{28}
\end{equation*}
$$

provided that $V_{h}$ is contained in $W^{s, p}$ and that $V_{h}$ has approximation order larger than $s+t$, i.e., contains all polynomials of degree strictly less than $s+t$. In the particular case $s=0$, this gives

$$
\begin{equation*}
\inf _{g \in V_{h}}\|f-g\|_{L^{p}} \leq C h^{t}\|f\|_{W^{t, p}} \tag{29}
\end{equation*}
$$

Such classical results also hold for fractional smoothness. If we rewrite them in terms of the decay of the best approximation error with respect to the number of parameters, we therefore obtain that if $X=W^{s, p}$, we have

$$
\begin{equation*}
\sigma_{N}(f) \leq C N^{-t / d} \tag{30}
\end{equation*}
$$

provided that $f$ has $t$ additional derivatives in the metric $L^{p}$ compared to the general functions in $X$. Therefore, the compromise between the $L^{p}$ or $W^{s, p}$ approximation error and the number of parameters is governed by the approximation order of the $V_{h}$ spaces, the dimension $d$ and the level of smoothness of $f$ measured in $L^{p}$. Such approximation results can be understood at a very basic and intuitive level: if $V_{h}$ contains polynomials of degree $t-1$, we can think of the approximation of $f$ as a close substitute to its Taylor expansion $f_{K}$ at this order on each element $K \in \mathcal{T}_{h}$, which has accuracy $h^{t}\left|D^{t} f\right|$, and (29) can then be thought as the integrated version of this local error estimate.

At this stage it is interesting to look at linear approximation from the angle of multiscale decompositions into wavelet bases. Such bases are generalizations of the Haar system which was discussed in the previous section, and we shall first recall their main features (see [14] and [6] for more details). They are associated with multiresolution approximation spaces $\left(V_{j}\right)_{j \geq 0}$ such that $V_{j} \subset$ $V_{j+1}$ and $V_{j}$ is generated by a local basis $\left(\varphi_{\lambda}\right)_{|\lambda|=j}$. By local we mean that the supports are controlled by

$$
\begin{equation*}
\operatorname{diam}\left(\operatorname{supp}\left(\varphi_{\lambda}\right)\right) \leq C 2^{-j} \tag{31}
\end{equation*}
$$

if $\lambda \in \Gamma_{j}$ and are "almost disjoint" in the sense that

$$
\begin{equation*}
\#\left\{\mu \in \Gamma_{j} \text { s.t. } \operatorname{supp}\left(\varphi_{\lambda}\right) \cap \operatorname{supp}\left(\varphi_{\mu}\right) \neq \emptyset\right\} \leq C \tag{32}
\end{equation*}
$$

with $C$ independent of $\lambda$ and $j$. Such spaces can be built in particular as nested finite element spaces $V_{j}=V_{h_{j}}$ with mesh size $h_{j} \approx 2^{-j}$ in which case $\left(\varphi_{\lambda}\right)_{|\lambda|=j}$ is the classical nodal basis. Just as in the case of the Haar system, a complement space $W_{j}$ of $V_{j}$ into $V_{j+1}$ is generated by a similar local basis $\left(\psi_{\lambda}\right)_{|\lambda|=j}$. The full multiscale wavelet basis $\left(\psi_{\lambda}\right)$, allows us to expand an arbitrary function $f$ with the convention that we incorporate the functions $\left(\varphi_{\lambda}\right)_{|\lambda|=0}$ into the first "layer" $\left(\psi_{\lambda}\right)_{|\lambda|=0}$. In the standard constructions of wavelets on the euclidean space $\mathbb{R}^{\mathrm{d}}$, the scaling functions have the form $\varphi_{\lambda}=$ $\varphi_{j, k}=2^{j d / 2} \varphi\left(2^{j} .-k\right), k \in \mathbb{Z}^{\mathrm{d}}$ and similarly for the wavelets, so that $\lambda=(j, k)$. In the case of a general domain $\Omega \in \mathbb{R}^{\mathrm{d}}$, special adaptations of the basis functions are required near the boundary $\partial \Omega$, which are accounted in the general notations $\lambda$. Wavelets need not be orthonormal, but one often requires that they constitute a Riesz basis of $L^{2}(\Omega)$, i.e., their finite linear combinations are dense in $L^{2}$ and for all sequences $\left(d_{\lambda}\right)$ we have the norm equivalence

$$
\begin{equation*}
\left\|\sum_{\lambda} d_{\lambda} \psi_{\lambda}\right\|_{L^{2}}^{2} \sim \sum_{\lambda}\left|d_{\lambda}\right|^{2} \tag{33}
\end{equation*}
$$

In such a case, the coefficients $d_{\lambda}$ in the expansion of $f$ are obtained by an inner product $d_{\lambda}=\left\langle f, \tilde{\psi}_{\lambda}\right\rangle$, where the dual wavelet $\tilde{\psi}_{\lambda}$ is an $L^{2}$-function. In the standard biorthogonal constructions, the dual wavelet system $\left(\tilde{\psi}_{\lambda}\right)$ is also built from nested spaces $\tilde{V}_{j}$ and has similar local support properties as the primal wavelets $\psi_{\lambda}$. The practical advantage of such a setting is the possibility
of "switching" between the "standard" (or "nodal") discretization of $f \in V_{j}$ in the basis $\left(\varphi_{\lambda}\right)_{|\lambda|=j}$ and its "multiscale" representation in the basis $\left(\psi_{\lambda}\right)_{|\lambda|<j}$ by means of fast $\mathcal{O}(N)$ decomposition and reconstruction algorithms, where $N \sim 2^{d j}$ denotes the dimension of $V_{j}$ in the case where $\Omega$ is bounded.

Multiscale approximations and decompositions into wavelet bases will provide a slightly stronger statement of the linear approximation results, due to the possibility of characterizing the smoothness of a function $f$ through the numerical properties of its multiscale decomposition. In the case of Sobolev spaces $H^{s}=W^{s, 2}$, this characterization has the form of the following norm equivalence

$$
\begin{equation*}
\|f\|_{H^{s}}^{2} \sim\left\|P_{0} f\right\|_{L^{2}}^{2}+\sum_{j \geq 0} 2^{2 s j}\left\|Q_{j} f\right\|_{L^{2}}^{2} \tag{34}
\end{equation*}
$$

where $P_{j} f=\sum_{|\lambda|<j} d_{\lambda} \psi_{\lambda}$ and $Q_{j} f=P_{j+1} f-P_{j} f=\sum_{|\lambda|<j} d_{\lambda} \psi_{\lambda}$ are respectively the biorthogonal projectors onto $V_{j}$ and $W_{j}$. Such a norm equivalence should at least be understood at the intuitive level as a close substitute to the Fourier characterization

$$
\begin{equation*}
\|f\|_{H^{s}}^{2} \sim \int\left(1+|\omega|^{2 s}\right)|\hat{f}(\omega)|^{2} d \omega \tag{35}
\end{equation*}
$$

where the weight $\left(1+|\omega|^{2 s}\right)$ plays an analogous role as $2^{2 s j}$ in (34). Note that in the particular case where $V_{j}$ is the space of functions such that $\hat{f}$ is supported in $\left[-2^{j}, 2^{j}\right]$ and $P_{j}$ the orthogonal projector, we directly obtain

$$
\begin{aligned}
\|f\|_{H^{s}}^{2} & \sim \int\left(1+|\omega|^{2 s}\right)|\hat{f}(\omega)|^{2} d \omega \\
& =\int_{|\omega|<1}\left(1+|\omega|^{2 s}\right)|\hat{f}(\omega)|^{2}+\sum_{j \geq 0} \int_{2^{j}<|\omega|<2^{j+1}}\left(1+|\omega|^{2 s}\right)|\hat{f}(\omega)|^{2} \\
& \sim \int_{|\omega|<1}|\hat{f}(\omega)|^{2}+\sum_{j \geq 0} 2^{2 s j} \int_{2^{j}<|\omega|<2^{j+1}}|\hat{f}(\omega)|^{2} \\
& \sim\left\|P_{0} f\right\|_{L^{2}}^{2}+\sum_{j \geq 0} 2^{2 s j}\left\|Q_{j} f\right\|_{L^{2}}^{2} .
\end{aligned}
$$

We next remark that $Q_{j}$ can be replaced by $I-P_{j}$ in (34), in the sense that we also have

$$
\begin{equation*}
\|f\|_{H^{s}}^{2} \sim\left\|P_{0} f\right\|_{L^{2}}^{2}+\sum_{j \geq 0} 2^{2 s j}\left\|f-P_{j} f\right\|_{L^{2}}^{2} \tag{36}
\end{equation*}
$$

In order to prove this, we need to compare the right hand side of (34) and (36). In one direction we obviously have

$$
\begin{equation*}
\left\|Q_{j} f\right\| \leq\left\|f-P_{j} f\right\|+\left\|f-P_{j+1} f\right\| \tag{37}
\end{equation*}
$$

which is sufficient to control the r.h.s. of (34) by the r.h.s. of (36). In the other direction we use

$$
\begin{equation*}
\left\|f-P_{j} f\right\| \leq \sum_{l \geq j}\left\|Q_{l} f\right\| \tag{38}
\end{equation*}
$$

and conclude by the discrete Hardy inequality which states that if $\left(a_{j}\right)$ is a positive sequence and $b_{j}:=\sum_{l \geq j} a_{j}$, then for all $s>0$ and $p>0$

$$
\begin{equation*}
\left\|\left(2^{s j} b_{j}\right)\right\|_{\ell^{p}} \leq C(s, p)\left\|\left(2^{s j} a_{j}\right)\right\|_{\ell^{p}} \tag{39}
\end{equation*}
$$

The norm equivalence (36) show that $f \in H^{s}$ is exactly equivalent to the property that

$$
\begin{equation*}
\left(2^{s j} \inf _{g \in V_{j}}\|f-g\|_{L^{2}}\right)_{j \geq 0} \in \ell^{2} \tag{40}
\end{equation*}
$$

which is a slight improvement over the approximation rate

$$
\begin{equation*}
\inf _{g \in V_{j}}\|f-g\|_{L^{2}} \leq C 2^{-s j} \tag{41}
\end{equation*}
$$

which would be a re-expression of (29). In order to provide a similar statement for more general $L^{p}$ approximation, one needs to introduce the Besov spaces $B_{p, q}^{s}$ which measure smoothness of order $s>0$ in $L^{p}$ according to

$$
\begin{equation*}
\|f\|_{B_{p, q}^{s}}:=\|f\|_{L^{p}}+\left\|\left(2^{s j} \omega_{m}\left(f, 2^{-j}\right)_{p}\right)_{j \geq 0}\right\|_{\ell^{q}} \tag{42}
\end{equation*}
$$

where

$$
\omega_{m}(f, t)_{p}:=\sup _{|h| \leq t}\left\|\Delta_{h}^{m} f\right\|_{L^{p}}=\sup _{|h| \leq t}\left\|\sum_{k=0}^{m}\binom{m}{k}(-1)^{k} f(\cdot-k h)\right\|_{L^{p}}
$$

is the $m$-th order $L^{p}$ modulus of smoothness and $m$ is any integer strictly larger than $s$. Recall that we have $H^{s} \sim B_{2,2}^{s}$ for all $s>0, C^{s} \sim B_{\infty, \infty}^{s}$ and $W^{s, p} \sim B_{p, p}^{s}$ for all non-integer $s>0$ and $p \neq 2$. For such classes, the norm equivalences which generalize (34) and (36) have the form

$$
\begin{align*}
\|f\|_{B_{p, q}^{s}} & \sim\left\|P_{0} f\right\|_{L^{p}}+\left\|\left(2^{s j}\left\|Q_{j} f\right\|_{L^{p}}\right)_{j \geq 0}\right\|_{\ell^{q}}  \tag{43}\\
& \sim\left\|P_{0} f\right\|_{L^{p}}+\left\|\left(2^{s j}\left\|f-P_{j} f\right\|_{L^{p}}\right)_{j \geq 0}\right\|_{\ell^{q}} .
\end{align*}
$$

Such norm equivalences reflect the intuitive idea that the linear approximation error $\left\|f-P_{j} f\right\|_{L^{p}}$ decays like $\mathcal{O}\left(2^{-s j}\right)$ or $\mathcal{O}\left(N^{-s / d}\right)$ provided that $f$ has " $s$ derivatives in $L^{p "}$. Their are essentially valid under the restriction that the wavelet $\psi_{\lambda}$ itself has slightly more than $s$ derivative in $L^{p}$. We refer to [6] for the general mechanism which allows us to prove these results, based on direct and inverse estimates as well as interpolation theory.

Finally, we can re-express these norm equivalences in terms of wavelet coefficients: using the local properties of wavelet bases, we have at each level the norm equivalence

$$
\begin{equation*}
\left\|Q_{j} f\right\|_{L^{p}}^{p} \sim \sum_{|\lambda|=j}\left\|d_{\lambda} \psi_{\lambda}\right\|_{L^{p}}^{p} \sim \sum_{|\lambda|=j} 2^{d(p / 2-1)|\lambda|}\left|d_{\lambda}\right|^{p} \tag{44}
\end{equation*}
$$

which in combination with (43) yields

$$
\begin{equation*}
\|f\|_{B_{p, q}^{s}} \sim\left\|\left(2^{(s+d / 2-d / p) j}\left\|\left(d_{\lambda}\right)_{|\lambda|=j}\right\|_{\ell^{p}}\right)_{j \geq 0}\right\|_{\ell q} . \tag{45}
\end{equation*}
$$

## 5 Nonlinear Adaptive Approximation

Let us now turn to nonlinear adaptive approximation, with a special focus on $N$-term approximation in a wavelet basis: denoting by

$$
\begin{equation*}
S_{N}:=\left\{\sum_{\lambda \in E} c_{\lambda} \psi_{\lambda} ; \#(E) \leq N\right\} \tag{46}
\end{equation*}
$$

the set of all possible $N$-term combinations of wavelets, we are interested in the behaviour of $\sigma_{N}(f)$ as defined in (1) for some given error norm $X$. We first consider the case $X=L^{2}$ and assume for simplicity that the $\psi_{\lambda}$ constitute an orthonormal basis. In this case, it is a straightforward computation that the best $N$-term approximation of a function $f$ is achieved by its truncated expansion

$$
\begin{equation*}
f_{N}:=\sum_{\lambda \in E_{N}(f)} d_{\lambda} \psi_{\lambda}, \tag{47}
\end{equation*}
$$

where $E_{N}(f)$ contains the indices corresponding to the $N$ largest $\left|f_{\lambda}\right|$. The approximation error is thus given by

$$
\begin{equation*}
\sigma_{N}(f)=\left\|f-f_{N}\right\|_{L^{2}}=\left(\sum_{\lambda \notin E_{N}(f)}\left|d_{\lambda}\right|^{2}\right)^{1 / 2}=\left(\sum_{n \geq N} d_{n}^{2}\right)^{1 / 2} \tag{48}
\end{equation*}
$$

where $\left(d_{n}\right)_{n \geq 0}$ is defined as the decreasing rearrangement of the $\left|d_{\lambda}\right|, \lambda \in \nabla$ (i.e., $d_{n-1}$ is the $n$-th largest $\left|d_{\lambda}\right|$ ).

Consider now the Besov spaces $B_{\tau, \tau}^{s}$ where $s>0$ and $\tau$ are linked by $1 / \tau=1 / 2+s / d$. According to the norm equivalence (45) we note that these space are simply characterized by

$$
\begin{equation*}
\|f\|_{B_{\tau, \tau}^{s}} \sim\left\|\left(d_{\lambda}\right)_{\lambda \in \nabla}\right\|_{\ell^{\tau}} \tag{49}
\end{equation*}
$$

Thus if $f \in B_{\tau, \tau}^{s}$, we find that the decreasing rearrangement $\left(d_{n}\right)_{n \geq 0}$ satisfies

$$
\begin{equation*}
n d_{n}^{\tau} \leq \sum_{k=0}^{n-1} d_{k}^{\tau} \leq \sum_{k \geq 0} d_{k}^{\tau}=\sum_{\lambda \in \nabla} d_{\lambda}^{\tau} \leq C\|f\|_{B_{\tau, \tau}^{s}}^{\tau}<+\infty \tag{50}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
d_{n} \leq C n^{-1 / \tau}\|f\|_{B_{\tau, \tau}^{s}} . \tag{51}
\end{equation*}
$$

It follows that the approximation error is bounded by

$$
\begin{equation*}
\sigma_{N}(f) \leq C\|f\|_{B_{\tau, \tau}^{s}}\left(\sum_{n \geq N} n^{-\frac{2}{\tau}}\right)^{1 / 2} \leq C N^{\frac{1}{2}-\frac{1}{\tau}}\|f\|_{B_{\tau, \tau}^{s}}=C N^{-s / d}\|f\|_{B_{\tau, \tau}^{s}} \tag{52}
\end{equation*}
$$

At this stage let us make some remarks:

- As it was previously noticed, the rate $N^{-s / d}$ can be achieved by linear approximation for functions having $s$ derivative in $L^{2}$, i.e., functions in $H^{s}$. Just as in the simple example of $\S 2$, the gain in switching to nonlinear approximation is in that the class $B_{\tau, \tau}^{s}$ is larger than $H^{s}$. In particular $B_{\tau, \tau}^{s}$ contains discontinuous functions for arbitrarily large values of $s$ while functions in $H^{s}$ are necessarily continuous if $s>d / 2$.
- The rate (52) is implied by $f \in B_{\tau, \tau}^{s}$. On the other hand it is easy to check that (52) is equivalent to the property (51), which is itself equivalent to the property that the sequence $\left(d_{\lambda}\right)_{\lambda \in \nabla}$ is in the weak space $\ell_{w}^{\tau}$, i.e.,

$$
\begin{equation*}
\#\left\{\lambda \text { s.t. }\left|d_{\lambda}\right| \geq \varepsilon\right\} \leq C \varepsilon^{-\tau} . \tag{53}
\end{equation*}
$$

This shows that the property $f \in B_{\tau, \tau}^{s}$ is almost equivalent to the rate (52). One can easily check that the exact characterization of $B_{\tau, \tau}^{s}$ is by the stronger property $\sum_{N \geq 0}\left(N^{s / d} \sigma_{N}(f)\right)^{\tau} N^{-1}<+\infty$.

- The space $B_{\tau, \tau}^{s}$ is critically embedded in $L^{2}$ in the sense that the injection is not compact. This can be viewed as an instance of the Sobolev embedding theorem, or directly checked in terms of the non-compact embedding of $\ell^{\tau}$ into $\ell^{2}$ when $\tau \leq 2$. In particular $B_{\tau, \tau}^{s}$ is not contained in any Sobolev space $H^{s}$ for $s>0$. Therefore, no convergence rate can be expected for linear approximation of functions in $B_{\tau, \tau}^{s}$.


Figure 5. Pictorial interpretation of nonlinear vs linear approximation

The general theory of nonlinear wavelet approximation developed by DeVore and its collaborators extends these results to various error norms, for
which the analysis is far more difficult than for the $L^{2}$ norm. This theory is fully detailed in [15], and we would like to summarize it by stressing on three main types of results, the two first answering respectively to problems 1 and 2 described in the introduction.

Approximation and smoothness spaces. Given an error norm $\|\cdot\|_{X}$ corresponding to some smoothness space in $d$-dimension, the space $Y$ of those functions such that $\sigma_{N}(f)=\operatorname{dist}_{X}\left(f, S_{N}\right) \leq C N^{-t / d}$ has a typical description in terms of another smoothness space. Typically, if $X$ represents $s$ order of smoothness in $L^{p}, Y$ will represent $s+t$ order of smoothness in $L^{\tau}$ with $1 / \tau=1 / p+t / d$ and its injection in $X$ is not compact. This generic result has a graphical interpretation displayed on Figure 5. On this figure, a point $(s, 1 / p)$ represents function spaces with smoothness $r$ in $L^{p}$, and the point $Y$ sits $s$ level of smoothness above $X$ on the critical embedding line of slope $d$ emanating from $X$. Of course in order to obtain rigorous results, one needs to specify for each case the exact meaning of " $s$ derivative in $L^{p}$ " and/or slightly modify the property $\sigma_{N}(f) \leq C N^{-t / d}$. For instance, if $X=L^{p}$ for some $p \in] 1, \infty\left[\right.$, then $f \in B_{\tau, \tau}^{s}=Y$ with $1 / \tau=1 / p+t / d$ if and only if $\sum_{N \geq 0}\left[N^{t / d} \sigma_{N}(f)\right]^{\tau} N^{-1}<+\infty$. One also needs to assume that the wavelet basis has enough smoothness, since it should at least be contained in $Y$.

Realization of a near-best approximation. For various error metric $X$, a near-best approximation of $f$ in $S_{N}$ is achieved by $f_{N}:=\sum_{\lambda \in \Lambda_{N}(f)} d_{\lambda} \psi_{\lambda}$ where $d_{\lambda}:=\left\langle f, \tilde{\psi}_{\lambda}\right\rangle$ are the wavelet coefficients of $f$ and $\Lambda_{N}(f)$ is the set of indices corresponding to the $N$ largest contributions $\left\|d_{\lambda} \psi_{\lambda}\right\|_{X}$. This fact is rather easy to prove when $X$ is itself a Besov space, by using (45). A much more elaborate result is that it is also true for spaces such as $L^{p}$ and $W^{m, p}$ for $1<p<+\infty$, and for the Hardy spaces $H^{p}$ when $p \leq 1$ (see [21]).

Connections with other types of nonlinear approximation. In the univariate setting, the smoothness spaces $Y$ characterized by a certain rate of nonlinear approximation in $X$ are essentially the same if we replace $N$-term combinations of wavelets by splines with $N$ free knots or by rational functions of degree $N$. The similarity between wavelets and free knot splines is intuitive since both methods allow the same kind of adaptive refinement, either by inserting knots or by adding wavelet components at finer scales. The similarities between free knot splines and rational approximation were elucidated by Petrushev in [19]. However, the equivalence between wavelets and these other types of approximation is no longer valid in the multivariate context (see $\S 7$ ). Also closely related to $N$-term approximations are adaptive splitting procedures, which are generalizations of the splitting procedure proposed in §2 to higher order piecewise polynomial approximation (see e.g. [17] and [15]). Such procedures typically aim at equilibrating the local error $\left\|f-f_{N}\right\|_{L^{p}}$ on each element of the adaptive partition. In the case of the example of $\S 2$, we
remark that the piecewise constant approximation resulting from the adaptive splitting procedure can always be viewed as an $N$-term approximation in the Haar system, in which the involved coefficients have a certain tree structure: if $\lambda=(j, k)$ is used in the approximation, then $(j-1,[k / 2])$ is also used at the previous coarser level. Therefore the performances of adaptive splitting approximation is essentially equivalent to those of $N$-term approximation with the additional tree structure restriction. These performances have been studied in [10] where it is shown that the tree structure restriction does not affect the order $N^{-s / d}$ of $N$-term approximation in $X \sim(1 / p, r)$ if the space $Y \sim(1 / \tau, r+s)$ is replaced by $\tilde{Y} \sim(1 / \tilde{\tau}, r+s)$ with $1 / \tilde{\tau}<1 / \tau=1 / p+s / d$.

## 6 Data Compression

There exist many interesting applications of wavelets to signal processing and we refer to [18] for a detailed overview. In this section and in the following one, we would like to discuss two applications which exploit the fact that certain signals - in particular images - have a sparse representation into wavelet bases. Nonlinear approximation theory allows us to "quantify" the level of sparsity in terms of the decay of the error of $N$-terms approximation.

On a mathematical point of view, the $N$-term approximation of a signal $f$ can already be viewed as a "compression" algorithm since we are reducing the number of degrees of freedom which represent $f$. However, practical compression means that the approximation of $f$ is represented by a finite number of bits. Wavelet-based compression algorithms are a particular case of transform coding algorithms which have the following general structure:

- Transformation: the original signal $f$ is transformed into its representation $\mathbf{d}$ (in our case of interest, the wavelet coefficients $\mathbf{d}=\left(d_{\lambda}\right)$ ) by an invertible transform $\mathcal{R}$.
- Quantization: the representation $\mathbf{d}$ is replaced by an approximation $\tilde{\mathbf{d}}$ which can only take a finite number of values. This approximation can be encoded with a finite number of bits.
- Reconstruction: from the encoded signal, one can reconstruct $\tilde{\mathbf{d}}$ and therefore an approximation $\tilde{f}=\mathcal{R}^{-1} \tilde{\mathbf{d}}$ of the original signal $f$.

Therefore, a key issue is the development of appropriate quantization strategies for the wavelet representation and the analysis of the error produced by quantizing the wavelet coefficients. Such strategies should in some sense minimize the distorsion $\|f-\tilde{f}\|_{X}$ for a prescribed number of bits $N$ and error metric $X$. Of course this program only makes sense if we refer to a certain modelization of the signal: in a deterministic context, one considers the error $\sup _{f \in Y}\|f-\tilde{f}\|_{X}$ for a given class $Y$, while in a stochastic context, one considers the error $E\left(\|f-\tilde{f}\|_{X}\right)$ where the expectation is over the realizations $f$ of a stochastic process. In the following we shall indicate some results in the deterministic context.

We shall discuss here the simple case of scalar quantization which amounts to quantizing independently the coefficients $d_{\lambda}$ into approximations $\tilde{d}_{\lambda}$ in order to produce $\tilde{\mathbf{d}}$. Similarly to the distinction between linear and nonlinear approximation, we can distinguish between two types of quantization strategies:

- Non-adaptive quantization: the map $d_{\lambda} \mapsto \tilde{d}_{\lambda}$ and the number of bits which is used to represent $d_{\lambda}$ depend only on the index $\lambda$. In practice they typically depend on the scale level $|\lambda|$ : less bits are allocated to the fine scale coefficients which have smaller values than the coarse scale coefficients in an averaged sense.
- Adaptive quantization: the map $d_{\lambda} \mapsto \tilde{d}_{\lambda}$ and the number of bits which is used to represent $d_{\lambda}$ depend both of $\lambda$ and of the amplitude value $\left|d_{\lambda}\right|$. In practice they typically depend on $\left|d_{\lambda}\right|$ only: more bits are allocated to the large coefficients which correspond to different indices from one signal to another.

The second strategy is clearly more appropriate in order to exploit the sparsity of the wavelet representation, since a large number of bits will be used only for a small number of numerically significant coefficients. In order to analyze this idea more precisely, let us consider the following specific strategy: for a fixed $\varepsilon>0$, we affect no bits to the details such that $\left|d_{\lambda}\right| \leq \varepsilon$ by setting $\tilde{d}_{\lambda}=0$, which amount in thresholding them, and we affect $j$ bits to a detail such that $2^{j-1} \varepsilon<\left|d_{\lambda}\right| \leq 2^{j} \varepsilon$. By choosing the $2^{j}$ values of $\tilde{d}_{\lambda}$ uniformly in the range $]-2^{j} \varepsilon,-2^{j-1} \varepsilon[\cup] 2^{j-1} \varepsilon, 2^{j} \varepsilon[$, we thus ensure that for all $\lambda$

$$
\begin{equation*}
\left|d_{\lambda}-\tilde{d}_{\lambda}\right| \leq \varepsilon \tag{54}
\end{equation*}
$$

If we measure the error in $X=L^{2}$, assuming the $\left\{\psi_{\lambda}\right\}$ to form a Riesz basis, we find that

$$
\begin{equation*}
\|f-\tilde{f}\|^{2}=\sum_{\lambda \in \nabla}\left|d_{\lambda}-\tilde{d}_{\lambda}\right|^{2} \leq \varepsilon^{2} \#\left\{\lambda \text { s.t. }\left|d_{\lambda}\right| \geq \varepsilon\right\}+\sum_{\left|d_{\lambda}\right| \leq \varepsilon}\left|d_{\lambda}\right|^{2} . \tag{55}
\end{equation*}
$$

Note that the second term is simply the error of nonlinear approximation by thresholding at the level $\varepsilon$, while the first term corresponds to the effect of quantizing the significant coefficients.

Let us now assume that the class of signals $Y$ has a sparse wavelet representation in the sense that there exists $\tau \leq 2$ and $C>0$ such that for all $f \in Y$ we have $\mathbf{d}=\left(d_{\lambda}\right)_{\lambda \in \nabla} \in \ell_{w}^{\tau}(\nabla)$, with $\|\mathbf{d}\|_{\ell_{w}^{\tau}} \leq C$, i.e.,

$$
\begin{equation*}
\sup _{f \in Y} \#\left\{\lambda \text { s.t. }\left|d_{\lambda}\right| \geq \eta\right\} \leq C \eta^{-\tau} \tag{56}
\end{equation*}
$$

We have seen in the previous section that this property is satisfied when $\|f\|_{B_{\tau, \tau}^{s}} \leq C$ for all $f \in Y$ with $1 / \tau=1 / 2+s / d$ and that it is equivalent to the nonlinear approximation property $\sigma_{N} \leq C N^{-s / d}$. Using (56), we can
estimate both terms in (55) as follows: for the quantization term, we simply obtain

$$
\begin{equation*}
\varepsilon^{2} \#\left\{\lambda \text { s.t. }\left|d_{\lambda}\right| \geq \varepsilon\right\} \leq C \varepsilon^{2-\tau}, \tag{57}
\end{equation*}
$$

while for the thresholding term we have

$$
\begin{equation*}
\sum_{\left|d_{\lambda}\right| \leq \varepsilon}\left|d_{\lambda}\right|^{2} \leq \sum_{j \geq 0} 2^{-2 j} \varepsilon^{2} \#\left\{\lambda \text { s.t. }\left|d_{\lambda}\right| \geq \varepsilon 2^{-j-1}\right\} \leq C \varepsilon^{2-\tau} \tag{58}
\end{equation*}
$$

Therefore we find that the compression error is estimated by $C \varepsilon^{1-\tau / 2}$. We can also estimate the number of bits $N_{q}$ which are used to quantize the $d_{\lambda}$ according to

$$
\begin{equation*}
N_{q}=\sum_{j>0} j \#\left\{\lambda \text { s.t. } 2^{j-1} \varepsilon<\left|d_{\lambda}\right| \leq 2^{j} \varepsilon\right\} \leq C \varepsilon^{-\tau} \sum_{j>0} j 2^{-\tau j} \leq C \varepsilon^{-\tau} \tag{59}
\end{equation*}
$$

Comparing $N_{q}$ and the compression error, we find the striking result that

$$
\begin{equation*}
\|f-\tilde{f}\|_{L^{2}} \leq C N_{q}^{(1-\tau / 2) / \tau}=C N_{q}^{-s / d} \tag{60}
\end{equation*}
$$

At the first sight, it seems that we obtain with only $N$ bits the same rate as for nonlinear approximation which requires $N$ real coefficients. However, a specific additional difficulty of adaptive quantization is that we also need to encode the addresses $\lambda$ such that $2^{j-1} \varepsilon<\left|d_{\lambda}\right| \leq 2^{j} \varepsilon$. The bit cost $N_{a}$ of this addressing can be significantly close to $N_{q}$ or even higher. If the class of signals is modelized by (56), we actually find that $N_{a}$ is infinite since the large coefficients could be located anywhere. In order to have $N_{a} \leq C \varepsilon^{-\tau}$ as well, and thus obtain the desired estimate $\|f-\tilde{f}\|_{L^{2}} \leq C N^{-s / d}$ with $N=N_{q}+N_{a}$, it is necessary to make some little additional assumption on $Y$ that restricts the location of the large coefficients and to develop a suitable addressing strategy. The most efficient wavelet-compression algorithms, such as the one introduced in [20] (and further developed in the compression standard JPEG 2000), typically apply addressing strategies based on tree structures within the indices $\lambda$. We also refer to [10] where it is proved that such strategy allow us to recover optimal rate/distorsion bounds - i.e., optimal behaviours of the compression error with respect to the number of bits $N$ - for various deterministic classes $Y$ modelizing the signals.

In practice such results can only be observed for a certain range of $N$, since the original itself is most often given by a finite number of bits $N_{o}$, e.g. a digital image. Therefore modelizing the signal by a function class and deriving rate/distorsion bounds from this modelization is usually relevant only for low bit rate $N \ll N_{o}$, i.e., high compression ratio. One should then of course address the questions of "what are the natural deterministic classes which model real signals" and "what can one say about the sparsity of wavelet representations for these classes". An interesting example is given by real images which are often modelized by the space $B V$ of functions with bounded variation. This function space represents functions which have one order of smoothness
in $L^{1}$ in the sense that their gradient is a finite measure. This includes in particular functions of the type $\chi_{\Omega}$ for domains $\Omega$ with boundaries of finite length. In [11] it is proved that the wavelet coefficients of a function $f \in B V$ are sparse in the sense that they are in $\ell_{w}^{1}$. This allows us to expect a nonlinear approximation error in $N^{-1 / 2}$ for images, and a similar rate for compression provided that we can handle the addressing with a reasonable number of bits. The last task turns out to be feasible, thanks to some additional properties, such as the $L^{\infty}$-boundedness of images.

## 7 Statistical Estimation

In recent years, wavelet-based thresholding methods have been widely applied to a large range of problems in statistics - density estimation, white noise removal, nonparametric regression, diffusion estimation - since the pioneering work of Donoho, Johnstone, Kerkyacharian and Picard (see e.g. [16]). In some sense the growing interest for thresholding strategies represent a significant "switch" from linear to nonlinear/adaptive methods. Here we shall consider the simple white noise model, i.e., given a function $f(t)$ we observe on $[0,1]$

$$
\begin{equation*}
d g(t)=f(t) d t+\varepsilon d w(t) \tag{61}
\end{equation*}
$$

where $w(t)$ is a Brownian motion. In other words, we observe the function $f$ with an additive white gaussian noise of variance $\varepsilon^{2}$. This model can of course be generalized to higher dimension. We are now interested in constructing an estimator $\tilde{f}$ from the data $g$. The most common measure of the estimation error is in the mean square sense: assuming that $f \in L^{2}$ we are interested in the quantity $E\left(\|\tilde{f}-f\|_{L^{2}}^{2}\right)$. Similarly to data compression, the design of an optimal estimation procedure in order to minimize the mean square error is relative to a specific modelization of the signal $f$ either by a deterministic class $Y$ or by a stochastic process.

Linear estimation methods define $\hat{f}$ by applying a linear operator to $g$. In many practical situations this operator is translation invariant and amounts to a filtering procedure, i.e., $\tilde{f}=h * g$. For example, in the case of a second order stationary process, the Wiener filter gives an optimal solution in terms of $\hat{h}(\omega):=\hat{r}(\omega) /\left(\hat{r}(\omega)+\varepsilon^{2}\right)$ where $\hat{r}(\omega)$ is the power spectrum of $f$, i.e., the Fourier transform of $r(u):=E(f(t) f(t+u))$. Another frequently used linear method is by projection on some finite dimensional subspace $V$, i.e., $\tilde{f}=P g=\sum_{n=0}^{N}\left\langle g, \tilde{e}_{n}\right\rangle e_{n}$, where $\left(e_{n}, \tilde{e}_{n}\right)_{n=1, \cdots, N}$ are a biorthogonal basis system for $V$ and $N:=\operatorname{dim}(V)$. In this case, using the fact that $E(\tilde{f})=P f$ we can estimate the error as follows:

$$
\begin{aligned}
E\left(\|\tilde{f}-f\|_{L^{2}}^{2}\right) & =E\left(\|P f-f\|^{2}\right)+E\left(\|P(g-f)\|^{2}\right) \\
& \leq E\left(\|P f-f\|^{2}\right)+C N \varepsilon^{2}
\end{aligned}
$$

If $P$ is an orthonormal projection, we can assume that $e_{n}=\tilde{e}_{n}$ is an orthonormal basis so that $E\left(\|P(g-f)\|^{2}\right)=\sum_{n} E\left(\left|\left\langle f-g, e_{n}\right\rangle\right|^{2}\right)=\sum_{n} \varepsilon^{2}$, and
therefore the above constant $C$ is equal to 1 . Otherwise this constant depends on the "angle" of the projection $P$. In the above estimation, the first term $E\left(\|P f-f\|^{2}\right)$ is the bias of the estimator. It reflects the approximation property of the space $V$ for the model, and typically decreases with the dimension of $V$. Note that in the case of a deterministic class $Y$, it is simply given by $\|P f-f\|^{2}$. The second term $C N \varepsilon^{2}$ represents the variance of the estimator which increases with the dimension of $V$. A good estimator should find an optimal balance between these two terms.

Consider for instance the projection on the multiresolution space $V_{j}$, i.e., $\tilde{f}:=\sum_{|\lambda| \leq j}\left\langle g, \tilde{\psi}_{\lambda}\right\rangle \psi_{\lambda}$, together with a deterministic model: the functions $f$ satisfy

$$
\begin{equation*}
\|f\|_{H^{s}} \leq C \tag{62}
\end{equation*}
$$

where $H^{s}$ is the Sobolev space of smoothness $s$. Then we can estimate the bias by the linear approximation estimate in $C 2^{-2 s j}$ and the variance by $C 2^{j} \varepsilon^{2}$ since the dimension of $V_{j}$ adapted to $[0,1]$ is of order $2^{j}$. Assuming an a-priori knowledge on the level $\varepsilon$ of the noise, we find that the scale level balancing the bias and variance term is $j(\varepsilon)$ such that $2^{j(\varepsilon)(1+2 s)} \sim \varepsilon^{-2}$. We thus select as our estimator

$$
\begin{equation*}
\tilde{f}:=P_{j(\varepsilon)} g . \tag{63}
\end{equation*}
$$

With such a choice, the resulting estimation error is then bounded by

$$
\begin{equation*}
E\left(\|\tilde{f}-f\|_{L^{2}}^{2}\right) \leq C \varepsilon^{\frac{4 s}{1+2 s}} \tag{64}
\end{equation*}
$$

Let us make a few comments on this simple result:

- The convergence rate $4 s /(1+2 s)$ of the estimator, as the noise level tends to zero, improves with the smoothness of the model. It can be shown that this is actually the optimal or minimax rate, in the sense that for any estimation procedure, there always exist an $f$ in the class (62) for which we have $E\left(\|\tilde{f}-f\|_{L^{2}}^{2}\right) \geq c \varepsilon^{\frac{4 s}{1+2 s}}$.
- One of the main limitation of the above estimator is that it depends not only on the noise level (which in practice can often be evaluated), but also on the modelizing class itself since $j(\varepsilon)$ depends of $s$. A better estimator should give an optimal rate for a large variety of function classes.
- The projection $P_{j(\varepsilon)}$ is essentially equivalent to low pass filtering which eliminates the frequencies larger than $2^{j(\varepsilon)}$. The drawbacks of such denoising strategies are well known in practice: while they remove the noise, low-pass filters tend to blur the singularities of the signals, such as the edge in an image. This problem is implicitely reflected in the fact that signals with edges correspond to a value of $s$ which cannot exceed $1 / 2$ and therefore the convergence rate is at most $\mathcal{O}(\varepsilon)$.

Let us now turn to nonlinear estimation methods based on wavelet thresholding. The simplest thresholding estimator is defined by

$$
\begin{equation*}
\tilde{f}:=\sum_{\left|\left\langle g, \tilde{\psi}_{\lambda}\right\rangle\right| \geq \eta}\left\langle g, \tilde{\psi}_{\lambda}\right\rangle \psi_{\lambda}, \tag{65}
\end{equation*}
$$

i.e., discarding the coefficients of the data of size less than some $\eta>0$. Let us remark that the wavelet coefficients of the observed data can be expressed as

$$
\begin{equation*}
\left\langle g, \tilde{\psi}_{\lambda}\right\rangle=\left\langle f, \tilde{\psi}_{\lambda}\right\rangle+\varepsilon b_{\lambda} \tag{66}
\end{equation*}
$$

where the $b_{\lambda}$ are gaussian variables. These variables have variance 1 if we assume (which is always possible up to a renormalization) that $\left\|\tilde{\psi}_{\lambda}\right\|_{L^{2}}^{2}=1$. In the case of an orthonormal bases the $b_{\lambda}$ are independent. Therefore the observed coefficients appear as those of the real signal perturbated by an additive noise of level $\varepsilon$. It thus seems at the first sight that a natural choice for a threshold is to simply fix $\eta:=\varepsilon$ : we can hope to remove most of the noise, while preserving the most significant coefficients of the signal, which is particularly appropriate if the wavelet decomposition of $f$ is sparse.

In order to understand the rate that we could expect from such a procedure, we shall again consider the class of signals described by (56). For a moment, let us assume that we dispose of an oracle which gives us the knowledge of those $\lambda$ such that the wavelet coefficients of the real signal are larger than $\varepsilon$, so that we could build the modified estimator

$$
\begin{equation*}
\bar{f}:=\sum_{\left|\left\langle f, \tilde{\psi}_{\lambda}\right\rangle\right| \geq \varepsilon}\left\langle g, \tilde{\psi}_{\lambda}\right\rangle \psi_{\lambda} . \tag{67}
\end{equation*}
$$

In this case, $\bar{f}$ can be viewed as the projection $P g$ of $g$ onto the space $V(f, \varepsilon)$ spanned by the $\psi_{\lambda}$ such that $\left|\left\langle f, \tilde{\psi}_{\lambda}\right\rangle\right| \geq \varepsilon$, so that we can estimate the error by a sum of bias and variance terms according to

$$
\begin{aligned}
E\left(\|\tilde{f}-f\|_{L^{2}}^{2}\right) & =\|f-P f\|^{2}+E\left(\|P(f-g)\|^{2}\right) \\
& \leq C\left[\sum_{\left|\left\langle f, \tilde{\psi}_{\lambda}\right\rangle\right| \geq \varepsilon}\left|\left\langle f, \tilde{\psi}_{\lambda}\right\rangle\right|^{2}+\varepsilon^{2} \#\left\{\lambda \text { s.t. }\left|\left\langle f, \tilde{\psi}_{\lambda}\right\rangle\right| \geq \varepsilon\right\}\right] .
\end{aligned}
$$

For the bias term, we recognize the nonlinear approximation error which is bounded by $C \varepsilon^{2-\tau}$ according to (58). From the definition of the class (56) we find that the variance term is also bounded by $C \varepsilon^{2-\tau}$. In turn, we obtain for the oracle estimator the convergence rate $\varepsilon^{2-\tau}$. In particular, if we consider the model

$$
\begin{equation*}
\|f\|_{B_{\tau, \tau}^{s}} \leq C \tag{68}
\end{equation*}
$$

with $1 / \tau=1 / 2+s$, we obtain that

$$
\begin{equation*}
E\left(\|\tilde{f}-f\|_{L^{2}}^{2}\right) \leq C \varepsilon^{2-\tau}=C \varepsilon^{\frac{4 s}{1+2 s}} . \tag{69}
\end{equation*}
$$

Let us again make a few comments:

- In a similar way to approximation rates, nonlinear methods achieve the same estimation rate as linear methods but for much weaker models: the exponent $4 s /(1+2 s)$ was achieved by the linear estimator for the class (62) which is more restrictive than (56).
- In contrast with the linear estimator, we see that the nonlinear estimator does not need to be tuned according to the value of $\tau$ or $s$. In this sense, it is very robust.
- Unfortunately, (67) is unrealistic since it is based on the "oracle assumption". In practice, we are thresholding according to the values of the observed coefficients $\left\langle g, \tilde{\psi}_{\lambda}\right\rangle=\left\langle f, \tilde{\psi}_{\lambda}\right\rangle+\varepsilon^{2} b_{\lambda}$, and we need to face the possible event that the additive noise $\varepsilon^{2} b_{\lambda}$ severely modifies the position of the observed coefficients with respect to the threshold. Another unrealistic aspect, also in (65), is that one cannot evaluate the full set of coefficients $\left(\left\langle g, \tilde{\psi}_{\lambda}\right\rangle\right)_{\lambda \in \nabla}$ which is infinite.

The strategy proposed in [16] solves the above difficulties as follows: a realistic estimator is built by (i) a systematic truncation the estimator (65) above a scale $j(\varepsilon)$ such that $2^{-2 \alpha j(\varepsilon)} \sim \varepsilon^{2}$ for some fixed $\alpha>0$, and (ii) a choice of threshold slightly above the noise level according to

$$
\begin{equation*}
\eta(\varepsilon):=C(\alpha) \varepsilon|\log (\varepsilon)|^{1 / 2} . \tag{70}
\end{equation*}
$$

It is then possible to prove that the resulting more realistic estimator

$$
\begin{equation*}
\tilde{f}:=\sum_{|\lambda| \leq j(\varepsilon),\left|\left\langle g, \tilde{\psi}_{\lambda}\right\rangle\right| \geq \eta(\varepsilon)}\left\langle g, \tilde{\psi}_{\lambda}\right\rangle \psi_{\lambda}, \tag{71}
\end{equation*}
$$

has the rate $\left[\varepsilon|\log (\varepsilon)|^{1 / 2}\right]^{\frac{4 s}{1+2 s}}$ (i.e., almost the same asymptotic performance as the oracle estimator) for the functions which are in both the class (56) and in the Sobolev class $H^{\alpha}$. The "minimal" Sobolev smoothness $\alpha$ - which is needed to allow the truncation of the estimator - can be taken arbitrarily close to zero up to a change of the constants in the threshold and in the convergence estimate.

## 8 Adaptive Numerical Simulation

Numerical simulation is nowadays an essential tool for the understanding of physical processes modelized by partial differential or integral equations. In many instances, the solution of these equations exhibits singularities, resulting in a slower convergence of the numerical schemes as the discretization tends to zero. Moreover, such singularities might be physically significant such as shocks in fluid dynamics or local accumulation of stress in elasticity, and therefore they should be well approximated by the numerical method. In order to maintain the memory size and computational cost at a reasonable level, it is then necessary to use adaptive discretizations which should typically be more refined near the singularities.

In the finite element context, such discretizations are produced by mesh refinement: starting from an initial coarse triangulation, we allow further subdivision of certain elements into finer triangles, and we define the discretization
space according to this locally refined triangulation. This is of course subject to certain rules, in particular preserving the conformity of the discretization when continuity is required in the finite element space. The use of wavelet bases as an alternative to finite elements is still at its infancy (some first surveys are [6] and [12]), and was strongly motivated by the possibility to produce simple adaptive approximations. In the wavelet context, a more adapted terminology is space refinement: we directly produce an approximation space

$$
\begin{equation*}
V_{\Lambda}:=\operatorname{Span}\left\{\psi_{\lambda} ; \lambda \in \Lambda\right\}, \tag{72}
\end{equation*}
$$

by selecting an set $\Lambda$ which is well adapted to describe the solution of our problem. If $N$ denotes the cardinality of the adapted finite element or wavelet space, i.e., the number of degrees of freedom which are used in the computations, we see that in both cases the numerical solution $u_{N}$ can be viewed as an adaptive approximation of the solution $u$ in a nonlinear space $\Sigma_{N}$.

A specific difficulty of adaptive numerical simulation is that the solution $u$ is unknown at the start, except for some rough a-priori information such as global smoothness. In particular the location and structure of the singularities are often unknown, and therefore the design of an optimal discretization for a prescribed number of degrees of freedom is a much more difficult task than simple compression of fully available data. This difficulty has motivated the development of adaptive strategies based on a-posteriori analysis, i.e., using the currently computed numerical solution to update the discretization and derive a better adapted numerical solution. In the finite element setting, such an analysis was developed since the 1970's (see [1] or [22]) in terms of local error indicators which aim to measure the contribution of each element to the error. The rule of thumb is then to refine the triangles which exhibit the largest error indicators. More recently, similar error indicators and refinement strategies were also proposed in the wavelet context (see [2] and [13]).

Nonlinear approximation can be viewed as a benchmark for adaptive strategies: if the solution $u$ can be adaptively approximated in $\Sigma_{N}$ with a certain error $\sigma_{N}(u)$ in a certain norm $X$, we would ideally like that the adaptive strategy produces an approximation $u_{N} \in \Sigma_{N}$ such that the error $\left\|u-u_{N}\right\|_{X}$ is of the same order as $\sigma_{N}(u)$. In the case of wavelets, this means that the error produced by the adaptive scheme should be of the same order as the error produced by keeping the $N$ largest coefficients of the exact solution. In most instances unfortunately, such a program cannot be achieved by an adaptive strategy and a more reasonable goal is to obtain an optimal asymptotic rate: if $\sigma_{N}(u) \leq C N^{-s}$ for some $s>0$, an optimal adaptive strategy should produce an error $\left\|u-u_{N}\right\|_{X} \leq \tilde{C} N^{-s}$. An additional important aspect is the computational cost to derive $u_{N}$ : a computationally optimal strategy should produce $u_{N}$ in a number of operation which is proportional to $N$. A typical instance of computationally optimal algorithm - for a fixed discretization - is the multigrid method for linear elliptic PDE's. It should be noted that very often, the norm $X$ in which one can hope for an optimal error estimate is dictated by the problem at hand: for example, in the case of an elliptic problem,
this will typically be a Sobolev norm equivalent to the energy norm (e.g., the $H^{1}$ norm when solving the Laplace equation).

Most existing wavelet adaptive schemes have in common the following general structure. At some step $n$ of the computation, a set $\Lambda_{n}$ is used to represent the numerical solution $u_{\Lambda_{n}}=\sum_{\lambda \in \Lambda_{n}} d_{\lambda}^{n} \psi_{\lambda}$. In the context of an initial value problem of the type

$$
\begin{equation*}
\partial_{t} u=E(u), \quad u(x, 0)=u_{0}(x), \tag{73}
\end{equation*}
$$

the numerical solution at step $n$ is typically an approximation to $u$ at time $n \Delta t$ where $\Delta t$ is the time step of the resolution scheme. In the context of a stationary problem of the type

$$
\begin{equation*}
F(u)=0 \tag{74}
\end{equation*}
$$

the numerical solution at step $n$ is typically an approximation to $u$ which should converge to the exact solution as $n$ tends to $+\infty$. In both cases, the derivation of $\left(\Lambda_{n+1}, u_{\Lambda_{n+1}}\right)$ from $\left(\Lambda_{n}, u_{\Lambda_{n}}\right)$ goes typically in three basic steps:

- Refinement: a larger set $\tilde{\Lambda}_{n+1}$ with $\Lambda_{n} \subset \tilde{\Lambda}_{n+1}$ is derived from an $a$ posteriori analysis of the computed coefficients $d_{\lambda}^{n}, \lambda \in \Lambda_{n}$.
- Computation: an intermediate numerical solution $\tilde{u}_{n+1}=\sum_{\lambda \in \tilde{\Lambda}_{n+1}} d_{\lambda}^{n+1} \psi_{\lambda}$ is computed from $u_{n}$ and the data of the problem.
- Coarsening: the smallest coefficients of $\tilde{u}_{n+1}$ are thresholded, resulting in the new approximation $u_{n+1}=\sum_{\lambda \in \Lambda_{n+1}} d_{\lambda}^{n+1} \psi_{\lambda}$ supported on the smaller set $\Lambda_{n+1} \subset \tilde{\Lambda}_{n+1}$.

Of course the precise description and tuning of these operations strongly depends on the type of equation at hand, as well as on the type of wavelets which are being used. In the case of linear elliptic problems, it was recently proved in [7] that an appropriate tuning of these three steps results in an optimal adaptive wavelet strategy both in terms of approximation properties and computational time. These results have been extended to more general problems such as saddle points [8] and nonlinear [9]. In the elliptic case, similar results have also been proved in the finite element context : in [3] it is shown that optimal appoximation rates can be achieved by an adaptive mesh refinement algorithm which incorporates coarsening steps that play an analogous role to wavelet thresholding.

## 9 The Curse of Dimensionality

The three applications that were discussed in the previous sections exploit the sparsity properties of wavelet decompositions for certain classes of functions, or equivalently the convergence properties of nonlinear wavelet approximations of these functions. Nonlinear adaptive methods in such applications are
typically relevant if these functions have isolated singularities in which case there might be a substantial gain of convergence rate when switching from linear to nonlinear wavelet approximation. However, a closer look at some simple examples show that this gain tends to decrease for multivariate functions. Consider the $L^{2}$-approximation of the characteristic function $f=\chi_{\Omega}$ of a smooth domain $\Omega \subset[0,1]^{d}$. Due to the singularity on the boundary $\partial \Omega$, one can easily check that the linear approximation cannot behave better than

$$
\begin{equation*}
\sigma_{N}(f)=\left\|f-P_{j} f\right\|_{L^{2}} \sim \mathcal{O}\left(2^{-j / 2}\right) \sim \mathcal{O}\left(N^{-1 / 2 d}\right) \tag{75}
\end{equation*}
$$

where $N=\operatorname{dim}\left(V_{j}\right) \sim 2^{d j}$. Turning to nonlinear approximation, we notice that since $\int \tilde{\psi}_{\lambda}=0$, all the coefficients $d_{\lambda}$ are zero except those such that the support of $\tilde{\psi}_{\lambda}$ overlaps the boundary. At scale level $j$ there is thus at most $K 2^{d-1} j$ non-zero coefficients, where $K$ depends on the support of the $\psi_{\lambda}$ and on the $d-1$ dimensional measure of $\partial \Omega$. For such coefficients, we have the estimate

$$
\begin{equation*}
\left|d_{\lambda}\right| \leq\left\|\tilde{\psi}_{\lambda}\right\|_{L^{1}} \leq C 2^{-d j / 2} \tag{76}
\end{equation*}
$$

In the univariate case, i.e., when $\Omega$ is a simple interval, the number of nonzero coefficients up to scale $j$ is bounded by $j K$. Therefore, using $N$ non-zero coefficients at the coarsest levels gives an error estimate with exponential decay

$$
\begin{equation*}
\sigma_{N}(f) \leq\left[\sum_{j \geq N / K} K\left|C 2^{-d j / 2}\right|^{2}\right]^{1 / 2} \leq \tilde{C} 2^{-d N / 2 K} \tag{77}
\end{equation*}
$$

which is a spectacular improvement on the linear rate. In the multivariate case, the number of non-zero coefficients up to scale $j$ is bounded by $\sum_{l=0}^{j} K 2^{(d-1) l}$ and thus by $\tilde{K} 2^{(d-1) j}$. Therefore, using $N$ non-zero coefficients at the coarsest levels gives an error estimate

$$
\begin{equation*}
\sigma_{N}(f) \leq\left[\sum_{\tilde{K} 2^{(d-1) j} \geq N} K 2^{(d-1) j}\left|C 2^{-d j / 2}\right|^{2}\right]^{1 / 2} \leq \tilde{C} N^{-1 /(2 d-2)} \tag{78}
\end{equation*}
$$

which is much less of an improvement. For example, in the 2D case, we only go from $N^{-1 / 4}$ to $N^{-1 / 2}$ by switching to nonlinear wavelet approximation.

This simple example illustrates the curse of dimensionality in the context of nonlinear wavelet approximation. The main reason for the degradation of the approximation rate is the large number $K 2^{(d-1) j}$ of wavelets which are needed to refine the boundary from level $j$ to level $j+1$. On the other hand, if we view the boundary itself as the graph of a smooth function, it is clear that approximating this graph with accuracy $2^{-j}$ should require much less parameters than $K 2^{(d-1) j}$. This reveals the fundamental limitation of wavelet bases: they fail to exploit the smoothness of the boundary and therefore cannot capture the simplicity of $f$ in a small number of parameters. Another way of describing this limitation is by remarking that nonlinear wavelet approximation allows local refinement of the approximation, but imposes some
isotropy in this refinement process. In order to capture the boundary with a small number of parameters, one would typically need to refine more in the normal direction than in the tangential directions, i.e., apply anisotropic local refinement.

In this context, other approximation tools outperform wavelet bases: it is easy to check that the use of piecewise constant functions on an adaptive partition of $N$ triangles in $2 D$ will produce the rate $\sigma_{N}(f) \sim \mathcal{O}\left(N^{-1}\right)$, precisely because one is allowed to use arbitrarily anisotropic triangles to match the boundary. In the case of rational functions it is conjectured an even more spectacular result: if $\partial \Omega$ is $C^{\infty}$, then $\sigma_{N}(f) \leq C_{r} N^{-r}$ for any $r>0$. These remarks reveal that, in contrast to the 1D case, free triangulations or rational approximation outperform $N$-term approximation, and could be thought as a better tool in view of applications such as those which were discussed throughout this paper. This is not really true in practice: in numerical simulation, rational functions are difficult to use and free triangulations are often limited by shape constraints which restricts their anisotropy, and both methods are not being used in statistical estimation or data compression, principally due to the absence of fast and robust algorithms which would produce an optimal adaptive approximation in a similar manner as wavelet thresholding. The development of new approximation and representation tools, which could both capture anisotropic features such as edges with a very small number of parameters and be implemented by fast and robust procedures, is currently the object of active research. A significant breakthrough was recently achieved by Donoho and Candes who developed representations into ridglet bases which possess the scale-space localization of wavelets together with some directional selection. Such bases allow for example to recover with a simple thresholding procedure the rate $\mathcal{O}\left(N^{-1}\right)$ for a bivariate function which is smooth except along a smooth curve of discontinuity.
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#### Abstract

Summary. These notes are to bring out some basic mechanisms governing wavelet methods for the numerical treatment of differential and integral equations. Some introductory examples illustrate the quasi-sparsity of wavelet representations of functions and operators. This leads us to identify the key features of general wavelet bases in the present context, namely locality, cancellation properties and norm equivalences. Some analysis and construction principles regarding these properties are discussed next. The scope of problems to which these concepts apply is outlined along with a brief discsussion of the principal obstructions to an efficient numerical treatment. This covers elliptic boundary value problems as well as saddle point problems. The remainder of these notes is concerned with a new paradigm for the adaptive solution of such problems. It is based on an equivalent formulation of the original variational problem in wavelet coordinates. Combining the well-posedness of the original problem with the norm equivalences induced by the wavelet basis, the transformed problem can be arranged to be well-posed in the Euclidean metric. This in turn allows one to devise convergent iterative schemes for the infinite dimensional problem over $\ell_{2}$. The numerical realization consists then of the adaptive application of the wavelet representations of the involved operators. Such application schemes are described and the basic concepts for analyzing their computational complexity, rooted in nonlinear approximation, are outlined. We conclude with an outlook on possible extensions, in particular, to nonlinear problems.


## 1 Introduction

These lecture notes are concerned with some recent developments of wavelet methods for the numerical treatment of certain types of operator equations. A central theme is a new approach to discretizing such problems that differs from conventional concepts in the following way. Wavelets are used to transform the problem into an equivalent one which is well-posed in $\ell_{2}$. The solution of the latter one is based on concepts from nonlinear approximation. This part of the material is taken from recent joint work with A. Cohen, R. DeVore and also with S. Dahlke and K. Urban.

The notes are organized as follows. Some simple examples are to identify first some key features of multiscale bases that will motivate and guide the subsequent discussions. Some construction and analysis principles are then reviewed that can be used to construct bases with the relevant properties for realistic application settings. The scope of these applications will be detailed next. After these preparations the remaining part is devoted to the discussion of adaptive solution techniques.

## 2 Examples, Motivation

Rather than approximating a given function by elements of a suitable finite dimensional space the use of bases aims at representing functions as expansions thereby identifying the function with an array of coefficients - its digits. The following considerations indicate why wavelet bases offer particularly favorable digit representations.

### 2.1 Sparse Representations of Functions, an Example

Consider the space $L_{2}([0,1])$ of all square integrable functions on the interval $[0,1]$. For a given dyadic mesh of mesh size $2^{-j}$ piecewise constant approximations on such meshes are conveniently formed by employing dilates and translates of the indicator function of $[0,1]$.

$$
\begin{aligned}
\phi(x) & :=\chi_{[0,1)}(x) \\
\phi_{j, k} & :=2^{j / 2} \phi\left(2^{j} \cdot-k\right), \quad k=0, \ldots 2^{j}-1,
\end{aligned}
$$



In fact, denoting by $\langle f, g\rangle=\langle f, g\rangle_{[0,1]}:=\int_{0}^{1} f(x) g(x) d x$ the standard inner product on $[0,1]$,

$$
P_{j}(f):=\sum_{k=0}^{2^{j}-1}\left\langle f, \phi_{j, k}\right\rangle \phi_{j, k}
$$

is the orthogonal projection of $f$ onto the space $S_{j}:=\operatorname{span}\left\{\phi_{j, k}: k=\right.$ $\left.0, \ldots, 2^{j}-1\right\}$. Figure 1 displays such approximations for several levels of resolution.


Fig. 1. Piecewise constant approximations to $f$

If a chosen level of resolution turns out to be insufficient, a naive approach would be to recompute for a smaller mesh size. More cleverly one can avoid wasting prior efforts by monitoring the difference between successive levels of resolution as indicated by Figure 2


Fig. 2. Splitting averages and details

To encode the split off details, in addition to the averaging profile $\phi$ a second oscillatory profile is needed. Defining


$$
\begin{aligned}
\psi(x) & :=\phi(2 x)-\phi(2 x-1) \\
\psi_{j, k} & :=2^{j / 2} \psi\left(2^{j} \cdot-k\right)
\end{aligned}
$$

it is not hard to show that

$$
\begin{equation*}
\left(P_{j+1}-P_{j}\right) f=\sum_{k=0}^{2^{j}-1} d_{j, k}(f) \psi_{j, k} \text { where } d_{j, k}(f)=\left\langle f, \psi_{j, k}\right\rangle \tag{1}
\end{equation*}
$$

Thus, due to the denseness of piecewise constants in $L_{2}([0,1])$, the telescoping expansion converges strongly to $f$, so that

$$
\begin{equation*}
f=P_{0} f+\sum_{j=1}^{\infty}\left(P_{j}-P_{j-1}\right) f=\sum_{j=-1}^{\infty} \sum_{k=0}^{2^{j}-1} d_{j, k}(f) \psi_{j, k}=: \boldsymbol{d}(f)^{T} \Psi \tag{2}
\end{equation*}
$$

is a representation of $f$.
Norm equivalence: Due to the fact that

$$
\Psi=\left\{\phi_{0,0}\right\} \cup\left\{\psi_{j, k}: k=0, \ldots, 2^{j}-1\right\}
$$

is an orthonormal collection of functions - basis in this case - one has

$$
\begin{equation*}
\|f\|_{L_{2}}=\left(\sum_{j=0}^{\infty}\left\|\left(P_{j}-P_{j-1}\right) f\right\|_{L_{2}}^{2}\right)^{1 / 2}=\|\boldsymbol{d}(f)\|_{\ell_{2}} \tag{3}
\end{equation*}
$$

Since therefore small changes in $\boldsymbol{d}(f)$ cause only equally small changes in $f$ and vice versa, we have a particularly favorable digit representation of $f . \Psi$ is called the Haar-basis - a first simple example of a wavelet basis.
Vanishing moment: While summability in (3) implies that the detail or wavelet coefficients $d_{j, k}(f)$ eventually tend to zero - just as in Fourier expansions, it is interesting to see to what extent - in contrast to Fourier expansions - their size conveys local information about $f$. Since the $\psi_{j, k}$ are orthogonal to constants, one readily concludes

$$
\begin{equation*}
\left|d_{j, k}(f)\right|=\inf _{c \in \mathbb{R}}\left|\left\langle f-c, \psi_{j, k}\right\rangle\right| \leq \inf _{c \in \mathbb{R}}\|f-c\|_{L_{2}\left(I_{j, k}\right)} \leq 2^{-j}\left\|f^{\prime}\right\|_{L_{2}\left(I_{j, k}\right)} \tag{4}
\end{equation*}
$$

Thus $d_{j, k}(f)$ is mall when $f$ is smooth on the support $I_{j, k}$ of $\psi_{j, k}$.
If all wavelet coefficients $d_{j, k}(f)$ were known, keeping the $N$ largest among them and replacing all others by zero, would provide an approximation to $f$ involving only $N$ terms that minimizes, in view of (3), the $L_{2}$-error among all other competing $N$ term approximations from the Haar system. These $N$ terms would give rise to a possibly highly nonuniform mesh for the corresponding piecewise constant approximation. Moreover, (4) tells us that in regions where $f$ has a small first derivative the mesh size would be relatively coarse, while small intervals are encountered where $f$ varies strongly. This ability to provide sparse approximate representations of functions is a key feature of wavelet bases.

Wavelet transform: Computing wavelet coefficients directly through quadrature poses difficulties. Since the support of low level wavelets is comparable to the domain, a sufficiently accurate quadrature would be quite expensive. A remedy is offered by the following strategy which can be used when the wavelet coefficients of interest have at most some highest level $J$ say. The accurate computation of the scaling function coefficients $c_{J, k}:=\left\langle f, \phi_{J, k}\right\rangle$, $k=0, \ldots, 2^{J}-1$, is much less expensive, due to their uniformly small support. The transformation from the array $\mathbf{c}_{J}$ into the array of wavelet coefficients
$\boldsymbol{d}^{J}=\left(\mathbf{c}_{0}, \boldsymbol{d}_{0}, \ldots, \boldsymbol{d}_{J-1}\right), \boldsymbol{d}_{j}:=\left\{d_{j, k}(f): k=0, \ldots, 2^{j}-1\right\}$ is already implicit in (1). Its concrete form can be derived from the two-scale relations:

$$
\begin{gather*}
\phi_{j, k}=\frac{1}{\sqrt{2}}\left(\phi_{j+1,2 k}+\phi_{j+1,2 k+1}\right), \psi_{j, k}:=\frac{1}{\sqrt{2}}\left(\phi_{j+1,2 k}-\phi_{j+1,2 k+1}\right),  \tag{5}\\
\phi_{j+1,2 k}=\frac{1}{\sqrt{2}}\left(\phi_{j, k}+\psi_{j, k}\right), \phi_{j+1,2 k+1}=\frac{1}{\sqrt{2}}\left(\phi_{j, k}-\psi_{j, k}\right) . \tag{6}
\end{gather*}
$$

In fact, viewing the array of basis functions as a vector (in some fixed unspecified order) and adopting in the following the shorthand notation

$$
\sum_{k=0}^{2^{j+1}-1} c_{j+1, k} \phi_{j+1, k}=: \Phi_{j+1}^{T} \mathbf{c}_{j+1}
$$

Figure 2 suggests to write the fine scale scaling function representation as a coarse scale representation plus detail: $\Phi_{j+1}^{T} \mathbf{c}_{j+1}=\Phi_{j}^{T} \mathbf{c}_{j}+\Psi^{T} \boldsymbol{d}_{j}$. One easily derives from (5) that the coefficients are interrelated as follows

$$
\begin{gathered}
c_{j, k}=\frac{1}{\sqrt{2}}\left(c_{j+1,2 k}+c_{j+1,2 k+1}\right), \quad d_{j, k}=\frac{1}{\sqrt{2}}\left(c_{j+1,2 k}-c_{j+1,2 k+1}\right), \\
c_{j+1,2 k}=\frac{1}{\sqrt{2}}\left(c_{j, k}+d_{j, k}\right), \quad c_{j+1,2 k+1}=\frac{1}{\sqrt{2}}\left(c_{j, k}-d_{j, k}\right)
\end{gathered}
$$

This leads to the following cascadic transforms whose structure is shared also by more complex wavelet bases.

## Fast (Orthogonal) Transform:

$\mathbf{T}_{J}: \boldsymbol{d}^{J}:=\left(\mathbf{c}_{0}, \boldsymbol{d}_{0}, \ldots, \boldsymbol{d}_{J-1}\right) \rightarrow \mathbf{c}_{J}:$


Inverse transform: $\mathbf{T}_{J}^{-1}=\mathbf{T}_{J}^{T}: \mathbf{c}_{J} \rightarrow \boldsymbol{d}^{J}:$

Obviously, both transforms $\mathbf{T}_{J}$ and $\mathbf{T}_{J}^{-1}$ are efficient in the sense that the computational effort stays proportional to the size of $\mathbf{c}_{J}$. However, one should already note at this point that this strategy does not fit with the case when $f$ admits actually a much sparser approximation in wavelet coordinates. Finding alternative strategies will be an important subject of subsequent discussions.

## 2.2 (Quasi-) Sparse Representation of Operators

Wavelet bases not only offer nearly sparse representations of functions but also of operators from a wide class. Let us explain first what is meant by standard wavelet representation of a linear operator for the example of the Haar basis. Suppose for simplicity that $\mathcal{L}$ takes $L_{2}([0,1])$ into itself. Expanding $f$ in the wavelet basis, applying $\mathcal{L}$ to each basis function and expanding the resulting images again in the wavelet basis, yields

$$
\mathcal{L} f=\sum_{j, k}\left\langle f, \psi_{j, k}\right\rangle \mathcal{L} \psi_{j, k}=\sum_{j, k}\left(\sum_{l, m}\left\langle\mathcal{L} \psi_{j, k}, \psi_{l, m}\right\rangle \psi_{l, m}\right)\left\langle f, \psi_{j, k}\right\rangle=\Psi^{T} \mathbf{L} \boldsymbol{d}
$$

where

$$
\begin{equation*}
\mathbf{L}:=\left(\left\langle\psi_{j, k}, \mathcal{L} \psi_{l, m}\right\rangle\right)_{(j, k),(l, m)}=:\langle\Psi, \mathcal{L} \Psi\rangle, \quad \boldsymbol{d}:=\left(\left\langle\psi_{j, k}, f\right\rangle\right)_{(j, k)}=:\langle\Psi, f\rangle . \tag{7}
\end{equation*}
$$

When $\mathcal{L}$ is local like a differential operator many of the entries vanish. However, when $\mathcal{L}$ is global like an integral operator, in principle, all the entries of $\mathbf{L}$ could be nonzero so that finite sections would be densely populated matrices with corresponding adverse effects on computational complexity. It was observed in [13] that for certain singular integral operators $\mathbf{L}$ is almost sparse in the sense that many entries became very small. Let us quantify this statement for the following example of the the Hilbert Transform

$$
(\mathcal{L} f)(x):=\frac{1}{\pi} p . v . \int_{\mathbb{R}} \frac{f(y)}{x-y} d y
$$

Using Taylor expansion of the kernel and again the fact that the wavelets are orthogonal to constants, one obtains

$$
\begin{aligned}
\pi \mathbf{L}_{(j, k),(l, m)}= & \int_{2^{-j} k}^{2^{-j}(k+1)}\left\{\int_{2^{-l_{m}}}^{2^{-l}(m+1)}\left(\frac{1}{x-y}-\frac{1}{x-2^{-l} m}\right) \psi_{l, m}(y) d y\right\} \psi_{j, k}(x) d x \\
= & \int_{2^{-l_{m}}}^{2^{-l}(m+1)}\left\{\int_{2^{-j_{k}}}^{2^{-j}(k+1)} \frac{\left(y-2^{-l} m\right)}{\left(x-y_{l, m}\right)^{2}} \psi_{j, k}(x) d x\right\} \psi_{l, m}(y) d y \\
= & \int_{2^{-l_{m}}}^{2^{-l}(m+1)}\left\{\int_{2^{-j_{k}}}^{2^{-j}(k+1)}\left(\frac{\left(y-2^{-l} m\right)}{\left(x-y_{l, m}\right)^{2}}-\frac{\left(y-2^{-l} m\right)}{\left(2^{-j} k-y_{l, m}\right)^{2}}\right) \psi_{j, k}(x) d x\right\} \\
& \times \psi_{l, m}(y) d y .
\end{aligned}
$$

Since $\int_{\mathbb{R}}\left|\psi_{j, k}(x)\right| d x \leq 2^{-j / 2}$ one therefore obtains, for instance when $l \leq j$,

$$
\pi\left|\mathbf{L}_{(j, k),(m, l)}\right| \lesssim 2^{-(l+j) \frac{3}{2}}\left|2^{-j} k-2^{-l} m\right|^{-3}=\frac{2^{-\frac{3}{2}|j-l|}}{\left|k-2^{j-l} m\right|^{3}}
$$

which says that the entries decay exponentially with increasing difference of levels and also polynomially with increasing spatial distance of the involved wavelets. A more general estimate for general wavelet bases will later play an important role.

### 2.3 Preconditioning

The next example addresses an effect of wavelets which is related to preconditioning. As a simple example consider the boundary value problem

$$
-u^{\prime \prime}=f \quad \text { on }[0,1], \quad u(0)=u(1)=0
$$

whose weak formulation requires finding $u \in H_{0}^{1}([0,1])$ such that

$$
\left\langle u^{\prime}, v^{\prime}\right\rangle=\langle f, v\rangle, \quad v \in H_{0}^{1}([0,1])
$$

Here $H_{0}^{1}([0,1])$ denotes the space of functions in $L_{2}([0,1])$ whose first derivative is also in $L_{2}([0,1])$ and which vanish at 0 and 1 . Note that this formulation requires less regularity than the original strong form. Therefore we can employ piecewise linear continuous functions as building blocks for representing approximate solutions. Specifically, denoting by $S_{j}$ this time the span of the functions $\phi_{j, k}=2^{j / 2} \phi\left(2^{j} \cdot-k\right), k=1, \ldots, 2^{j}-1$, which are dilates and translates of the classical hat function $\phi(x):=(1-|x|)_{+}$, the corresponding Galerkin scheme requires finding $u_{j} \in S_{j}$ such that

$$
\begin{equation*}
\left\langle u_{j}^{\prime}, v^{\prime}\right\rangle=\langle f, v\rangle, \quad v \in S_{j} \tag{8}
\end{equation*}
$$

Clearly, making the ansatz $u_{J}=\sum_{k=1}^{2^{J}-1} u_{J, k} \phi_{J, k}$, gives rise to a linear system of equations

$$
\begin{equation*}
\boldsymbol{A}_{J} \mathbf{u}_{J}=\mathbf{f}_{J}, \quad \text { where } \quad \boldsymbol{A}_{J}:=\left\langle\Phi_{J}^{\prime}, \Phi_{J}^{\prime}\right\rangle, \quad \mathbf{f}_{J}:=\left\langle\Phi_{j}, f\right\rangle . \tag{9}
\end{equation*}
$$

Here and below we denote for any two countable collections $\Theta \subset Y, \Xi \subset X$ and any bilinear form $c(\cdot, \cdot)$ on $Y \times X$ by $c(\Theta, \Xi)$ the matrix $(c(\theta, \xi))_{\theta \in \Theta, \xi \in \Xi}$. In particular, as used before, $\left\langle\Phi_{j}, f\right\rangle$ is then a column vector.

Although in practice one would not apply an iterative scheme for the solution of the particular system (9), it serves well to explain what will be relevant for more realistic multidimensional problems. The performance of an iterative scheme for a symmetric positive system is known to depend on the condition number of that system which in this case is the quotient of the maximal and minimal eigenvalue. Although it will be explained later in a little
bit more detail, what can be said about the condition numbers for problems of the above type (see Section 10.3), it should suffice for the moment to note that the condition numbers grow like $h^{-2}$ (here $2^{2 J}$ for $h=2^{-J}$ ) for a given mesh size $h$, which indeed adversely affects the performance of the iteration. This growth can be made plausible by noting that the second derivative treats highly oscillatory functions very differently from slowly varying functions. Since the trial space $S_{J}$ contains functions with frequency ranging between one and $2^{J}$, this accounts for the claimed growth. This motivates to split the space $S_{J}$ into direct summands consisting of functions with fixed frequency. On each such summand the differential operator would be well conditioned. If the summands were well separated with respect to the energy inner product $a(v, w):=\left\langle v^{\prime}, w^{\prime}\right\rangle$ this should enable one to precondition the whole problem. This is the essence of multilevel preconditioners and can be illustrated well in the present simple case.

The key is again that the main building block, the hat function, is refinable in the sense that

$$
\begin{aligned}
\phi(x) & =\frac{1}{2} \phi(2 x+1)+\phi(2 x)+\frac{1}{2} \phi(2 x-1) \\
\phi_{j, k} & =\frac{1}{\sqrt{2}}\left(\frac{1}{2} \phi_{j+1,2 k-1}+\phi_{j+1,2 k}+\frac{1}{2} \phi_{j+1,2 k+1}\right),
\end{aligned}
$$


which means that the trial spaces $S_{j}$ are nested. As in the case of the Haar basis one builds now an alternative multilevel basis for $S_{J}$ by retaining basis functions on lower levels and adding additional functions in a complement space between two successive spaces $S_{j}$ and $S_{j+1}$. The simplest complement spaces are those spanned by the hat functions for the new nodes on the next higher level, see Figure 3. The resulting multilevel basis has become known as hierarchical basis [75].

$$
\begin{aligned}
& \Psi_{j}:=\left\{\psi_{j, k}:=\phi_{j+1,2 k+1}: k=0, \ldots, 2^{j}-1\right\} \\
& S_{j+1}=S_{j} \oplus \operatorname{span}\left(\Psi_{j}\right)
\end{aligned}
$$



Fig. 3. Hierarchical basis

Denoting the Haar wavelets for the sake of distinction here by $\psi_{j, k}^{H}$, one can check that $\frac{d}{d x} \psi_{j, k}(x)=\frac{d}{d x} \phi_{j+1,2 k+1}(x)=2^{j+\frac{3}{2}} \psi_{j, k}^{H}(x)$ so that

$$
\begin{equation*}
\left\langle\frac{d}{d x} \psi_{j, k}, \frac{d}{d x} \psi_{l, m}\right\rangle=2^{2 j+3} \delta_{(j, k),(l, m)} . \tag{10}
\end{equation*}
$$

Thus the stiffness matrix relative to the hierarchical basis is even diagonal and (in a slight abuse of the term) a simple diagonal scaling would yield uniformly bounded condition numbers independent of the mesh size.

### 2.4 Summary

So far we have seen some basic effects of two features, namely Vanishing Moments - Cancellation Property (CP) of wavelets which entail:

- sparse representations of functions;
- sparse representations of operators;
as well as norm equivalences ( $N E$ ) which imply:
- tight relations between functions and their digit representation;
- well conditioned systems.

Of course, the above examples are very specific and the question arise to what extend the above properties are needed in less simple situations. Specifically, what is the role of orthogonality? Diagonalization is certainly much stronger than preconditioning.

We will extract next somewhat weaker features of multilevel bases that have a better chance to be practically feasible in a much more general framework and will then point out why these features are actually sufficient for the purposes indicated above.

## 3 Wavelet Bases - Main Features

The objective is to develop flexible concepts for the construction of multiscale bases on one hand for realistic domain geometries $\Omega$ (bounded Euclidean domains, surfaces, manifolds) as well as for interesting classes of operator equations so as to exploit in essence the features exhibited by the above examples.

### 3.1 The General Format

We postpone discussing the concrete construction of such bases but are content for the moment with describing their general format, always keeping the above examples as guide line in mind. We consider collections $\Psi=\left\{\psi_{\lambda}\right.$ : $\lambda \in \mathcal{J}\} \subset L_{2}(\Omega)$ of functions - wavelets - that are normalized in $L_{2}$, i.e. $\left\|\psi_{\lambda}\right\|_{L_{2}}=1, \lambda \in \mathcal{J}$, where $\operatorname{dim} \Omega=d$. Here $\mathcal{J}=\mathcal{J}_{\phi} \cup \mathcal{J}_{\psi}$ is an infinite index set where: $\# \mathcal{J}_{\phi}<\infty$ representing the "scaling functions", like the box or hat functions above, living on the coarsest scale. For Euclidean domains these functions will span polynomials up to some order which will be called the order of the basis $\Psi$. The indices in $\mathcal{J} \psi$ represent the "true" wavelets spanning complements between refinement levels. Each index $\lambda \in \mathcal{J}$
encodes different types of information, namely the scale $j=j(\lambda)=|\lambda|$, the spatial location $k=k(\lambda)$ and the type $e=e(\lambda)$ of the wavelet. Recall that e.g. for tensor product constructions one has $2^{d}-1$ different types of wavelets associated with each spatial index $k$. For $d=2$ one has, for instance, $\psi_{\lambda}(x, y)=2^{j} \psi^{1,0}\left(2^{j}(x, y)-(k, l)\right)=2^{j / 2} \psi\left(2^{j} x-k\right) 2^{j / 2} \phi\left(2^{j} y-l\right)$. We will explain later what exactly qualifies $\Psi$ as a wavelet basis in our context.

### 3.2 Notational Conventions

As before it will be convenient to view a collection $\Psi$ as an (infinite) vector (with respect to some fixed but unspecified order of the indices in $\mathcal{J}$ ). We will always denote by $\mathbf{D}=\operatorname{diag}\left(w_{\lambda}: \lambda \in \mathcal{J}\right)$ a diagonal matrix and write $\mathbf{D}=\mathbf{D}^{s}$ when the diagonal entries are $w_{\lambda}=2^{s|\lambda|}$, a frequently occurring case. Thus $\mathbf{D}^{-s} \Psi=\left\{2^{-s|\lambda|} \psi_{\lambda}\right\}$ will often stand for a scaled wavelet basis. Arrays of wavelet coefficients will be denoted by boldface letters like $\mathbf{v}=$ $\left\{v_{\lambda}\right\}_{\lambda \in \mathcal{J}}, \boldsymbol{d}, \mathbf{u}, \ldots$, . The above shorthand notation allows us then to write wavelet expansions as $\boldsymbol{d}^{T} \Psi:=\sum_{\lambda \in \mathcal{J}} d_{\lambda} \psi_{\lambda}$. In the following the notation $\boldsymbol{d}$ for the wavelet coefficients indicates expansions with respect to the unscaled $L_{2}$-normalized basis while $\mathbf{v}, \mathbf{u}$ will typically be associated with a scaled basis. Recall from (9) that (generalized) Gramian matrices are for any bilinear form $c(\cdot, \cdot): X \times Y \rightarrow \mathbb{R}$ and (countable) collections $\Xi \subset X, \Theta \subset Y$ denoted by

$$
c(\Xi, \Theta):=(c(\xi, \theta))_{\xi \in \Xi, \theta \in \Theta}, \quad\langle\Psi, f\rangle=\left(\left\langle f, \psi_{\lambda}\right\rangle\right)_{\lambda \in \mathcal{J}}^{T}
$$

where the right expression is viewed as a column vector.

### 3.3 Main Features

The main features of wavelet bases for our purposes can be summarized as follows:

- Locality (L);
- Cancellation Properties (CP);
- Norm Equivalences (NE);

Some comments are in order.

Locality ( $L$ ): By this we mean that the wavelets are compactly supported and that the supports scale as follows.

$$
\begin{equation*}
\Omega_{\lambda}:=\operatorname{supp} \psi_{\lambda}, \quad \operatorname{diam}\left(\Omega_{\lambda}\right) \sim 2^{-|\lambda|} . \tag{11}
\end{equation*}
$$

Of course, one could replace 2 by some $\rho>1$. But this is merely a technical point and will be dismissed for simplicity.

Cancellation Property (CP) of Order $\tilde{m}$ : This means that integration against a wavelet annihilates smooth parts which can be expressed in terms of inequalities of the following type:

$$
\begin{equation*}
\left|\left\langle v, \psi_{\lambda}\right\rangle\right| \lesssim 2^{-|\lambda|\left(\tilde{m}+\frac{d}{2}-\frac{d}{p}\right)}|v|_{W_{p}^{\tilde{m}}\left(\Omega_{\lambda}\right)}, \quad \lambda \in \mathcal{J}_{\psi} \tag{12}
\end{equation*}
$$

see (4) for $\tilde{m}=1, d=1, p=2$. The most familiar sufficient (in fact equivalent) condition for (12) for wavelets on Euclidean domains is that the wavelets have vanishing polynomial moments of order $\tilde{m}$ which means that

$$
\begin{equation*}
\left\langle P, \psi_{\lambda}\right\rangle=0, \quad P \in \mathbb{P}_{\tilde{m}}, \lambda \in \mathcal{J}_{\psi} \tag{13}
\end{equation*}
$$

where $\mathbb{P}_{\tilde{m}}$ denotes the space of all polynomials of (total) degree $\tilde{m}-1$ (order $\tilde{m})$. In fact, the same argument as in (4) yields for $\frac{1}{p}+\frac{1}{p^{\prime}}=1$

$$
\begin{aligned}
\left|\left\langle v, \psi_{\lambda}\right\rangle\right| & =\inf _{P \in \mathbb{P}_{\tilde{m}}}\left|\left\langle v-P, \psi_{\lambda}\right\rangle\right| \leq \inf _{P \in \mathbb{P}_{\tilde{m}}}\|v-P\|_{L_{p}\left(\Omega_{\lambda}\right)}\left\|\psi_{\lambda}\right\|_{L_{p^{\prime}}} \\
& \lesssim 2^{-|\lambda|\left(\frac{d}{2}-\frac{d}{p}\right)} \inf _{P \in \mathbb{P}_{\tilde{m}}}\|v-P\|_{L_{p}\left(\Omega_{\lambda}\right)}
\end{aligned}
$$

where we have used that

$$
\begin{equation*}
\left\|\psi_{\lambda}\right\|_{L_{p^{\prime}}} \sim 2^{|\lambda|\left(\frac{d}{p^{\prime}}-\frac{d}{2}\right)} \sim 2^{|\lambda|\left(\frac{d}{2}-\frac{d}{p}\right)} . \tag{14}
\end{equation*}
$$

Now one can invoke standard Whitney-type estimates for local polynomial approximation of the form

$$
\begin{equation*}
\inf _{P \in \mathbb{P}_{k}}\|v-P\|_{L_{p}(\Omega)} \lesssim(\operatorname{diam} \Omega)^{k}|v|_{W_{p}^{k}(\Omega)} \tag{15}
\end{equation*}
$$

to confirm (12) in this case (for more details about (15) see Section 10.2).
Norm Equivalences ( $N E$ ): This is perhaps the most crucial point. It should be emphasized that, in comparison with conventional numerical schemes, wavelet concepts aim at more than just finite dimensional approximations of a given or searched for function but rather at its representation in terms of an array of wavelet coefficients - the digits of the underlying function. The tighter the interrelation between function and digits is, the better. We will make heavy use of the following type of such interrelations. For some $\gamma, \tilde{\gamma}>0$ and $s \in(-\tilde{\gamma}, \gamma)$ there exist positive bounded constants $c_{s}, C_{s}$ such that

$$
\begin{equation*}
c_{s}\|\mathbf{v}\|_{\ell_{2}} \leq\left\|\mathbf{v}^{T} \mathbf{D}^{-s} \Psi\right\|_{H^{s}} \leq C_{s}\|\mathbf{v}\|_{\ell_{2}}, \quad \mathbf{v} \in \ell_{2} \tag{16}
\end{equation*}
$$

where for $s \geq 0$ the space $H^{s}$ will always stand for a closed subspace of the Sobolev space $H^{s}(\Omega)$, defined e.g. by imposing homogeneous boundary conditions on parts or all of the boundary of $\Omega$, i.e., $H_{0}^{s}(\Omega) \subseteq H^{s} \subseteq H^{s}(\Omega)$. For $s<0$, the space $H^{s}$ is always understood as the dual space $H^{s}:=\left(H^{-s}\right)^{\prime}$.
(16) means that the scaled basis $\mathbf{D}^{-s} \Psi$ is a Riesz-basis for $H^{s}$, i.e., every element in $H^{s}$ has a unique expansion satisfying (16). Thus small changes in
the coefficients can cause only small changes in the function and vice versa, which is obviously a desirable feature with respect to stability.

We will discuss next some ramifications of (16). The first observation is that (16) entails further norm equivalences for other Hilbert spaces. The following example addresses the issue of robustness of such norm equivalences. The point here is that these relations can often be arranged to be independent of some parameter in an energy inner product and the corresponding norm, a fact that will be, for instance, relevant in the context of preconditioning.
Remark 1 Define $\|v\|_{\mathcal{H}_{\epsilon}}^{2}:=\epsilon\langle\nabla v, \nabla v\rangle+\langle v, v\rangle$ and consider the diagonal matrix $\mathbf{D}_{\epsilon}:=\left(\left(1+\sqrt{\epsilon} 2^{|\lambda|}\right) \delta_{\lambda, \mu}\right)_{\lambda, \mu \in \mathcal{J}}$. Then whenever (16) holds with $\gamma>1$ one has for every $\mathbf{v} \in \ell_{2}$

$$
\begin{equation*}
\left(2\left(c_{0}^{-2}+c_{1}^{-1}\right)\right)^{-1 / 2}\|\mathbf{v}\|_{\ell_{2}} \leq\left\|\mathbf{v}^{T} \mathbf{D}_{\epsilon}^{-1} \Psi\right\|_{\mathcal{H}_{\epsilon}} \leq\left(C_{0}^{2}+C_{1}^{2}\right)^{1 / 2}\|\mathbf{v}\|_{\ell_{2}} \tag{17}
\end{equation*}
$$

Proof: Let $v=\boldsymbol{d}^{T} \Psi \quad\left(=\left(\mathbf{D}_{\epsilon} \boldsymbol{d}\right)^{T} \mathbf{D}_{\epsilon}^{-1} \Psi\right)$. We wish to show that $\left\|\mathbf{D}_{\epsilon} \boldsymbol{d}\right\|_{\ell_{2}} \sim$ $\left.\|v\|_{\mathcal{H}_{\epsilon}}\right):$

$$
\begin{aligned}
\left\|\left\{\left(1+\sqrt{\epsilon} 2^{|\lambda|}\right) d_{\lambda}\right\}_{\lambda \in \mathcal{J}}\right\|_{\mathcal{J}}^{2} & \leq 2 \sum_{\lambda \in \mathcal{J}}\left(\left|d_{\lambda}\right|^{2}+\epsilon 2^{2|\lambda|}\left|d_{\lambda}\right|^{2}\right) \\
& \stackrel{(N E)}{\leq} 2\left(c_{0}^{-2}+c_{1}^{-2}\right)\left\{\|v\|_{L_{2}}^{2}+\epsilon|v|_{H^{1}}^{2}\right\} \\
& =2\left(c_{0}^{-2}+c_{1}^{-2}\right)\|v\|_{\mathcal{H}_{\epsilon}}^{2}
\end{aligned}
$$

Conversely one has

$$
\begin{aligned}
\|v\|_{L_{2}}^{2}+\epsilon|v|_{H^{1}}^{2} & \stackrel{(N E)}{\leq} C_{0}^{2}\|\mathbf{d}\|_{\ell_{2}}^{2}+\epsilon C_{1}^{2}\left\|\mathbf{D}^{1} \mathbf{d}\right\|_{\ell_{2}}^{2} \leq\left(C_{0}^{2}+C_{1}^{2}\right) \sum_{\lambda \in \mathcal{J}}\left(1+\epsilon 2^{2|\lambda|}\right)\left|d_{\lambda}\right|^{2} \\
& \leq\left(C_{0}^{2}+C_{1}^{2}\right) \sum_{\lambda \in \mathcal{J}}\left(1+\sqrt{\epsilon} 2^{|\lambda|}\right)^{2}\left|d_{\lambda}\right|^{2}
\end{aligned}
$$

which finishes the proof.
The next consequence is of general nature and concerns duality.
Remark 2 Let $\mathcal{H}$ be a Hilbert space, $\langle\cdot, \cdot\rangle: \mathcal{H} \times \mathcal{H}^{\prime} \rightarrow \mathbb{R}$, and suppose that

$$
\begin{equation*}
c\|\mathbf{v}\|_{\ell_{2}} \leq\left\|\mathbf{v}^{T} \Theta\right\|_{\mathcal{H}} \leq C\|\mathbf{v}\|_{\ell_{2}} \tag{18}
\end{equation*}
$$

i.e., $\Theta$ is a Riesz-basis for $\mathcal{H}$. Then one has

$$
\begin{equation*}
C^{-1}\|\langle\Theta, v\rangle\|_{\ell_{2}} \leq\|v\|_{\mathcal{H}^{\prime}} \leq c^{-1}\|\langle\Theta, v\rangle\|_{\ell_{2}} \tag{19}
\end{equation*}
$$

An important Application of (19) is the case $\mathcal{H}=H_{0}^{1}(\Omega), \Theta:=\mathbf{D}^{-1} \Psi$ which gives

$$
\begin{equation*}
C_{1}^{-1}\left\|\mathbf{D}^{-1}\langle\Psi, w\rangle\right\|_{\ell_{2}} \leq\|w\|_{H^{-1}(\Omega)} \leq c_{1}^{-1}\left\|\mathbf{D}^{-1}\langle\Psi, w\rangle\right\|_{\ell_{2}} . \tag{20}
\end{equation*}
$$

The $H^{-1}$ norm arise naturally in connection with second order elliptic equations. Its evaluation is, for instance, important in connection with least squares formulations $[17,18]$ and poses serious difficulties in the finite element context.

Proof of Remark 2: We proceed in three steps.

1) Consider the mapping $F: \ell_{2} \rightarrow \mathcal{H}, F: \mathbf{v} \rightarrow \mathbf{v}^{T} \Theta$. Then (18) means that

$$
\begin{equation*}
\|F\|_{\ell_{2} \rightarrow \mathcal{H}}=C, \quad\left\|F^{-1}\right\|_{\mathcal{H} \rightarrow \ell_{2}}=c^{-1} \tag{21}
\end{equation*}
$$

2) For the adjoint $F^{*}: \mathcal{H}^{\prime} \rightarrow \ell_{2}$, defined by $\langle F \mathbf{v}, w\rangle=\mathbf{v}^{T} F^{*} w$, one then has on one hand

$$
\begin{aligned}
\left\|F^{*} w\right\|_{\ell_{2}} & =\sup _{\mathbf{v}} \frac{\left(F^{*} w\right)^{T} \mathbf{v}}{\|\mathbf{v}\|_{\ell_{2}}}=\sup _{\mathbf{v}} \frac{\langle F \mathbf{v}, w\rangle}{\|\mathbf{v}\|_{\ell_{2}}} \\
& \leq \sup _{\mathbf{v}} \frac{\|F \mathbf{v}\|_{\mathcal{H}}\|w\|_{\mathcal{H}^{\prime}}}{\|\mathbf{v}\|_{\ell_{2}}}=\|F\|_{\ell_{2} \rightarrow \mathcal{H}}\|w\|_{\mathcal{H}^{\prime}},
\end{aligned}
$$

and on the other hand,

$$
\begin{aligned}
\|F \mathbf{v}\|_{\mathcal{H}} & =\sup _{w} \frac{\langle F \mathbf{v}, w\rangle}{\|w\|_{\mathcal{H}^{\prime}}} \sup _{w} \frac{\left(F^{*} w\right)^{T} \mathbf{v}}{\|w\|_{\mathcal{H}^{\prime}}} \\
& \leq \sup _{w} \frac{\left\|F^{*} w\right\|_{\ell_{2}}\|\mathbf{v}\|_{\ell_{2}}}{\|w\|_{\mathcal{H}^{\prime}}}=\left\|F^{*}\right\|_{\mathcal{H}^{\prime} \rightarrow \ell_{2}}\|\mathbf{v}\|_{\ell_{2}} .
\end{aligned}
$$

Thus we conclude that

$$
\begin{equation*}
\|F\|_{\ell_{2} \rightarrow \mathcal{H}}=\left\|F^{*}\right\|_{\mathcal{H}^{\prime} \rightarrow \ell_{2}}=C, \quad\left\|F^{-1}\right\|_{\mathcal{H} \rightarrow \ell_{2}}=\left\|\left(F^{*}\right)^{-1}\right\|_{\ell_{2} \rightarrow \mathcal{H}^{\prime}}=c^{-1} . \tag{22}
\end{equation*}
$$

3) It remains to identify $F^{*} w$ by applying it to the sequence $\mathbf{e}_{\lambda}:=\left(\delta_{\lambda, \mu}: \mu \in\right.$ $\mathcal{J})$. In fact, $\left(F^{*} w\right)_{\lambda}=\left(F^{*} w\right)^{T} \mathbf{e}_{\lambda}=\left\langle F \mathbf{e}_{\lambda}, w\right\rangle=\left\langle\theta_{\lambda}, w\right\rangle$ which means

$$
F^{*} w=\langle\Theta, w\rangle
$$

whence the assertion follows.

Riesz-Bases - Biorthogonality: We pause to stress the role of biorthogonality in the context of Riesz bases. Recall that under the assumption (18) the mappings

$$
F: \ell_{2} \rightarrow \mathcal{H} \quad F: \mathbf{v} \rightarrow \mathbf{v}^{T} \Theta, \quad F^{*}: \mathcal{H}^{\prime} \rightarrow \ell_{2} \quad\langle F \mathbf{v}, w\rangle=\mathbf{v}^{T} F^{*} w
$$

are topological isomorphisms and that $F \mathbf{e}_{\lambda}=\theta_{\lambda}$. Defining the collection $\tilde{\Theta}$ by $\tilde{\theta}_{\lambda}:=\left(F^{*}\right)^{-1} \mathbf{e}_{\lambda}$, we obtain

$$
\left\langle\theta_{\lambda}, \tilde{\theta}_{\mu}\right\rangle=\left\langle F \mathbf{e}_{\lambda},\left(F^{*}\right)^{-1} \mathbf{e}_{\mu}\right\rangle=\mathbf{e}_{\lambda}^{T} \mathbf{e}_{\mu}=\delta_{\lambda, \mu}
$$

which means

$$
\begin{equation*}
\langle\Theta, \tilde{\Theta}\rangle=\mathbf{I} \tag{23}
\end{equation*}
$$

Thus one has $w=\langle w, \Theta\rangle \tilde{\Theta}$ and (19) simply means that $\tilde{\Theta}$ is a Riesz basis for $\mathcal{H}^{\prime}$. Hence a Riesz basis for $\mathcal{H}$ always entails a Riesz basis for $\mathcal{H}^{\prime}$. Of course, $\Theta=\tilde{\Theta}$ when $\Theta$ is an orthonormal basis and $\mathcal{H}$ is identified with $\mathcal{H}^{\prime}$. The following consequence often guides the construction of wavelet bases satisfying (16) also for $s=0$.

Corollary 3 When $\mathcal{H}=L_{2}(\Omega)=\mathcal{H}^{\prime}$ for every Riesz basis $\Psi$ of $L_{2}$ there exists a biorthogonal basis $\tilde{\Psi}$ which is also a Riesz basis for $L_{2}$.

We conclude this section with some remarks on
Further norm equivalences - Besov-Spaces: Norm equivalence of the type (16) extend to other function spaces such as Besov spaces. For a more detailed treatment the reader is referred, for instance, to [11, 24, 51, 53, 52], see also Section 10 for definitions.

Note first that (16) can be viewed for $0<p<\infty, 0<q \leq \infty$ as a special case of

$$
\begin{equation*}
\|v\|_{B_{q}^{t}\left(L_{p}\right)}^{q} \sim\|v\|_{L_{p}}^{q}+\sum_{\lambda \in \mathcal{J}} 2^{t q|\lambda|}\left\|\left\langle v, \tilde{\psi}_{\lambda}\right\rangle \psi_{\lambda}\right\|_{L_{p}}^{q}, \tag{24}
\end{equation*}
$$

which holds again for some range of $t>0$ depending on the regularity of the wavelets. Now, renormalizing

$$
\psi_{\lambda, p}:=2^{d|\lambda|\left(\frac{1}{p}-\frac{1}{2}\right)} \psi_{\lambda} \text { so that }\left\|\psi_{\lambda, p}\right\|_{L_{p}} \sim 1
$$

we denote by $\Psi_{p}:=\left\{\psi_{\lambda, p}: \lambda \in \mathcal{J}\right\}$ the $L_{p}$-normalized version of $\Psi$ and note that one still has a biorthogonal pair $\left\langle\Psi_{p}, \tilde{\Psi}_{p^{\prime}}\right\rangle=\mathbf{I}$. Moreover, whenever we have an embedding $B_{q}^{t}\left(L_{\tau}\right) \subset L_{p},(24)$ can be restated as

$$
\begin{equation*}
\|v\|_{B_{q}^{t}\left(L_{\tau}\right)}^{q} \sim\|v\|_{L_{\tau}}^{q}+\sum_{j=0}^{\infty}\left(2^{j d\left(\frac{t}{d}+\frac{1}{p}-\frac{1}{\tau}\right)}\left\|\left\langle\tilde{\Psi}_{j, p^{\prime}}, v\right\rangle\right\|_{\ell_{\tau}}\right)^{q}, \tag{25}
\end{equation*}
$$

where $\tilde{\Psi}_{j, p^{\prime}}:=\left\{\tilde{\psi}_{\lambda, p^{\prime}}:|\lambda|=j\right\}$. Note that the embedding $B_{q}^{t}\left(L_{\tau}\right) \subset L_{p}$ holds, by the Sobolev embedding theorem, as long as

$$
\begin{equation*}
\frac{1}{\tau} \leq \frac{t}{d}+\frac{1}{p} \tag{26}
\end{equation*}
$$

(with a restricted range for $q$ when equality holds in (26)). In particular, in the extreme case one has

$$
\begin{equation*}
\frac{t}{d}+\frac{1}{p}=\frac{1}{\tau} \quad \leadsto\|v\|_{B_{\tau}^{t}\left(L_{\tau}\right)} \sim\|v\|_{L_{\tau}}+\left\|\left\langle\tilde{\Psi}_{p^{\prime}}, v\right\rangle\right\|_{\ell_{\tau}}, \tag{27}
\end{equation*}
$$

i.e., the Besov norm is equivalent to an $\ell_{\tau}$-norm, where no scale dependent weight arises any more. This indicates that the embedding is not compact. It is however, an important case that plays a central role in nonlinear approximation and adaptivity as explained later.

Figure 4 illustrates the situation. With every point in the $(1 / p, s)$ coordinate plane we associate (a collection of) spaces with smoothness $s$ in $L_{p}$. Left of the critical line through $(1 / p, 0)$ with slope $d$ all spaces are still embedded in $L_{p}$ (with a compact embedding strictly left of the critical line), see $[24,51]$.


Fig. 4. Critical embedding line

## 4 Criteria for (NE)

In view of the importance of (NE), we discuss briefly ways of affirming its validity. Fourier techniques are typically applied when dealing with bases living on the torus or in Euclidean space. Different concepts are needed when dealing with more general domain geometries. We have already seen that the existence of a biorthogonal Riesz basis comes with a Riesz basis. Thus biorthogonality is a necessary but unfortunately not sufficient criterion.

### 4.1 What Could Additional Conditions Look Like?

Let us see next what kind of conditions, in addition to biorthogonality, are related to (NE). To this end, suppose that (NE) holds for $0 \leq t<\gamma$, so that

$$
\begin{aligned}
&\left\|\sum_{|\lambda|<J} d_{\lambda} \psi_{\lambda}\right\|_{H^{t}} \stackrel{(\mathrm{NE})}{\sim}\left\|\left\{2^{t|\lambda|} d_{\lambda}\right\}_{|\lambda|<J}\right\|_{\ell_{2}} \lesssim 2^{J t}\left\|\left\{d_{\lambda}\right\}_{|\lambda|<J}\right\|_{\ell_{2}} \\
& \stackrel{(\mathrm{NE})}{\sim} 2^{J t}\left\|\sum_{|\lambda|<J} d_{\lambda} \psi_{\lambda}\right\|_{L_{2}} .
\end{aligned}
$$

Thus defining the hierarchy of spaces

$$
\begin{equation*}
S_{j}:=\operatorname{clos}_{H^{t}} \operatorname{span}\left(\psi_{\lambda}:|\lambda|<j\right), \tag{28}
\end{equation*}
$$

we see that (NE) implies the

Inverse (or Bernstein) Estimate:

$$
\begin{equation*}
\|v\|_{H^{t}} \lesssim 2^{j t}\|v\|_{L_{2}}, \quad v \in S_{j}, t<\gamma \tag{29}
\end{equation*}
$$

Furthermore, consider the canonical projectors

$$
\begin{equation*}
Q_{j} v:=\sum_{|\lambda|<j}\left\langle v, \tilde{\psi}_{\lambda}\right\rangle \psi_{\lambda}, \quad Q_{j}^{*} v:=\sum_{|\lambda|<j}\left\langle v, \psi_{\lambda}\right\rangle \tilde{\psi}_{\lambda}, \tag{30}
\end{equation*}
$$

and note that

$$
\begin{aligned}
\left\|v-Q_{j} v\right\|_{L_{2}} & \lesssim\left(\sum_{|\lambda| \geq j}\left|\left\langle v, \tilde{\psi}_{\lambda}\right\rangle\right|^{2}\right)^{1 / 2} \leq 2^{-j t}\left(\sum_{|\lambda| \geq j} 2^{2 t|\lambda|}\left|\left\langle v, \tilde{\psi}_{\lambda}\right\rangle\right|^{2}\right)^{1 / 2} \\
& (\mathrm{NE}) \\
& \lesssim 2^{-j t}\|v\|_{H^{t}} .
\end{aligned}
$$

This entails the
Direct (or Jackson) Estimate:

$$
\begin{equation*}
\inf _{v_{j} \in S_{j}}\left\|v-v_{j}\right\|_{L_{2}} \lesssim 2^{-j t}\|v\|_{H^{t}}, \quad t<\gamma \tag{31}
\end{equation*}
$$

Conversely, it will be seen below that direct and inverse estimates imply the validity of (NE) for a certain range of $t$.

### 4.2 Fourier- and Basis-free Criteria

Note that the above consequences of (NE) are actually properties of the multiresolution spaces $S_{j}$, not of the specific bases. Let us therefore use possibly basis-free formulations. To this end, note that details between two successive spaces $S_{j}$ and $S_{j+1}$ can be expressed as

$$
\sum_{|\lambda|=j}\left\langle v, \tilde{\psi}_{\lambda}\right\rangle \psi_{\lambda}=\left(Q_{j+1}-Q_{j}\right) v
$$

Collections of functions that are stable on each level are relatively easy to construct. In fact, when the biorthogonal basis is also local, this is easy to see, as explained later, see Remark 5 in Section 5.1. In such a case one has

$$
\left\|\left(Q_{j+1}-Q_{j}\right) v\right\|_{L_{2}}^{2} \sim \sum_{|\lambda|=j}\left|\left\langle v, \tilde{\psi}_{\lambda}\right\rangle\right|^{2}
$$

which means

$$
N_{s, \mathcal{Q}}(v):=\left(\sum_{j=0}^{\infty} 2^{j 2 s}\left\|\left(Q_{j+1}-Q_{j}\right) v\right\|_{L_{2}}^{2}\right)^{1 / 2} \sim\left(\sum_{\lambda \in \mathcal{J}} 2^{2 s|\lambda|}\left|\left\langle v, \tilde{\psi}_{\lambda}\right\rangle\right|^{2}\right)^{1 / 2}
$$

Moreover, biorthogonality of $\Psi, \tilde{\Psi}$ means that the operators $Q_{j}$ defined by (30) commute. Thus, the seemingly relevant properties like direct and inverse estimates as well as biorthogonality can be formulated without explicit reference to the specific bases $\Psi, \tilde{\Psi}$ (which will be important for construction principles). In fact, in summary, one is led by the above discussion to ask the following question:

- Given a multiresolution sequence of nested spaces $\mathcal{S}=\left\{S_{j}\right\}_{j \in N_{0}}: S_{j} \subset H^{s}$ for $s<\gamma$, and an associate sequence $\mathcal{Q}=\left\{Q_{j}\right\}_{j \in \mathbb{N}_{0}}$ of uniformly $L_{2^{-}}$ bounded projectors mapping $L_{2}$ onto $S_{j}$, such that
- the commutator property (C):

$$
\begin{equation*}
Q_{l} Q_{j}=Q_{l}, \quad l \leq j \tag{32}
\end{equation*}
$$

- the Jackson estimate (J):

$$
\begin{equation*}
\inf _{v_{j} \in V_{j}}\left\|v-v_{j}\right\|_{L_{2}} \lesssim 2^{-m^{\prime} j}\|v\|_{H^{m^{\prime}}}, \quad v \in H^{m^{\prime}} \tag{33}
\end{equation*}
$$

and the

- Bernstein estimate (B):

$$
\begin{equation*}
\left\|v_{j}\right\|_{H^{s}} \lesssim 2^{s j}\left\|v_{j}\right\|_{L_{2}}, \quad v_{j} \in V_{j}, s<\gamma^{\prime} \tag{34}
\end{equation*}
$$

hold for $S_{j}=V_{j}$ and some $\gamma^{\prime}>0, m^{\prime} \in I N$,
can one ensure that $N_{s, \mathcal{Q}}(\cdot) \sim\|\cdot\|_{H^{s}}$ ?
The following statement is a special case of a more general result from [39].

Theorem 1. For $\mathcal{S}, \mathcal{Q}$ as above suppose that (32) and (34), (33) hold for $V_{j}=S_{j}$ with $m^{\prime}=m>\gamma^{\prime}=\gamma>0$. Then

$$
\begin{equation*}
\|v\|_{H^{s}} \sim\left(\sum_{j=0}^{\infty} 2^{2 s j}\left\|\left(Q_{j}-Q_{j-1}\right) v\right\|_{L_{2}}^{2}\right)^{1 / 2} \quad, \quad 0<s<\gamma \tag{35}
\end{equation*}
$$

Moreover, if (33) and (34) also hold for $V_{j}=\tilde{S}_{j}:=\operatorname{range} Q_{j}^{*}$ with $m^{\prime}=\tilde{m}>$ $\gamma^{\prime}=\tilde{\gamma}>0$, then the above equivalence (35) also holds for $-\tilde{\gamma}<s<\gamma$, where for $s<0$ it is understood that $H^{s}=\left(H^{-s}\right)^{\prime}$.

A few comments are in order. Note that (35) is easier to realize for $s>0$. The case $s \leq 0$ requires more effort and involves the dual multiresolution sequence $\tilde{\mathcal{S}}$ as well. The space $H^{s}$ above may have incorporated homogeneous boundary conditions.

As for the usefulness of the above criterion for the construction of a Riesz basis for $L_{2}$, the following remarks should be kept in mind. One actually starts usually with a multiresolution sequence $\mathcal{S}$ where the $S_{j}$ are then not given as spans of wavelets but of single scale bases $\Phi_{j}$. They consist of compactly supported functions like scaling functions in classical settings or by standard finite element nodal basis functions, see the examples in Section 2. One then tries to construct suitable complement bases spanning complements between any two successive spaces in $\mathcal{S}$. It is of course not clear how to get a good guess for such complement bases whose union would be a candidate for $\Psi$. The difficulty is to choose these complements in such way that they give rise to a dual multiresolution (which is completely determined once the $\psi_{\lambda}$ are chosen) satisfying the conditions (J), (B) as well for some range. It will be seen later how to solve this problem in a systematic fashion, provided that for a single scale basis $\Phi_{j}$ for $S_{j}$ biorthogonal bases $\tilde{\Phi}_{j}$ can be found which then define $\tilde{\mathcal{S}}$. One can then construct $\Psi$ and $\tilde{\Psi}$ based only on the knowledge of the collections $\Phi_{j}, \tilde{\Phi}_{j}$.

Although the construction of dual single scale pairs $\Phi_{j}, \tilde{\Phi}_{j}$ is possible in some important cases, one faces serious difficulties with this approach when dealing with finite elements on nested triangulations. Therefore criteria, that do not require explicit knowledge of dual pairs $\Phi_{j}, \tilde{\Phi}_{j}$, are desirable. We outline next such criteria following essentially the developments in [49]. The key is that both multiresolution sequences $\mathcal{S}$ and $\mathcal{S}$ are prescribed. It will be seen that one need not know corresponding biorthogonal single scale bases to start with, but it rather suffices to ensure that single scale bases for these spaces can be biorthogonalized. This latter property can be expressed as follows.

Remark 4 Let $\mathcal{S}$ and $\tilde{\mathcal{S}}$ be two given multi-resolution sequences satisfying $\operatorname{dim} S_{j}=\operatorname{dim} \tilde{S}_{j}$ and

$$
\begin{equation*}
\inf _{v_{j} \in S_{j}} \sup _{\tilde{v}_{j} \in \tilde{S}_{j}} \frac{\left|\left\langle v_{j}, \tilde{v}_{j}\right\rangle\right|}{\left\|v_{j}\right\|_{L_{2}(\Omega)}\left\|\tilde{v}_{j}\right\|_{L_{2}(\Omega)}} \gtrsim 1 \tag{36}
\end{equation*}
$$

Then there exists a sequence $\mathcal{Q}$ of uniformly $L_{2}$-bounded projectors with ranges $\mathcal{S}$ such that

$$
\begin{equation*}
\operatorname{range}\left(i d-Q_{j}\right)=\left(\tilde{S}_{j}\right)^{\perp_{L_{2}}}, \quad \text { range }\left(i d-Q_{j}^{*}\right)=\left(S_{j}\right)^{\perp_{L_{2}}} \tag{37}
\end{equation*}
$$

Moreover, $\mathcal{Q}$ satisfies the commutator property (C), see (32).
This leads to a version of Theorem 1, that prescribes both multiresolution sequences $\mathcal{S}$ and $\tilde{\mathcal{S}}$ without requiring explicit knowledge neither of the dual generator bases nor of the dual wavelets.

Theorem 2. If in addition to the hypotheses of Remark $4 \mathcal{S}$ and $\tilde{\mathcal{S}}$ satisfy direct and inverse estimates (33) and (34) with respective parameters $m, \tilde{m} \in$ $I N$ and $\gamma, \tilde{\gamma}>0$, then one has for any $w_{j} \in \operatorname{range}\left(Q_{j}-Q_{j-1}\right), Q_{j}$ given by Remark 4,

$$
\begin{equation*}
\left\|\sum_{j=0}^{\infty} w_{j}\right\|_{H^{s}}^{2} \lesssim \sum_{j=0}^{\infty} 2^{2 s j}\left\|w_{j}\right\|_{L_{2}}^{2}, \quad s \in[-\tilde{m}, \gamma) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=0}^{\infty} 2^{2 s j}\left\|\left(Q_{j}-Q_{j-1}\right) v\right\|_{L_{2}}^{2} \lesssim\|v\|_{H^{s}}^{2}, \quad s \in(-\tilde{\gamma}, m] \tag{39}
\end{equation*}
$$

Thus for $s \in(-\tilde{\gamma}, \gamma)$ (38), (39), $v \rightarrow\left\{\left(Q_{j}-Q_{j-1}\right) v\right\}_{j}$ is a bounded mapping from $H^{s}$ onto $\ell_{2, s}(\mathcal{Q}):=\left\{\left\{w_{j}\right\}_{j}: w_{j} \in\right.$ range $\left(Q_{j}-Q_{j-1}\right),\left\|\left\{w_{j}\right\}_{j}\right\|_{\ell_{2, s}(\mathcal{Q})}:=$ $\left.\left(\sum_{j=0}^{\infty} 2^{2 s j}\left\|w_{j}\right\|_{L_{2}(\Omega)}^{2}\right)^{1 / 2}<\infty\right\}$, with bounded inverse $\left\{w_{j}\right\}_{j} \rightarrow \sum_{j=0}^{\infty} w_{j}$, i.e., for $s \in(-\tilde{\gamma}, \gamma)$ the above relations hold with' $\lesssim$ ' replaced by ' $\sim^{\prime}$.

Clearly Theorem 2 implies Theorem 1 . We sketch now the main steps in the proof of Theorem 2 (see [39, 49] for more details). Define orthogonal projectors $P_{j}: L_{2} \rightarrow \tilde{S}_{j}$ by

$$
\left\langle v, \tilde{v}_{j}\right\rangle=\left\langle P_{j} v, \tilde{v}_{j}\right\rangle, \quad v \in L_{2}, \tilde{v}_{j} \in \tilde{S}_{j},
$$

and set $R_{j}:\left.P_{j}\right|_{S_{j}}$ so that $\left\|R_{j}\right\|_{L_{2}} \leq 1$. Then (36) implies $\left\|R_{j} v_{j}\right\|_{L_{2}} \gtrsim\left\|v_{j}\right\|_{L_{2}}$, $v_{j} \in S_{j}$. Now we claim that range $R_{j}=\tilde{S}_{j}$, since otherwise there would exist $\tilde{v}_{j}^{\prime} \in \tilde{S}_{j}, \tilde{v}_{j}^{\prime} \perp_{L_{2}}$ range $R_{j}$, contradicting (36). Thus, the $R_{j}^{-1}: \tilde{S}_{j} \rightarrow S_{j}$ are uniformly $L_{2}$-bounded. Then the projectors $Q_{j}:=R_{j}^{-1} Q_{j}: L_{2} \rightarrow S_{j}$ are uniformly $L_{2}$ bounded, range $Q_{j}=S_{j}$ and $\left\langle Q_{j} v, \tilde{v}_{j}\right\rangle=\left\langle v, \tilde{v}_{j}\right\rangle$, which provides range $\left(I-Q_{j}\right) \subset\left(\tilde{S}_{j}\right)^{\perp_{L_{2}}}$.

Conversely, $v \in\left(\tilde{S}_{j}\right)^{\perp_{L_{2}}}$ implies range $\left(I-Q_{j}\right) \subset\left(\tilde{S}_{j}\right)^{\perp_{L_{2}}}$, which confirms analogous properties for the adjoints $Q_{j}^{*}$.

Note that $\tilde{S}_{j} \subset \tilde{S}_{j+1}$, which implies (C) $Q_{j} Q_{j+1}=Q_{j}$.
As for Theorem 2, observe first

$$
\begin{equation*}
\left\|w_{j}\right\|_{H^{s \pm \epsilon}} \lesssim 2^{j(s \pm \epsilon)}\left\|w_{j}\right\|_{L_{2}}, \quad \forall w_{j} \in \operatorname{range}\left(Q_{j}-Q_{j-1}\right), s \pm \epsilon \in[-\tilde{m}, \gamma) \tag{40}
\end{equation*}
$$

In fact, (40) follows from (B) (34) for $s \pm \epsilon \in[0, \gamma)$. For $t:=s \pm \epsilon \in[-\tilde{m}, 0]$ and any $w_{j} \in$ range $\left(Q_{j}-Q_{j-1}\right)$, one has

$$
\begin{aligned}
\left\|w_{j}\right\|_{H^{t}} & =\sup _{z \in H^{-t}} \frac{\left\langle w_{j}, z\right\rangle}{\|z\|_{H^{-t}}}=\sup _{z \in H^{-t}} \frac{\left\langle w_{j},\left(Q_{j}^{*}-Q_{j-1}^{*}\right) z\right\rangle}{\|z\|_{H^{-t}}} \\
& \lesssim \sup _{z \in H^{-t}} \frac{\left\|w_{j}\right\|_{L_{2}} \inf _{\tilde{v}_{j-1} \in \tilde{S}_{j-1}}\left\|z-\tilde{v}_{j-1}\right\|_{L_{2}}}{\|z\|_{H^{-t}}} \stackrel{(\mathrm{~J})}{\lesssim} 2^{t j}\left\|w_{j}\right\|_{L_{2}} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
\left\|\sum_{j} w_{j}\right\|_{H^{s}}^{2} & =\left\langle\sum_{j} w_{j}, \sum_{l} w_{l}\right\rangle_{H^{s}} \lesssim \sum_{j} \sum_{l \geq j}\left\|w_{j}\right\|_{H^{s+\epsilon}}\left\|w_{l}\right\|_{H^{s-\epsilon}} \\
& \stackrel{(\mathrm{B})}{\lesssim} \sum_{j} \sum_{l \geq j} 2^{\epsilon j} 2^{-l \epsilon}\left(2^{s k}\left\|w_{j}\right\|_{L_{2}}\right)\left(2^{s l}\left\|w_{l}\right\|_{L_{2}}\right) \lesssim \sum_{j} 2^{2 s j}\left\|w_{j}\right\|_{L_{2}}^{2} .
\end{aligned}
$$

Thus, we have shown

$$
\begin{equation*}
\|v\|_{H^{s}} \lesssim N_{s, \mathcal{Q}}(v), \quad s \in[-\tilde{m}, \gamma) \tag{41}
\end{equation*}
$$

which is (38). Interchanging the roles of $\mathcal{S}$ and $\tilde{\mathcal{S}}$, the same argument gives

$$
\begin{equation*}
\|v\|_{H^{s}} \lesssim N_{s, \mathcal{Q}^{*}}(v), \quad s \in[-m, \tilde{\gamma}) \tag{42}
\end{equation*}
$$

In order to prove now (39), note first that

$$
\begin{aligned}
N_{s, \mathcal{Q}}(v)^{2} & =\sum_{j} 2^{2 s j}\left\langle\left(Q_{j}-Q_{j-1}\right) v,\left(Q_{j}-Q_{j-1}\right) v\right\rangle \\
& =\langle\underbrace{\left.\sum_{j} 2^{2 s j}\left(Q_{j}^{*}-Q_{j-1}^{*}\right)\left(Q_{j}-Q_{j-1}\right) v, v\right\rangle}_{:=w} \\
& \leq\|\underbrace{\sum_{j} 2^{2 s j}\left(Q_{j}^{*}-Q_{j-1}^{*}\right)\left(Q_{j}-Q_{j-1}\right) v}_{j}\|_{H^{-s}}\|v\|_{H^{s}}
\end{aligned}
$$

$$
(42)
$$

$$
\begin{equation*}
\stackrel{(42)}{\lesssim} N_{-s, \mathcal{Q}^{*}}(w)\|v\|_{H^{s}}, \quad s \in(-\tilde{\gamma}, m] \tag{43}
\end{equation*}
$$

Since by (C) (see (32)) $\left(Q_{l}^{*}-Q_{l-1}^{*}\right)\left(Q_{j}^{*}-Q_{j-1}^{*}\right)=\delta_{j, l}\left(Q_{l}^{*}-Q_{l-1}^{*}\right)$ one has $\left\|\left(Q_{l}^{*}-Q_{l-1}^{*}\right) w\right\|_{L_{2}}=2^{2 s l}\left\|\left(Q_{l}^{*}-Q_{l-1}^{*}\right)\left(Q_{l}-Q_{l-1}\right) v\right\|_{L_{2}} \lesssim 2^{2 s l}\left\|\left(Q_{l}-Q_{l-1}\right) v\right\|_{L_{2}}$.

This gives

$$
\begin{aligned}
N_{-s, \mathcal{Q}^{*}}(w) & =\left(\sum_{l} 2^{-2 s l}\left\|\left(Q_{l}^{*}-Q_{l-1}^{*}\right) w\right\|_{L_{2}}^{2}\right)^{1 / 2} \\
& \lesssim\left(\sum_{j} 2^{-2 s l} 2^{4 s l}\left\|\left(Q_{l}-Q_{l-1}\right) v\right\|_{L_{2}}^{2}\right)^{1 / 2}=N_{s, \mathcal{Q}}(v)
\end{aligned}
$$

Therefore we can bound $N_{-s, \mathcal{Q}^{*}}(w)$ on the right hand side of (43) by a constant multiple of $N_{s, \mathcal{Q}}(v)$. Dividing both sides of the resulting inequality by $N_{s, \mathcal{Q}}(v)$, yields (39).

Direct and inverse estimates (J), (B) are satisfied for all standard hierarchies of trial spaces where $m$ is the order of polynomial exactness.

- A possible strategy for $(\mathrm{J})$ is to construct $L_{2}$-bounded local projectors onto $S_{j}$ and use the reproduction of polynomials and corresponding local polynomial inequalities;
- (B) follows from stability and rescaling arguments. The simplest case is $s \in \mathbb{N}$. One first establishes an estimate on a reference domain, then rescales and sums up the local quantities.


## 5 Multiscale Decompositions - Construction and Analysis Principles

We indicate next some construction principles that allow us to make use of the above stability criteria. The main tool is the notion of multiresolution hierarchies.

### 5.1 Multiresolution

The common starting point for the construction of multiscale bases is an ascending sequence of spaces

$$
S_{0} \subset S_{1} \subset S_{2} \subset \ldots L_{2}(\Omega), \quad \overline{\bigcup_{j} S_{j}}=L_{2}(\Omega)
$$

which are spanned by single scale bases

$$
S_{j}=\operatorname{span} \Phi_{j}=: S\left(\Phi_{j}\right), \quad \Phi_{j}=\left\{\phi_{j, k}: k \in \mathcal{I}_{j}\right\} .
$$

One then seeks decompositions

$$
S_{j+1}=S_{j} \bigoplus W_{j}
$$

along with corresponding complement bases

$$
W_{j}=\operatorname{span} \Psi_{j}, \quad \Psi_{j}=\left\{\psi_{\lambda}: \lambda \in \mathcal{J}_{j}\right\}
$$

The union of the coarse scale basis $\Phi_{0}$ and all the complement bases provides a multi-scale basis

$$
\Psi:=\bigcup_{j \in \mathbb{N}_{0}} \Psi_{j} \quad\left(\Psi_{-1}:=\Phi_{0}\right)
$$

which is a candidate for a wavelet basis.
Before discussing how to find suitable complement bases, it is important to distinguish several stability notions.

Uniform single scale stability: This means that the relations

$$
\begin{equation*}
\|\mathbf{c}\|_{l_{2}\left(\mathcal{I}_{j}\right)} \sim\left\|\mathbf{c}^{T} \Phi_{j}\right\|_{L_{2}}, \quad\|\boldsymbol{d}\|_{l_{2}\left(\mathcal{J}_{j}\right)} \sim\left\|\boldsymbol{d}^{T} \Psi_{j}\right\|_{L_{2}} \tag{44}
\end{equation*}
$$

hold uniformly in $j$. Single scale stability is easily established, for instance, when local dual bases are available.

Remark 5 Suppose $\Phi_{j}, \tilde{\Phi}_{j}$ are dual pairs of single scale bases, i.e.,

$$
\begin{gathered}
\left\langle\Phi_{j}, \tilde{\Phi}_{j}\right\rangle=\mathbf{I}, \quad\left\|\phi_{j, k}\right\|_{L_{2}} \sim 1, \quad\left\|\tilde{\phi}_{j, k}\right\|_{L_{2}} \sim 1, \\
\operatorname{diam}\left(\operatorname{supp} \Phi_{j}\right), \operatorname{diam}\left(\operatorname{supp} \tilde{\Phi}_{j}\right) \sim 1 .
\end{gathered}
$$

Then (44) holds for $\Phi_{j}$ and $\tilde{\Phi}_{j}$.
Proof: Let $\sigma_{j, k}$ denote the support of $\phi_{j, k}$ and $\square_{j, k}:=2^{-j}\left(k+[0,1]^{d}\right)$. Then for $v=\mathbf{c}^{T} \Phi_{j}$ one has

$$
\|\mathbf{c}\|_{\ell_{2}}^{2}=\left\|\left\langle v, \tilde{\Phi}_{j}\right\rangle\right\|_{\ell_{2}}^{2} \lesssim \sum_{k \in \mathcal{I}_{j}}\|v\|_{L_{2}\left(\tilde{\sigma}_{j, k}\right)}^{2} \lesssim\|v\|_{L_{2}}^{2} .
$$

Conversely,

$$
\|v\|_{L_{2}\left(\square_{j, k}\right)}^{2} \leq\left(\sum_{\sigma_{j, m} \cap \square_{j, k} \neq \emptyset}\left|c_{m}\right|\left\|\phi_{j, m}\right\|_{L_{2}\left(\square_{j, k}\right)}\right)^{2} \lesssim \sum_{\sigma_{j, m} \cap \square_{j, k} \neq \emptyset}\left|c_{m}\right|^{2},
$$

which, upon summation, yields

$$
\|v\|_{L_{2}}^{2} \lesssim\|\mathbf{c}\|_{\ell_{2}}^{2}
$$

This finishes the proof.
Of course, this does not mean that the multiscale basis $\Psi$ is stable in the sense that $\|\boldsymbol{d}\|_{\ell_{2}} \sim\left\|\boldsymbol{d}^{T} \Psi\right\|_{L_{2}}$, which we refer to as stability over all levels, or equivalently the Riesz-basis property in $L_{2}$.

### 5.2 Stability of Multiscale Transformations

Let us pause here to indicate a first instance where the Riesz-basis property has computational significance. To this end, note that for each $j$ the elements of $S_{j}$ have two equivalent representations

$$
\begin{gathered}
\sum_{l=-1}^{j-1} \sum_{\lambda \in \mathcal{J}_{l}} d_{\lambda} \psi_{\lambda}=\sum_{k \in \mathcal{I}_{j}} c_{k} \phi_{j, k} \\
\mathbf{T}_{j}: \boldsymbol{d} \mapsto \mathbf{c}
\end{gathered}
$$

and the corresponding arrays of single-scale, respectively multiscale coefficients $\mathbf{c}, \boldsymbol{d}$ are interrelated by the multiscale transformation $\mathbf{T}_{j}$, see Section 2.1.

Remark 6 (cf. $[23,39])$ Assume that the $\Phi_{j}$ are uniformly $L_{2}$-stable. Then

$$
\left\|\mathbf{T}_{j}\right\|,\left\|\mathbf{T}_{j}^{-1}\right\|=\mathcal{O}(1) \Longleftrightarrow \Psi \text { is a Riesz basis in } L_{2} .
$$

Proof: Let $\Psi^{j}=\left\{\psi_{\lambda}:|\lambda|<j\right\}$ and $v=\boldsymbol{d}_{j}^{T} \Psi^{j}=\mathbf{c}_{j}^{T} \Phi_{j}$. Assume that $\Psi$ is a Riesz basis. Then one has

$$
\left\|\mathbf{c}_{j}\right\|_{\ell_{2}} \sim\|v\|_{L_{2}}=\left\|\boldsymbol{d}_{j}^{T} \Psi^{j}\right\|_{L_{2}} \sim\left\|\boldsymbol{d}_{j}\right\|_{\ell_{2}}=\left\|\mathbf{T}_{j}^{-1} \mathbf{c}_{j}\right\|_{\ell_{2}} .
$$

Conversely:

$$
\left\|\boldsymbol{d}_{j}\right\|_{\ell_{2}}=\left\|\mathbf{T}_{j}^{-1} \mathbf{c}_{j}\right\|_{\ell_{2}} \sim\left\|\mathbf{c}_{j}\right\|_{\ell_{2}} \sim\|v\|_{L_{2}},
$$

whence the assertion follows.
Stability over all scales is a more involved issue and will be addressed next.

### 5.3 Construction of Biorthogonal Bases - Stable Completions

We have seen in Section 4 that biorthogonality is necessary for the Riesz basis property. Once a pair of biorthogonal bases is given, one can use Theorem 1 or Theorem 2 to check the desired norm equivalences (16), in particular, for $s=0$.

The construction and analysis of biorthogonal wavelets on $\mathbb{R}$ or $\mathbb{R}^{d}$ is greatly facilitated by Fourier methods (see [25,50]). For more general domains the construction of good complement spaces $W_{j}$ is based on different strategies. A rough road map looks as follows:

- Construct stable dual multiresolution sequences

$$
\mathcal{S}=\left\{S_{j}\right\}_{j \in \mathbb{N}_{0}}, \quad S_{j}=\operatorname{span}\left(\Phi_{j}\right), \quad \tilde{\mathcal{S}}=\left\{\tilde{S}_{j}\right\}_{j \in \mathbb{N}_{0}}, \quad \tilde{S}_{j}=\operatorname{span}\left(\tilde{\Phi}_{j}\right)
$$

such that $\left\langle\Phi_{j}, \tilde{\Phi}_{j}\right\rangle=\mathbf{I}, j \in \mathbb{N}_{0}$.

- Construct some simple initial complement spaces $\check{W}_{j}$.
- Change the initial complements into better ones $W_{j}$.

We will comment next on these steps.

### 5.4 Refinement Relations

Stability (44) and nestedness of the spaces $S_{j}$ imply refinement equations of the form

$$
\begin{equation*}
\phi_{j, k}=\sum_{l \in \mathcal{I}_{j+1}} m_{j, l, k} \phi_{j+1, l}, \tag{45}
\end{equation*}
$$

which we briefly express as

$$
\begin{equation*}
\Phi_{j}^{T}=\Phi_{j+1}^{T} \mathbf{M}_{j, 0} \tag{46}
\end{equation*}
$$

Here the columns of the refinement matrix $\mathbf{M}_{j, 0}$ consist of the arrays of mask coefficients $m_{j, l, k}$. The objective is then to find a basis $\Psi_{j+1}=\left\{\psi_{\lambda}:|\lambda|=\right.$ $j\} \subset S_{j+1}$, i.e.,

$$
\begin{equation*}
\Psi_{j+1}^{T}=\Phi_{j+1}^{T} \mathbf{M}_{j, 1} \tag{47}
\end{equation*}
$$

that spans a complement of $S_{j}$ in $S_{j+1}$. It is easy to see that this is equivalent to the fact that the matrix $\mathbf{M}_{j}:=\left(\mathbf{M}_{j, 0}, \mathbf{M}_{j, 1}\right)$ is invertible, i.e, for $\mathbf{M}^{-1}=$ : $\mathbf{G}_{j}=\binom{\mathbf{G}_{j, 0}}{\mathbf{G}_{j, 1}}$ one has

$$
\begin{equation*}
\Phi_{j+1}^{T}=\Phi_{j}^{T} \mathbf{G}_{j, 0}+\Psi_{j+1}^{T} \mathbf{G}_{j, 1} \Longleftrightarrow \mathbf{M}_{j} \mathbf{G}_{j}=\mathbf{G}_{j} \mathbf{M}_{j}=\mathbf{I} \tag{48}
\end{equation*}
$$

Remark 7 [23] The bases $\Psi_{j}, \Phi_{j}$ are uniformly stable in the sense of (44) if and only if

$$
\begin{equation*}
\left\|\mathbf{M}_{j}\right\|_{\ell_{2} \rightarrow \ell_{2}},\left\|\mathbf{G}_{j}\right\|_{\ell_{2} \rightarrow \ell_{2}}=\mathcal{O}(1) \tag{49}
\end{equation*}
$$

The matrix $\mathbf{M}_{j, 1}$ is called a completion of the refinement matrix $\mathbf{M}_{j, 0}$. The sequence $\left\{\mathbf{M}_{j, 1}\right\}_{j}$ is called (uniformly) stable completions when (49) holds.

Let us illustrate these notions by the hierarchical complement bases from Section 2.3. From the refinement equations one readily infers (see Figure 5)

$$
\mathbf{M}_{j, 0}=\left(\begin{array}{ccccc}
\frac{1}{2 \sqrt{2}} & 0 & 0 & \ldots & \\
\frac{1}{\sqrt{2}} & 0 & 0 & \ldots & \\
\frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} & 0 & \ldots & \\
0 & \frac{1}{\sqrt{2}} & 0 & \ldots & \\
0 & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} & 0 & \ldots \\
0 & 0 & \ldots & & \\
\vdots & \vdots & \vdots & & \vdots \\
& & & & 0 \\
& & & \frac{1}{2 \sqrt{2}} & \frac{1}{2 \sqrt{2}} \\
0 & \ldots & & 0 & \frac{1}{\sqrt{2}} \\
0 & \ldots & & 0 & \frac{1}{2 \sqrt{2}}
\end{array}\right)
$$

and

$$
\mathbf{M}_{j, 1}=\left(\begin{array}{ccccc}
1 & 0 & 0 & & \\
0 & 0 & 0 & & \\
0 & 1 & 0 & & \\
\vdots & \vdots & \vdots & & \\
& & & \\
& & 0 & 1 & 0 \\
& & & 0 & 0
\end{array}\right)
$$



Fig. 5. Hat function

One also derives directly from Figure 5 how to express the fine scale basis functions in terms of the coarse scale and complement basis functions (the latter being simply the fine scale basis functions at the new knots):

$$
\begin{aligned}
\phi_{j+1,2 k} & =\sqrt{2} \phi_{j, k}-\frac{1}{2}\left(\phi_{j+1,2 k-1}+\phi_{j+1,2 k+1}\right) \\
& =\sqrt{2} \phi_{j, k}-\frac{1}{2}\left(\psi_{j, k-1}+\psi_{j, k}\right), \quad k=1, \ldots, 2^{j}-1, \\
\phi_{j+1,2 k+1} & =\psi_{j, k}, \quad k=0, \ldots, 2^{j}-1, \\
\phi_{j+1,0} & =\sqrt{2} \phi_{j, 0}-\frac{1}{2} \psi_{j, 0}, \quad \phi_{j+1,2^{j+1}}=\sqrt{2} \phi_{j 2^{j}}-\frac{1}{2} \psi_{j, 2^{j}-1},
\end{aligned}
$$

Accordingly, the blocks of the matrix $\mathbf{G}_{j}$ look as follows:

$$
\begin{aligned}
\mathbf{G}_{j, 0} & =\left(\begin{array}{ccccccccc}
0 & \sqrt{2} & 0 & 0 & 0 & & \ldots & 0 & 0 \\
0 & 0 & 0 & \sqrt{2} & 0 & & \vdots & 0 & 0 \\
\vdots & \vdots & & & & & \vdots & & \vdots \\
0 & & & & & \sqrt{2} & 0 & 0 & 0 \\
0 & 0 & \ldots & & & 0 & 0 & \sqrt{2} & 0
\end{array}\right) \\
\mathbf{G}_{j, 1} & =\left(\begin{array}{ccccccc}
1-\frac{1}{2} & 0 & 0 & \ldots & & \\
0 & -\frac{1}{2} & 1 & -\frac{1}{2} & & & \\
\vdots & & & & & \vdots \\
\vdots & & & & -\frac{1}{2} & 0 \\
0 & \ldots & & & -\frac{1}{2} & 1
\end{array}\right)
\end{aligned}
$$

### 5.5 Structure of Multiscale Transformations

Recall that by (46) and (47)

$$
\begin{equation*}
\Phi_{j}^{T} \mathbf{c}^{j}+\Psi_{j}^{T} \boldsymbol{d}^{j}=\Phi_{j+1}^{T}\left(\mathbf{M}_{j, 0} \mathbf{c}^{j}+\mathbf{M}_{j, 1} \boldsymbol{d}^{j}\right) \tag{50}
\end{equation*}
$$

so that $\mathbf{T}_{J}: \boldsymbol{d} \rightarrow \mathbf{c}$ has the form

$$
\begin{aligned}
& \mathbf{c}^{0} \xrightarrow{\mathbf{M}_{0,0}} \mathbf{c}^{1} \xrightarrow{\mathrm{M}_{1,0}} \mathbf{c}^{2} \xrightarrow{\mathbf{M}_{2,0}} \ldots \xrightarrow{\mathbf{M}_{J_{-1,0}}} \mathbf{c}^{J} \\
& \begin{array}{llll}
\mathrm{M}_{0,1} & \mathrm{M}_{1,1} & \mathrm{M}_{2,1} & \mathrm{M}_{J-1,1}
\end{array} \\
& \boldsymbol{d}^{0}{ }^{\nearrow} \boldsymbol{d}^{1} \boldsymbol{d}^{2}{ }^{\nearrow} \cdots \boldsymbol{d}^{J-1}
\end{aligned}
$$

see Section 2.1. Thus the transform consists of the successive application of the matrices

$$
\mathbf{T}_{J, j}:=\left(\begin{array}{cc}
\mathbf{M}_{j} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}
\end{array}\right), \quad \mathbf{T}_{J}=\mathbf{T}_{J, J-1} \cdots \mathbf{T}_{J, 0}
$$

In order to determine the inverse transform $\mathbf{T}_{J}^{-1}: \mathbf{c} \rightarrow \boldsymbol{d}$, note that by (48),

$$
\Phi_{j+1}^{T} \mathbf{c}^{j+1}=\Phi_{j}^{T}\left(\mathbf{G}_{j, 0} \mathbf{c}^{j+1}\right)+\Psi_{j}^{T}\left(\mathbf{G}_{j, 1} \mathbf{c}^{j+1}\right)=\Phi_{j}^{T} \mathbf{c}^{j}+\Psi_{j}^{T} \boldsymbol{d}^{j}
$$

which yields

### 5.6 Parametrization of Stable Completions

The above example of the hierarchical basis shows that often some stable completions are easy to construct. The corresponding complement bases may, however, not be appropriate yet, because the corresponding multiscale basis may not have a dual basis in $L_{2}$. The hierarchical basis is an example. The idea is then to modify some initial stable completion to obtain a better one. Therefore the following parametrization of all possible stable completions is of interest [23].

Theorem 3. Given some initial completion $\check{\mathbf{M}}_{j, 1}$ (and $\check{\mathbf{G}}_{j}$ ), then all other completions have the form

$$
\begin{equation*}
\mathbf{M}_{j, 1}=\mathbf{M}_{j, 0} \mathbf{L}+\check{\mathbf{M}}_{j, 1} \mathbf{K} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{G}_{j, 0}=\check{\mathbf{G}}_{j, 0}-\check{\mathbf{G}}_{j, 1}\left(\mathbf{K}^{T}\right)^{-1} \mathbf{L}^{T}, \quad \mathbf{G}{ }_{j, 1}=\check{\mathbf{G}}_{j, 1}\left(\mathbf{K}^{T}\right)^{-1} . \tag{52}
\end{equation*}
$$

The main point of the proof is the identity

$$
\mathbf{I}=\mathbf{M}_{j} \mathbf{G}_{j}=\mathbf{M}_{j}\left(\begin{array}{cc}
\mathbf{I} & \mathbf{L} \\
\mathbf{0} & \mathbf{K}
\end{array}\right)\left(\begin{array}{cc}
\mathbf{I} & -\mathbf{L} \mathbf{K}^{-1} \\
\mathbf{0} & \mathbf{K}^{-1}
\end{array}\right) \mathbf{G}_{j}=: \check{\mathbf{M}}_{j} \check{\mathbf{G}}_{j} .
$$

The special case $\mathbf{K}=\mathbf{I}$ is often referred to as Lifting Scheme [70].
Modifications of the above type can be used for the following purposes:

- Raising the order of vanishing moments: Choose $\mathbf{K}=\mathbf{I}$ and $\mathbf{L}$ such that

$$
\begin{aligned}
\int_{\Omega} \Psi_{j}^{T} P d x & =\int_{\Omega} \Phi_{j+1}^{T} \mathbf{M}_{j, 1} P d x \\
& =\int_{\Omega} \Phi_{j}^{T} \mathbf{L} P+\check{\Psi}_{j}^{T} P d x=0, \quad P \in \mathbb{P}_{m^{*}}
\end{aligned}
$$

- Construction of finite element based wavelets through coarse grid corrections [23, 40, 42, 74].
- Construction of biorthogonal wavelets on intervals and multivariate domains [21, 22, 30, 46, 47].

In particular, a systematic biorthogonalization can be described as follows. Suppose that dual pairs of single scale bases are given

$$
\Phi_{j}^{T}=\Phi_{j+1}^{T} \mathbf{M}_{j, 0}, \quad \tilde{\Phi}_{j}^{T}=\tilde{\Phi}_{j+1}^{T} \tilde{\mathbf{M}}_{j, 0}, \quad\left\langle\Phi_{j}, \tilde{\Phi}_{j}\right\rangle=\mathbf{I} .
$$

Theorem 4. Let $\tilde{\mathbf{M}}_{j, 0}, \check{\mathbf{M}}_{j, 1}, \check{\mathbf{G}}_{j}$ be as above. Then $\left(\mathbf{K}:=\mathbf{I}, \mathbf{L}:=-\tilde{\mathbf{M}}_{j, 0}^{T} \check{\mathbf{M}}_{j, 1}\right)$

$$
\mathbf{M}_{j, 1}:=\left(I-\mathbf{M}_{j, 0} \tilde{\mathbf{M}}_{j, 0}^{T}\right) \check{\mathbf{M}}_{j, 1}, \quad \tilde{\mathbf{M}}_{j, 1}:=\check{\mathbf{G}}_{j, 1}
$$

are new uniformly stable completions satisfying $\mathbf{M}_{j} \tilde{\mathbf{M}}_{j}^{T}=\mathbf{I}$ and

$$
\Psi_{j}^{T}:=\Phi_{j+1}^{T} \mathbf{M}_{j, 1}, \quad \tilde{\Psi}_{j+1}^{T}:=\tilde{\Phi}_{j+1}^{T} \tilde{\mathbf{M}}_{j, 1}
$$

form biorthogonal wavelet bases.
The criteria from Section 4 can be used to show that the constructions based on these concepts give indeed rise to Riesz bases, cf. [21, 22, 30, 46, 47]. Very useful explicit expressions for the entries of $\mathbf{L}:=-\tilde{\mathbf{M}}_{j, 0}^{T} \check{\mathbf{M}}_{j, 1}$ are derived in [62]

## 6 Scope of Problems

We are going to describe next the scope of problems to which the above tools will be applied.

### 6.1 Problem Setting

Let $\mathcal{H}$ be a Hilbert space and $A(\cdot, \cdot): \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$ a continuous bilinear form, i.e.,

$$
\begin{equation*}
|A(V, U)| \lesssim\|V\|_{\mathcal{H}}\|U\|_{\mathcal{H}}, \quad V, U \in \mathcal{H} \tag{53}
\end{equation*}
$$

We will be concerned with the variational problem: Given $F \in \mathcal{H}^{\prime}$ find $U \in \mathcal{H}$ such that

$$
\begin{equation*}
A(V, U)=\langle V, F\rangle, \quad V \in \mathcal{H} . \tag{54}
\end{equation*}
$$

We explain first what we mean when saying that (54) is well-posed. To this end, define the operator $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ by

$$
\begin{equation*}
\langle V, \mathcal{L} U\rangle=A(V, U), \quad V \in \mathcal{H} \tag{55}
\end{equation*}
$$

so that (54) is equivalent to

$$
\begin{equation*}
\mathcal{L} U=F \tag{56}
\end{equation*}
$$

Then (54) is called well-posed (on $\mathcal{H}$ ) if there exist positive finite constants $c_{\mathcal{L}}, C_{\mathcal{L}}$ such that

$$
\begin{equation*}
c_{\mathcal{L}}\|V\|_{\mathcal{H}} \leq\|\mathcal{L} V\|_{\mathcal{H}^{\prime}} \leq C_{\mathcal{L}}\|V\|_{\mathcal{H}}, \quad V \in \mathcal{H} . \tag{57}
\end{equation*}
$$

We will refer to (57) as mapping property (MP). Clearly (MP) implies the existence of a unique solution for any $F \in \mathcal{H}^{\prime}$ which depends continuously on the data $F$ (with respect to the topology of $\mathcal{H}$ ).

Remark 8 It should be noted that in many cases, given $A(\cdot, \cdot)$ the first (and often most crucial) task is to identify a suitable Hilbert space $\mathcal{H}$ such that the mapping property (57) holds.

All examples to be considered later will have the following format. $\mathcal{H}$ will in general be a product space

$$
\mathcal{H}=H_{1,0} \times \cdots H_{m, 0}
$$

where the component spaces $H_{i, 0} \subseteq H_{i}$ will be closed subspaces of Hilbert spaces $H_{i}$ with norms $\|\cdot\|_{H_{i}}$. The $H_{i}$ are typically Sobolev spaces and the $H_{i, 0}$ could be determined by homogeneous boundary conditions $H_{0}^{t_{i}}\left(\Omega_{i}\right) \subseteq$ $H_{i, 0} \subseteq H^{t_{i}}\left(\Omega_{i}\right)$. We use capital letters to indicate that the elements of $\mathcal{H}$ have in general several components so that $V=\left(v_{1}, \ldots, v_{m}\right)^{T}$ and $\|V\|_{\mathcal{H}}^{2}=$ $\sum_{i=1}^{m}\left\|v_{i}\right\|_{H_{i}}^{2}$. Denoting by $\langle\cdot,,\rangle_{i}$ a dual pairing on $H_{i} \times H_{i}^{\prime}$ and setting $\langle V, W\rangle=$ $\sum_{i=1}^{m}\left\langle v_{i}, w_{i}\right\rangle_{i}$, the dual space $\mathcal{H}^{\prime}$ is endowed, as usual, with the norm

$$
\|W\|_{\mathcal{H}^{\prime}}=\sup _{V \in \mathcal{H}} \frac{\langle V, W\rangle}{\|V\|_{\mathcal{H}}} .
$$

The bilinear form $A(\cdot, \cdot)$ will in general have the form $A(V, W)=$ $\left(a_{i, l}\left(v_{i}, w_{l}\right)\right)_{i, l=1}^{m}$, so that the operator $\mathcal{L}$ is matrix valued as well $\mathcal{L}=\left(\mathcal{L}_{i, l}\right)_{i, l=1}^{m}$.

We proceed now discussing briefly several examples and typical obstructions to their numerical treatment.

### 6.2 Scalar 2nd Order Elliptic Boundary Value Problem

Suppose that $\Omega \subset \mathbb{R}^{d}$ is a bounded (Lipschitz) domain and $a(x)$ is a symmetric (bounded) matrix that is uniformly positive definite on $\Omega$. The classical boundary value problem associated with this second order partial differential equation reads

$$
\begin{equation*}
-\operatorname{div}(a(x) \nabla u)+k(x) u=f \text { on } \Omega, \quad u=0 \text { on } \partial \Omega . \tag{58}
\end{equation*}
$$

We shall reserve lower case letters to such scalar problems. Its weak formulation has the form (54) with $m=1$ and

$$
\begin{equation*}
a(v, w):=\int_{\Omega} a \nabla v^{T} \nabla w+k v w d x, \quad \mathcal{H}=H_{0}^{1}(\Omega), \quad \mathcal{H}^{\prime}=H^{-1}(\Omega) . \tag{59}
\end{equation*}
$$

Classical finite difference or finite element discretizations turn (59) into a finite dimensional linear system of equations. When solving these systems, one encounters the following

## Obstructions:

- The systems are sparse but in realistic cases often very large so that the use of direct solvers based on elimination techniques, is excluded. In fact, the fill-in caused by elimination would result in prohibitive storage and CPU demands.
- Hence one has to resort to iterative solvers whose efficiency depends on the condition numbers of the systems. Unfortunately, the systems are increasingly ill-conditioned. When the mesh size $h$ decreases, $\operatorname{cond}_{2}\left(a\left(\Phi_{h}, \Phi_{h}\right)\right) \sim$ $h^{-2}$, where $a\left(\Phi_{h}, \Phi_{h}\right)$ denotes the stiffness matrix with respect to an $L_{2^{-}}$ stable single scale basis, such as a standard nodal finite element basis.


### 6.3 Global Operators - Boundary Integral Equations

Let $\Omega^{-}$be again a bounded domain in $\mathbb{R}^{d}(d \in\{2,3\})$ and consider the following special case of (58)

$$
\begin{equation*}
-\Delta w=0, \text { on } \Omega, \quad\left(\Omega=\Omega^{-} \quad \text { or } \quad \Omega^{+}:=\mathbb{R}^{3} \backslash \Omega^{-}\right), \tag{60}
\end{equation*}
$$

subject to the boundary conditions

$$
\begin{equation*}
w=f \quad \text { on } \Gamma:=\partial \Omega^{-} \quad\left(w(x) \rightarrow 0,|x| \rightarrow \infty \quad \text { when } \Omega=\Omega^{+}\right) \tag{61}
\end{equation*}
$$

Of course, the unbounded domain $\Omega^{+}$poses an additional difficulty in the case of such an exterior boundary value problem. A well-known strategy is to transform (60), (61) into a boundary integral equation that lives only on the manifold $\Gamma$. There are several ways to do that. They all involve the fundamental solution of the Laplace operator $\mathcal{E}(x, y)=1 / 4 \pi|x-y|$ which gives rise to the single layer potential operator

$$
\begin{equation*}
(\mathcal{L} u)(x)=(\mathcal{V} u)(x):=\int_{\Gamma} \mathcal{E}(x, y) u(y) d \Gamma_{y}, \quad x \in \Gamma \tag{62}
\end{equation*}
$$

One can then show that the solution $u$ of the first kind integral equation

$$
\begin{equation*}
\mathcal{V} u=f \quad \text { on } \quad \Gamma \tag{63}
\end{equation*}
$$

provides the solution $w$ of (60) through the representation formula

$$
w(x)=\int_{\Gamma} \mathcal{E}(x, y) u(y) d \Gamma_{y}, \quad x \in \Omega
$$

Here one has (see e.g.[64])

$$
a(v, u)=\langle v, \mathcal{V} u\rangle_{\Gamma}, \quad \mathcal{H}=H^{-1 / 2}(\Gamma), \quad \mathcal{H}^{\prime}=H^{1 / 2}(\Gamma)
$$

An alternative way uses the double layer potential

$$
\begin{equation*}
(\mathcal{K} v)(x):=\int_{\Gamma} \frac{\partial}{\partial n_{y}} \mathcal{E}(x, y) v(y) d \Gamma_{y}=\int_{\Gamma} \frac{1}{4 \pi} \frac{\nu_{y}^{T}(x-y)}{|x-y|^{3}} v(y) d \Gamma_{y}, \quad x \in \Gamma \tag{64}
\end{equation*}
$$

where $\nu$ is the outward normal to $\Gamma$. Now the solution of the second kind integral equation

$$
\begin{equation*}
\mathcal{L} u:=\left(\frac{1}{2} \pm \mathcal{K}\right) u=f \quad\left(\Omega=\Omega^{ \pm}\right) \tag{65}
\end{equation*}
$$

gives the solution to (60) through

$$
w(x)=\int_{\Gamma} \mathcal{K}(x, y) u(y) d \Gamma_{y} .
$$

In this case the bilinear form and the corresponding energy space are as follows

$$
a(v, w)=\left\langle v,\left(\frac{1}{2} \pm \mathcal{K}\right) w\right\rangle_{\Gamma}, \quad \mathcal{H}=L_{2}(\Gamma)=H_{2}=\mathcal{H}^{\prime}
$$

The so called hypersingular operator offers yet another alternative in which case $\mathcal{H}$ turns out to be $H^{1 / 2}(\Gamma)$. According to the shifts caused by these operators in the Sobolev scale the single layer potential, double layer potential and hypersingular operator have order $-1,0,1$, respectively.

In a similar way Neumann boundary conditions can be treated. Moreover, other classical elliptic systems can be treated similarly where the above operators serve as core ingredients.

The obvious advantage of the above approach is the reduction of the spatial dimension and that one has to discretize in all cases only bounded domains. On the other hand, one faces the following

## Obstructions:

- Discretizations lead in general to densely populated matrices. This severely limits the number of degrees of freedom when using direct solvers. But even iterative techniques are problematic, due to the cost of the matrix/vector multiplication.
- Whenever the order of the operator is different from zero, the problem of growing condition numbers arises (e.g. $\mathcal{L}=\mathcal{V}$ ), see Section 10.


### 6.4 Saddle Point Problems

All the above examples involve scalar coercive bilinear forms. An important class of problems which are no longer coercive are saddle point problems. A detailed treatment of this type of problems can be found in [19, 59]. Suppose $X, M$ are Hilbert spaces and that $a(\cdot, \cdot), b(\cdot, \cdot)$ are bilinear forms on $X \times X$, respectively $X \times M$ which are continuous

$$
\begin{equation*}
|a(v, w)| \lesssim\|v\|_{X}\|w\|_{X}, \quad|b(q, v)| \lesssim\|v\|_{X}\|q\|_{M} \tag{66}
\end{equation*}
$$

Given $f \in X^{\prime}, g \in M^{\prime}$, find $U=(u, p) \in X \times M=: \mathcal{H}$ such that one has for all $V=(v, q) \in \mathcal{H}$

$$
A(U, V)= \begin{cases}a(u, v)+b(p, v) & =\langle f, v\rangle,  \tag{67}\\ b(q, u) & =\langle q, g\rangle .\end{cases}
$$

Note that when $a(\cdot, \cdot)$ is positive definite symmetric, the solution component $u$ minimizes the quadratic functional $J(w):=\frac{1}{2} a(w, w)-\langle f, w\rangle$ subject to the constraint $b(u, q)=\langle q, g\rangle$, for all $q \in M$, i.e.,

$$
\inf _{v \in X} \sup _{q \in M}\left(\frac{1}{2} a(v, v)+b(v, q)-\langle f, v\rangle-\langle g, q\rangle\right) .
$$

This accounts for the term saddle point problem (even under more general assumptions on $a(\cdot, \cdot))$.

In order to write (67) as an operator equation, define the operators $A, B$ by

$$
a(v, w)=:\langle v, A w\rangle, \quad v \in X, \quad b(v, p)=:\langle B v, q\rangle, \quad q \in M,
$$

so that (67) becomes

$$
\mathcal{L} U:=\left(\begin{array}{cc}
A & B^{\prime}  \tag{68}\\
B & 0
\end{array}\right)\binom{u}{p}=\binom{f}{g}=: F .
$$

As for the mapping property (MP) (57), a simple (sufficient) condition reads as follows $[19,59]$. If $a(\cdot, \cdot)$ is elliptic on

$$
\operatorname{ker} B:=\{v \in X: b(v, q)=0, \forall q \in M\}
$$

i.e.,

$$
\begin{equation*}
a(v, v) \sim\|v\|_{X}^{2}, \quad v \in \operatorname{ker} B \tag{69}
\end{equation*}
$$

and if $b(\cdot, \cdot)$ satisfies the inf-sup condition

$$
\begin{equation*}
\inf _{q \in M} \sup _{v \in X} \frac{b(v, q)}{\|v\|_{X}\|q\|_{M}}>\beta \tag{70}
\end{equation*}
$$

for some positive $\beta$, then (66) is well-posed, i.e., $\mathcal{L}$ defined by (68) satisfies

$$
\begin{equation*}
c_{\mathcal{L}}\left(\|v\|_{X}^{2}+\|q\|_{M}^{2}\right)^{1 / 2} \leq\left\|\mathcal{L}\binom{v}{q}\right\|_{X^{\prime} \times M^{\prime}} \leq C_{\mathcal{L}}\left(\|v\|_{X}^{2}+\|q\|_{M}^{2}\right)^{1 / 2} . \tag{71}
\end{equation*}
$$

Condition (70) means that $B$ is surjective (and thus has closed range). Condition (69) is actually too strong. It can be replaced by requiring bijectivity of $A$ on ker $B$, see [19], which will be used in some of the examples below. Before turning to these examples we summarize some principal

## Obstructions:

- As in previous examples discretizations lead usually to large linear systems that become more and more ill-conditioned when the resolution of the discretization increases.
- An additional difficulty is caused by the fact that the form (67) is indefinite, so that more care has to be taken when devising an iterative scheme.
- An important point is that the well-posedness of the infinite dimensional problem (71) is not automatically inherited by a finite dimensional Galerkin discretization. In fact, the trial spaces in $X$ and $M$ have to be compatible in the sense that they satisfy the inf-sup condition (70) uniformly with respect to the resolution of the chosen discretizations. This is called the Ladyšhenskaja-Babuška-Brezzi-condition (LBB) and may, depending on the problem, be a delicate task.
We discuss next some special cases.


## Second Order Problem - Fictitious Domains $\Omega \subset \square$ :

Instead of incorporating boundary conditions for the second order problem (58) in the finite dimensional trial spaces, one can treat them as constraints for a variational problem, that is formulated over some possibly larger but simpler domain $\square$, e.g. a cube. This is of interest when the boundary varies or when boundary values are used as control variables. Appending these constraints with the aid of Lagrange multipliers, leads to the following saddle point problem, cf. [16, 43, 60].

Find $U=(u, p) \in \mathcal{H}:=H^{1}(\square) \times H^{-1 / 2}(\Gamma), \Gamma:=\partial \Omega$, such that

$$
\begin{align*}
\langle\nabla v, \mathbf{a} \nabla u\rangle+\langle v, p\rangle_{\Gamma} & =\langle v, f\rangle & & \text { for all } v \in H^{1}(\square), \\
\langle q, u\rangle_{\Gamma} & =\langle g, q\rangle & & \text { for all } q \in H^{-1 / 2}(\Gamma) . \tag{72}
\end{align*}
$$

Remark 9 The problem (72) is well posed, i.e., (71) holds.
Proof: Clearly, (69) is satisfied. Moreover, the inf-sup condition (70) is a consequence of the 'inverse' Trace Theorem that states that

$$
\inf _{v \in H^{1}(\Omega), v \mid \partial \Omega=g}\|v\|_{H^{1}(\Omega)} \lesssim\|g\|_{H^{1 / 2}(\partial \Omega)},
$$

[19, 59]. In fact, in the present case we have $b(v, p)=\langle v, p\rangle_{\Gamma}$. Given $p \in$ $H^{-1 / 2}(\Gamma)$, choose $g \in H^{1 / 2}(\Gamma)$ such that
$\|p\|_{H^{-1 / 2}(\Gamma)} \leq 2\langle g, p\rangle_{\Gamma} /\|g\|_{H^{1 / 2}(\Gamma)} \lesssim\langle v, p\rangle_{\Gamma} /\|v\|_{H^{1}(\Omega)} \lesssim\langle v, p\rangle_{\Gamma} /\|v\|_{H^{1}(\square)}$
for some $v \in H^{(\square)}$. Thus $b(v, p) \gtrsim\|v\|_{H^{1}(\square)}\|p\|_{H^{-1 / 2}(\Gamma)}$ which confirms the claim.

## First Order Systems

One is often more interested in derivatives of the solution to the boundary value problem (58). Introducing the fluxes $\boldsymbol{\theta}:=-\mathbf{a} \nabla u$, (58) can be written as a system of first order equations whose weak formulations reads

$$
\begin{align*}
\langle\boldsymbol{\theta}, \boldsymbol{\eta}\rangle+\langle\boldsymbol{\eta}, \mathbf{a} \nabla u\rangle & =0, \quad \forall \boldsymbol{\eta} \in \mathbf{L}_{2}(\Omega), \\
-\langle\boldsymbol{\theta}, \nabla v\rangle+\langle k u, v\rangle & =\langle f, v\rangle, \forall v \in H_{0, \Gamma_{D}}^{1}(\Omega) . \tag{73}
\end{align*}
$$

One now looks for a solution

$$
\begin{equation*}
U=(\boldsymbol{\theta}, u) \in \mathcal{H}:=\mathbf{L}_{2}(\Omega) \times H_{0, \Gamma_{D}}^{1}(\Omega), \tag{74}
\end{equation*}
$$

where $H_{0, \Gamma_{D}}^{1}(\Omega)$ is the closure in $H^{1}(\Omega)$ of all smooth functions whose support does not intersect $\Gamma_{D}$. For a detailed discussion in the finite element context see e.g. [17, 18]. It turns out that in this case the Galerkin discretization inherits the stability from the original second order problem.

## The Stokes System

The simplest model for viscous incompressible fluid flow is the Stokes system

$$
\begin{align*}
-\nu \Delta \mathbf{u}+\nabla p & =\mathbf{f} & & \text { in } \Omega, \\
\operatorname{div} \mathbf{u} & =0 & & \text { in } \Omega,  \tag{75}\\
\left.\mathbf{u}\right|_{\Gamma} & =\mathbf{0}, & &
\end{align*}
$$

where $\mathbf{u}$ and $p$ are the velocity, respectively pressure, see [19, 59]. The relevant function spaces are

$$
\begin{equation*}
X=\mathbf{H}_{0}^{1}(\Omega):=\left(H_{0}^{1}(\Omega)\right)^{d}, \quad M=L_{2,0}(\Omega):=\left\{q \in L_{2}(\Omega): \int_{\Omega} q=0\right\} . \tag{76}
\end{equation*}
$$

In fact, one can show that the range of the divergence operator is $L_{2,0}(\Omega)$. The weak formulation of (75) is

$$
\begin{align*}
\nu\langle\nabla \mathbf{v}, \nabla \mathbf{u}\rangle_{\mathbf{L}_{2}(\Omega)}+\langle\operatorname{div} \mathbf{v}, p\rangle_{L_{2}(\Omega)} & =\langle\mathbf{f}, \mathbf{v}\rangle, \mathbf{v} \in \mathbf{H}_{0}^{1}(\Omega)  \tag{77}\\
\langle\operatorname{div} \mathbf{u}, q\rangle_{L_{2}(\Omega)} & =\mathbf{0}, \quad q \in L_{2,0}(\Omega),
\end{align*}
$$

i.e., one seeks a solution $U=(\mathbf{u}, p)$ in the energy space

$$
\mathcal{H}=X \times M=\mathbf{H}_{0}^{1}(\Omega) \times L_{2,0}(\Omega)
$$

for which the mapping property (57) can be shown to hold $[19,59]$.

## Stokes System - Fictitious Domain Formulation

An example with $m=3$ components is obtained by weakly enforcing inhomogeneous boundary conditions for the Stokes system (see [61])

$$
\begin{aligned}
&-\nu \Delta \mathbf{u}+\nabla p=\mathbf{f} \quad \\
& \operatorname{in} \Omega \\
& \operatorname{div} \mathbf{u}=0 \\
&\left.\mathbf{u}\right|_{\Gamma}=\mathbf{g}, \\
& \quad \operatorname{in} \Omega \\
& \int_{\Omega} p d x=0, \quad\left(\int_{\Gamma} \mathbf{g} \cdot \mathbf{n} d s=0\right),
\end{aligned}
$$

whose weak formulation is

$$
\begin{aligned}
\nu\langle\nabla \mathbf{v}, \nabla \mathbf{u}\rangle_{\mathbf{L}_{2}(\Omega)}+\langle\mathbf{v}, \boldsymbol{\lambda}\rangle_{\mathbf{L}_{2}(\Gamma)}+\langle\operatorname{div} \mathbf{v}, p\rangle_{L_{2}(\Omega)} & =\langle\mathbf{f}, \mathbf{v}\rangle \forall \mathbf{v} \in \mathbf{H}^{1}(\Omega), \\
\langle\mathbf{u}, \boldsymbol{\mu}\rangle_{\mathbf{L}_{2}(\Gamma)} & =\langle\mathbf{g}, \boldsymbol{\mu}\rangle \forall \boldsymbol{\mu} \in \mathbf{H}^{-1 / 2}(\Gamma), \\
\langle\operatorname{div} \mathbf{u}, q\rangle_{L_{2}(\Omega)} & =\mathbf{0} \quad \forall q \in L_{2,0}(\Omega) .
\end{aligned}
$$

The unknowns are now velocity, pressure and an additional Lagrange multiplier for the boundary conditions $U=(\mathbf{u}, \boldsymbol{\lambda}, p)$. An appropriate energy space is

$$
\mathcal{H}:=\mathbf{H}^{1}(\Omega) \times \mathbf{H}^{-1 / 2}(\Gamma) \times L_{2,0}(\Omega) .
$$

Well-posedness can either be argued by taking $b(\mathbf{v},(\boldsymbol{\lambda}, p))=\langle\mathbf{v}, \boldsymbol{\lambda}\rangle_{\mathbf{L}_{2}(\Gamma)}+$ $\langle\operatorname{div} \mathbf{v}, p\rangle_{L_{2}(\Omega)}$ and observing that (69) holds, or by taking $b(\mathbf{v}, \boldsymbol{\lambda})=\langle\mathbf{v}, \boldsymbol{\lambda}\rangle_{\mathbf{L}_{2}(\Gamma)}$ and using the fact that the Stokes operator is bijective on the kernel of this constraint operator.

## First Order Stokes System

The same type of argument can be used to show that the following first order formulation of the Stokes system leads to a well-posed variational problem (with $m=4$ ), [20, 44]. The fluxes $\underline{\boldsymbol{\theta}}$ are now matrix valued indicated by the underscore:

$$
\begin{aligned}
\underline{\boldsymbol{\theta}}+\nabla \mathbf{u} & =\underline{\mathbf{0}} \text { in } \Omega \\
-\nu(\operatorname{div} \underline{\boldsymbol{\theta}})^{T}+\nabla p & =\mathbf{f} \text { in } \Omega \\
\operatorname{div} \mathbf{u} & =0 \text { in } \Omega \\
\mathbf{u} & =\mathbf{g} \text { on } \Gamma .
\end{aligned}
$$

The unknowns are now $U=(\underline{\boldsymbol{\theta}}, \mathbf{u}, p, \boldsymbol{\lambda}) \in \mathcal{H}$ where the energy space

$$
\mathcal{H}:=\underline{\mathbf{L}}_{2}(\Omega) \times \mathbf{H}^{1}(\Omega) \times L_{2,0}(\Omega) \times \mathbf{H}^{-1 / 2}(\Gamma),
$$

can be shown to render the following weak formulation

$$
\begin{array}{rlrl}
\langle\underline{\boldsymbol{\theta}}, \underline{\boldsymbol{\eta}}\rangle & +\underline{\boldsymbol{\eta}}, \nabla \mathbf{u}\rangle & =0, & \underline{\boldsymbol{\eta}} \in \mathbf{L}_{2}(\Omega), \\
\nu\langle\underline{\boldsymbol{\theta}}, \nabla \mathbf{v}\rangle & -\langle p, \operatorname{div} \mathbf{v}\rangle-\langle\boldsymbol{\lambda}, \mathbf{v}\rangle_{\Gamma} & =\langle\mathbf{f}, \mathbf{v}\rangle, & \mathbf{v} \in \mathbf{H}^{1}(\Omega), \\
\langle\operatorname{div} \mathbf{u}, q\rangle & & =0, & q \in L_{2,0}(\Omega), \\
\langle\boldsymbol{\mu}, \mathbf{u}\rangle_{\Gamma} & & =\langle\boldsymbol{\mu}, \mathbf{g}\rangle_{\Gamma}, \boldsymbol{\mu} \in \mathbf{H}^{-1 / 2}(\Gamma),
\end{array}
$$

satisfy the mapping property (57).

## Transmission Problem

The following example is interesting because it involves both local and global operators [31]

$$
\begin{array}{rlrl}
-\nabla \cdot(\mathbf{a} \nabla u) & =f \quad & \text { in } \Omega_{0} \\
-\Delta u & =0 \quad \text { in } \Omega_{1} \\
\left.u\right|_{\Gamma_{0}} & =0 & \\
\mathcal{H} & :=H_{0, \Gamma_{D}}^{1}\left(\Omega_{0}\right) \times H^{-1 / 2}\left(\Gamma_{1}\right) .
\end{array}
$$



Both boundary value problems are coupled by the interface conditions:

$$
u^{-}=u^{+}, \quad\left(\partial_{\mathbf{n}}\right) u^{-}=\left(\partial_{\mathbf{n}}\right) u^{+} .
$$

A well-posed weak formulation of this problem with respect to the above $\mathcal{H}$ is

$$
\begin{aligned}
\langle\mathbf{a} \nabla u, \nabla v\rangle_{\Omega_{0}}+\left\langle\mathcal{W} u-\left(\frac{1}{2} \mathcal{I}-\mathcal{K}^{\prime}\right) \sigma, v\right\rangle_{\Gamma_{1}} & =\langle f, v\rangle_{\Omega_{0}}, \quad v \in H_{0, \Gamma_{D}}^{1}\left(\Omega_{0}\right), \\
\left\langle\left(\frac{1}{2} \mathcal{I}-\mathcal{K}\right) u, \delta\right\rangle_{\Gamma_{1}}+\langle\mathcal{V} \sigma, \delta\rangle_{\Gamma_{1}} & =0, \quad \delta \in H^{-1 / 2}\left(\Gamma_{1}\right),
\end{aligned}
$$

where $\mathcal{W}$ denotes here the hypersingular operator, see [31, 44].
Note that in all these examples, as an additional obstruction, the occurrence and evaluation of difficult norms $\|\cdot\|_{H^{1 / 2}(\Gamma)},\|\cdot\|_{H^{-1 / 2}(\Gamma)},\|\cdot\|_{H^{-1}(\Omega)}$ arises.

## 7 An Equivalent $\ell_{2}$-Problem

We shall now describe how the wavelet concepts from Section 3 apply to the above type of problems.

An important distinction from conventional approaches lies in the fact, that for suitable choices of wavelet bases the original problem (54) can be transformed into an equivalent one defined in $\ell_{2}$. Moreover, it will turn out to be well-posed in Euclidean metric. Here 'suitable' means that the component spaces of $\mathcal{H}$ admit a wavelet characterization in the sense of (16). Specifically, we will assume that for each $H_{i, 0}$ one has suitable bases $\Psi^{i}$ and scaling matrices $\mathbf{D}_{i}$ such that

$$
\begin{equation*}
c_{\Psi}\|\mathbf{v}\|_{\ell_{2}\left(\mathcal{J}_{i}\right)} \leq\left\|\mathbf{v}^{T} \mathbf{D}_{i}^{-1} \Psi^{i}\right\|_{H_{i}} \leq C_{\Psi}\|\mathbf{v}\|_{\ell_{2}\left(\mathcal{J}_{i}\right)}, \quad \mathbf{v} \in \ell_{2}, i=1, \ldots, m \tag{78}
\end{equation*}
$$

It will be convenient to adopt the following notational conventions.

$$
\mathcal{J}:=\mathcal{J}_{1} \times \cdots \times \mathcal{J}_{m}, \quad \mathbf{D}:=\operatorname{diag}\left(\mathbf{D}_{1}, \ldots, \mathbf{D}_{m}\right), \quad \mathbf{V}=\left(\mathbf{v}^{1}, \ldots, \mathbf{v}^{m}\right)^{T}
$$

Thus, catenating the quantities corresponding to the component spaces, we will employ the following compact notation

$$
\mathbf{V}^{T} \mathbf{D}^{-1} \boldsymbol{\Psi}:=\left(\left(\mathbf{v}^{1}\right)^{T} \mathbf{D}_{1}^{-1} \Psi^{1}, \ldots,\left(\mathbf{v}^{m}\right)^{T} \mathbf{D}_{m}^{-1} \Psi^{m}\right)^{T}
$$

In these terms the wavelet characterization of the energy space can be expressed as

$$
\begin{equation*}
c_{\Psi}\|\mathbf{V}\|_{\ell_{2}} \leq\left\|\mathbf{V}^{T} \mathbf{D}^{-1} \boldsymbol{\Psi}\right\|_{\mathcal{H}} \leq C_{\Psi}\|\mathbf{V}\|_{\ell_{2}} \tag{79}
\end{equation*}
$$

Recalling Section 6.1, the (scaled) wavelet representation of the operators $\mathcal{L}_{i, l}$, defined by (55), is given by

$$
\boldsymbol{A}_{i, l}:=\mathbf{D}_{i}^{-1} a_{i, l}\left(\Psi^{i}, \Psi^{l}\right) \mathbf{D}_{l}^{-1}, \quad i, l=1, \ldots, m
$$

The scaled standard representation of $\mathcal{L}$, defined by (55), and the dual wavelet representation of the right hand side data are given by

$$
\mathbf{L}:=\left(\boldsymbol{A}_{i, l}\right)_{i, l=1}^{m}=\mathbf{D}^{-1}\langle\boldsymbol{\Psi}, \mathcal{L} \mathbf{\Psi}\rangle \mathbf{D}^{-1}, \quad \mathbf{F}:=\mathbf{D}^{-1}\langle\mathbf{\Psi}, F\rangle
$$

We shall make essential use of the following fact.
Theorem 5. Suppose that $U=\mathbf{U}^{T} \mathbf{D}^{-1} \Psi$ is the scaled wavelet representation of the solution to (54). Then one has

$$
\begin{equation*}
\mathcal{L} U=F \quad \Longleftrightarrow \quad \mathbf{L U}=\mathbf{F} \tag{80}
\end{equation*}
$$

and there exist positive constants $c_{L}, C_{L}$ such that

$$
\begin{equation*}
c_{L}\|\mathbf{V}\|_{\ell_{2}} \leq\|\mathbf{L} \mathbf{V}\|_{\ell_{2}} \leq C_{L}\|\mathbf{V}\|_{\ell_{2}}, \quad \mathbf{V} \in \ell_{2} . \tag{81}
\end{equation*}
$$

In fact, lower respectively upper estimates for these constants are $c_{L} \geq c_{\Psi}^{2} c_{\mathcal{L}}$, $C_{L} \leq C_{\Psi}^{2} C_{\mathcal{L}}$.

Proof: The proof follows from (79) and (57). In fact, let $V=\mathbf{V}^{T} \mathbf{D}^{-1} \boldsymbol{\Psi}$. Then

$$
\begin{aligned}
\|\mathbf{V}\|_{\ell_{2}} & \leq c_{\Psi}^{-1}\|V\|_{\mathcal{H}} \stackrel{(\mathrm{MP})}{\leq} c_{\Psi}^{-1} c_{\mathcal{L}}^{-1}\|\mathcal{L} V\|_{\mathcal{H}^{\prime}} \stackrel{(19)}{\leq} c_{\Psi}^{-2} c_{\mathcal{L}}^{-1}\left\|\mathbf{D}^{-1}\langle\mathbf{\Psi}, \mathcal{L} V\rangle\right\|_{\ell_{2}} \\
& =c_{\Psi}^{-2} c_{\mathcal{L}}^{-1}\left\|\mathbf{D}^{-1}\langle\mathbf{\Psi}, \mathcal{L} \mathbf{\Psi}\rangle \mathbf{D}^{-1} \mathbf{V}\right\|_{\ell_{2}}=c_{\Psi}^{-2} c_{\mathcal{L}}^{-1}\|\mathbf{L} \mathbf{V}\|_{\ell_{2}}
\end{aligned}
$$

The converse estimate works analogously in reverse order.

### 7.1 Connection with Preconditioning

The above result can be related to preconditioning as follows. Denote by $\Lambda$ some finite subset of $\mathcal{J}$. Let $\boldsymbol{\Psi}_{\Lambda}:=\left\{\psi_{\lambda}: \lambda \in \Lambda \subset \mathcal{J}\right\}$ so that $S_{\Lambda}:=\operatorname{span} \boldsymbol{\Psi}_{\Lambda}$ is a finite dimensional subspace of $\mathcal{H}$. Let $\mathbf{D}_{\Lambda}$ denote the finite principal section of $\mathbf{D}$ determined by $\Lambda$. The stiffness matrix of $\mathcal{L}$ with respect to $\mathbf{D}_{\Lambda}^{-1} \boldsymbol{\Psi}_{\lambda}$ is then given by $\mathbf{L}_{\Lambda}:=\mathbf{D}_{\Lambda}^{-1} A\left(\mathbf{\Psi}_{\Lambda}, \boldsymbol{\Psi}_{\Lambda}\right) \mathbf{D}_{\Lambda}^{-1}$. The following observation is obvious.
Remark 10 If $A(\cdot, \cdot)$ in (54) is $\mathcal{H}$-elliptic, then $\mathbf{L}$ is symmetric positive definite (s.p.d.) which, in turn, implies that

$$
\begin{equation*}
\operatorname{cond}_{2}\left(\mathbf{L}_{\Lambda}\right) \leq \frac{C_{\Psi}^{2} C_{\mathcal{L}}}{c_{\Psi}^{2} c_{\mathcal{L}}} \tag{82}
\end{equation*}
$$

Ellipticity implies stability of Galerkin discretizations which explains why the infinite dimensional result (81) implies (82). The following observation stresses that it is indeed the stability of the Galerkin discretization that together with (81) implies (82).

Remark 11 If the Galerkin discretizations with respect to the trial spaces $S_{\Lambda}$ are stable, i.e., $\left\|\mathbf{L}_{\Lambda}^{-1}\right\|_{\ell_{2} \rightarrow \ell_{2}}=\mathcal{O}(1), \# \Lambda \rightarrow \infty$, then one also has

$$
\begin{equation*}
\left\|\mathbf{V}_{\Lambda}\right\|_{\ell_{2}} \sim\left\|\mathbf{L}_{\Lambda} \mathbf{V}_{\Lambda}\right\|_{\ell_{2}}, \quad \mathbf{V}_{\Lambda} \in \mathbb{R}^{\# \Lambda} \tag{83}
\end{equation*}
$$

Hence the mapping property (MP) of $\mathcal{L}$ and the norm equivalences (NE) imply uniformly bounded condition numbers

$$
\operatorname{cond}_{2}\left(\mathbf{L}_{\Lambda}\right)=\mathcal{O}(1), \quad \# \Lambda \rightarrow \infty
$$

whenever the Galerkin discretizations with respect to $S_{\Lambda}$ are (uniformly) stable.
Proof: By stability of the Galerkin discretizations, we only have to verify the uniform boundedness of the $\mathbf{L}_{\Lambda}$. Similarly as before we obtain

$$
\begin{aligned}
\left\|\mathbf{L}_{\Lambda} \mathbf{V}_{\Lambda}\right\|_{\ell_{2}} & =\left\|\mathbf{D}_{\Lambda}^{-1} A\left(\mathbf{\Psi}_{\Lambda}, \mathbf{\Psi}_{\Lambda}\right) \mathbf{D}_{\Lambda}^{-1} \mathbf{V}_{\Lambda}\right\|_{\ell_{2}}=\left\|\mathbf{D}_{\Lambda}^{-1}\left\langle\mathbf{\Psi}_{\Lambda}, \mathcal{L} V_{\Lambda}\right\rangle\right\|_{\ell_{2}} \\
& \leq\left\|\mathbf{D}^{-1}\left\langle\mathbf{\Psi}, \mathcal{L} V_{\Lambda}\right\rangle\right\|_{\ell_{2}} \stackrel{(19)}{\leq} c_{\Psi}^{-1}\left\|\mathcal{L} V_{\Lambda}\right\|_{\mathcal{H}^{\prime}} \\
& \leq c_{\Psi}^{-1} C_{\mathcal{L}}\left\|V_{\Lambda}\right\|_{\mathcal{H}} \stackrel{(79)}{\leq} c_{\Psi}^{-1} C_{\mathcal{L}} C_{\Psi}\left\|\mathbf{V}_{\Lambda}\right\|_{\ell_{2}}
\end{aligned}
$$

which proves the assertion.
Recall that Galerkin stability for indefinite problems is in general not guaranteed for any choice of trial spaces.

### 7.2 There is always a Positive Definite Formulation - Least Squares

Once a well-posed problem on $\ell_{2}$ is given, squaring will yield a symmetric positive definite formulation.

Theorem 6. Adhering to the previous notation, let $\mathbf{M}:=\mathbf{L}^{T} \mathbf{L}, \quad \mathbf{G}:=\mathbf{L}^{T} \mathbf{F}$. Then with $U=\mathbf{U}^{T} \mathbf{D}^{-1} \boldsymbol{\Psi}$ one has

$$
\mathcal{L} U=F \quad \Longleftrightarrow \quad \mathbf{M U}=\mathbf{F}
$$

and

$$
c_{L}^{-2}\|\mathbf{V}\|_{\ell_{2}} \leq\|\mathbf{M} \mathbf{V}\|_{\ell_{2}} \leq C_{L}^{2}\|\mathbf{V}\|_{\ell_{2}}
$$

Note that $\mathcal{L} U=F$ if and only if $U$ minimizes

$$
\|\mathcal{L} V-F\|_{\mathcal{H}^{\prime}} \sim\|\mathbf{M V}-\mathbf{G}\|_{\ell_{2}}
$$

The left expression corresponds to the natural norm least squares formulation of (54), see [44]. Such least squares formulations have been studied extensively in the finite element context, [17, 18]. A major obstruction then stems from the fact that the dual norm $\|\cdot\|_{\mathcal{H}^{\prime}}$ is often numerically hard to handle, see the examples in Section 6 involving broken trace norms or the $H^{-1}$-norm. Once suitable wavelet bases are available these norms become just weighted $\ell_{2}$-norms in the transformed domain. Nevertheless, finite dimensional Galerkin approximations would still require approximating corresponding infinite sums which again raises the issue of stability. This is analyzed in [44]. However, we will see below that this problem disappears, when employing adaptive solution techniques.

## 8 Adaptive Wavelet Schemes

### 8.1 Introductory Comments

A natural way of applying the tools developed so far is to choose a finite subset $\boldsymbol{\Psi}_{\Lambda}$ of wavelets and solve for $U_{\Lambda} \in S_{\Lambda}$, satisfying

$$
\begin{equation*}
A\left(V, U_{\Lambda}\right)=\langle V, F\rangle, \quad V \in S_{\Lambda} \tag{84}
\end{equation*}
$$

The perhaps best understood case corresponds to choosing $\Lambda=(J)$, which is the set of all indices in $\mathcal{J}$ up to level $J$. For instance, when using piecewise polynomial wavelets, $\boldsymbol{\Psi}_{(J)}$ spans a finite dimensional space of piecewise polynomials on a mesh with mesh size $h \sim 2^{-J}$. For this type of trial spaces classical error estimates are available. For instance, in a scalar case $(m=1)$ when $\mathcal{H}=H^{t}$ one has

$$
\begin{equation*}
\left\|u-u_{(J)}\right\|_{H^{t}} \lesssim 2^{-J(s-t)}\|u\|_{H^{s}}, \quad J \rightarrow \infty \tag{85}
\end{equation*}
$$

provided that the solution $u$ belongs to $H^{s}$. One can then choose $J$ so as to meet some target accuracy $\epsilon$. However, when the highest Sobolev regularity $s$ of $u$ exceeds $t$ only by a little, one has to choose $J$ correspondingly large, which amounts to a possibly very large number of required degrees of freedom $N \sim 2^{d J}$. Of course, it is then very important to have efficient ways of solving the corresponding large systems of equations. This issue has been studied extensively in the literature. Suitable preconditioning techniques, based e.g. on the observations in Section 7.1, combined with nested iteration, (i.e., solving on successively finer discretization levels while using the approximation from the current level as initial guess on the next level,) allows one to solve the linear systems within discretization error accuracy at a computational expense that stays proportional to the number $N$ of degrees of freedom. Thus, under the above circumstances, the amount of work needed to achieve accuracy $\epsilon$ remains proportional to the order of $\epsilon^{-d /(s-t)}$ degrees of freedom, which is the larger the closer $s$ is to $t$. In other words, relative to the target accuracy, the computational work related to preassigned uniform discretizations is the larger the lower the regularity, when measured in the same metric as the error.

Our point of view here will be different. We wish to be as economical as possible with the number of degrees of freedom so as to still achieve some desired target accuracy. Thus instead of choosing a discretization in an apriori manner, we wish to adapt the discretization to the particular case at hand. Given any target accuracy $\epsilon$, the goal then would be to identify ideally a possibly small set $\Lambda(\epsilon) \subset \mathcal{J}$ and a vector $\mathbf{U}(\epsilon)$ with support $\Lambda(\epsilon)$ such that

$$
\begin{equation*}
\left\|U-\mathbf{U}(\epsilon)^{T} \mathbf{D}_{\Lambda(\epsilon)}^{-1} \mathbf{\Psi}_{\Lambda(\epsilon)}\right\|_{\mathcal{H}} \leq \epsilon \tag{86}
\end{equation*}
$$

The following two questions immediately come to mind.
(I) What can be said about the relation between $\# \Lambda(\epsilon)$ as a measure for the minimum computational complexity and the accuracy $\epsilon$, when one has complete knowledge about $U$. We will refer to this as the optimal work/accuracy balance corresponding to the best $N$-term approximation

$$
\begin{equation*}
\sigma_{N, \mathcal{H}}(U):=\inf _{\# \Lambda \leq N, \mathbf{V}, \operatorname{supp} \mathbf{V}=\Lambda}\left\|U-\mathbf{V}^{T} \mathbf{D}_{\Lambda}^{-1} \mathbf{\Psi}_{\Lambda}\right\|_{\mathcal{H}}, \tag{87}
\end{equation*}
$$

that minimizes the error in $\mathcal{H}$ for any given number $N$ of degrees of freedoms. This is a question arising in nonlinear approximation, see e.g. [51]. Precise answers are known for various spaces $\mathcal{H}$. Roughly speaking the asymptotic behavior of the error of best $N$-term approximation in the above sense is governed by certain regularity scales.
(II)Best $N$-term approximation is in the present context only an ideal bench mark since $U$ is not known. The question then is: Can one devise algorithms that are able to track during the solution process approximately the significant coefficients of $U$, so that the resulting work/accuracy balance is, up to a uniform constant, asymptotically the same as that of best $N$-term approximation?

A scheme that tracks in the above sense the significant coefficients of $U$, based at every stage on knowledge acquired during prior calculations, is called adaptive.

### 8.2 Adaptivity from Several Perspectives

Adaptive resolution concepts have been the subject of numerous studies from several different perspectives. In the theory of Information Based Complexity the performance of adaptivity versus nonadaptive strategies has been studied for a fairly general framework [65, 72]. For the computational model assumed in this context the results are not in favor of adaptive techniques.

On the other hand, adaptive local mesh refinements, based on a-posteriori error estimators/indicators in the finite element context, indicate a very promising potential of such techniques [56, 4, 5, 15, 57]. However, there seem to be no rigorous work/accuracy balance estimates that support the gained experiences.

Likewise there have been numerous investigations of adaptive wavelet schemes that are also not backed by a complexity analysis, see e.g. [2, 12, $14,30,35,37]$.

More recently, significant progress was made by multiresolution compression techniques for hyperbolic conservation laws initiated by the work of A. Harten and continued by R. Abgral, F. Arrandiga, A. Cohen, W. Dahmen, R. DeVore, R. Donat, R. Sjorgreen, T. Sonar and others. This line was developed into a fully adaptive technique by A. Cohen, O. Kaber, S. Müller, M. Postel. The approach is based on a perturbation analysis applied to the compressed array of cell averages.

Another direction of recent developments concerns the scope of problems described in Section 6. In this context first asymptotically optimal work/accuracy balances have been established in $[26,27,36]$ and will be addressed in more detail below.

### 8.3 The Basic Paradigm

The classical approach to the numerical treatment of operator equations may be summarized as follows. Starting with a variational formulation, the choice of finite dimensional trial and test spaces determines a dicretization of the continuous problem which eventually leads to a finite dimensional problem. The issue then is to develop efficient solvers for such problems.

As indicated in Section 6, typical obstructions are then the size of the systems, ill-conditioning, as well as compatibility constraints like the $L B B$ condition.

In connection with wavelet based schemes a different paradigm suggests itself, reflected by the following steps, [27].
(I) One starts again with a variational formulation but puts first most emphasis on the mapping property (MP) (cf. (57)), as exemplified in Section 6.4.
(II) Instead of turning to a finite dimensional approximation, the continuous problem is transformed into an equivalent $\infty$ - dimensional $\ell_{2}$ problem which is well-conditioned, see Section 7.
(III) One then tries to devise a convergent iteration for the $\infty$ - dimensional $\ell_{2}$-problem.
(IV) This iteration is, of course, only conceptual. Its numerical realization relies on the adaptive application of the involved operators.

In this framework adaptivity enters only through ways of applying infinite dimensional operators within some accuracy tolerance. Moreover, all algorithmic steps take place in $\ell_{2}$. The choice of the wavelet basis fully encodes the original problem, in particular, the underlying geometry. Of course, the realization of appropriate bases by itself may be a difficult problem depending on the case at hand. We will assume throughout the remainder of the paper that bases with the features described in Sections 3, 7 are available.

Thus steps (I) and (II) above have been already discussed before in Sections 6 and 7. It remains to treat (III) and (IV).

## 8.4 (III) Convergent Iteration for the $\infty$-dimensional Problem

When (54) involves a symmetric positive definite form the matrix $\mathbf{L}$ is symmetric positive definite and, by (81), well-conditioned. Hence simple iterative schemes like gradient or Richardson iterations would converge for any initial guess with some fixed reduction rate. However, in general $\mathbf{L}$ is not definite. The idea is therefore to transform $\mathbf{L} \mathbf{U}=\mathbf{F}$ again into an equivalent system

$$
\mathbf{L U}=\mathbf{F} \Longleftrightarrow \mathbf{M} \mathbf{p}=\mathbf{G}
$$

with possibly different coordinates $\mathbf{p}$, such that one still has

$$
\begin{equation*}
c_{M}\|\mathbf{q}\|_{\ell_{2}} \leq\|\mathbf{M} \mathbf{q}\|_{\ell_{2}} \leq C_{M}\|\mathbf{q}\|_{\ell_{2}}, \quad \mathbf{q} \in \ell_{2}, \tag{88}
\end{equation*}
$$

while in addition there exists some relaxation weight $\omega$ with

$$
\begin{equation*}
\|\mathbf{I}-\omega \mathbf{M}\|_{\ell_{2} \rightarrow \ell_{2}} \leq \rho<1 \tag{89}
\end{equation*}
$$

Thus simple iterations of the form

$$
\begin{equation*}
\mathbf{p}^{n+1}=\mathbf{p}^{n}+\omega\left(\mathbf{G}-\mathbf{M} \mathbf{p}^{n}\right) \tag{90}
\end{equation*}
$$

would still converge with a reduction rate $\leq \rho$ per step.
Of course, one could think of more sophisticated iterations with better convergence properties. We will confine the discussion though in essence to (90) for two reasons. First, it makes things much more transparent. Second the ideal
iteration (90) will eventually have to be perturbed in practical realizations. There is always a risk of loosing superior convergence properties when performing the applications of the involved operators only approximately. Thus economizing on the application of operators, offers a chance to accomplish the reduction rate offered by (90) at minimal cost. In fact, it will be shown later that this leads to schemes that achieve the target accuracy at asymptotically minimal cost.

In the following we discuss two choices of $\mathbf{M}$ for which the above program can be carried through. The first one works for any well-posed problem, the second one offers an alternative for saddle point problems. For further options in the latter case, see [27].

## Two choices of $M$

Following [44, 27] we put

$$
\begin{equation*}
\mathbf{M}:=\mathbf{L}^{T} \mathbf{L}, \quad \mathbf{G}:=\mathbf{L}^{T} \mathbf{F}, \quad \mathbf{p}=\mathbf{U} \tag{91}
\end{equation*}
$$

As pointed out in Theorem 6, one then has

$$
\begin{equation*}
\mathbf{M U}=\mathbf{G} \quad \Longleftrightarrow \quad\|\mathcal{L} U-F\|_{\mathcal{H}^{\prime}}=\min _{V \in \mathcal{H}}\|\mathcal{L} V-F\|_{\mathcal{H}^{\prime}} \tag{92}
\end{equation*}
$$

so that (89) can be realized whenever (57) and (79) hold. Of course, the condition number still gets squared so that the quantitative behavior of the iteration (90) may in this case be rather poor.

We will therefore discuss an alternative for the class of saddle point problems, see Section 6. In this case, it will turn out that one can take $\mathbf{M}$ as the Schur complement

$$
\begin{equation*}
\mathbf{M}=\mathbf{B} \boldsymbol{A}^{-1} \mathbf{B}^{T} \tag{93}
\end{equation*}
$$

The interpretation of (89) for the least squares formulation is clear, because the application of $\mathbf{M}$ means to apply successively $\mathbf{L}$ and then $\mathbf{L}^{T}$. The question then remains how to approximate the application of $\mathbf{L}$ and $\mathbf{L}^{T}$, which will be discussed later.

When $\mathbf{M}$ is the Schur complement, things are less clear even for the idealized situation because of the occurrence of $\boldsymbol{A}^{-1}$. We shall therefore point out next how (89) is to be understood even in the idealized infinite dimensional case.

The application of the Schur complement will be facilitated with the aid of an Uzawa iteration, see [37]. To explain this, we need some preparations and recall that in the saddle point case we have $\mathcal{H}=X \times M$ (cf. Section 6.4), and that we need a wavelet basis for each component space

$$
X \leftrightarrow \Psi_{X} \quad M \leftrightarrow \Psi_{M} .
$$

The norm equivalences (78) then read

$$
\begin{equation*}
c_{X}\|\mathbf{v}\|_{\ell_{2}\left(\mathcal{J}_{X}\right)} \leq\left\|\mathbf{v}^{T} \mathbf{D}_{X}^{-1} \Psi_{X}\right\|_{X} \leq C_{X}\|\mathbf{v}\|_{\ell_{2}\left(\mathcal{J}_{X}\right)} \tag{94}
\end{equation*}
$$

and

$$
\begin{equation*}
c_{M}\|\mathbf{q}\|_{\ell_{2}\left(\mathcal{J}_{M}\right)} \leq\left\|\mathbf{q}^{T} \mathbf{D}_{M}^{-1} \Psi_{M}\right\|_{M} \leq C_{M}\|\mathbf{q}\|_{\ell_{2}\left(\mathcal{J}_{M}\right)} \tag{95}
\end{equation*}
$$

Specifically, in the case of the Stokes problem one can take the scaling weights $\left(\mathbf{D}_{X}\right)_{\lambda, \lambda}=2^{|\lambda|}, \quad\left(\mathbf{D}_{M}\right)_{\lambda, \lambda}=1$.

Setting,

$$
\boldsymbol{A}:=\mathbf{D}_{X}^{-1} a\left(\Psi_{X}, \Psi_{X}\right) \mathbf{D}_{X}^{-1}, \quad \mathbf{B}:=\mathbf{D}_{M}^{-1} b\left(\Psi_{M}, \Psi_{X}\right) \mathbf{D}_{X}^{-1}
$$

and

$$
\mathbf{f}:=\mathbf{D}_{X}^{-1}\left\langle\Psi_{X}, f\right\rangle, \quad \mathbf{g}:=\mathbf{D}_{M}^{-1}\left\langle\Psi_{M}, g\right\rangle,
$$

(67) is equivalent to

$$
\mathbf{L U}=\mathbf{F} \Longleftrightarrow \underbrace{\left(\begin{array}{cc}
\boldsymbol{A} & \mathbf{B}^{T}  \tag{96}\\
\mathbf{B} & \mathbf{0}
\end{array}\right)}_{\mathbf{L}} \underbrace{\binom{\mathbf{u}}{\mathbf{p}}}_{\mathbf{U}}=\underbrace{\binom{\mathbf{f}}{\mathbf{g}}}_{\mathbf{F}} .
$$

Moreover, under the assumptions (69), (70) together with (94), (95) the mapping property

$$
\begin{equation*}
c_{L}\|\mathbf{V}\|_{\ell_{2}} \leq\|\mathbf{L V}\|_{\ell_{2}} \leq C_{L}\|\mathbf{V}\|_{\ell_{2}}, \quad \mathbf{V} \in \ell_{2} \tag{97}
\end{equation*}
$$

holds, see Theorem 5
One actually has to be somewhat careful with (94), which expresses that $\boldsymbol{A}$ is invertible on all of $\ell_{2}$ or, in other words, that $A$ is invertible on all of $X$. Recall from (69) that this is neither necessary nor generally the case. However, whenever the saddle point problem (67) is well-posed, one can show that for some suitable $c>0$ the matrix $\hat{\boldsymbol{A}}:=\boldsymbol{A}+c \mathbf{B}^{T} \mathbf{B}$ is invertible on all of $\ell_{2}$ and satisfies (94). One can then replace (96) by an equivalent system (with adjusted right hand side data) so that (MP) is valid and the Schur complement is well defined. Therefore we will assume in the following that either $A$ is invertible on all of $X$, or that the above precaution has been been used, leading to a matrix $\hat{\boldsymbol{A}}$, henceforth again denoted by $\boldsymbol{A}$, so that (93) makes sense.

Thus we can use block elimination and observe that (96) is equivalent to

$$
\left\{\begin{aligned}
\mathbf{M p}:=\mathbf{B} \boldsymbol{A}^{-1} \mathbf{B}^{T} \mathbf{p} & =\mathbf{B} \boldsymbol{A}^{-1} \mathbf{f}-\mathbf{g}=: \mathbf{G} \\
\mathbf{A} \mathbf{u} & =\mathbf{f}-\mathbf{B}^{T} \mathbf{p} .
\end{aligned}\right.
$$

On account of (97), we know that

$$
\begin{equation*}
\mathbf{M}:=\mathbf{B} \boldsymbol{A}^{-1} \mathbf{B}^{T}: \ell_{2}\left(\mathcal{J}_{M}\right) \rightarrow \ell_{2}\left(\mathcal{J}_{M}\right), \quad\|\mathbf{M} \mathbf{q}\|_{\ell_{2}\left(\mathcal{J}_{M}\right)} \sim\|\mathbf{q}\|_{\ell_{2}\left(\mathcal{J}_{M}\right)} \tag{98}
\end{equation*}
$$

Therefore there exists a positive relaxation parameter $\omega$ such that a fixed point iteration (or a gradient iteration) based on the identity

$$
\begin{aligned}
\mathbf{p} & =\mathbf{p}+\omega\left(\left(\mathbf{B} \boldsymbol{A}^{-1} \mathbf{f}-\mathbf{g}\right)-\mathbf{M} \mathbf{p}\right) \\
& =\mathbf{p}+\omega(\mathbf{B} \underbrace{\boldsymbol{A}^{-1}\left(\mathbf{f}-\mathbf{B}^{T} \mathbf{p}\right)}_{=\mathbf{u}}-\mathbf{g})=\mathbf{p}+\omega(\mathbf{B u}-\mathbf{g})
\end{aligned}
$$

converges with a fixed reduction rate $\rho<1$. Thus replacing for some iterate $\mathbf{p}^{n}$ the expression $\boldsymbol{A}^{-1}\left(\mathbf{f}-\mathbf{B}^{T} \mathbf{p}^{n}\right)$ in this iteration by the solution $\mathbf{u}^{n}$ of

$$
\begin{equation*}
A \mathbf{u}^{n}=\mathbf{f}-\mathbf{B}^{T} \mathbf{p}^{n} \tag{99}
\end{equation*}
$$

the iteration (90) for $\mathbf{M}$ given by (93), reduces to the simple update

$$
\begin{equation*}
\mathbf{p}^{n+1}=\mathbf{p}^{n}+\omega\left(\mathbf{B u}^{n}-\mathbf{g}\right), \tag{100}
\end{equation*}
$$

with $\mathbf{u}^{n}$ from (99). This is the idea of the Uzawa scheme here formulated for the original infinite dimensional problem in wavelet coordinates.

We are now prepared to discuss the last step (IV).

## 8.5 (IV) Adaptive Application of Operators

For notational simplicity we dispense with distinguishing between the unknowns $\mathbf{U}$ and $\mathbf{p}$ (see Section 8.4) and continue to use $\mathbf{U}$ for the moment to denote the vectors of wavelet coefficients. Our objective is to turn the idealized iteration

$$
\mathbf{M U}=\mathbf{G} \quad \leadsto \quad \mathbf{U}^{n+1}=\mathbf{U}^{n}+\omega\left(\mathbf{G}-\mathbf{M} \mathbf{U}^{n}\right)
$$

into a practicable version. Neither can we evaluate the generally infinite array $\mathbf{G}$ exactly, nor can we compute $\mathbf{M} \mathbf{U}^{n}$, even when $\mathbf{U}^{n}$ has finite support. Thus, we need approximations to these two ingredients, which we will formulate as

## Basic Routines:

$\mathbf{R H S}[\eta, \mathbf{G}] \rightarrow \mathbf{G}_{\eta}$ : such that $\quad\left\|\mathbf{G}-\mathbf{G}_{\eta}\right\|_{\ell_{2}} \leq \eta$;
APPLY $[\eta, \mathbf{M}, \mathbf{V}] \rightarrow \mathbf{W}_{\eta}:$ such that $\left\|\mathbf{M V}-\mathbf{W}_{\eta}\right\|_{\ell_{2}} \leq \eta$;
COARSE $[\eta, \mathbf{W}] \rightarrow \overline{\mathbf{W}}_{\eta}$ : such that $\left\|\mathbf{W}-\overline{\mathbf{W}}_{\eta}\right\|_{\ell_{2}} \leq \eta$.
A few comments on these routines are in order. The input to APPLY and COARSE will always be finitely supported. COARSE can then be realized by sorting the coefficients and by adding successively the squares of the entries from small to large, until the target threshold is reached. For details see [26]. It is pointed out in [7] how to avoid log-terms caused by sorting.

The simplest example of RHS is encountered in the scalar elliptic case. Then $\mathbf{G}=\mathbf{f}$ consists of the dual wavelet coefficients of the right hand side $f$. One should then think of computing in a preprocessing step a highly accurate approximation to $f$ in the dual basis along with the corresponding coefficients. The necessary accuracy can be easily related to the target accuracy of
the adaptive process. Ordering these finitely many coefficients by size, RHS becomes then an application of COARSE to this finitely supported array. In more general cases, e.g. in the least squares formulation, RHS may take different formats to be discussed for each special case. However, in general it will always involve a combination of the two last routines APPLY and COARSE.

It is less obvious how to go about the routine APPLY, which will be explained later in more detail.

### 8.6 The Adaptive Algorithm

We will assume for the moment that we have the above routines at hand and wish to determine first for which tolerances $\eta$ the corresponding perturbation of the ideal scheme (90) converges.
$\operatorname{SOLVE}[\epsilon, \mathbf{M}, \mathbf{G}] \rightarrow \overline{\mathbf{U}}(\epsilon)$
(i) Set $\overline{\mathbf{U}}^{0}=\mathbf{0}, \quad \epsilon_{0}:=c_{M}^{-1}\|\mathbf{G}\|_{\ell_{2}}, \quad j=0$.
(ii) If $\epsilon_{j} \leq \epsilon$, stop $\overline{\mathbf{U}}^{j} \rightarrow \mathbf{U}(\epsilon)$. Else $\mathbf{V}^{0}:=\overline{\mathbf{U}}^{j}$.
(ii.1) For $l=0, \ldots, K-1$ :

$$
\boldsymbol{R H S}\left[\rho^{l} \epsilon_{j}, \mathbf{G}\right] \rightarrow \mathbf{G}_{l} ; \quad \text { APPLY }\left[\rho^{l} \epsilon_{j}, \mathbf{M}, \mathbf{V}^{l}\right] \rightarrow \mathbf{W}^{l} ; \text { and set }
$$

$$
\mathbf{V}^{l+1}:=\mathbf{V}^{l}+\alpha\left(\mathbf{G}_{l}-\mathbf{W}^{l}\right)
$$

(ii.2) COARSE $\left[\mathbf{V}^{K}, 2 \epsilon_{j} / 5\right] \rightarrow \overline{\mathbf{U}}^{j+1}, \epsilon_{j+1}:=\epsilon_{j} / 2, j+1 \rightarrow j$ go to (ii).

Here $\rho$ is the reduction rate from (89) and $K$ depends only on the constants in (79), (88) and (57). In fact, it can be shown that, based on these constants and the reduction rate $\rho$ in (89), there exists a uniformly bounded $K$ so that $\left\|\mathbf{U}-\mathbf{V}^{K}\right\|_{\ell_{2}} \leq \epsilon_{j} / 10$. The coarsening step (ii.2) leads then to the following estimate.

Proposition 12 The approximations $\overline{\mathbf{U}}^{j}$ satisfy

$$
\begin{equation*}
\left\|\mathbf{U}-\overline{\mathbf{U}}^{j}\right\|_{\ell_{2}} \leq \epsilon_{j}, \quad j \in \mathbb{N} \tag{101}
\end{equation*}
$$

Thus any target accuracy is met after finitely many steps. Note that the accuracy tolerances are at each stage comparable to the current accuracy, which will be important for later complexity estimates.

The above scheme should be viewed as the simplest example of a perturbed representation of an iteration for the infinite dimensional problem. Several alternatives come to mind. Instead of applying always $K$ steps (ii.1), one can monitor the approximate residual for possible earlier termination. Furthermore, the fixed relaxation parameter $\alpha$ can be replaced by a stage dependent parameter $\alpha_{j}$ resulting from a line search in a gradient iteration. Finally, one
could resort to (approximate) conjugate gradient iterations. To minimize technicalities we will stick, however, with the above simpler Richardson scheme.

The central question now is how to realize the basic routines in practice and what is their complexity.

### 8.7 Ideal Bench Mark - Best $N$-Term Approximation

We wish to compare the performance of the above algorithm with what could be achieve ideally, namely with the work/accuracy balance of the best $N$-term approximation, recall (86). Since the relevant domain is just $\ell_{2}$ the following version matters.

$$
\begin{equation*}
\sigma_{N, \ell_{2}}(\mathbf{V}):=\left\|\mathbf{V}-\mathbf{V}_{N}\right\|_{\ell_{2}}=\min _{\# \operatorname{supp} \mathbf{W} \leq N}\|\mathbf{V}-\mathbf{W}\|_{\ell_{2}} \tag{102}
\end{equation*}
$$

Due to the norm equivalences (79), one has

$$
\begin{equation*}
\sigma_{N, \ell_{2}}(\mathbf{V}) \sim \inf _{\mathbf{W}, \# \operatorname{supp} \mathbf{W} \leq N}\left\|V-\mathbf{W}^{T} \mathbf{D}^{-1} \Psi\right\|_{\mathcal{H}}=\sigma_{N, \mathcal{H}}(V) \tag{103}
\end{equation*}
$$

i.e., the best $N$-term approximation in the computational domain $\ell_{2}$ corresponds directly to the best $N$-term approximation in the energy norm.

The following interrelation between best $N$-term approximation and coarsening or thresholding sheds some light on the role of COARSE in step (ii.2) of algorithm SOLVE, see [26].
Remark 13 Suppose the the finitely supported vector $\mathbf{w}$ satisfies $\|\mathbf{v}-\mathbf{w}\|_{\ell_{2}} \leq$ $\eta / 5$. Clearly $\overline{\mathbf{w}}_{\eta}:=\mathbf{C O A R S E}[\mathbf{w}, 4 \eta / 5]$ still satisfies $\|\mathbf{v}-\overline{\mathbf{w}}\|_{\ell_{2}} \leq \eta$. Moreover, whenever $\left\|\mathbf{v}-\mathbf{v}_{N}\right\|_{\ell_{2}} \lesssim N^{-s}$ one has

$$
\begin{equation*}
\# \operatorname{supp} \overline{\mathbf{w}}_{\eta} \lesssim \eta^{-1 / s}, \quad\left\|\mathbf{v}-\overline{\mathbf{w}}_{\eta}\right\|_{\ell_{2}} \leq \eta \tag{104}
\end{equation*}
$$

Thus the application of COARSE pulls a current approximation towards the best $N$-term approximation.

### 8.8 Compressible Matrices

We turn now to the routine APPLY. At this point the cancellation properties (12) comes into play. As indicated in Section 2.2 wavelet representations of many operators are quasi-sparse. In the present context the following quantification of sparsity or compressibility is appropriate [26].

A matrix $\mathbf{C}$ is said to be $s^{*}$-compressible $-\mathbf{C} \in \mathcal{C}_{s^{*}}$ - if for any $0<s<s^{*}$ and every $j \in \mathbb{N}$, there exists a matrix $\mathbf{C}_{j}$ obtained by replacing all but the order of $\alpha_{j} 2^{j}\left(\sum_{j} \alpha_{j}<\infty\right)$ entries per row and column in $\mathbf{C}$ by zero, while still

$$
\begin{equation*}
\left\|\mathbf{C}-\mathbf{C}_{j}\right\| \leq \alpha_{j} 2^{-j s}, \quad j \in \mathbb{N}, \quad \sum_{j} \alpha_{j}<\infty \tag{105}
\end{equation*}
$$

As mentioned above, one can use the cancellation properties (CP) to confirm the following claim.

Remark 14 The scaled wavelet representations $\mathbf{L}_{i, l}$ in the above examples belong to $\mathcal{C}_{s^{*}}$ for some $s^{*}=s^{*}(\mathcal{L}, \Psi)>0$.

### 8.9 Fast Approximate Matrix/Vector Multiplication

The key is that for compressible matrices one can devise approximate application schemes that exhibit in a certain range an asymptotically optimal work/accuracy balance. To this end, consider for simplicity the scalar case and abbreviate for any finitely supported $\mathbf{v}$ the best $2^{j}$-term approximations as $\mathbf{v}_{[j]}:=\mathbf{v}_{2^{j}}$ and define

$$
\begin{equation*}
\mathbf{w}_{j}:=\boldsymbol{A}_{j} \mathbf{v}_{[0]}+\boldsymbol{A}_{j-1}\left(\mathbf{v}_{[1]}-\mathbf{v}_{[0]}\right)+\cdots+\boldsymbol{A}_{0}\left(\mathbf{v}_{[j]}-\mathbf{v}_{[j-1]}\right) \tag{106}
\end{equation*}
$$

as an approximation to $\boldsymbol{A v}$. In fact, the triangle inequality together with the above compression estimates yield

$$
\begin{equation*}
\left\|\boldsymbol{A} \mathbf{v}-\mathbf{w}_{j}\right\|_{\ell_{2}} \leq c \underbrace{\left\|\mathbf{v}-\mathbf{v}_{[j]}\right\|_{\ell_{2}}}_{\sigma_{2^{j}, \ell_{2}}(\mathbf{v})}+\sum_{l=0}^{j} \alpha_{l} 2^{-l s} \underbrace{\left\|\mathbf{v}_{[j-l]}-\mathbf{v}_{[j-l-1]}\right\|_{\ell_{2}}}_{\lesssim \sigma_{2^{j-l-1, \ell_{2}}}(\mathbf{v})} . \tag{107}
\end{equation*}
$$

One can now exploit the a-posteriori information offered by the quantities $\sigma_{2^{j-l-1}, \ell_{2}}(\mathbf{v})$ to choose the smallest $j$ for which the right hand side of (107) is smaller than a given target accuracy $\eta$. Since the sum is finite for each finitely supported input $\mathbf{v}$ such a $j$ does indeed exist. This leads to a concrete multiplication scheme
$\operatorname{MULT}[\eta, \boldsymbol{A}, \mathbf{v}] \rightarrow \mathbf{w}_{\eta} \quad$ s.t.: $\quad\left\|\boldsymbol{A} \mathbf{v}-\mathbf{w}_{\eta}\right\| \leq \eta$,
which is analyzed in [26] and implemented in [8]. The main result can be formulated as follows [26].

Theorem 7. If $\boldsymbol{A} \in \mathcal{C}_{s^{*}}$ and $\left\|\mathbf{v}-\mathbf{v}_{N}\right\|_{\ell_{2}} \lesssim N^{-s}$ for $s<s^{*}$, then

$$
\# \operatorname{supp} \mathbf{w}_{\eta} \lesssim \eta^{-1 / s}, \quad \# \text { flops } \lesssim \# \operatorname{supp} \mathbf{v}+\eta^{-1 / s}
$$

Thus, MULT has in some range an asymptotically optimal work/accuracy balance. In fact, it is pointed out in [7] that an original logarithmic factor, due to sorting operations can be avoided.


Fig. 6. Adaptive solution of the Poisson problem on a L-shaped domain

Note that whenever the bilinear form in (54) is coercive, one can take $\mathbf{M}=$ $\mathbf{L}$ to be just the wavelet representation of $\mathcal{L}$, which is typically $s^{*}$-compressible for some positive $s^{*}$. In this case one can take APPLY $=$ MULT. Again Poisson's equation, i.e., (58) with $a(x)$ the identity matrix and $k(x)=0$, may serve as an example. Figure 6 illustrates the progressive formation of the solution when $\Omega \subset \mathbb{R}^{2}$ is an L-shaped domain. The lower right part displays the position of the significant coefficients of the approximate solution at the final stage. The reentrant corner causes a singularity in spite of a smooth right hand side. In the example shown in Figure 6 the right hand side is chosen so as to create the strongest possible singularity for that type of problems, see [8] for more details. The role of the regularity of the solution with regard to the computational complexity will be addressed later.

In general $\mathbf{M}$ will differ from $\mathbf{L}$ and we will indicate briefly how to choose the scheme APPLY for the two choices of $\mathbf{M}$ mentioned above.

The simplest case is the least squares formulation $\mathbf{M}=\mathbf{L}^{T} \mathbf{L}, \mathbf{G}=\mathbf{L}^{T} \mathbf{F}$, $\mathbf{p}=\mathbf{U}$.
$\boldsymbol{R H S}_{l s}[\eta, \mathbf{G}]:=\operatorname{MULT}\left[\frac{\eta}{2}, \mathbf{L}^{T}, \mathbf{C O A R S E}\left[\frac{\eta}{2 C_{L}}, \mathbf{F}\right]\right]$
$\operatorname{APPLY}_{l s}[\eta, \mathbf{M}, \mathbf{V}]:=\mathbf{M U L T}\left[\frac{\eta}{2}, \mathbf{L}^{T}, \mathbf{M U L T}\left[\frac{\eta}{2 C_{L}}, \mathbf{L}, \mathbf{V}\right]\right]$

In this case the routines RHS and APPLY are compositions of COARSE and MULT.

The situation is more involved when employing Uzawa iterations for saddle point problems as explained next. The reader is referred to [36] for details.

### 8.10 Application Through Uzawa Iteration

As indicated before, the application of the Schur complement $\mathbf{M}$ (98) can be based on Uzawa iterations. To explain this, recall first the

IDEAL UZAWA: Given any $\mathbf{p}_{0} \in \ell_{2}\left(\mathcal{J}_{M}\right)$, compute for $i=1,2, \ldots$

$$
\begin{align*}
\boldsymbol{A} \mathbf{u}_{i} & =\mathbf{f}-\mathbf{B}^{T} \mathbf{p}_{i-1}, \quad\left(\text { set } \quad \boldsymbol{R}:=\left\langle\tilde{\Psi}_{M}, \tilde{\Psi}_{M}\right\rangle\right) \\
\mathbf{p}_{i} & =\mathbf{p}_{i-1}+\omega \boldsymbol{R}\left(\mathbf{B u}_{i}-\mathbf{g}\right), \quad\|\mathbf{I}-\omega \boldsymbol{R} \mathbf{S}\|_{\ell_{2} \rightarrow \ell_{2}} \leq \rho<1 \tag{108}
\end{align*}
$$

A few comments on the role of $\boldsymbol{R}$ are in order. The operator $B$ in (68) maps $X$ to $M^{\prime}$ while $p$ belongs to $M$. In principle, this does not matter since the wavelet transform maps all spaces to $\ell_{2}$. However, as in the case of the Stokes problem, $M$ may be a closed subspace (with finite codimension) of some larger Hilbert space that permits a wavelet characterization. In the Stokes problem $L_{2,0}(\Omega)$ is obtained by factoring out constants. Due to the vanishing moments of wavelets, these constants have to be removed only from the finite dimensional coarse scale space. But the corresponding linear relations on the coefficients are in general different from their counterparts for the dual basis $\tilde{\Psi}_{M}$. Since the operators are not applied exactly a correction through the application of $\boldsymbol{R}$ that maps the vectors into the "right domain" turns out to be necessary, see [36].

The application of $\mathbf{M}$ consists then of solving the elliptic problem in (108) approximately by invoking an elliptic version of SOLVE (with APPLY = MULT) called ELLSOLVE. The application of $\mathbf{B}, \mathbf{B}^{T}$ and $\boldsymbol{R}$ in turn is facilitated by MULT. See [36] for details and corresponding precise tolerances.

### 8.11 Main Result - Convergence/Complexity

We return now to the general problem (54). In the following it is understood that the scheme APPLY is based on either one of the above versions. Moreover, full accessibility of the right hand side data is assumed. Finally, we will assume that the entries of $\mathbf{L}$ can be computed on average at unit cost. This is justified, for instance, when dealing with constant coefficient differential operators. In general, this is a delicate task that often motivates to resort to the so called nonstandard form. However, it can be shown that also in more realistic situations this assumption can be realized, see also [7, 9]. The main result can then be formulated as follows.

Theorem 8. Assume that $\mathbf{L} \in \mathcal{C}_{s^{*}}$ for some $s^{*}=s^{*}(\mathcal{L}, \Psi)>0$. Then if the exact solution $U=\mathbf{U}^{T} \mathbf{D}^{-1} \Psi$ of (54) satisfies for some $s<s^{*}$

$$
\inf _{\# \operatorname{supp} \mathbf{V} \leq N}\left\|U-\mathbf{V}^{T} \mathbf{D}^{-1} \Psi\right\|_{\mathcal{H}} \lesssim N^{-s}
$$

then, for any $\epsilon>0$, the approximations $\overline{\mathbf{U}}(\epsilon)$ produced by SOLVE satisfy

$$
\left\|U-\overline{\mathbf{U}}(\epsilon)^{T} \mathbf{D}^{-1} \Psi\right\|_{\mathcal{H}} \lesssim \epsilon
$$

and

$$
\# \operatorname{supp} \overline{\mathbf{U}}(\epsilon), \text { comp. work } \lesssim \epsilon^{-1 / s}
$$

It should be noted that, aside from the complexity aspect, the adaptive scheme has the interesting effect, that compatibility conditions like the $L B B$ condition become void. Roughly speaking, the adaptive application of the (full infinite dimensional) operators within the right accuracy tolerances inherits at each stage enough of the stability of the infinite dimensional problem. At no stage a fixed trial space is chosen that requires taking care of such constraints.

### 8.12 Some Ingredients of the Proof of Theorem 8

We shall discuss next some typical ingredients from nonlinear approximation entering the proof of Theorem 8, see $[24,51,54]$ for more details. Recall that typical approximation errors for spaces arising from spatial refinements decay like powers of the mesh size and thus like negative powers of the number of degrees of freedom. In view of (103), it is therefore of interest to understand the structure of those sequences $\mathbf{v} \in \ell_{2}$ whose best $N$-term approximation decays like $N^{-s}$ for some $s>0$. Since best $N$-term approximation in $\ell_{2}$ is realized by retaining simply the largest $N$ coefficients, it is directly related to thresholding.

## Thresholding

One way to describe sequences that are sparse in the sense that $\sigma_{N, \ell_{2}}(\mathbf{v})$ decays fast, is to control the number of terms exceeding any given threshold. To this end, define the thresholding operator

$$
\mathcal{T}_{\eta} \mathbf{v}:= \begin{cases}v_{\lambda}, & \left|v_{\lambda}\right| \geq \eta \\ 0, & \left|v_{\lambda}\right|<\eta\end{cases}
$$

and set for some $\tau<2$

$$
\begin{equation*}
\ell_{\tau}^{w}:=\left\{\mathbf{v} \in \ell_{2}: N(\mathbf{v}, \eta):=\# \operatorname{supp} \mathcal{T}_{\eta} \mathbf{v} \leq C_{v} \eta^{-\tau}\right\} \tag{109}
\end{equation*}
$$

In fact, for $\tau \geq 2$ the condition $\# \operatorname{supp} \mathcal{T}_{\eta} \mathbf{v} \leq C_{v} \eta^{-\tau}$ is satisfied for all $\mathbf{v} \in \ell_{2}$.
For sequences $\mathbf{v}$ in $\ell_{\tau}^{w}$ the error produced by thresholding is easily determined, noting that for $\mathbf{v} \in \ell_{\tau}^{w}$

$$
\begin{align*}
\left\|\mathbf{v}-\mathcal{T}_{\eta} \mathbf{v}\right\|_{\ell_{2}}^{2} & =\sum_{l=0}^{\infty} \sum_{2^{-l-1}}^{\eta \leq\left|v_{\lambda}\right|<2^{-l} \eta} \\
& \left|v_{\lambda}\right|^{2} \leq C_{v} \sum_{l=0}^{\infty}\left(2^{-l} \eta\right)^{2}\left(2^{-l-1} \eta\right)^{-\tau}  \tag{110}\\
& =\frac{4 C_{v}}{2^{2-\tau}-1} \eta^{2-\tau}
\end{align*}
$$

To understand the nature of the constant $C_{v}$ appearing in the definition of $\ell_{\tau}^{w}$, consider the decreasing rearrangement $\left(v_{n}^{*}\right)_{n \in \mathbb{N}}$ of $\mathbf{v}$ defined by $v_{n+1}^{*} \leq v_{n}^{*}$, $v_{n}^{*}=\left|v_{\lambda_{n}}\right|$. By definition one has

$$
v_{N(\mathbf{v}, \eta)+1}^{*} N(\mathbf{v}, \eta)^{1 / \tau} \leq \eta N(\mathbf{v}, \eta)^{1 / \tau} \leq C_{v}^{1 / \tau} .
$$

Thus defining

$$
\begin{equation*}
C_{v}^{1 / \tau}=\sup _{n \in I N} n^{1 / \tau} v_{1+n}^{*}=:|\mathbf{v}|_{\ell_{\tau}^{w}}, \tag{111}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\|\mathbf{v}\|_{\ell_{\tau}^{w}}:=\|\mathbf{v}\|_{\ell_{2}}+|\mathbf{v}|_{\ell_{\tau}^{w}} \tag{112}
\end{equation*}
$$

is a (quasi-) norm for $\ell_{\tau}^{w}$. The next observation is that $\ell_{\tau}^{w}$ is very close to $\ell_{\tau}$. In fact

$$
n^{1 / \tau} v_{n+1}^{*} \leq\left(n\left(v_{n}^{*}\right)^{\tau}\right)^{1 / \tau} \leq\left(\sum_{j \leq n}\left(v_{j}^{*}\right)^{\tau}\right)^{1 / \tau} \leq\|\mathbf{v}\|_{\ell_{\tau}}
$$

so that

$$
\begin{equation*}
\ell_{\tau} \subset \ell_{\tau}^{w} \subset \ell_{\tau+\epsilon} \subset \ell_{2}, \quad \tau<\tau+\epsilon<2 \tag{113}
\end{equation*}
$$

The estimate (110) can be used to establish the following facts, that will serve as prerequisites for Remark 13, see [26].

Lemma 15. Suppose that $\mathbf{v} \in \ell_{\tau}^{w}$ for some $0<\tau<2$ and that $\mathbf{w} \in \ell_{2}$ satisfies

$$
\|\mathbf{v}-\mathbf{w}\|_{\ell_{2}} \leq \epsilon \quad \text { for some } \epsilon>0
$$

Then one has for any $\eta>0$

$$
\left\|\mathbf{v}-\mathcal{T}_{\eta} \mathbf{w}\right\|_{\ell_{2}} \leq 2 \epsilon+\bar{C}\|\mathbf{v}\|_{\ell_{\tau}^{w}}^{\tau / 2} \eta^{1-\tau / 2}, \quad \# \operatorname{supp} \mathcal{T}_{\eta} \mathbf{w} \leq \frac{4 \epsilon^{2}}{\eta^{2}}+4 \bar{C}\|\mathbf{v}\|_{\ell_{\tau}^{w}}^{\tau} \eta^{-\tau}
$$

where $\bar{C}$ depends only on $\tau$ as $\tau \rightarrow 0$.
This can be used to prove Remark 13, see [26].

## Characterization of the Rates $N^{-s}$

We now turn to the characterization of those sequences whose best $N$-Term approximation rates decay like $N^{-s}$ and recall that

$$
\sigma_{N, \ell_{2}}(\mathbf{v}):=\left\|\mathbf{v}-\mathbf{v}_{N}\right\|_{\ell_{2}}=\min _{\# \operatorname{supp} \mathbf{w} \leq N}\|\mathbf{v}-\mathbf{w}\|_{\ell_{2}} .
$$

Proposition 16 Let $\frac{1}{\tau}=s+\frac{1}{2}$. Then $\mathbf{v} \in \ell_{\tau}^{w}$ if and only if $\sigma_{N, \ell_{2}}(\mathbf{v}) \lesssim N^{-s}$ and

$$
\left\|\mathbf{v}-\mathbf{v}_{N}\right\|_{\ell_{2}} \lesssim N^{-s}\|\mathbf{v}\|_{\ell_{\tau}^{w}} .
$$

## Proof:

$$
\begin{aligned}
\sigma_{N, \ell_{2}}(\mathbf{v})^{2} & =\sum_{n>N}\left(v_{n}^{*}\right)^{2} \leq\left(\sum_{n \geq N} n^{-2 / \tau}\right)|\mathbf{v}|_{\ell_{\tau}^{w}}^{2} \leq C N^{1-\frac{2}{\tau}}|\mathbf{v}|_{\ell_{\tau}^{w}}^{2} \\
& =C N^{-2 s}|\mathbf{v}|_{\ell_{\tau}^{w}}^{2} .
\end{aligned}
$$

Conversely,

$$
N\left|v_{2 N}^{*}\right|^{2} \leq \sum_{N<n \leq 2 N}\left|v_{n}^{*}\right|^{2} \leq \sigma_{N, \ell_{2}}(\mathbf{v})^{2} \leq C N^{-2 s}
$$

which means that

$$
\left|v_{2 N}^{*}\right| \leq C N^{-(s+1 / 2)}=C N^{-1 / \tau}
$$

and hence $\mathbf{v} \in \ell_{\tau}^{w}$, which completes the proof.

## Key Complexity Bounds

The above preliminaries can be used to show that the basic routines in SOLVE exhibit under certain circumstances optimal work/accuracy balances. In fact, counting the terms in (106) and taking the characterization of $\sigma_{N, \ell_{2}}(\mathbf{v})=\mathcal{O}\left(N^{-s}\right)$ given in Proposition 16 into account, leads to the following fact, which implies Theorem 7 stated above.

Proposition 17 Suppose that $\mathbf{C} \in \mathcal{C}_{s^{*}}$ and let $\frac{1}{\tau}=s+\frac{1}{2}, \quad s<s^{*}$. Then $\mathbf{w}_{\eta}=\mathbf{M U L T}[\eta, \mathbf{C}, \mathbf{v}]$ satisfies for any finitely supported input $\mathbf{v}$

- $\left\|\mathbf{w}_{\eta}\right\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{v}\|_{\ell_{\tau}^{w}}$
- \#flops $\lesssim \# \operatorname{supp} \mathbf{v}+\|\mathbf{v}\|_{\ell_{\tau}^{w}}^{1 / s} \eta^{-1 / s}, \# \operatorname{supp} \mathbf{w}_{\eta} \lesssim\|\mathbf{v}\|_{\ell_{\tau}^{w}}^{1 / s} \eta^{-1 / s}$,
which indeed confirms the optimal balance: accuracy $\quad \eta \quad \leftrightarrow \quad$ cost $\eta^{-1 / s}$ for $s<s^{*}$.

This, in turn, is one of the main ingredients of a proof of the following result [27].
Theorem 9. Let $\mathbf{L} \in \mathcal{C}_{s^{*}}$ and suppose that $\mathbf{U} \in \ell_{\tau}^{w}$ for $\frac{1}{\tau}=s+\frac{1}{2}$, $s<s^{*}$. Then in all the above cases the output $\mathbf{G}_{\eta}$ of the right hand side scheme RHS $[\eta, \mathbf{G}]$ satisfies
(1) $\left\|\mathbf{G}_{\eta}\right\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{G}\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{U}\|_{\ell_{\tau}^{w}}$;
(2) \#flops $\sim \# \operatorname{supp} \mathbf{G}_{\eta} \lesssim\|\mathbf{G}\|_{\ell_{\tau}^{w}}^{1 / s} \eta^{-1 / s}$.

Moreover, for APPLY $\in\left\{\mathbf{M U L T}^{\text {APP }} \mathbf{A P L Y}{ }_{l s}\right.$, APPLY $\left._{U z}\right\}$ the output $\mathbf{W}_{\eta}$ of APPLY $[\eta, \mathbf{M}, \mathbf{V}]$ satisfies for $s<s^{*}$ and any finitely supported input $\mathbf{V}$ :
(3) $\left\|\mathbf{W}_{\eta}\right\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{V}\|_{\ell_{\tau}^{w}}$;
(4) \#flops $\lesssim \# \operatorname{supp} \mathbf{V}+\|\mathbf{V}\|_{\ell_{\tau}^{w}}^{1 / s} \eta^{-1 / s}, \# \operatorname{supp} \mathbf{W}_{\eta} \lesssim\|\mathbf{V}\|_{\ell_{\tau}^{w}}^{1 / s} \eta^{-1 / s}$.

Thus, according to Theorem 8, APPLY $\left[\epsilon, \mathbf{M}^{-1}, \mathbf{G}\right]:=\mathbf{S O L V E}[\epsilon, \mathbf{M}, \mathbf{G}]$ exibits the same work/accuracy balance as its ingredients. In fact, the proof of Theorem 8 is based on Theorem 9 above.

## Compressibility Criteria

We conclude this section with some sufficient conditions for a wavelet representation $\mathbf{L}$ to be compressible. To this end, recall that in all the examples considered before, the operator $\mathcal{L}$ is either local or of the form

$$
(\mathcal{L} u)(x)=\int_{\Gamma} K(x, y) u(y) d \Gamma_{y}
$$

where

$$
\begin{equation*}
\left|\partial_{x}^{\alpha} \partial_{y}^{\beta} K(x, y)\right| \lesssim \operatorname{dist}(x, y)^{-(d+2 t+|\alpha|+|\beta|)} \tag{114}
\end{equation*}
$$

Results of the following type can be found e.g. in [45, 66].
Theorem 10. Suppose that $\mathcal{L}$ has order $2 t$ and satisfies for some $r>0$

$$
\|\mathcal{L} v\|_{H^{-t+a}} \lesssim\|v\|_{H^{t+a}}, \quad v \in H^{t+a}, 0 \leq|a| \leq r
$$

Assume that $\mathbf{D}^{-s} \Psi$ is a Riesz-basis for $H^{s}$ for $-\tilde{\gamma}<s<\gamma$ (16) and has cancellation properties (CP) (12) of order $\tilde{m}$. Then for any $0<\sigma \leq$ $\min \{r, d / 2+\tilde{m}+t\}, \quad t+\sigma<\gamma, \quad t-\sigma>-\tilde{\gamma}$, one has

$$
\begin{equation*}
2^{-\left(\left|\lambda^{\prime}\right|+|\lambda|\right) t}\left|\left\langle\psi_{\lambda}, \mathcal{L} \psi_{\lambda^{\prime}}\right\rangle\right| \lesssim \frac{2^{-\left||\lambda|-\left|\lambda^{\prime}\right|\right| \sigma}}{\left(1+2^{\min \left(|\lambda|,\left|\lambda^{\prime}\right|\right)} \operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right)\right)^{d+2 \tilde{m}+2 t}} \tag{115}
\end{equation*}
$$

Thus the entries of the wavelet representation of operators of the above type exhibit a polynomial spatial decay, depending on the order of cancellation properties, and an exponential scalewise decay, depending on the regularity of the wavelets.

Since estimates of this type are also basic for matrix compression techniques, in connection with boundary integral equations, we give a

Sketch of the argument: (See ([45, 66, 67] for more details). Let again $\Omega_{\lambda}:=$ $\operatorname{supp} \psi_{\lambda}$. One distinguishes two cases. Suppose first that $\operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right) \gtrsim$ $2^{-\min \left(|\lambda|,\left|\lambda^{\prime}\right|\right)}$. Since then $x$ stays away from $y$ the kernel is smooth. In contrast to the nonstandard form one can then apply (CP) (see (12)) of order $\tilde{m}$ to the kernel

$$
\int_{\Gamma} \int_{\Gamma} K(x, y) \psi_{\lambda} \psi_{\lambda^{\prime}} d x d y=\left\langle K, \psi_{\lambda} \otimes \psi_{\lambda^{\prime}}\right\rangle
$$

successively with respect to both wavelets. The argument is similar to that in Section 2.2 and one eventually obtains

$$
\begin{equation*}
\left|\left\langle\mathcal{L} \psi_{\lambda^{\prime}}, \psi_{\lambda}\right\rangle\right| \lesssim \frac{2^{-\left(|\lambda|+\left|\lambda^{\prime}\right|\right)(d / 2+\tilde{m})}}{\left(\operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right)\right)^{d+2 \tilde{m}+2 t}} \tag{116}
\end{equation*}
$$

If on the other hand $\operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\lambda^{\prime}}\right) \lesssim 2^{-\min \left(|\lambda|,\left|\lambda^{\prime}\right|\right)}$ we follow [35] and use the continuity of $\mathcal{L}$ together with (NE) (see (16)) to conclude that

$$
\begin{equation*}
\|\mathcal{L} v\|_{H^{-t+s}} \lesssim\|v\|_{H^{t+s}}, \quad v \in H^{t+s}, 0 \leq|s| \leq \tau \tag{117}
\end{equation*}
$$

Assuming without loss of generality that $|\lambda|>\left|\lambda^{\prime}\right|$ and employing the Schwarz inequality, yields

$$
\left|\left\langle\mathcal{L} \psi_{\lambda^{\prime}}, \psi_{\lambda}\right\rangle\right| \leq\left\|\mathcal{L} \psi_{\lambda^{\prime}}\right\|_{H^{-t+\sigma}}\left\|\psi_{\lambda}\right\|_{H^{t-\sigma}} \lesssim\left\|\psi_{\lambda^{\prime}}\right\|_{H^{t+\sigma}}\left\|\psi_{\lambda}\right\|_{H^{t-\sigma}} .
$$

Under the above assumptions on $\sigma$ one obtains

$$
\left|\left\langle\mathcal{L} \psi_{\lambda^{\prime}}, \psi_{\lambda}\right\rangle\right| \leq 2^{t\left(|\lambda|+\left|\lambda^{\prime}\right|\right)} 2^{\sigma\left(\left|\lambda^{\prime}\right|-|\lambda|\right)}
$$

This completes the proof.
The estimates for wavelets with overlapping supports can actually be refined using the so called second compression. This allows one to remove logfactors in matrix compression estimates arising in the treatment of boundary integral operators, see [62, 68].

Estimates of the type (115) combined with the Schur Lemma lead to the following result [26].
Proposition 18 Suppose that

$$
\left|\mathbf{C}_{\lambda, \nu}\right| \lesssim \frac{2^{-\sigma| | \lambda|-|\nu||}}{(1+d(\lambda, \nu))^{\beta}}, \quad d(\lambda, \nu):=2^{\min \{|\lambda|,|\nu|\}} \operatorname{dist}\left(\Omega_{\lambda}, \Omega_{\nu}\right)
$$

and define

$$
s^{*}:=\min \left\{\frac{\sigma}{d}-\frac{1}{2}, \frac{\beta}{d}-1\right\} .
$$

Then $\mathbf{C} \in \mathcal{C}_{s^{*}}$.
As mentioned above, the proof is based on the
Schur Lemma: If for some $C<\infty$ and any positive sequence $\left\{\omega_{\lambda}\right\}_{\lambda \in \mathcal{J}}$

$$
\sum_{\nu \in \mathcal{J}}\left|\mathbf{C}_{\lambda, \nu}\right| \omega_{\nu} \leq C \omega_{\lambda}, \quad \sum_{\lambda \in \mathcal{J}}\left|\mathbf{C}_{\lambda, \nu}\right| \omega_{\lambda} \leq C \omega_{\nu}, \quad \nu \in \mathcal{J}
$$

then $\|\mathbf{C}\|_{\ell_{2} \rightarrow \ell_{2}} \leq C$, see e.g. [71].
This can be proved by establishing $\ell_{\infty}$-estimates for $\mathbf{W}^{-1} \mathbf{C W}$ and $\mathbf{W}^{-1} \mathbf{C}^{T} \mathbf{W}$, where $\mathbf{W}:=\operatorname{diag}\left(\omega_{\lambda}: \lambda \in \mathcal{J}\right)$, and using then that $\ell_{2}$ is obtained by interpolation between $\ell_{1}$ and $\ell_{\infty}$.

In the proof of Proposition 18 this is applied to $\left\|\mathbf{C}-\mathbf{C}_{j}\right\|_{\ell_{2}}$ with weights $\omega_{\lambda}=2^{-d|\lambda| / 2}[26]$.

### 8.13 Approximation Properties and Regularity

A fundamental statement in approximation theory is that approximation properties can be expressed in terms of the regularity of the approximated function. In order to judge the performance of an adaptive scheme versus a much simpler scheme based on uniform refinements say, requires, in view of Theorem 8, comparing the approximation power of best $N$-term approximation versus approximations based on uniform refinements. The latter ones are governed essentially by regularity in $L_{2}$. Convergence rates $N^{-s}$ on uniform grids with respect to some energy norm $\|\cdot\|_{H^{t}}$ are obtained essentially if and only if the approximated function belongs to $H^{t+d s}$. On the other hand, the same rate can still be achieved by best $N$-term approximation as long as the approximated functions belong to the (much larger) space $B_{\tau}^{t+s d}\left(L_{\tau}\right)$ where $\tau^{-1}=s+1 / 2$.

The connection of these facts with the present adaptive schemes is clear from the remarks in Section 8.12. In fact, (113) says that those sequences for which $\sigma_{N, \ell_{2}}(\mathbf{v})$ decays like $N^{-s}$ are (almost) those in $\ell_{\tau}$. On the other hand, $\ell_{\tau}$ is directly related to regularity through relations of the type (27). Here the following version is relevant which refers to measuring the error in $\mathcal{H}=H^{t}$, say, see [34]. In fact, when $\mathcal{H}=H^{t}, \mathbf{D}=\mathbf{D}^{t}$ and $\mathbf{D}^{-t} \Psi$ is a Riesz basis for $H^{t}$, one has

$$
\mathbf{u} \in \ell_{\tau} \quad \Longleftrightarrow \quad u=\sum_{\lambda} u_{\lambda} 2^{-t|\lambda|} \psi_{\lambda} \in B_{\tau}^{t+s d}\left(L_{\tau}(\Omega)\right)
$$

where again $\frac{1}{\tau}=s+\frac{1}{2}$. Thus, functions in the latter space, that do not belong to $H^{t+d s}$ can be recovered by the adaptive scheme at an asymptotically better rate when compared with uniform refinements. The situation is illustrated again by Figure 7 which indicates the topography of function spaces. While in Figure 4 embedding in $L_{2}$ mattered, Figure 7 shows embedding in $H^{t}$. The larger $r=t+s d$ the bigger the gap between $H^{r}$ and $B_{\tau}^{r}\left(L_{\tau}\right)$. The loss of regularity when moving to the right from $H^{r}$ at height $r$ is compensated by judiciously placing the degrees of freedom through nonlinear approximation. Moreover, Theorem 8 says that this is preserved by the adaptive scheme.

Now the question is whether and under which circumstances the solutions to (54) have higher Besov-regularity than Sobolev-regularity to take full advantage of adaptive solvers. For scalar elliptic problems this problem has been
treated e.g. in $[32,33]$. The result essentially says that for rough boundaries such as Lipschitz or even polygonal boundaries the Besov-regularity of solutions is indeed higher than the relevant Sobolev-regularity, which indicates the effective use of adaptive techniques.

The analysis also shows that the quantitative performance of the adaptive scheme, compared with one based on uniform refinements, is the better the larger the $H^{r}$-norm of the solution is compared with its $B_{\tau}^{r}\left(L_{\tau}\right)$-norm.


Fig. 7. Embedding in $H^{t}$

Similar results can be found for the Stokes System [32, 36, 33]. We know that, if the solution $U=(u, p)$ of (75) satisfies

$$
\begin{equation*}
u \in B_{\tau}^{1+s d}\left(L_{\tau}(\Omega)\right), \quad p \in B_{\tau}^{s d}\left(L_{\tau}(\Omega)\right), \quad \frac{1}{\tau}=s+\frac{1}{2} \tag{118}
\end{equation*}
$$

the solution components satisfy

$$
\sigma_{N, H_{0}^{1}(\Omega)}(u) \lesssim N^{-s}, \quad \sigma_{N, L_{2}(\Omega)}(q) \lesssim N^{-s} .
$$

Thus, again the question arises under which circumstances has the solution to the Stokes problem a high Besov regularity, which according to Theorem 8 and (118), would result in correspondingly high convergence rates provided by the adaptive scheme. The following result can be found in [36].

Theorem 11. For $d=2$ the strongest singularity solutions $\left(u_{S}, p_{S}\right)$ of the Stokes problem on an L-shaped domain in $\mathbb{R}^{2}$ belong to the above scale of Besov spaces for any $s>0$. The Sobolev regularity is limited by 1.544483..., resp. 0.544483.... Thus arbitrarily high asymptotic rates can be obtained by adaptive schemes of correspondingly high order.

Numerical experiments for the adaptive Uzawa scheme from Section 8.4 (see (100)) for the situation described in Theorem 11 are reported in [36]. Therefore we give here only some brief excerpts. The first example concerns a strong singularity of the pressure component. Graphs of the solution components are depicted in Figure 8.


Fig. 8. Exact solution for the first example. Velocity components (left and middle) and pressure (right). The pressure functions exhibits a strong singularity

The second example involves a pressure which is localized around the reentrant corner, has strong gradients but is smooth, see Figure 9. To assess the


Fig. 9. Exact solution for the second example. Velocity components (left and middle) and pressure (right).
quantitative performance of the adaptive schemes, we relate the errors for the approximations produced by the scheme with the corresponding best $N$-term approximation error and define

$$
\rho_{\mathbf{x}}:=\frac{\left\|\mathbf{x}-\mathbf{x}_{\Lambda}\right\|_{\ell_{2}}}{\left\|\mathbf{x}-\mathbf{x}_{\# \Lambda}\right\|_{\ell_{2}}}, \quad r_{\mathbf{x}}:=\frac{\left\|\mathbf{x}-\mathbf{x}_{\Lambda}\right\|_{\ell_{2}}}{\|\mathbf{x}\|_{\ell_{2}}}
$$

A detailed discussion of the results for the first example are given in [36]. The factors $\rho_{\mathbf{x}}$ for velocity and pressure stay clearly below 1.5 , except on the
first three refinement levels. This is somewhat due to the provisional way of factoring out the constants in the pressure component which pulls in the full level of scaling functions.

Therefore we concentrate here only on an experiment for the second example, where the wavelet bases $\Psi_{X}$ and $\Psi_{M}$ are chosen in such a way that for fixed trial spaces the LBB-condition would be violated. The results are shown in Table 1, where $\Lambda_{x}$ refers to the support of the component $x$. The results fully

| $\mathbf{I t}$ | $\# \Lambda_{u}$ | $\rho_{\mathbf{u}}$ | $r_{\mathbf{u}}$ | $\# \Lambda_{v}$ | $\rho_{\mathbf{v}}$ | $r_{\mathbf{v}}$ | $\# \Lambda_{p}$ | $\rho_{\mathbf{p}}$ | $r_{\mathbf{p}}$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 3 | 5 | 1.00 | 0.7586 | 5 | 1.00 | 0.7588 | 243 | 2.23810 | 0.1196 |
| 4 | 20 | 1.13 | 0.4064 | 24 | 1.45 | 0.3979 | 262 | 2.08107 | 0.0612 |
| 5 | 61 | 1.47 | 0.2107 | 77 | 1.79 | 0.2107 | 324 | 2.72102 | 0.0339 |
| 6 | 178 | 1.33 | 0.1060 | 198 | 1.52 | 0.1306 | 396 | 2.81079 | 0.0209 |
| 7 | 294 | 1.19 | 0.0533 | 286 | 1.46 | 0.0744 | 674 | 2.21371 | 0.0108 |
| 8 | 478 | 1.25 | 0.0271 | 531 | 1.46 | 0.0362 | 899 | 1.83271 | 0.0071 |

Table 1. Results for the second example with piecewise linear trial functions for velocity and pressure - LBB condition is violated
confirm the theoretical predictions concerning the role of the LBB-condition. The factor $\rho_{p}$ is only slightly larger than for LBB-compatible choices of $\Psi_{X}$ and $\Psi_{M}$.

## 9 Further Issues, Applications

We shall briefly touch upon several further issues that are currently under investigation or suggest themselves from the previous developments.

### 9.1 Nonlinear Problems

A natural step is to apply the same paradigm to nonlinear variational problems which is done in $[28,29]$. We shall briefly indicate some of the ideas for the simple example of the following boundary value problem

$$
\begin{equation*}
-\Delta u+u^{3}=f \text { in } \Omega, \quad u=0 \text { on } \Gamma=\partial \Omega . \tag{119}
\end{equation*}
$$

A natural weak formulation would be to look for $u \in \mathcal{H}=H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(v, u):=\langle\nabla v, \nabla u\rangle+\left\langle v, u^{3}\right\rangle=\langle v, f\rangle, \quad v \in H_{0}^{1}(\Omega) \tag{120}
\end{equation*}
$$

This presupposes, of course, that $u^{3} \in H^{-1}(\Omega)$, i.e., that the mapping $u \mapsto u^{3}$ takes $H_{0}^{1}(\Omega)$ into $H^{-1}(\Omega)$. By simple duality arguments this can indeed be confirmed to be the case as long as the spatial dimension $d$ is bounded by 4 . It
is then not hard to show that (120) is the Euler equation for the minimization of a strictly convex functional and thus turns out to possess a unique solution.

The next step is to transform (120) into wavelet coordinates

$$
\begin{equation*}
\boldsymbol{R}(\mathbf{u})=\mathbf{0} \tag{121}
\end{equation*}
$$

where

$$
\boldsymbol{R}(u)=\boldsymbol{A} \mathbf{u}+\mathbf{D}^{-1}\left\langle\Psi, u^{3}\right\rangle-\mathbf{f},
$$

and with $(\mathbf{D})_{\lambda, \nu}=\delta_{\lambda, \nu} 2^{|\lambda|}$

$$
\boldsymbol{A}=\mathbf{D}^{-1}\langle\nabla \Psi, \nabla \Psi\rangle \mathbf{D}^{-1}, \quad \mathbf{f}=\mathbf{D}^{-1}\langle\Psi, f\rangle
$$

Now (121) is to be treated by an iterative method. The simplest version is a gradient iteration of the form

$$
\begin{equation*}
\mathbf{u}^{n+1}=\mathbf{u}^{n}-\omega \boldsymbol{R}\left(u^{n}\right), \quad n=0,1,2, \ldots \tag{122}
\end{equation*}
$$

In fact, taking the bounded invertibility of $\boldsymbol{A}$ on $\ell_{2}$ as well as the above mentioned mapping property of the nonlinearity into account, one can show that for a suitable damping parameter $\omega$ the error is reduced in each step by a factor $\rho<1$.

As before the objective is to carry out the iteration approximately by an adaptive application of the involved operators. The application of $\boldsymbol{A}$ can be based again on the routine MULT discussed above. The treatment of the nonlinearity raises several issues:
(1) Knowing the significant coefficients of $\mathbf{v} \in \ell_{2}$ predict the location of the significant coefficients of $\boldsymbol{R}(\mathbf{v})$, so that an overall accuracy tolerance is met.
(2) Knowing the location of the significant coefficients, compute them efficiently.

Problem (1) is treated for a class of nonlinearities in [29]. The resulting algorithm is then used in [28] to devise adaptive algorithms that exhibit again in some range asymptotically optimal work/accuracy balances, provided that the significant coefficients in the nonlinearity can be computed efficiently.

This latter task (2), in turn, can be attacked by the techniques from [48, 10]. The main idea can be sketched as follows. The searched for array

$$
\mathbf{w}:=\mathbf{F}(\mathbf{u})=\mathbf{D}^{-1}\langle\Psi, F(u)\rangle, \quad F(u):=u^{3},
$$

consists of the dual wavelet coefficients of the function $w:=\mathbf{w}^{T} \tilde{\Psi} \in L_{2}(\Omega)$. Thus, as soon as one has some approximation $\tilde{w}$ to $w$ in $L_{2}$, the Riesz-basis property says that

$$
\|\mathbf{w}-\tilde{\mathbf{w}}\|_{\ell_{2}} \lesssim\|w-\tilde{w}\|_{L_{2}}
$$

that is, one also has a good approximation $\tilde{\mathbf{w}}$ to $\mathbf{w}$ in $\ell_{2}$ when $\tilde{\mathbf{w}}$ are the dual wavelet coefficients of the approximation $\tilde{w}$. The objective is now to construct
$\tilde{w}$ with the aid of suitable quadrature techniques and quasi-interpolants in combination with local single scale representations. The array $\tilde{\mathbf{w}}$ is then obtained by local multiscale transformations. An important point is that quadrature is not used for the approximation of the individual entries but for determining the global approximant $\tilde{w}$. For details the reader is referred to $[48,10]$.

### 9.2 Time Dependent Problems

The simplest example of a time dependent problem, that can be attacked by the above concepts, is the heat equation or more generally

$$
\partial_{t} u=\mathcal{L} u
$$

where $\mathcal{L}$ is an elliptic operator (incorporating as above homogeneous boundary conditions). Using an implicit time discretization, the method of lines turns this into a series of elliptic boundary value problems, which can be treated by the concepts discussed above.

An alternative is to write

$$
u(t)=e^{t \mathcal{L}} u(0)
$$

and utilize the following representation of the exponential

$$
e^{t \mathcal{L}} u_{0}=\frac{1}{2 \pi i} \int_{\Gamma} e^{t z}(z I-\mathcal{L})^{-1} u_{0} d z
$$

which in a somewhat different context has been also done in [58]. Here $\Gamma$ is a curve in the complex plane avoiding the spectrum of $\mathcal{L}$. Approximating the right hand side by quadrature, we obtain

$$
u(t) \approx \sum_{n} \omega_{n} e^{t z_{n}}\left(z_{n} \mathbf{I}-\mathcal{L}\right)^{-1} u_{0}
$$

see [58, 63]. Thus one has can solve the individual problems $\left(z_{n} \mathbf{I}-\mathcal{L}\right) u_{(n)}=u_{0}$ in parallel.

## 10 Appendix: Some Useful Facts

For the convenience of the reader a few useful facts are summarized in this section which have been frequently referred to in previous sections.

### 10.1 Function Spaces

We collect first a few definitions concerning function spaces. Standard references are [1, 11, 73].

Sobolev spaces of integer order $k$ (on bounded domains or $\mathbb{R}^{d}$ ) are defined as $W_{p}^{k}(\Omega):=\left\{f: \partial^{\alpha} f \in L_{p}(\Omega),|\alpha| \leq k\right\}$, where derivatives are understood in the weak sense. The corresponding (semi-)norms are given by $|f|_{W_{p}^{k}(\Omega)}:=$ $\left(\sum_{|\alpha|=k}\left\|\partial^{\alpha} f\right\|_{L_{p}(\Omega)}^{p}\right)^{1 / p},\|v\|_{W_{p}^{k}(\Omega)}^{p}:=\sum_{m=0}^{k}|f|_{W_{p}^{m}(\Omega)}^{p}$.

Fractional order spaces can be defined by intrinsic norms with $k:=\lfloor t\rfloor$ :

$$
\|v\|_{W_{p}^{t}(\Omega)}=\left(\|v\|_{W_{p}^{k}(\Omega)}^{p}+\sum_{|\alpha|=k} \int_{\Omega} \int_{\Omega} \frac{\left|\partial^{\alpha} v(x)-\partial^{\alpha} v(y)\right|^{p}}{|x-y|^{d+t p}} d x d y\right)^{1 / p}
$$

Negative indices are handled by duality.
An alternative is offered by extension to $\mathbb{R}^{d}$ and using then Fourier transforms or by interpolation. This leads to the notion of Besov-spaces. For a given fixed $r$ and any $t<r$ the quantities

$$
|v|_{B_{q}^{t}\left(L_{p}(\Omega)\right)}:= \begin{cases}\left(\int_{0}^{\infty}\left[s^{-t} \omega_{r}(f, s, \Omega)_{p}\right]^{q} \frac{d s}{s}\right)^{1 / q} & , 0<q<\infty ; \\ \sup _{s>0} s^{-t} \omega_{r}(f, s, \Omega)_{p}, & q=\infty\end{cases}
$$

define equivalent Besov semi-norms. Here we have employed the $L_{p}$-modulus of continuity:

$$
\omega_{r}(f, t, \Omega)_{p}:=\sup _{|h| \leq t}\left\|\Delta_{h}^{r} f\right\|_{L_{p}\left(\Omega_{r, h}\right)}
$$

where

$$
\Delta_{h} f:=f(\cdot+h)-f(\cdot), \quad \Delta_{h}^{k}=\Delta_{h} \circ \Delta_{h}^{k-1}
$$

and $\Omega_{r, h}:=\{x: x+s h \in \Omega, s \in[0, r]\}$.
Important special cases are:

- $W_{p}^{t}=B_{p}^{t}\left(L_{p}\right)$ for $t>0, s \notin \mathbb{N},(p \neq 2)$
- $H^{t}:=W_{2}^{t}=B_{2}^{t}\left(L_{2}\right)$ for $t \in \mathbb{R} \quad\left(H^{-t}:=\left(H^{t}\right)^{\prime}\right)$, where as before

$$
\|f\|_{X^{\prime}}:=\sup _{g \in X, g \not \equiv 0} \frac{\langle f, g\rangle}{\|g\|_{X}}
$$

### 10.2 Local Polynomial Approximation

Estimates of the following type are frequently used, see e.g. [55].

$$
\begin{aligned}
\inf _{P \in \mathbb{P}_{k}}\|v-P\|_{W_{p}^{m}(\Omega)} & \lesssim(\operatorname{diam} \Omega)^{k-m}|v|_{W_{p}^{k}(\Omega)}, \quad(m<k) \\
\inf _{P \in \mathbb{P}_{k}}\|v-P\|_{L_{p}(\Omega)} & \lesssim(\operatorname{diam} \Omega)^{t}|v|_{B_{q}^{t}\left(L_{p}(\Omega)\right)}, \\
\inf _{P \in \mathbb{P}_{k}}\|v-P\|_{L_{p}(\Omega)} & \lesssim \sup _{t>0} \omega_{k}(f, t, \Omega)_{p} .
\end{aligned}
$$

Idea of proof: By rescaling it suffices to consider a reference domain with unit diameter. Suppose that $\inf _{P \in \mathbb{P}_{k}}\left\|v_{n}-P\right\|_{W_{p}^{m}(\Omega)} \geq n\left|v_{n}\right|_{W_{p}^{k}(\Omega)}$. Rescale to conclude that

$$
1=\inf _{P \in \mathbb{P}_{k}}\left\|w_{n}-P\right\|_{W_{p}^{m}(\Omega)}=\left\|w_{n}\right\|_{W_{p}^{m}(\Omega)} \geq n\left|w_{n}\right|_{W_{p}^{k}(\Omega)} .
$$

Thus $\left\{w_{n}\right\}_{n}$ is precompact in $W_{p}^{m}$, that is there exists $w \in W_{p}^{m}$ such that

$$
|w|_{W_{p}^{k}(\Omega)}=\lim _{n \rightarrow \infty}\left|w_{n}\right|_{W_{p}^{k}(\Omega)}=0
$$

which implies that $w \in \mathbb{P}_{k}$. On the other hand, $\inf _{P \in \mathbb{P}_{k}}\|w-P\|_{W_{p}^{m}(\Omega)}=1$ which is a contradiction. This provides the first estimate. The remaining cases are similar.

### 10.3 Condition Numbers

The connection between the order of an operator and the condition numbers of related stiffness matrices can be described as follows.

Remark 19 If $a(\cdot, \cdot) \sim\|\cdot\|_{H^{t}}^{2}$ is symmetric and $\Psi$ is an $L_{2}$-Riesz-basis, then for $J:=\max \{|\lambda|: \lambda \in \Lambda\}, \min \{|\lambda|: \lambda \in \Lambda\} \lesssim 1$, one has

$$
\operatorname{cond}_{2}\left(a\left(\Psi_{\Lambda}, \Psi_{\Lambda}\right)\right) \sim 2^{2|t| J}, \quad J \rightarrow \infty
$$

Proof:

$$
\max _{v \in S_{\Lambda}} \frac{a(v, v)}{\|v\|_{L_{2}}^{2}} \geq \frac{a\left(\psi_{\lambda}, \psi_{\lambda}\right)}{\left\|\psi_{\lambda}\right\|_{L_{2}}^{2}} \geq \min _{v \in S_{\Lambda}} \frac{a(v, v)}{\|v\|_{L_{2}}^{2}}
$$

which gives

$$
\operatorname{cond}_{2}\left(a\left(\Psi_{\Lambda}, \Psi_{\Lambda}\right)\right) \gtrsim \frac{\frac{a\left(\psi_{\lambda_{1}}, \psi_{\lambda_{1}}\right)}{\left\|\psi_{\lambda_{1}}\right\|_{L_{2}}^{2}}}{\frac{a\left(\psi_{\lambda_{2}}, \psi_{\lambda_{2}}\right)}{\left\|\psi_{\lambda_{2}}\right\|_{L_{2}}^{2}}} .
$$

Since $a\left(\psi_{\lambda}, \psi_{\lambda}\right) \sim\left\|\psi_{\lambda}\right\|_{H^{t}}^{2}$ the norm equivalences (16) imply $2^{t|\lambda|} \sim\left\|\psi_{\lambda}\right\|_{H^{t}}$. Now setting

$$
\left|\lambda_{1}\right|=\left\{\begin{array}{l}
\max \{|\lambda|: \lambda \in \Lambda\} \text { if } t \geq 0 \\
\min \{|\lambda|: \lambda \in \Lambda\} \text { if } t<0
\end{array}\right.
$$

and

$$
\left|\lambda_{2}\right|= \begin{cases}\min \{|\lambda|: \lambda \in \Lambda\} & \text { if } t \geq 0, \\ \max \{|\lambda|: \lambda \in \Lambda\} & \text { if } t<0\end{cases}
$$

we conclude $\operatorname{cond}_{2}\left(a\left(\Psi_{\Lambda}, \Psi_{\Lambda}\right)\right) \gtrsim 2^{2 J|t|}$. As for the upper estimate, consider first the case $t<0$ :

$$
\min _{v \in S_{\Lambda}} \frac{a(v, v)}{\|v\|_{L_{2}}^{2}} \sim \min _{\boldsymbol{d}_{\Lambda} \in \mathbb{R}^{\# \Lambda}} \frac{\left\|\boldsymbol{d}_{\Lambda}^{T} \Psi_{\Lambda}\right\|_{H^{t}}^{2}}{\left\|\boldsymbol{d}_{\Lambda}\right\|_{\ell_{2}}^{2}} \stackrel{(\mathrm{NE})}{\sim} \min _{\boldsymbol{d}_{\Lambda} \in \mathbb{R}^{\# \Lambda}} \frac{\left\|\mathbf{D}^{-t} \boldsymbol{d}_{\Lambda}\right\|_{\ell_{2}}^{2}}{\left\|\boldsymbol{d}_{\Lambda}\right\|_{\ell_{2}}^{2}} \gtrsim 2^{-|t| J}
$$

while

$$
\max _{v \in S_{A}} \frac{a(v, v)}{\|v\|_{L_{2}}^{2}} \lesssim 1
$$

In the case $t>0$, the Bernstein estimate (29) yields

$$
\max _{v \in S_{A}} \frac{a(v, v)}{\|v\|_{L_{2}}^{2}} \lesssim \max _{v \in S_{A}} \frac{\|v\|_{H^{t}}^{2}}{\|v\|_{L_{2}}^{2}}, \lesssim 2^{J t}
$$

which shows that $\operatorname{cond}_{2}\left(a\left(\Psi_{\Lambda}, \Psi_{\Lambda}\right)\right) \lesssim 2^{2 J|t|}$.
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Summary. This survey consists of five parts. In the first section we describe a model problem and a two-level algorithm in order to motivate the multilevel approach. In Section 2 an abstract multilevel algorithm is described and analyzed under some regularity assumptions. An analysis under less stringent assumptions is given in Section 3. Non-nested spaces and varying forms are treated in Section 4. Finally, we show how the multilevel framework provides computationally efficient realizations of norms on Sobolev scales.

## 1 Introduction

We consider a two-level multigrid algorithm applied to a simple model problem in this section. The purpose here is to describe and motivate the use of multiple grids. We will give a complete analysis of this algorithm. For this purpose and for the treatment of multilevel methods, we first provide some preliminary definitions. Next, a model problem and its finite element approximation are described. The two-level method is then defined and an analysis of its properties as a reducer/preconditioner is provided.

### 1.1 Sobolev Spaces

The iterative convergence estimates for multigrid algorithms applied to the computation of the discrete approximations to partial differential equations are most naturally analyzed using Sobolev spaces and their associated norms. To be precise, we shall give the definitions here although a more thorough discussion can be found in, for example, [1], [14] and [19].

Let $\Omega$ be a Lebesgue measurable set in $d$ dimensional Euclidean space $\mathbf{R}^{d}$ and $f$ be a real valued function defined on $\Omega$. We denote by

$$
\|f\|_{L_{p}(\Omega)}=\left(\int_{\Omega}|f(x)|^{p} \mathrm{~d} x\right)^{1 / p}
$$

the $L_{p}(\Omega)$ norm of $f$. Let $\mathbf{N}$ denote the set of nonnegative integers and let $\alpha=\left(\alpha_{1}, \ldots, \alpha_{N}\right)$, with $\alpha_{i} \in \mathbf{N}$, be a multi-index. We set

$$
|\alpha|=\alpha_{1}+\cdots+\alpha_{N}
$$

and

$$
D^{\alpha}=\left(\frac{\partial}{\partial x_{1}}\right)^{\alpha_{1}}\left(\frac{\partial}{\partial x_{2}}\right)^{\alpha_{2}} \cdots\left(\frac{\partial}{\partial x_{N}}\right)^{\alpha_{N}}
$$

The Sobolev spaces $W_{p}^{s}(\Omega)$ for $s \in \mathbf{N}$ are defined to be the set of distributions $f \in \mathcal{D}^{\prime}(\Omega)$ (cf. [17]) for which the norm

$$
\|f\|_{W_{p}^{s}(\Omega)}=\left(\sum_{|\alpha| \leq s}\left\|D^{\alpha} f\right\|_{L_{p}(\Omega)}^{p}\right)^{1 / p}<\infty
$$

When $p=2$, the spaces are Hilbert spaces and are of special interest in this book. We shall denote these by $H^{s}(\Omega) \equiv W_{2}^{s}(\Omega)$. The corresponding norm will be denoted by

$$
\|\cdot\|_{s, \Omega}=\|\cdot\|_{W_{2}^{s}(\Omega)}
$$

For real $s$ with $i<s<i+1$, the Sobolev space $H^{s}(\Omega)$ is defined by interpolation (using the real method) between $H^{i}(\Omega)$ and $H^{i+1}(\Omega)$ (see, e.g., [12], [19] or Appendix A of [3] ). The norm and inner product notation will be further simplified when the domain $\Omega$ is clear from the context, in which case we use

$$
\|\cdot\|_{s}=\|\cdot\|_{s, \Omega} \quad \text { and } \quad(\cdot, \cdot)=(\cdot, \cdot)_{\Omega}
$$

We will also use certain Sobolev spaces with negative indices. These will be defined later as needed.

### 1.2 A Model Problem

In this section we consider the Dirichlet problem on a bounded domain $\Omega$ in $\mathbf{R}^{2}$. This problem and its finite element approximation can be used to illustrate some of the most fundamental properties of the multigrid algorithms. Let

$$
\Delta=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}
$$

Given $f$ in an appropriately defined Sobolev space, consider the Dirichlet problem

$$
\left\{\begin{align*}
-\Delta u=f, & \text { in } \Omega,  \tag{1}\\
u=0, & \text { on } \partial \Omega
\end{align*}\right.
$$

For $v, w \in H^{1}(\Omega)$, let

$$
D(v, w)=\int_{\Omega}\left(\frac{\partial v}{\partial x} \frac{\partial w}{\partial x}+\frac{\partial v}{\partial y} \frac{\partial w}{\partial y}\right) \mathrm{d} x \mathrm{~d} y
$$

Denote by $C_{0}^{\infty}(\Omega)$ the space of infinitely differentiable functions with compact support in $\Omega$. By Green's identity, for $\phi \in C_{0}^{\infty}(\Omega)$,

$$
\begin{equation*}
(f, \phi)=(-\Delta u, \phi)=D(u, \phi) \tag{2}
\end{equation*}
$$

Let $H_{0}^{1}(\Omega)$ be the closure of $C_{0}^{\infty}(\Omega)$ with respect to $\|\cdot\|_{1}$. The Poincaré inequality implies that there is a constant $C>0$ such that

$$
\|v\|_{0}^{2} \leq C D(v, v), \quad \text { for all } v \in H_{0}^{1}(\Omega)
$$

Hence, we can take $D(\cdot, \cdot)^{1 / 2}$ to be the norm on $H_{0}^{1}(\Omega)$. This changes the Hilbert space structure.

In the above inequality, $C$ represents a generic positive constant. Such constants will appear often in this book and will be denoted by $C$ and $c$, with or without subscript. These constants can take on different values at different occurrences, however, they will always be independent of mesh and grid level parameters.

For a bounded linear functional $f$ on $H_{0}^{1}(\Omega)$, the weak solution $u$ of (1) satisfies

$$
\begin{equation*}
D(u, \phi)=(f, \phi), \quad \text { for all } \phi \in H_{0}^{1}(\Omega) \tag{3}
\end{equation*}
$$

Here $(f, \phi)$ is the value of the functional $f$ at $\phi$. If $f \in L^{2}(\Omega)$, it coincides with the $L^{2}$-inner product. Existence and uniqueness of the function $u \in$ $H_{0}^{1}(\Omega)$ satisfying (3) will follow from the Poincaré inequality and the Riesz Representation Theorem.

Theorem 1.1 (Riesz Representation Theorem) Let $H$ be a Hilbert space with norm $\|\cdot\|$ and inner product $(\cdot, \cdot)_{H}$. Let $f$ be a bounded linear functional on $H$, i.e.,

$$
|f(\phi)| \leq C(f)\|\phi\|
$$

Then there exists a unique $u_{f} \in H$ such that

$$
\left(u_{f}, \phi\right)_{H}=f(\phi), \quad \text { for all } \phi \in H
$$

To apply the above theorem to (3), we take $H=H_{0}^{1}(\Omega)$ with $(\cdot, \cdot)_{H}=$ $D(\cdot, \cdot)$ and set

$$
f(\phi)=(f, \phi), \quad \text { for all } \phi \in H_{0}^{1}(\Omega)
$$

Then, by the definition of $\|\cdot\|_{\left(H_{0}^{1}(\Omega)\right)^{\prime}}$ and the Poincaré inequality,

$$
|f(\phi)| \leq\|f\|_{\left(H_{0}^{1}(\Omega)\right)^{\prime}}\|\phi\|_{1} \leq C\|f\|_{\left(H_{0}^{1}(\Omega)\right)^{\prime}} D(\phi, \phi)^{1 / 2} .
$$

Thus, $f(\cdot)$ is a bounded linear functional on $H$ and Theorem 1.1 implies that there is a unique function $u \in H=H_{0}^{1}(\Omega)$ satisfying (3).

### 1.3 Finite Element Approximation of the Model Problem

In this subsection, we consider the simplest multilevel finite element approximation spaces. We start with the Galerkin Method. subspace of $H_{0}^{1}(\Omega)$. The Galerkin approximation is the function $u \in M$ satisfying

$$
\begin{equation*}
D(u, \phi)=(f, \phi), \quad \text { for all } \phi \in M \tag{4}
\end{equation*}
$$

As in the continuous case, the existence and uniqueness of solutions to (4) follows from the Poincaré inequality and the Riesz Representation Theorem. We shall consider spaces $M$ which result from multilevel finite element constructions.

We first define a nested sequence of triangulations. Let $\Omega$ be a domain with polygonal boundary and let $\mathcal{T}_{1}$ be a given (coarse) triangulation of $\Omega$. Successively finer triangulations $\left\{\mathcal{T}_{k}\right\}, k=2, \ldots, J$ are formed by subdividing the triangles of $\mathcal{T}_{k-1}$. More precisely, for each triangle $\tau$ of $\mathcal{T}_{k}, \mathcal{T}_{k+1}$ has four triangles corresponding to those formed by connecting the midpoints of the sides of $\tau$. Note that the angles of the triangles in the finest triangulation are the same as those in the coarsest. Thus, the triangles on all grids are of quasi-uniform shape independent of the mesh parameter $k$. This construction is illustrated in Figure 1. Nested approximation spaces are defined in terms


Fig. 1. Nested triangulations
of the triangulations. Let $M_{k}$, for $k=1, \ldots, J$, be the space of continuous piecewise linear functions on $\mathcal{T}_{k}$ which vanish on $\partial \Omega$. Set $h_{1}$ to be the length of the side of maximum length in $\mathcal{T}_{1}$ and $h_{k}=2^{-k+1} h_{1}$. We clearly have that

$$
M_{1} \subset M_{2} \subset \cdots \subset M_{J} \equiv M \subset H_{0}^{1}(\Omega)
$$

We also denote $h=h_{J}$.
The sequence of spaces defined above satisfy the following approximation properties: For $v \in H_{0}^{1}(\Omega) \cap H^{r}(\Omega)$ with $r=1$ or 2 , there exists $\chi \in M_{k}$ such that

$$
\begin{equation*}
\|v-\chi\|_{0}^{2}+h_{k}^{2}\|v-\chi\|_{1}^{2} \leq C h_{k}^{2 r}\|v\|_{r}^{2} . \tag{5}
\end{equation*}
$$

See, e.g., [11] for a proof.

### 1.4 The Stiffness Matrix and its Condition Number

The point of our multigrid algorithms is to develop effective iterative techniques for computing approximate solutions satisfying equations exemplified by (4). Functions in $M$ are most naturally represented in terms of a basis. Order the interior vertices of $\mathcal{T}_{J}, 1 \leq i \ldots \leq N_{J}$ and let $\phi_{i} \in M$ be such that

$$
\phi_{i}= \begin{cases}1 & \text { at } x_{i} \\ 0 & \text { at } x_{j} \neq x_{i} .\end{cases}
$$

Since any continuous, piecewise linear function is determined by its values at the vertices,

$$
u=\sum_{i=1}^{N_{J}} \tilde{u}_{i} \phi_{i} \text { where } \tilde{u}_{i}=u\left(x_{i}\right) .
$$

Hence,

$$
\begin{equation*}
\sum_{i=1}^{N_{J}} \tilde{u}_{i} D\left(\phi_{i}, \phi_{j}\right)=\left(f, \phi_{j}\right) . \tag{6}
\end{equation*}
$$

Let $\underset{\sim}{A} J$ denote the stiffness matrix $\left[\underset{\sim}{A}{\underset{\sim}{J}}^{A}\right]_{i j}=D\left(\phi_{i}, \phi_{j}\right)$. Equation (6) is equivaleñ to

$$
\begin{equation*}
\underset{\sim}{A}{\underset{\sim}{u}}^{u}=\underset{\sim}{f}, \tag{7}
\end{equation*}
$$

where $\tilde{u}=\left(\tilde{u}_{1}, \ldots, \tilde{u}_{N}\right)^{T}, \underset{\sim}{f}=\left(\underset{\sim}{f}, \ldots,{\underset{\sim}{f}}^{f}\right)^{T}$ and $\underset{\sim}{f}{ }_{i}=\left(f, \phi_{i}\right)$.
It is well known that $\tilde{\text { the }}$ rate of convergence $\widetilde{e}$ of simple linear iterative methods or the conjugate gradient method, directly applied to (7), can be bounded in terms of the condition number of $\underset{\sim}{A_{J}}(c f .[3])$. We will now estimate this condition number.

Let $v$ be in $M_{J}$ and write

$$
v=\sum_{i=1}^{N_{J}} \tilde{v}_{i} \phi_{i} .
$$

Let $\tau$ be a triangle of $\mathcal{T}_{J}$. Since $\tau$ is of quasi-uniform shape and $v$ is linear on $\tau$, we clearly have that $\|v\|_{0, \tau}^{2}$ is equivalent to the sum of the squares of the values of $v$ at the vertices of $\tau$ times $h^{2}$. By summing over the triangles,

$$
\|v\|_{0}^{2} \approx h^{2} \sum_{i=1}^{N_{J}} \tilde{v}_{i}^{2}, \quad v \in M_{J}
$$

The notation $\approx$ means equivalence of norms with constants of equivalence independent of $h$. Hence, by the Poincaré inequality,

$$
h^{2} \sum_{i=1}^{N_{J}} \tilde{v}_{i}^{2} \leq C\|v\|_{0}^{2} \leq C D(v, v)=C \sum_{i, j=1}^{N_{J}}[\underset{\sim}{A}]_{i j} \tilde{v}_{i} \tilde{v}_{j}, \quad v \in M_{J}
$$

This means that the smallest eigenvalue of $\underset{\sim}{A_{J}}$ is bounded below by $c h^{2}$.
Let $\tau$ be a triangle in $\mathcal{T}_{J}$. Since $v$ is lineãr on $\tau$ and $\tau$ is of quasi-uniform shape, we have

$$
\int_{\tau}|\nabla v|^{2} \mathrm{~d} x \approx[v(a)-v(b)]^{2}+[v(b)-v(c)]^{2}, \quad v \in M_{J}
$$

Here $a, b, c$ are the vertices of $\tau$. By summing and using obvious manipulations, it follows that

$$
D(v, v) \leq C_{1} \sum_{i=1}^{N_{J}} \tilde{v}_{i}^{2}, \quad \text { for all } v \in M_{J}
$$

This means that the largest eigenvalue is bounded and hence the condition number of $\underset{\sim}{A_{J}}$ is bounded by

$$
\begin{equation*}
\kappa(\underset{\approx}{A} J) \leq C h^{-2} . \tag{8}
\end{equation*}
$$

It is not difficult to show that the estimate (8) is sharp, i.e., there is a constant $c$ not depending on $J$ such that

$$
\kappa(\underset{\sim}{A} J) \geq c h^{-2} .
$$

We leave this as an exercise for the reader. This means that the problem is rather ill conditioned and, thus, iterative methods applied directly to (7) will, in general, converge slowly.

### 1.5 A Two-Level Multigrid Method

To motivate the two-level multigrid method, we start by considering the simple linear iterative method

$$
\begin{equation*}
\tilde{u}^{n+1}=\tilde{u}^{n}-\underset{\sim}{\underset{\sim}{\lambda}}{ }_{J}^{-1}\left(\underset{\sim}{A}{\underset{\sim}{J}}^{\prime} \tilde{u}^{n}-\underset{\sim}{f}\right) . \tag{9}
\end{equation*}
$$

Here $\underset{\underset{\sim}{\lambda}}{\lambda_{J}}$ denotes the largest eigenvalue of $\underset{\sim}{\underset{\sim}{A}} J$. Since $\underset{\sim}{{\underset{\sim}{*}}_{J}}$ is symmetric and positiṽ definite, there is a basis $\left\{\tilde{\psi}_{i}\right\}$, for $\widetilde{\approx}=1, \ldots, N$ of eigenfunctions with corresponding eigenvalues $0<\eta_{1} \leq \eta_{2} \leq \cdots \leq \eta_{N}=\lambda_{J}$. From (9), it immediately follows that the error

$$
\tilde{e}^{n}=\tilde{u}-\tilde{u}^{n}=\sum_{i=1}^{N} \tilde{e}_{i}^{n} \tilde{\psi}_{i}
$$

satisfies

$$
\tilde{e}_{i}^{n+1}=\left(1-\eta_{i} / \underset{\approx}{\lambda} J\right) \tilde{e}_{i}^{n} .
$$

This means that the rate of reduction of the $i$ 'th error component is $\rho_{i}=$ $\left(1-\eta_{i} / \lambda_{J}\right)$. For $\eta_{i}$ on the order of $\lambda_{J}$, this reduction is bounded away from one and $\widetilde{\sim}$ corresponds to a good ređひuction. However, for $\eta_{i}$ near $\eta_{1} \approx c h^{2}$,
$\rho_{i}=1-c h^{2}$ which is near 1 . This means that the components of the error corresponding to small eigenvalues will converge to zero rather slowly.

The two-level multigrid algorithm can now be motivated as follows. Since the form $\left(A_{J} \tilde{v}, \tilde{v}\right)$ is equivalent to the sum of the squares of differences between neigत్hboring mesh points, the components corresponding to the larger eigenvalues are highly oscillatory. In contrast, the components corresponding to the smaller eigenvalues are smoother and should be adequately approximated by coarser grid functions. This suggests combining a simple iteration of the form of (9) (to reduce the components corresponding to large eigenvalues) with a coarse grid solve (to reduce the components corresponding to smaller eigenvalues).

To describe this procedure, it is most natural to consider the computational problem more abstractly as one of finding functions in finite element subspaces. To this end, we define linear operators on the finite element spaces as follows: Let $A_{k}: M_{k} \rightarrow M_{k}$ be defined by

$$
\begin{equation*}
\left(A_{k} v, \phi\right)=D(v, \phi), \quad \text { for all } \phi \in M_{k} . \tag{10}
\end{equation*}
$$

Clearly, $A_{k}$ is well defined since $M_{k}$ is finite dimensional. Moreover, $A_{k}$ is clearly symmetric and positive definite with respect to the inner product $(\cdot, \cdot)$. Let $Q_{k}$ denote the $L^{2}(\Omega)$ projection onto $M_{k}$ and let $P_{k}$ denote the orthogonal projector with respect to the $D(\cdot, \cdot)$ inner product. These are defined by

$$
\left(Q_{k} v, \phi\right)=(v, \phi), \quad \text { for all } v \in L^{2}(\Omega), \phi \in M_{k}
$$

and

$$
D\left(P_{k} v, \phi\right)=D(v, \phi), \quad \text { for all } v \in H^{1}(\Omega), \phi \in M_{k}
$$

Now (4) can be rewritten as

$$
A_{J} u=f_{J} \equiv Q_{J} f
$$

We denote by $\lambda_{J}$ the largest eigenvalue of $A_{J}$. By the well known inverse properties for $M$,

$$
\left(A_{J} v, v\right)=D(v, v) \leq C h^{-2}(v, v), \quad \text { for all } v \in M
$$

This means that the largest eigenvalue $\lambda_{J}$ of $A_{J}$ is bounded by $C h^{-2}$. The Poincaré inequality implies that the smallest eigenvalue of $A_{J}$ is bounded from below.

In this notation, the two-level multigrid algorithm is given as follows.
Algorithm 1.1 Given $u^{i} \in M$ approximating the solution $u=A_{J}^{-1} f_{J}$ of (4), define $u^{i+1} \in M$ as follows:
(1) Set $u^{i+1 / 3}=u^{i}+\lambda_{J}^{-1}\left(f_{J}-A_{J} u^{i}\right)$.
(2) Define $u^{i+2 / 3}=u^{i+1 / 3}+q$, where

$$
A_{J-1} q=Q_{J-1}\left(f_{J}-A_{J} u^{i+1 / 3}\right)
$$

(3) Finally, set $u^{i+1} \equiv u^{i+3 / 3}=u^{i+2 / 3}+\lambda_{J}^{-1}\left(f_{J}-A_{J} u^{i+2 / 3}\right)$.

Steps 1 and 3 above are simple iteration of the form

$$
\begin{equation*}
u^{i+1}=u^{i}+\lambda_{J}^{-1}\left(f_{J}-A_{J} u^{i}\right) . \tag{11}
\end{equation*}
$$

In terms of the coefficient vectors $\tilde{u}^{i}$ and the dual vector $\underset{\sim}{f}{ }_{J}$, it can be written as

$$
\tilde{u}^{i+1}=\tilde{u}^{i}+\lambda_{J}^{-1} \underset{\sim}{G}{ }_{J}^{-1}\left(\underset{\sim}{f}{ }_{J}-\underset{\approx}{A}{ }_{J} \tilde{u}^{i}\right)
$$

where $\underset{\sim}{G} J=\left[\left(\phi_{i}, \phi_{j}\right)\right]$ is the Gram matrix. This matrix is symmetric and
 $h_{J}^{-2}$ and ${\underset{\sim}{\sim}}_{J} \approx 1$, hence $\lambda_{J}^{-1} G_{J}^{-1}$ is spectrally equivalent to ${\underset{\widetilde{I}}{J}}_{-1}$. Consequently iteration $\widetilde{(11)}$, although sli $\widetilde{\widetilde{g} h t l y}$ different from iteration $(\widetilde{9})$, has a smoothing property similar to that of (9), i.e., the resulting error after application of (11) should be less oscillatory. Steps 1 and 3 above are often referred to as smoothing steps.

The middle step is called a coarse grid correction step. Note that for $\phi \in$ $M_{J-1}$,

$$
\left(Q_{J-1} A_{J} v, \phi\right)=\left(A_{J} v, \phi\right)=D(v, \phi)=D\left(P_{J-1} v, \phi\right)=\left(A_{J-1} P_{J-1} v, \phi\right),
$$

i.e., $Q_{J-1} A_{J}=A_{J-1} P_{J-1}$. Set $e^{i}=u-u^{i}$ and $e^{i+j / 3}=u-u^{i+j / 3}$. We see that

$$
q=A_{J-1}^{-1} Q_{J-1} A_{J}\left(u-u^{i+1 / 3}\right)=P_{J-1} e^{i+1 / 3} .
$$

Thus, $e^{i+2 / 3}=\left(I-P_{J-1}\right) e^{i+1 / 3}$. This means that $e^{i+2 / 3}$ is the $D(\cdot, \cdot)$ orthogonal projection of $e^{i+1 / 3}$ into the subspace of $M_{J}$ which is orthogonal to $M_{J-1}$. We now prove the following theorem.

Theorem 1.2 Set $e^{i}=u-u^{i}$, where $u$ is the solution of (4) and $u^{i}$ is given by Algorithm 1.1. Then

$$
\left\|\left\|e^{i+1}\right\|\right\| \leq \delta\| \| e^{i}\| \|
$$

Here $\delta<1$ independently of $h$ and $|||\cdot|||$ denotes the norm defined by

$$
\|v v\|=D(v, v)^{1 / 2}
$$

Proof. From Step (1) and Step (3) of Algorithm 1.1 and the above discussion,

$$
\begin{aligned}
e^{i+1 / 3} & =\left(I-\lambda_{J}^{-1} A_{J}\right) e^{i} \\
e^{i+2 / 3} & =\left(I-P_{J-1}\right) e^{i+1 / 3}
\end{aligned}
$$

and

$$
e^{i+1}=e^{i+3 / 3}=\left(I-\lambda_{J}^{-1} A_{J}\right) e^{i+2 / 3}
$$

Thus,

$$
e^{i+1}=\left(I-\lambda_{J}^{-1} A_{J}\right)\left(I-P_{J-1}\right)\left(I-\lambda_{J}^{-1} A_{J}\right) e^{i} \equiv \mathcal{E} e^{i} .
$$

Clearly,

$$
\left\|\left\|e^{i+1}\right\|\right\| \leq\|\mathcal{E}\|\| \| e^{i}\| \|
$$

where $\left\|\|\mathcal{E}\| \equiv \sup _{v \in M_{J}}\right\|\|\mathcal{E} v\|\|/\|\|v\|$ is the operator norm of $\mathcal{E}$. Note that $\mathcal{E}$ is symmetric with respect to $D(\cdot, \cdot)$. Hence

$$
\begin{aligned}
\|\mathcal{E}\| \| & =\sup _{v \in M_{J}} \frac{|D(\mathcal{E} v, v)|}{\|v v\|^{2}} \\
& =\sup _{v \in M_{J}} \frac{\| \|\left(I-P_{J-1}\right)\left(I-\lambda_{J}^{-1} A_{J}\right) v\| \|^{2}}{\| \| v\| \|^{2}} \\
& =\| \|\left(I-P_{J-1}\right)\left(I-\lambda_{J}^{-1} A_{J}\right) \|^{2} \\
& =\left\|\left(I-\lambda_{J}^{-1} A_{J}\right)\left(I-P_{J-1}\right)\right\|^{2}
\end{aligned}
$$

We will estimate the last norm above. Let $w \in M$ and set $\hat{w}=\left(I-P_{J-1}\right) w$. Then $D(\hat{w}, \theta)=0$ for all $\theta \in M_{J-1}$. Hence, for any $\theta \in M_{J-1}$,

$$
D(\hat{w}, \hat{w})=D(\hat{w}, \hat{w}-\theta)=\left(A_{J} \hat{w}, \hat{w}-\theta\right) \leq\left(A_{J} \hat{w}, A_{J} \hat{w}\right)^{1 / 2}\|\hat{w}-\theta\|_{0}
$$

Using the approximation property (5) gives

$$
D(\hat{w}, \hat{w}) \leq C h_{J-1}\left(A_{J} \hat{w}, A_{J} \hat{w}\right)^{1 / 2} D(\hat{w}, \hat{w})^{1 / 2}
$$

Cancelling the common factor and using $\lambda_{J} \leq C h_{J}^{-2}=4 C h_{J-1}^{-2}$, we obtain,

$$
D(\hat{w}, \hat{w}) \leq C h_{J-1}^{2}\left(A_{J} \hat{w}, A_{J} \hat{w}\right) \leq \hat{C} \lambda_{J}^{-1}\left(A_{J} \hat{w}, A_{J} \hat{w}\right)
$$

Now $I-\lambda_{J}^{-1} A_{J}$ is symmetric with respect to $D(\cdot, \cdot)$ and $\sigma\left(I-\lambda_{J}^{-1} A_{J}\right) \subseteq[0,1)$. Hence

$$
\begin{aligned}
\left\|\left(I-\lambda_{J}^{-1} A_{J}\right) \hat{w}\right\|^{2} & \leq D\left(\left(I-\lambda_{J}^{-1} A_{J}\right) \hat{w}, \hat{w}\right) \\
& =D(\hat{w}, \hat{w})-\lambda_{J}^{-1} D\left(A_{J} \hat{w}, \hat{w}\right) \\
& \leq(1-1 / \hat{C}) D(\hat{w}, \hat{w}) \\
& \leq(1-1 / \hat{C}) D(w, w)=(1-1 / \hat{C})\|w\|^{2} .
\end{aligned}
$$

This shows that $\|\|\mathcal{E}\|\|=\left\|\left(I-\lambda_{J}^{-1} A_{J}\right)\left(I-P_{J-1}\right)\right\|^{2} \leq(1-1 / \hat{C})$. Therefore

$$
\left\|\left|e^{i+1}\right|\right\| \leq(1-1 / \hat{C})\left\|e^{i}\right\|\|=\delta\|\left\|e^{i}\right\| \|
$$

where $\delta=1-1 / \hat{C}$ is independent of $h$.
Remark 1.1 If we omit Step 1 in Algorithm 1.1, then

$$
e^{i+1}=\left(I-\lambda_{J}^{-1} A_{J}\right)\left(I-P_{J-1}\right) e^{i}
$$

and hence

$$
\begin{aligned}
\left\|e^{i+1}\right\| \| & =\| \|\left(I-\lambda_{J}^{-1} A_{J}\right)\left(I-P_{J-1}\right) e^{i}\| \| \\
& \leq\left\|\left(I-\lambda_{J}^{-1} A_{J}\right)\left(I-P_{J-1}\right)\right\|\| \| e^{i}\| \| \\
& \leq \delta^{1 / 2}\left\|e^{i}\right\| .
\end{aligned}
$$

We obtain the same bound if we omit, instead, Step (3). One obvious advantage of the symmetric algorithm is that it can be used as a preconditioner in the PCG algorithm.

What have we gained by using the two-level scheme? In this example,

$$
\operatorname{dim} M_{J-1} \approx \frac{1}{4} \operatorname{dim} M_{J} .
$$

Hence $A_{J-1}^{-1}$ is "cheaper" to compute than $A_{J}^{-1}$. This is not a significant improvement for very large problems. This algorithm was described only to illustrate the multilevel technique. More efficient algorithms will be developed in later sections by recursive application of the above idea.

Remark 1.2 The algorithm described above is not too convenient for direct application. First of all, the largest eigenvalue explicitly appears in Steps 1 and 3. It is not difficult to see that the largest eigenvalue in these algorithms can be replaced by any upper bound $\lambda_{J}^{\prime}$ for $\lambda_{J}$ provided that $\lambda_{J}^{\prime} \leq C \lambda_{J}$. More importantly, Steps 1 and 3 require that Gram matrix systems be solved at each step of the iteration. Even though these matrices are well conditioned, this results in some unnecessary computational effort. Both of the above mentioned problems will be avoided by the introduction of more appropriate smoothing procedures. Smoothing procedures are studied in more detail in [3]. The more abstract multigrid algorithms of which we will now introduce use generic smoothing operators in place of $\lambda_{J}^{-1} I$.

## 2 Multigrid I

In this section we develop the abstract multilevel theory. The first part generalizes the two-level method of the introduction to the multilevel case and an analysis of the V-cycle algorithm is given under somewhat restrictive conditions. The first convergence theory for the V-cycle is given in the case in which the multilevel spaces are nested and the corresponding forms are inherited from the form on the finest space. The case in which smoothing is done only on certain subspaces is not treated here but may be found in [3]. That theory covers the case of local mesh refinements discussed in [3] in the chapter on applications. A more general setting is introduced in next section of these notes. There, the requirements that the spaces be nested and that the forms be inherited is dropped. The W-cycle is defined as well as the variable V-cycle preconditioner.

### 2.1 An Abstract V-cycle Algorithm

We consider an abstract V-cycle algorithm in this section. We shall provide a theorem which can be used to estimate the rate of convergence of this multigrid algorithm. The analysis follows that of [7] and requires the so-called full regularity and approximation assumption. The fundamental ideas of this analysis are contained in the paper [2]. However, multigrid methods are applied to many problems which do not satisfy this hypothesis. Further results may be found in [3] which give some bounds for the rate of convergence in the case of less than full regularity. The first theorem provides a uniform convergence estimate while the second gives rise to a rate of convergence which deteriorates with the number of levels. In the next section a stronger result is proved using a product representation of the error.

For generality, the algorithms and theory presented in this section are given abstractly. However, the usefulness of any abstract theory depends on the possibility of verification of the hypotheses in various applications. We will indicate how these conditions are satisfied for many applications. Again, details are contained in [3].

### 2.2 The Multilevel Framework

In this subsection, we will set up the abstract multilevel framework. Let us consider a nested sequence of finite dimensional vector spaces

$$
M_{1} \subset M_{2} \subset \ldots \subset M_{J}
$$

In addition, let $A(\cdot, \cdot)$ and $(\cdot, \cdot)$ be symmetric positive definite bilinear forms on $M_{J}$. The norm corresponding to $(\cdot, \cdot)$ will be denoted by $\|\cdot\|$. We shall develop multigrid algorithms for the solution of the following problem: Given $f \in M_{J}$, find $u \in M_{J}$ satisfying

$$
\begin{equation*}
A(u, \phi)=(f, \phi), \quad \text { for all } \phi \in M_{J} . \tag{12}
\end{equation*}
$$

As in the previous section, we will use auxiliary operators to define the multigrid algorithms. For $k=1, \ldots, J$, let the operator $A_{k}: M_{k} \rightarrow M_{k}$ be defined by

$$
\left(A_{k} v, \phi\right)=A(v, \phi), \quad \text { for all } \phi \in M_{k}
$$

The operator $A_{k}$ is clearly positive definite and symmetric in both the $A(\cdot, \cdot)$ and $(\cdot, \cdot)$ inner products. Also, we define the projectors $P_{k}: M_{J} \rightarrow M_{k}$ and $Q_{k}: M_{J} \rightarrow M_{k}$ by

$$
A\left(P_{k} v, \phi\right)=A(v, \phi), \quad \text { for all } \phi \in M_{k}
$$

and

$$
\left(Q_{k} v, \phi\right)=(v, \phi), \quad \text { for all } \phi \in M_{k}
$$

Note that (12) can be rewritten in the above notation as

$$
\begin{equation*}
A_{J} u=f . \tag{13}
\end{equation*}
$$

We will use generic smoothing operators in our abstract multigrid algorithm. Assume that we are given linear operators, $R_{k}: M_{k} \rightarrow M_{k}$ for $k=2, \ldots, J$. Denote by $R_{k}^{t}$ the adjoint of $R_{k}$ with respect to $(\cdot, \cdot)$. We shall state further conditions concerning these operators as needed in the discussion. The construction and analysis of effective smoothing operators may be found in [3].

### 2.3 The Abstract V-cycle Algorithm, I

We describe a V-cycle multigrid algorithm for computing the solution $u$ of (13) by means of an iterative process. This involves recursively applying a generalization of Algorithm 1.1. Given an initial iterate $u^{0} \in M_{J}$, we define a sequence approximating $u$ by

$$
\begin{equation*}
u^{m+1}=\operatorname{Mg}_{J}\left(u^{m}, f\right) \tag{14}
\end{equation*}
$$

Here $\operatorname{Mg}_{J}(\cdot, \cdot)$ is the map of $M_{J} \times M_{J}$ into $M_{J}$ defined by the following algorithm.

Algorithm 2.1 Set $\operatorname{Mg}_{1}(v, g)=A_{1}^{-1} g$. Let $k$ be greater than one and let $v$ and $g$ be in $M_{k}$. Assuming that $\mathrm{Mg}_{k-1}(\cdot, \cdot)$ has been defined, we define $\mathrm{Mg}_{k}(v, g)$ as follows:
(1) Set $v^{\prime}=v+R_{k}^{t}\left(g-A_{k} v\right)$.
(2) Set $v^{\prime \prime}=v^{\prime}+q$ where $q=\operatorname{Mg}_{k-1}\left(0, Q_{k-1}\left(g-A_{k} v^{\prime}\right)\right)$.
(3) Define $\operatorname{Mg}_{k}(v, g) \equiv v^{\prime \prime \prime}=v^{\prime \prime}+R_{k}\left(g-A_{k} v^{\prime \prime}\right)$.

The above algorithm is a recursive generalization of Algorithm 1.1. In fact, if we take $J=2$ and $R_{J}=\lambda_{J}^{-1} I$ then Algorithm 2.1 coincides with Algorithm 1.1. The above algorithm replaces the solve on the $J-1$ 'st subspace (in Algorithm 1.1) with one recursive application of the multilevel procedure.

A straightforward induction argument shows that $\operatorname{Mg}_{k}(\cdot, \cdot)$ is a linear map of $M_{k} \times M_{k}$ into $M_{k}$. Moreover, it is obviously consistent. The linear operator $\mathcal{E}_{J} v \equiv \mathrm{Mg}_{J}(v, 0)$ is the error reduction operator for (14). That is

$$
\mathcal{E}_{J}\left(u-u^{m}\right) \equiv u-u^{m+1}=\operatorname{Mg}_{J}(u, f)-\operatorname{Mg}_{J}\left(u^{m}, f\right)=\operatorname{Mg}_{J}\left(u-u^{m}, 0\right)
$$

Steps 1 and 3 above are referred to as smoothing steps. Step 2 is called a coarse grid correction step. Step 3 is included so that the resulting linear multigrid operator

$$
B_{J} g=\mathrm{Mg}_{J}(0, g)
$$

is symmetric with respect to the inner product $(\cdot, \cdot)$, and hence can be used as a preconditioner for $A_{J}$. It is straightforward to show that with $B_{k} g=$ $\mathrm{Mg}_{k}(0, g)$,

$$
\operatorname{Mg}_{k}(v, g)=v+B_{k}\left(g-A_{k} v\right)
$$

To use $B_{k}$ as a preconditioner, it is often convenient to define $B_{k} g \equiv$ $\mathrm{Mg}_{k}(0, g)$ directly and the following algorithm gives a recursive definition of $B_{k}$.
Algorithm 2.2 Let $B_{1}=A_{1}^{-1}$. Assuming $B_{k-1}: M_{k-1} \rightarrow M_{k-1}$ has been defined, we define $B_{k}: M_{k} \rightarrow M_{k}$ as follows. Let $g \in M_{k}$.
(1) Set $v^{\prime}=R_{k}^{t} g$.
(2) Set $v^{\prime \prime}=v^{\prime}+q$ where $q=B_{k-1} Q_{k-1}\left(g-A_{k} v^{\prime}\right)$.
(3) Set $B_{k} g \equiv v^{\prime \prime \prime}=v^{\prime \prime}+R_{k}\left(g-A_{k} v^{\prime \prime}\right)$.

### 2.4 The Two-level Error Recurrence

We next derive a two-level error recurrence for the multigrid process defined by Algorithm 2.1, i.e., we compute an expression for the error operator $\mathcal{E}_{k} v=$ $\operatorname{Mg}_{k}(v, 0)$. Let $u=A_{k}^{-1} g$. By consistency, $\mathcal{E}_{k}(u-v) \equiv u-\operatorname{Mg}_{k}(v, g)=\operatorname{Mg}_{k}(u-$ $v, 0)$.

We want to express $u-\operatorname{Mg}_{k}(v, g)$ in terms of $u-v$. We start by considering the effect of the smoothing steps.

Now $v^{\prime \prime \prime}$ of Algorithm 2.1 satisfies

$$
\begin{equation*}
u-\operatorname{Mg}_{k}(v, g)=u-v^{\prime \prime \prime}=\left(I-R_{k} A_{k}\right)\left(u-v^{\prime \prime}\right) \equiv K_{k}\left(u-v^{\prime \prime}\right) \tag{15}
\end{equation*}
$$

and $v^{\prime}$ satisfies

$$
\begin{equation*}
u-v^{\prime}=\left(I-R_{k}^{t} A_{k}\right)(u-v) \equiv K_{k}^{*}(u-v) \tag{16}
\end{equation*}
$$

Note that $K_{k}^{*}=\left(I-R_{k}^{t} A_{k}\right)$ is the adjoint of $K_{k}$ with respect to the $A(\cdot, \cdot)$ inner product.

We next consider the effect of the coarse grid correction step. Note that for $\phi \in M_{i}$ with $i<k$,

$$
\left(Q_{i} A_{k} v, \phi\right)=\left(A_{k} v, \phi\right)=A(v, \phi)=A\left(P_{i} v, \phi\right)=\left(A_{i} P_{i} v, \phi\right)
$$

This means that $Q_{i} A_{k}=A_{i} P_{i}$. Thus, $q$ of Step 2 is given by

$$
\begin{aligned}
q & =\operatorname{Mg}_{k-1}\left(0, Q_{k-1}\left(g-A_{k} v^{\prime}\right)\right) \\
& =\operatorname{Mg}_{k-1}\left(0, Q_{k-1} A_{k}\left(u-v^{\prime}\right)\right) \\
& =\operatorname{Mg}_{k-1}\left(0, A_{k-1} P_{k-1}\left(u-v^{\prime}\right)\right) \\
& =P_{k-1}\left(u-v^{\prime}\right)-\mathcal{E}_{k-1} P_{k-1}\left(u-v^{\prime}\right)
\end{aligned}
$$

We used consistency for the last equality. Consequently,

$$
\begin{equation*}
u-v^{\prime \prime}=\left[\left(I-P_{k-1}\right)+\mathcal{E}_{k-1} P_{k-1}\right]\left(u-v^{\prime}\right) \tag{17}
\end{equation*}
$$

Combining (15), (16) and (17) gives the two-level error recurrence

$$
\begin{equation*}
\mathcal{E}_{k}=K_{k}\left[\left(I-P_{k-1}\right)+\mathcal{E}_{k-1} P_{k-1}\right] K_{k}^{*} . \tag{18}
\end{equation*}
$$

A simple argument using mathematical induction shows that $\mathcal{E}_{k}$ is symmetric, positive semidefinite with respect to the $A(\cdot, \cdot)$ inner product, i.e.,

$$
0 \leq A\left(\mathcal{E}_{k} v, v\right), \quad \text { for all } v \in M_{k}
$$

In particular,

$$
\begin{equation*}
0 \leq A\left(\mathcal{E}_{J} v, v\right), \quad \text { for all } v \in M_{J} \tag{19}
\end{equation*}
$$

### 2.5 The Braess-Hackbusch Theorem

We prove a result given by [2] in this subsection. This result was the first which showed that multigrid algorithms could be expected to converge with very weak conditions on the smoother.

For this result, we require two conditions. The first is on the smoother. Let $\lambda_{k}$ be the largest eigenvalue of $A_{k}$. Let $\omega$ be in ( 0,2 ). For $v, g \in M_{k}$, Richardson's iteration for the solution of $A_{k} v=g$ is defined by

$$
v^{m+1}=v^{m}+\omega \lambda_{k}^{-1}\left(g-A_{k} v^{m}\right) .
$$

The corresponding error reduction operator is

$$
K_{k, \omega}=I-\left(\omega \lambda_{k}^{-1}\right) A_{k} .
$$

Note that $K_{k}=\left(I-R_{k} A_{k}\right)$ and

$$
A\left(K_{k} v, K_{k} v\right)=A\left(\left(I-\bar{R}_{k} A_{k}\right) v, v\right)
$$

where

$$
\bar{R}_{k}=\left(I-K_{k}^{*} K_{k}\right) A_{k}^{-1}=R_{k}^{t}+R_{k}-R_{k}^{t} A_{k} R_{k}
$$

is the linear smoothing operator corresponding to the symmetrized iterative process with reducer $K_{k}^{*} K_{k}$. Our condition concerning the smoothers $R_{k}, k=$ $2, \ldots, J$ is related to Richardson's iteration with an appropriate parameter $\omega$.

Condition (SM.1) There exists an $\omega \in(0,1)$, not depending on $J$, such that

$$
0 \leq A\left(K_{k} v, K_{k} v\right) \leq A\left(K_{k, \omega} v, v\right), \quad \text { for all } v \in M_{k}, k=2,3, \ldots, J
$$

or equivalently

$$
\frac{\omega}{\lambda_{k}}(v, v) \leq\left(\bar{R}_{k} v, v\right) \leq\left(A_{k}^{-1} v, v\right), \quad \text { for all } v \in M_{k}, k=2,3, \ldots, J
$$

Remark 2.1 Note that both $K_{k}^{*} K_{k}$ and $K_{k, \omega}$ are symmetric with respect to $A(\cdot, \cdot)$ and positive semi-definite on $M_{k}$. Condition (SM.1) implies that $K_{k}^{*} K_{k}$ is less than or equal to $K_{k, \omega}$. That is, the smoother $\bar{R}_{k}$ results in a reduction which is at least as good as the result obtained using the Richardson smoother $\left(\omega / \lambda_{k}\right) I$.

The second condition which we will require is the so-called full regularity and approximation condition.

Condition (A.1) There is a constant $C_{\mathrm{P}}$ not depending on $J$ such that

$$
\left\|\left(I-P_{k-1}\right) v\right\|^{2} \leq C_{\mathrm{P}} \lambda_{k}^{-1} A(v, v), \quad \text { for all } v \in M_{k}, k=2, \ldots, J
$$

In applications, the verification of this condition requires that the underlying elliptic problem satisfy full elliptic regularity. In the model problem of Section $1, P_{k-1}$ is the elliptic projector. The above condition is obtained by application of finite element duality techniques.

We can now state the Braess-Hackbusch Theorem.
Theorem 2.1 Let $\operatorname{Mg}_{J}(\cdot, \cdot)$ be defined by Algorithm 2.1. Assume that Condition (A.1) holds and that the smoothers $R_{k}$ satisfy Condition (SM.1). Then the error reduction operator $\mathcal{E}_{J} v=\operatorname{Mg}_{J}(v, 0)$ of Algorithm 2.1 satisfies

$$
0 \leq A\left(\mathcal{E}_{J} v, v\right) \leq \frac{C_{\mathrm{P}}}{C_{\mathrm{P}}+\omega} A(v, v), \quad \text { for all } v \in M_{J}
$$

This means that the sequence $u^{m}$ defined by (14) satisfies

$$
\left\|\left|u-u^{m}\right|\right\| \leq\left(\frac{C_{\mathrm{P}}}{C_{\mathrm{P}}+\omega}\right)^{m}\| \| u-u^{0}\| \| .
$$

Before proving this theorem, we state and prove the following lemma.
Lemma 2.1 Assume that Condition (SM.1) holds. Then for any $v \in M_{k}$,

$$
\frac{1}{\lambda_{k}}\left\|A_{k} K_{k}^{*} v\right\|^{2} \leq \frac{1}{\omega}\left[A(v, v)-A\left(K_{k}^{*} v, K_{k}^{*} v\right)\right]
$$

Proof. Let $v$ be in $M_{k}$. By Condition (SM.1) with $v$ replaced by $A_{k} K_{k}^{*} v$,

$$
\begin{aligned}
\frac{1}{\lambda_{k}}\left\|A_{k} K_{k}^{*} v\right\|^{2} & \leq \frac{1}{\omega}\left(\bar{R}_{k} A_{k} K_{k}^{*} v, A_{k} K_{k}^{*} v\right)=\frac{1}{\omega} A\left(\left(I-K_{k}^{*} K_{k}\right) K_{k}^{*} v, K_{k}^{*} v\right) \\
& =\frac{1}{\omega} A\left(\left(I-\bar{K}_{k}\right) \bar{K}_{k} v, v\right)
\end{aligned}
$$

where $\bar{K}_{k}=K_{k} K_{k}^{*}$. The operator $\bar{K}_{k}$ is symmetric and non-negative with respect to the $A(\cdot, \cdot)$ inner product.

It follows from the symmetry of $\bar{K}_{k}$ that

$$
A\left(\left(I-\bar{K}_{k}\right) \bar{K}_{k} v, v\right) \leq A\left(\left(I-\bar{K}_{k}\right) v, v\right)=\left[A(v, v)-A\left(K_{k}^{*} v, K_{k}^{*} v\right)\right] .
$$

Combining the above inequalities completes the proof of the lemma. $\square$
Proof of Theorem 2.1. By (19), we need only prove the upper inequality. The proof is by induction. We will show that for $i=1, \ldots, J$,

$$
\begin{equation*}
A\left(\mathcal{E}_{i} v, v\right) \leq \delta A(v, v), \quad \text { for all } v \in M_{i} \tag{20}
\end{equation*}
$$

holds for $\delta=C_{\mathrm{P}} /\left(C_{\mathrm{P}}+\omega\right)$. Since $\mathcal{E}_{1}=0$ is the trivial operator on $M_{1},(20)$ obviously holds for $i=1$. Let $k$ be greater than one and assume that (20) holds for $i=k-1$. Let $v$ be in $M_{k}$. Using the two-level recurrence formula (18) gives

$$
A\left(\mathcal{E}_{k} v, v\right)=A\left(\left(I-P_{k-1}\right) K_{k}^{*} v, K_{k}^{*} v\right)+A\left(\mathcal{E}_{k-1} P_{k-1} K_{k}^{*} v, P_{k-1} K_{k}^{*} v\right)
$$

Applying the induction hypothesis we have

$$
\begin{align*}
A\left(\mathcal{E}_{k} v, v\right) & \leq A\left(\left(I-P_{k-1}\right) K_{k}^{*} v, K_{k}^{*} v\right)+\delta A\left(P_{k-1} K_{k}^{*} v, P_{k-1} K_{k}^{*} v\right) \\
& =(1-\delta) A\left(\left(I-P_{k-1}\right) K_{k}^{*} v, K_{k}^{*} v\right)+\delta A\left(K_{k}^{*} v, K_{k}^{*} v\right) \tag{21}
\end{align*}
$$

By the Cauchy-Schwarz inequality and Condition (A.1),

$$
\begin{aligned}
A\left(\left(I-P_{k-1}\right) K_{k}^{*} v, K_{k}^{*} v\right) & \leq\left\|\left(I-P_{k-1}\right) K_{k}^{*} v\right\|\left\|A_{k} K_{k}^{*} v\right\| \\
& \leq\left(C_{\mathrm{P}} \lambda_{k}^{-1} A\left(\left(I-P_{k-1}\right) K_{k}^{*} v, K_{k}^{*} v\right)\right)^{1 / 2}\left\|A_{k} K_{k}^{*} v\right\|
\end{aligned}
$$

Obvious manipulations give

$$
\begin{equation*}
A\left(\left(I-P_{k-1}\right) K_{k}^{*} v, K_{k}^{*} v\right) \leq \frac{C_{\mathrm{P}}}{\lambda_{k}}\left\|A_{k} K_{k}^{*} v\right\|^{2} \tag{22}
\end{equation*}
$$

Thus, (21), (22) and Lemma 2.1 imply that

$$
\begin{aligned}
A\left(\mathcal{E}_{k} v, v\right) & \leq \frac{(1-\delta) C_{\mathrm{P}}}{\omega}\left[A(v, v)-A\left(K_{k}^{*} v, K_{k}^{*} v\right)\right]+\delta A\left(K_{k}^{*} v, K_{k}^{*} v\right) \\
& =\delta A(v, v)
\end{aligned}
$$

This completes the proof of the theorem.
Remark 2.2 The original result given by [2] was stated in terms of the particular smoother $R_{k}=\lambda_{k}^{-1} I$. They also allowed a fixed number $m$ of applications of this smoother on each level. Theorems with variable numbers of smoothings will appear later in these notes.

Results in this section are based on the two-level error recurrence for the multigrid algorithm. We refer to the survey paper [4] for more detailed discussion on the development of the multigrid methods.

## 3 Multigrid II: V-cycle with Less Than Full Elliptic Regularity

### 3.1 Introduction and Preliminaries

In this section, we provide an analysis of Algorithm 2.1 with an assumption which is weaker than Condition (A.1). To state this condition, we require
scales of discrete norms. The operator $A_{k}$ is symmetric and positive definite on $M_{k}$. Consequently, its fractional powers are well defined. For real $s$, we consider the scale of discrete norms on $M_{k}$ defined by $\left|\left\|\cdot\left|\mid \|_{s, k}\right.\right.\right.$

$$
\|v\|_{s, k}=\left(A_{k}^{s} v, v\right)^{1 / 2}, \quad \text { for all } v \in M_{k}
$$

Note that

$$
\left\|\|v\|_{0, k}=\right\| v \| \quad \text { and } \quad\|v\|_{1, k}=\| \| v\| \| .
$$

By expanding in the eigenfunctions of $A_{k}$ and using the Hölder inequality, it follows easily that

$$
\|v v\|_{1+\alpha, k} \leq\| \| v\left\|_{2, k}^{\alpha}\right\|\|v\|_{1, k}^{1-\alpha}, \quad 0 \leq \alpha \leq 1
$$

Our theorem will be based on the following generalization of Condition (A.1).

Condition (A.2) There exists a number $\alpha \in(0,1]$ and a constant $C_{\mathrm{P}}$ not depending on $J$ such that

$$
\left\|\left(I-P_{k-1}\right) v\right\|_{1-\alpha, k}^{2} \leq C_{\mathrm{P}}^{\alpha} \lambda_{k}^{-\alpha} A(v, v), \quad \text { for all } v \in M_{k}, k=2, \ldots, J
$$

In the model problem of Section $1, P_{k-1}$ is the elliptic projector. It can be shown that for this example and $s \in[0,1]$, the norm $\|\|\cdot\|\|_{s, k}$ is equivalent on $M_{k}$ (with constants independent of $J$ ) to the Sobolev norm $\|\cdot\|_{s}$. The above condition can be then obtained by application of finite element duality techniques.

We will also need a geometrical growth property of $\lambda_{k}$ which can be verified easily for elliptic finite element problems on a sequence of nested meshes. We postulate this property in the following condition.

Condition (A.3) There exist positive constants $\gamma_{1} \leq \gamma_{2}<1$ such that

$$
\gamma_{1} \lambda_{k+1} \leq \lambda_{k} \leq \gamma_{2} \lambda_{k+1} \quad \text { for } \quad k=1,2, \ldots, J-1
$$

When using this condition, it is convenient to introduce the symmetric matrix $\Lambda^{(\alpha)}$, with $0<\alpha \leq 1$, whose lower triangular entries are given by

$$
\begin{equation*}
\Lambda_{k i}^{(\alpha)}=\left(\lambda_{k} / \lambda_{i}\right)^{\alpha / 2}, \quad \text { for } k \leq i \tag{23}
\end{equation*}
$$

Denote by $\Lambda_{L}^{(\alpha)}$ and $\Lambda_{U}^{(\alpha)}$ the lower and upper triangular parts of $\Lambda^{(\alpha)}$. Condition (A.3) then implies that $\Lambda_{k i}^{(\alpha)}=\left(\lambda_{k} / \lambda_{i}\right)^{\alpha / 2} \leq \gamma_{2}^{(i-k) \alpha / 2}$. Therefore,

$$
\left\|\Lambda_{L}^{(\alpha)}\right\|_{\ell_{2}}=\left\|\Lambda_{U}^{(\alpha)}\right\|_{\ell_{2}} \leq\left(\frac{\gamma_{2}^{\alpha / 2}}{1-\gamma_{2}^{\alpha / 2}}\right) \quad \text { and } \quad\left\|\Lambda^{(\alpha)}\right\|_{\ell_{2}} \leq\left(\frac{1+\gamma_{2}^{\alpha / 2}}{1-\gamma_{2}^{\alpha / 2}}\right)
$$

The last condition needed is a condition on the uniform boundedness of the operators $Q_{k}$. This is the following.

Condition (A.4) Let $\alpha \in(0,1]$ be given. Then there exists a constant $C_{\mathrm{Q}}^{\prime}$ not depending on $J$ such that

$$
\left\|Q_{k} v\right\|_{1-\alpha, k}^{2} \leq C_{\mathrm{Q}}^{\prime}\|v\|_{1-\alpha, i}^{2}, \quad \text { for all } v \in M_{i}, \quad 1 \leq k \leq i \leq J
$$

Before proceeding we will prove a basic lemma.
Lemma 3.1 Assume that Conditions (A.2) and (A.4) hold for the same $\alpha \in$ $(0,1]$ and that Condition (A.3) holds. Then

$$
\begin{gather*}
\sum_{k=1}^{J}\left\|\left(P_{k}-Q_{k}\right) v\right\| \|^{2} \leq C_{b}^{\prime} A(v, v), \quad \text { for all } v \in M_{J}  \tag{24}\\
A(v, v) \leq C_{c}^{\prime}\left(\left\|Q_{1} v\right\|^{2}+\sum_{k=2}^{J}\left\|\left(Q_{k}-Q_{k-1}\right) v\right\|^{2}\right), \quad \text { for all } v \in M_{J} \tag{25}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|\mid Q_{1} v\right\|^{2}+\sum_{k=2}^{J} \lambda_{k}\left\|\left(Q_{k}-Q_{k-1}\right) v\right\|^{2} \leq C_{a}^{\prime} A(v, v), \quad \text { for all } v \in M_{J} \tag{26}
\end{equation*}
$$

Here $C_{b}^{\prime}=\left(C_{\mathrm{Q}}^{\prime} C_{\mathrm{P}}^{\alpha}\right)\left(\frac{\gamma_{2}^{\alpha / 2}}{1-\gamma_{2}^{\alpha / 2}}\right)^{2}, C_{c}^{\prime}=\left(\sqrt{C_{b}^{\prime \prime}}+\sqrt{C_{b}^{\prime}+1}\right)^{2}$ and $C_{a}^{\prime}=4 C_{\mathrm{Q}}^{\prime} C_{\mathrm{P}}\left(\frac{1}{1-\gamma_{2}^{\alpha / 2}}\right)^{2}$.

Proof. Let $v$ be in $M_{J}$. By the definition of $\lambda_{k}$,

$$
\begin{aligned}
\sum_{k=1}^{J}\| \|\left(P_{k}-Q_{k}\right) v \|^{2} & \leq \sum_{k=1}^{J}\left(\lambda_{k}^{\alpha / 2}\| \|\left(P_{k}-Q_{k}\right) v \|_{1-\alpha, k}\right)^{2} \\
& \left.=\sum_{k=1}^{J}\left(\lambda_{k}^{\alpha / 2}\| \| Q_{k}\left(P_{k}-I\right) v\right) \|_{1-\alpha, k}\right)^{2}
\end{aligned}
$$

Note that $\left(I-P_{k}\right)=\sum_{i=k+1}^{J}\left(P_{i}-P_{i-1}\right)$. By the triangle inequality and Condition (A.4),

$$
\sum_{k=1}^{J} \mid\left\|\left(P_{k}-Q_{k}\right) v\right\|^{2} \leq C_{\mathrm{Q}}^{\prime} \sum_{k=1}^{J}\left(\sum_{i=k+1}^{J} \lambda_{k}^{\alpha / 2}\left|\left\|\left(P_{i}-P_{i-1}\right) v \mid\right\|_{1-\alpha, i}\right)^{2}\right.
$$

Note that $\left(P_{i}-P_{i-1}\right)$ is a projector and hence Condition (A.2) implies that

$$
\begin{aligned}
\sum_{k=1}^{J}\| \|\left(P_{k}-Q_{k}\right) v \|^{2} & \leq C_{\mathrm{Q}}^{\prime} C_{\mathrm{P}}^{\alpha} \sum_{k=1}^{J}\left(\sum_{i=k+1}^{J}\left(\frac{\lambda_{k}}{\lambda_{i}}\right)^{\alpha / 2}\left\|\left(P_{i}-P_{i-1}\right) v\right\| \|\right)^{2} \\
& \leq C_{\mathrm{Q}}^{\prime} C_{\mathrm{P}}^{\alpha}\left\|\Lambda_{U}^{(\alpha)}\right\|_{\ell_{2}}^{2} \sum_{k=2}^{J}\| \|\left(P_{k}-P_{k-1}\right) v \|^{2}
\end{aligned}
$$

Condition (A.3) implies that $\left\|\Lambda_{U}^{(\alpha)}\right\|_{\ell_{2}}^{2} \leq\left(\frac{\gamma_{2}^{\alpha / 2}}{1-\gamma_{2}^{\alpha / 2}}\right)^{2}$. Inequality (24) now follows from the orthogonality of $\left(P_{i}-P_{i-1}\right)$.

Now let $v_{k}=\left(Q_{k}-Q_{k-1}\right) v$. Then $\sum_{i=k+1}^{J} v_{i}=\left(I-Q_{k}\right) v$. We have

$$
\begin{aligned}
A(v, v) & =\sum_{k, i=1}^{J} A\left(v_{k}, v_{i}\right)=\sum_{k=1}^{J} A\left(v_{k}, v_{k}\right)+2 \sum_{k=1}^{J} \sum_{i=k+1}^{J} A\left(v_{k}, v_{i}\right) \\
& =\sum_{k=1}^{J} A\left(v_{k}, v_{k}\right)+2 \sum_{k=1}^{J} A\left(v_{k},\left(I-Q_{k}\right) v\right) \\
& =\sum_{k=1}^{J} A\left(v_{k}, v_{k}\right)+2 \sum_{k=1}^{J} A\left(v_{k},\left(P_{k}-Q_{k}\right) v\right) \\
& \leq \sum_{k=1}^{J}\left\|v_{k}\right\| \|^{2}+2\left(\sum_{k=1}^{J}\left\|v_{k}\right\|^{2}\right)^{1 / 2}\left(\sum_{k=1}^{J}\| \|\left(P_{k}-Q_{k}\right) v \|^{2}\right)^{1 / 2} \\
& \leq \sum_{k=1}^{J}\left\|v_{k}\right\| \|^{2}+2\left(\sum_{k=1}^{J}\left\|v_{k}\right\|^{2}\right)^{1 / 2}\left[C_{b}^{\prime} A(v, v)\right]^{1 / 2}
\end{aligned}
$$

Elementary algebra shows that

$$
A(v, v) \leq C_{c}^{\prime} \sum_{k=1}^{J}\| \| v_{k} \|^{2}=C_{c}^{\prime}\left(\left\|\mid Q_{1} v\right\|^{2}+\sum_{k=2}^{J}\| \|\left(Q_{k}-Q_{k-1}\right) v \|^{2}\right)
$$

for $C_{c}^{\prime}=\left(\sqrt{C_{b}^{\prime}}+\sqrt{C_{b}^{\prime}+1}\right)^{2}$. This proves (25).
For a proof of the (26) see [3].
We now return to the multigrid method defined by Algorithm 2.1. In this section we continue in the framework of the previous two sections and establish four additional theorems which provide bounds for the convergence rate of Algorithm 2.1. The proofs of these results depend on expressing the error propagator for the multigrid algorithm in terms of a product of operators defined on the finest space. The theorem presented here gives a uniform convergence estimate and can be used in many cases without full elliptic regularity. Several other results based on this error representation may be found in [3].

### 3.2 The Multiplicative Error Representation

The theory of Subsection 2.1 was based on a two-level error representation. To get strong results in the case of less than full elliptic regularity, we shall need to express the error in a different way. The fine grid error operator $\mathcal{E}_{J}$ is expressed as a product of factors associated with the smoothings on individual levels.

By (18), for $k>1$ and any $v \in M_{J}$,

$$
\left(I-P_{k}\right) v+\mathcal{E}_{k} P_{k} v=\left(I-P_{k}\right) v+K_{k}\left[\left(I-P_{k-1}\right)+\mathcal{E}_{k-1} P_{k-1}\right] K_{k}^{*} P_{k} v
$$

Let $T_{k}=R_{k} A_{k} P_{k}$ for $k>1$ and set $T_{1}=P_{1}$. The adjoint of $T_{k}$ (for $k>1$ ) with respect to the inner product $A(\cdot, \cdot)$ is given by $T_{k}^{*}=R_{k}^{t} A_{k} P_{k}$. Note that $I-T_{k}$ and $I-T_{k}^{*}$ respectively extend the operators $K_{k}$ and $K_{k}^{*}$ to operators defined on all of $M_{J}$. Clearly $\left(I-P_{k}\right) v=0$ for all $v \in M_{k}$. In addition, $P_{k}$ commutes with $T_{k}$. Thus,

$$
\begin{aligned}
\left(I-P_{k}\right) v+\mathcal{E}_{k} P_{k} v & =\left(I-T_{k}\right)\left[\left(I-P_{k-1} P_{k}\right)+\mathcal{E}_{k-1} P_{k-1} P_{k}\right]\left(I-T_{k}^{*}\right) v \\
& =\left(I-T_{k}\right)\left[\left(I-P_{k-1}\right)+\mathcal{E}_{k-1} P_{k-1}\right]\left(I-T_{k}^{*}\right) v
\end{aligned}
$$

The second equality follows from the identity $P_{k-1} P_{k}=P_{k-1}$. Repeatedly applying the above identity gives

$$
\begin{equation*}
\mathcal{E}_{J} v=\left(I-T_{J}\right)\left(I-T_{J-1}\right) \cdots\left(I-T_{1}\right)\left(I-T_{1}^{*}\right)\left(I-T_{2}^{*}\right) \cdots\left(I-T_{J}^{*}\right) \tag{27}
\end{equation*}
$$

Equation (27) displays the $J$ 'th level error operator as a product of factors. These factors show the precise effect of the individual grid smoothings on the fine grid error propagator.

Our goal is to show that

$$
\begin{equation*}
0 \leq A\left(\mathcal{E}_{J} v, v\right) \leq\left(1-1 / C_{M}\right) A(v, v) \tag{28}
\end{equation*}
$$

This means that the sequence $u^{m}$ defined by (14) satisfies

$$
\left|\left\|u-u^{m}\right\|\right| \leq\left(1-1 / C_{M}\right)^{m}\| \| u-u^{0}\| \| .
$$

Let $E_{0}=I$ and set $E_{k}=\left(I-T_{k}\right) E_{k-1}$, for $k=1,2, \ldots, J$. By (27), $\mathcal{E}_{J}=E_{J} E_{J}^{*}$ where $E_{J}^{*}$ is the adjoint of $E_{J}$ with respect to the $A(\cdot, \cdot)$ inner product. We can rewrite (28) as

$$
A\left(E_{J}^{*} v, E_{J}^{*} v\right) \leq\left(1-1 / C_{M}\right) A(v, v), \quad \text { for all } v \in M_{J}
$$

which is equivalent to

$$
A\left(E_{J} v, E_{J} v\right) \leq\left(1-1 / C_{M}\right) A(v, v), \quad \text { for all } v \in M_{J}
$$

Consequently, (28) is equivalent to

$$
\begin{equation*}
A(v, v) \leq C_{M}\left[A(v, v)-A\left(E_{J} v, E_{J} v\right)\right], \quad \text { for all } v \in M_{J} \tag{29}
\end{equation*}
$$

We will establish a typical uniform convergence estimate for the multigrid algorithm by proving (29) using the above conditions. For some other results in this direction see [3].

### 3.3 Some Technical Lemmas

We will prove in this subsection an abstract estimate which is essential to all of our estimates. For this, we will need to use the following lemmas. The first two are simply identities. Recall that $\bar{R}_{k}=R_{k}+R_{k}^{t}-R_{k}^{t} A_{k} R_{k}$.

Lemma 3.2 The following identity holds.

$$
\begin{equation*}
A(v, v)-A\left(E_{J} v, E_{J} v\right)=\sum_{k=1}^{J}\left(\bar{R}_{k} A_{k} P_{k} E_{k-1} v, A_{k} P_{k} E_{k-1} v\right) \tag{30}
\end{equation*}
$$

Proof. For any $w \in M_{J}$, a simple calculation shows that

$$
A(w, w)-A\left(\left(I-T_{k}\right) w,\left(I-T_{k}\right) w\right)=A\left(\left(2 I-T_{k}\right) w, T_{k} w\right)
$$

Let $v$ be in $M_{J}$. Taking $w=E_{k-1} v$ in the above identity and summing gives

$$
\begin{aligned}
A(v, v)-A\left(E_{J} v, E_{J} v\right) & =\sum_{k=1}^{J} A\left(\left(2 I-T_{k}\right) E_{k-1} v, T_{k} E_{k-1} v\right) \\
& =\sum_{k=1}^{J}\left(\bar{R}_{k} A_{k} P_{k} E_{k-1} v, A_{k} P_{k} E_{k-1} v\right) .
\end{aligned}
$$

This is (30).
Lemma 3.3 Let $\pi_{k}: M \rightarrow M_{k}$ be a sequence of linear operators with $\pi_{J}=I$. Set $\pi_{0}=0$ and $E_{0}=I$. Then the following identity holds.

$$
\begin{align*}
A(v, v)= & \sum_{k=1}^{J} A\left(E_{k-1} v,\left(\pi_{k}-\pi_{k-1}\right) v\right)+\sum_{k=1}^{J-1} A\left(T_{k} E_{k-1} v,\left(P_{k}-\pi_{k}\right) v\right) \\
= & \left(A\left(P_{1} v, v\right)+\sum_{k=2}^{J} A\left(E_{k-1} v,\left(\pi_{k}-\pi_{k-1}\right) v\right)\right) \\
& +\left(\sum_{k=2}^{J-1} A\left(T_{k} E_{k-1} v,\left(P_{k}-\pi_{k}\right) v\right)\right) \tag{31}
\end{align*}
$$

Proof. Expanding $v$ in terms of $\pi_{k}$ gives

$$
\begin{aligned}
A(v, v) & =\sum_{k=1}^{J} A\left(v,\left(\pi_{k}-\pi_{k-1}\right) v\right) \\
& =\sum_{k=1}^{J} A\left(E_{k-1} v,\left(\pi_{k}-\pi_{k-1}\right) v\right)+\sum_{k=1}^{J} A\left(\left(I-E_{k-1}\right) v,\left(\pi_{k}-\pi_{k-1}\right) v\right)
\end{aligned}
$$

Let $F_{k}=I-E_{k}=\sum_{i=1}^{k} T_{i} E_{i-1}$. Then since $F_{0}=0$ and $\pi_{0}=0$,

$$
\begin{aligned}
& \sum_{k=1}^{J} A\left(F_{k-1} v,\left(\pi_{k}-\pi_{k-1}\right) v\right) \\
& \quad=\sum_{k=1}^{J} A\left(F_{k-1} v, \pi_{k} v\right)-\sum_{k=1}^{J-1} A\left(F_{k} v, \pi_{k} v\right) \\
& \quad=\sum_{k=1}^{J-1} A\left(\left(F_{k-1}-F_{k}\right) v, \pi_{k} v\right)+A\left(F_{J-1} v, v\right)
\end{aligned}
$$

Now $F_{k-1}-F_{k}=-T_{k} E_{k-1}$. Rearranging the terms gives

$$
\begin{aligned}
& \sum_{k=1}^{J} A\left(F_{k-1} v,\left(\pi_{k}-\pi_{k-1}\right) v\right) \\
& \quad=-\sum_{k=1}^{J-1} A\left(T_{k} E_{k-1} v, \pi_{k} v\right)+\sum_{k=1}^{J-1} A\left(T_{k} E_{k-1} v, v\right) \\
& \quad=\sum_{k=1}^{J-1} A\left(T_{k} E_{k-1} v,\left(P_{k}-\pi_{k}\right) v\right)
\end{aligned}
$$

This is the first equality in (31). Note that $R_{1}=A_{1}^{-1}$ and $T_{1}=P_{1}$ and thus the second equality in (31) follows from the first.

Set $\|w\|_{\bar{R}_{k}^{-1}}=\left(\bar{R}_{k}^{-1} w, w\right)^{1 / 2}$ and $\|w\|_{\bar{R}_{k}}=\left(\bar{R}_{k} w, w\right)^{1 / 2}$ for all $w \in M_{k}$.
Using (30) and (31) we can prove the following basic estimate.
Lemma 3.4 Let $\pi_{k}: M \rightarrow M_{k}$ be a sequence of linear operators with $\pi_{J}=I$. Let $\pi_{0}=0$. Then we have the following basic estimate.

$$
\begin{equation*}
A(v, v) \leq\left[A(v, v)-A\left(E_{J} v, E_{J} v\right)\right]^{1 / 2}\left[\sigma_{1}(v)+\sigma_{2}(v)\right] \tag{32}
\end{equation*}
$$

where

$$
\sigma_{1}(v)=\left(A\left(P_{1} v, v\right)+\sum_{k=2}^{J}\left\|\left(\pi_{k}-\pi_{k-1}\right) v\right\|_{\bar{R}_{k}^{-1}}^{2}\right)^{1 / 2}
$$

and

$$
\sigma_{2}(v)=\left(\sum_{k=2}^{J-1}\left\|R_{k}^{t} A_{k}\left(P_{k}-\pi_{k}\right) v\right\|_{R_{k}^{-1}}^{2}\right)^{1 / 2}
$$

Proof. We will bound the right hand side of (31). By the Cauchy-Schwarz inequality, the first sum of (31) can be bounded as

$$
\begin{aligned}
& A\left(P_{1} v, v\right)+\sum_{k=2}^{J} A\left(E_{k-1} v,\left(\pi_{k}-\pi_{k-1}\right) v\right) \\
& =A\left(P_{1} v, v\right)+\sum_{k=2}^{J}\left(A_{k} P_{k} E_{k-1} v,\left(\pi_{k}-\pi_{k-1}\right) v\right)
\end{aligned}
$$

$$
\leq\left(\sum_{k=1}^{J}\left\|A_{k} P_{k} E_{k-1} v\right\|_{R_{k}}^{2}\right)^{1 / 2}\left(A\left(P_{1} v, v\right)+\sum_{k=2}^{J}\left\|\left(\pi_{k}-\pi_{k-1}\right) v\right\|_{\bar{R}_{k}^{-1}}^{2}\right)^{1 / 2}
$$

Similarly the second sum of (31) can be bounded as

$$
\begin{aligned}
& \sum_{k=2}^{J-1} A\left(T_{k} E_{k-1} v,\left(P_{k}-\pi_{k}\right) v\right) \\
& \quad=\sum_{k=2}^{J-1}\left(R_{k} A_{k} P_{k} E_{k-1} v, A_{k}\left(P_{k}-\pi_{k}\right) v\right) \\
& \quad \leq\left(\sum_{k=2}^{J-1}\left\|A_{k} P_{k} E_{k-1} v\right\|_{R_{k}}^{2}\right)^{1 / 2}\left(\sum_{k=2}^{J-1}\left\|R_{k}^{t} A_{k}\left(P_{k}-\pi_{k}\right) v\right\|_{R_{k}^{-1}}^{2}\right)^{1 / 2} .
\end{aligned}
$$

Combining these two estimates and using (31) we obtain

$$
A(v, v) \leq\left(\sum_{k=1}^{J}\left(\bar{R}_{k} A_{k} P_{k} E_{k-1} v, A_{k} P_{k} E_{k-1} v\right)\right)^{1 / 2}\left[\sigma_{1}(v)+\sigma_{2}(v)\right]
$$

Using (30) in the above inequality proves the lemma.

### 3.4 Uniform Estimates

In this subsection, we will show that the uniform convergence estimate of Theorem 2.1 often extends to the case of less than full regularity and approximation. The results are obtained by bounding the second factor in Lemma 3.4 from above by $A(v, v)$.

We shall require some conditions on the smoother which we state here. Recall that $\bar{R}_{k}=R_{k}+R_{k}^{t}-R_{k}^{t} A_{k} R_{k}, K_{k}=\left(I-R_{k} A_{k}\right)$ and $K_{k, \omega}=I-$ $\left(\omega \lambda_{k}^{-1}\right) A_{k}$.

Condition (SM.1) There exists a constant $\omega \in(0,1)$ not depending on $J$ such that

$$
0 \leq A\left(K_{k} v, K_{k} v\right) \leq A\left(K_{k, \omega} v, v\right), \quad \text { for all } v \in M_{k}, k=2,3, \ldots, J
$$

or equivalently

$$
\frac{\omega}{\lambda_{k}}(v, v) \leq\left(\bar{R}_{k} v, v\right) \leq\left(A_{k}^{-1} v, v\right), \quad \text { for all } v \in M_{k}, k=2,3, \ldots, J
$$

In addition to the smoother Condition (SM.1), we will require that the smoother $R_{k}$ be properly scaled. More precisely the condition is the following:

Condition (SM.2) There exists a constant $\theta \in(0,2)$ not depending on $J$ such that

$$
A\left(R_{k} v, R_{k} v\right) \leq \theta\left(R_{k} v, v\right), \quad \text { for all } v \in M_{k}, k=2,3, \ldots, J .
$$

This inequality is the same as any one of the following three inequalities:

$$
\left(\bar{R}_{k} v, v\right) \geq(2-\theta)\left(R_{k} v, v\right) \geq\left(\frac{2-\theta}{\theta}\right)\left(\left(R_{k}^{t} A_{k} R_{k}\right) v, v\right), \quad \text { for all } v \in M_{k}
$$

A simple change of variable shows that Condition (SM.2) is equivalent to the following condition for $T_{k}=R_{k} A_{k} P_{k}$.

$$
A\left(T_{k} v, T_{k} v\right) \leq \theta A\left(T_{k} v, v\right), \quad \text { for all } v \in M_{J}, k=2,3, \ldots, J
$$

Note that if the smoother $R_{k}$ satisfies Condition (SM.1), then it also satisfies the inequality in Condition (SM.2) with $\theta<2$, but possibly depending on $k$. Therefore smoothers that satisfy (SM.1) will satisfy Condition (SM.2) after a proper scaling.

Our theorem uses Condition (A.2), a regularity and approximation property of $P_{k}$, Condition (A.3), a geometrical growth condition for $\lambda_{k}$, and Condition (A.4), a stability condition on $Q_{k}$.

Theorem 3.1 Assume that Conditions (A.2) and (A.4) hold with the same $\alpha$ and that Condition (A.3) holds. Assume in addition that the smoothers, $R_{k}$, satisfy Conditions (SM.1) and (SM.2). Then,

$$
0 \leq A\left(\mathcal{E}_{J} v, v\right) \leq\left(1-1 / C_{M}\right) A(v, v), \quad \text { for all } v \in M_{J}
$$

Here $C_{M}=\left[\left(\frac{\theta C_{b}^{\prime}}{2-\theta}\right)^{1 / 2}+\left(1+\frac{C_{a}^{\prime}}{\omega}\right)^{1 / 2}\right]^{2}$ with

$$
C_{a}^{\prime}=4 C_{\mathrm{Q}}^{\prime} C_{\mathrm{P}}\left(\frac{1}{1-\gamma_{2}^{\alpha / 2}}\right)^{2} \quad \text { and } \quad C_{b}^{\prime}=\left(C_{\mathrm{Q}}^{\prime} C_{\mathrm{P}}^{\alpha}\right)\left(\frac{\gamma_{2}^{\alpha / 2}}{1-\gamma_{2}^{\alpha / 2}}\right)^{2}
$$

Proof. The theorem is proved by bounding the second factor in the right hand side of (32) from above by $A(v, v)$. By Lemma 3.1,

$$
\sum_{k=1}^{J}\| \|\left(P_{k}-Q_{k}\right) v \|^{2} \leq C_{b}^{\prime} A(v, v), \quad \text { for all } v \in M_{J}
$$

and

$$
\left\|Q_{1} v\right\|^{2}+\sum_{k=2}^{J} \lambda_{k}\left\|\left(Q_{k}-Q_{k-1}\right) v\right\|^{2} \leq C_{a}^{\prime} A(v, v), \quad \text { for all } v \in M_{J}
$$

By Condition (SM.1), $\left(\bar{R}_{k}^{-1} w, w\right) \leq \omega^{-1} \lambda_{k}\|w\|^{2}$, for all $w \in M_{k}, k \geq 2$. Hence,

$$
A\left(P_{1} v, v\right)+\sum_{k=2}^{J}\left\|\left(Q_{k}-Q_{k-1}\right) v\right\|_{R_{k}^{-1}}^{2} \leq\left(1+\frac{C_{a}^{\prime}}{\omega}\right) A(v, v) .
$$

Condition (SM.2) implies that $\left(R_{k} \bar{R}_{k}^{-1} R_{k}^{t} w, w\right) \leq \frac{\theta}{2-\theta}\left(A_{k}^{-1} w, w\right)$ for $w \in M_{k}$. Hence,

$$
\begin{aligned}
\sum_{k=2}^{J}\left\|R_{k}^{t} A_{k}\left(P_{k}-Q_{k}\right) v\right\|_{R_{k}^{-1}}^{2} & \leq \frac{\theta}{2-\theta} \sum_{k=2}^{J}\left\|\left(P_{k}-Q_{k}\right) v\right\|^{2} \\
& \leq \frac{\theta C_{b}^{\prime}}{2-\theta} A(v, v)
\end{aligned}
$$

Combining these two estimates and applying Lemma 3.4, with $\pi_{k}=Q_{k}$, shows that

$$
A(v, v) \leq C_{M}\left[A(v, v)-A\left(E_{J} v, E_{J} v\right)\right] .
$$

The theorem follows.

## 4 Non-nested Multigrid

### 4.1 Non-nested Spaces and Varying Forms

There is not a lot in the literature on this subject. Since one of the lectures was devoted to this more general point of view, and an extensive treatment was given in [3], the material presented here is largely taken from [3].

We therefore depart from the framework of the previous sections where we considered only nested sequences of finite dimensional spaces. More generally, assume that we are given a sequence of finite dimensional spaces $M_{1}, M_{2}, \ldots, M_{J}=M$. Each space $M_{k}$ is equipped with an inner product $(\cdot, \cdot)_{k}$ and denote by $\|\cdot\|_{k}$ the induced norm. In addition, we assume that we are given symmetric and positive definite forms $A_{k}(\cdot, \cdot)$ defined on $M_{k} \times M_{k}$ and set $A(\cdot, \cdot)=A_{J}(\cdot, \cdot)$. Each form $A_{k}(\cdot, \cdot)$ induces an operator $A_{k}: M_{k} \rightarrow M_{k}$ defined by

$$
\left(A_{k} w, \varphi\right)_{k}=A_{k}(w, \varphi), \quad \text { for all } \varphi \in M_{k}
$$

Denote by $\lambda_{k}$ the largest eigenvalue of $A_{k}$.
These spaces are connected through $J-1$ linear operators $I_{k}: M_{k-1} \rightarrow$ $M_{k}$, for $k=2, \ldots, J$. These operators are often referred to as prolongation operators. The operators $Q_{k-1}: M_{k} \rightarrow M_{k-1}$ and $P_{k-1}: M_{k} \rightarrow M_{k-1}$ are defined by

$$
\left(Q_{k-1} w, \varphi\right)_{k-1}=\left(w, I_{k} \varphi\right)_{k}, \quad \text { for all } \varphi \in M_{k-1}
$$

and

$$
A_{k-1}\left(P_{k-1} w, \varphi\right)=A_{k}\left(w, I_{k} \varphi\right), \quad \text { for all } \varphi \in M_{k-1}
$$

Finally, we assume that smoothers $R_{k}: M_{k} \rightarrow M_{k}$ are given and set

$$
R_{k}^{(\ell)}= \begin{cases}R_{k} & \text { if } \ell \text { is odd } \\ R_{k}^{t} & \text { if } \ell \text { is even }\end{cases}
$$

In the case discussed in Sections 2.1, $M_{k} \subset M_{k+1},(\cdot, \cdot)_{k}=(\cdot, \cdot), A_{k}(\cdot, \cdot)=$ $A(\cdot, \cdot), I_{k}=I$, and $Q_{k}$ and $P_{k}$ are projectors with respect to $(\cdot, \cdot)$ and $A(\cdot, \cdot)$ respectively. Here $Q_{k}$ and $P_{k}$ are not necessarily projectors. Note that the relationship $A_{k-1} P_{k-1}=Q_{k-1} A_{k}$ still holds.

### 4.2 General Multigrid Algorithms

Given $f \in M_{J}$, we are interested in solving

$$
A_{J} u=f
$$

With $u^{0}$ given, we will consider the iterative algorithm

$$
u^{i}=\operatorname{Mg}_{J}\left(u^{i-1}, f\right) \equiv u^{i-1}+B_{J}\left(f-A_{J} u^{i-1}\right)
$$

where $B_{J}: M \rightarrow M$ is defined recursively by the following general multigrid procedure.

Algorithm 4.1 Let $p$ be a positive integer and let $m_{k}$ be a positive integer depending on $k$. Set $B_{1}=A_{1}^{-1}$. Assuming that $B_{k-1}: M_{k-1} \rightarrow M_{k-1}$ has been defined, we define $B_{k}: M_{k} \rightarrow M_{k}$ as follows. Let $g \in M_{k}$.
(1) Pre-smoothing: Set $x^{0}=0$ and define $x^{\ell}, \ell=1, \ldots, m_{k}$ by

$$
x^{\ell}=x^{\ell-1}+R_{k}^{\left(\ell+m_{k}\right)}\left(g-A_{k} x^{\ell-1}\right) .
$$

(2) Correction: $y^{m_{k}}=x^{m_{k}}+I_{k} q^{p}$, where $q^{0}=0$ and $q^{i}$ for $i=1, \ldots, p$ is defined by

$$
q^{i}=q^{i-1}+B_{k-1}\left[Q_{k-1}\left(g-A_{k} x^{m_{k}}\right)-A_{k-1} q^{i-1}\right] .
$$

(3) Post-smoothing: Define $y^{\ell}$ for $\ell=m_{k}+1, \ldots, 2 m_{k}$ by

$$
y^{\ell}=y^{\ell-1}+R_{k}^{\left(\ell+m_{k}\right)}\left(g-A_{k} y^{\ell-1}\right) .
$$

(4) $B_{k} g=y^{2 m_{k}}$.

The cases $p=1$ and $p=2$ correspond to the V-cycle and the W-cycle multigrid algorithms respectively. The case $p=1$ with the number of smoothings, $m_{k}$, varying is known as the variable V-cycle multigrid algorithm. In addition to the V-cycle and the W-cycle multigrid algorithms with the number of smoothings the same on each level, we will consider a variable V-cycle multigrid algorithm in which we will assume that the number of smoothings increases geometrically as $k$ decreases. More precisely, in such a case we assume that there exist two constants $\beta_{0}$ and $\beta_{1}$ with $1<\beta_{0} \leq \beta_{1}$ such that

$$
\beta_{0} m_{k} \leq m_{k-1} \leq \beta_{1} m_{k} .
$$

Note that the case $\beta_{0}=\beta_{1}=2$ corresponds to doubling the number of smoothings as we proceed from $M_{k}$ to $M_{k-1}$, i.e., $m_{k}=2^{J-k} m_{J}$.

Our aim is to study the error reduction operator $\mathcal{E}_{k}=I-B_{k} A_{k}$ and provide conditions under which, we can estimate $\delta_{k}$ between zero and one such that

$$
\left|A_{k}\left(\mathcal{E}_{k} u, u\right)\right| \leq \delta_{k} A_{k}(u, u), \quad \text { for all } u \in M_{k}
$$

We also show that the operator $B_{k}$ corresponding to the variable V-cycle multigrid algorithm provides a good preconditioner for $A_{k}$ even in the cases where $\mathcal{E}_{k}$ is not a reducer.

We first derive a recurrence relation. Let $K_{k}=I-R_{k} A_{k}, K_{k}^{*}=I-R_{k}^{t} A_{k}$ and set

$$
K_{k}^{(m)}= \begin{cases}\left(K_{k}^{*} K_{k}\right)^{m / 2} & \text { if } m \text { is even } \\ \left(K_{k}^{*} K_{k}\right)^{\frac{m-1}{2}} K_{k}^{*} & \text { if } m \text { is odd }\end{cases}
$$

By the definition of $B_{k}$ the following two-level recurrence relation is easily derived:

$$
\begin{equation*}
\mathcal{E}_{k}=\left(K_{k}^{\left(m_{k}\right)}\right)^{*}\left[I-I_{k} P_{k-1}+I_{k} \mathcal{E}_{k-1}^{p} P_{k-1}\right] K_{k}^{\left(m_{k}\right)} \tag{33}
\end{equation*}
$$

Our main assumption relating the spaces $M_{k}$ and $M_{k-1}$ is the following regularity-approximation property.

Condition (A.2") For some $\alpha$ with $0<\alpha \leq 1$ there exists $C_{\mathrm{P}}$ independent of $k$ such that

$$
\left|A_{k}\left(\left(I-I_{k} P_{k-1}\right) v, v\right)\right| \leq C_{\mathrm{P}}^{2 \alpha}\left(\frac{\left\|A_{k} v\right\|_{k}^{2}}{\lambda_{k}}\right)^{\alpha}\left[A_{k}(v, v)\right]^{1-\alpha}
$$

The so-called variational assumption refers to the case in which all of the forms $A_{k}(\cdot, \cdot)$ are defined in terms of the form $A_{J}(\cdot, \cdot)$ by

$$
\begin{equation*}
A_{k-1}(v, v)=A_{k}\left(I_{k} v, I_{k} v\right), \quad \text { for all } v \in M_{k-1} \tag{34}
\end{equation*}
$$

We call this case the inherited case. Given the operators $I_{k}$, then all of forms come from $A(\cdot, \cdot)$. If the spaces are nested, then $I_{k}$ can be chosen to be the natural injection operator and the forms can be defined by

$$
A_{k}(v, v)=A(v, v), \quad \text { for all } v \in M_{k}
$$

We call this case the nested-inherited case. It follows that in the nestedinherited case, Condition (A.2) implies Condition (A.2").

In general, (34) does not hold in the nonnested case. We will consider, at first, a weaker condition than (34).

Condition (I.1) For $k=2, \ldots, J$, the operators $I_{k}$ satisfy

$$
A_{k}\left(I_{k} v, I_{k} v\right) \leq A_{k-1}(v, v), \quad \text { for all } v \in M_{k-1}
$$

It follows from the definition of $P_{k-1}$ that Condition (I.1) holds if and only if

$$
A_{k-1}\left(P_{k-1} v, P_{k-1} v\right) \leq A_{k}(v, v), \quad \text { for all } v \in M_{k}
$$

and if and only if

$$
A_{k}\left(\left(I-I_{k} P_{k-1}\right) v, v\right) \geq 0, \quad \text { for all } v \in M_{k}
$$

Lemma 4.1 If Condition (I.1) holds then the error propagator $\mathcal{E}_{k}$ is symmetric and positive semidefinite with respect to $A_{k}(\cdot, \cdot)$, i.e.,

$$
A_{k}\left(\mathcal{E}_{k} v, v\right)=A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right) \geq 0, \quad \text { for all } v \in M_{k}
$$

Proof. Since $A_{k}\left(I_{k} P_{k-1} w, v\right)=A_{k-1}\left(P_{k-1} w, P_{k-1} v\right)$, the operator $I_{k} P_{k-1}$ is symmetric with respect to $A_{k}(\cdot, \cdot)$. Hence by induction, since $\mathcal{E}_{1}=I-B_{1} A_{1}=$ 0 , it follows, using (33), that $I-B_{k} A_{k}$ is symmetric and positive semidefinite.

The assumption on the smoother is the same as in Section 2.1; we restate it here.

Condition (SM.1) There exists $\omega>0$ not depending on $J$ such that

$$
\left(\frac{\omega}{\lambda_{k}}\right)\|v\|_{k}^{2} \leq\left(\bar{R}_{k} v, v\right)_{k}, \quad \text { for all } v \in M_{k}, k=2, \ldots, J .
$$

This is a condition local to $M_{k}$ and hence does not depend on whether or not the spaces $M_{k}$ are nested.

The following lemma is a generalization of Lemma 2.1.
Lemma 4.2 If Condition (SM.1) holds, then

$$
\frac{\left\|A_{k} K_{k}^{(m)} v\right\|_{k}^{2}}{\lambda_{k}} \leq \frac{\omega^{-1}}{m}\left[A_{k}(v, v)-A_{k}\left(K_{k}^{(m)} v, K_{k}^{(m)} v\right)\right] .
$$

Proof. Let $\tilde{v}=K_{k}^{(m)} v$. By Condition (SM.1),

$$
\frac{\left\|A_{k} \tilde{v}\right\|_{k}^{2}}{\lambda_{k}} \leq \omega^{-1} A_{k}\left(\bar{R}_{k} A_{k} \tilde{v}, \tilde{v}\right)=\omega^{-1} A_{k}\left(\left(I-K_{k}^{*} K_{k}\right) \tilde{v}, \tilde{v}\right)
$$

Suppose $m$ is even. Then $\tilde{v}=\left(K_{k}^{*} K_{k}\right)^{m / 2} v$. Set $\bar{K}_{k}=K_{k}^{*} K_{k}$. Then

$$
\begin{aligned}
\frac{\left\|A_{k} \tilde{v}\right\|_{k}^{2}}{\lambda_{k}} & \leq \omega^{-1} A_{k}\left(\left(I-\bar{K}_{k}\right) \bar{K}_{k}^{m} v, v\right) \leq \frac{\omega^{-1}}{m} A_{k}\left(\left(I-\bar{K}_{k}^{m}\right) v, v\right) \\
& =\frac{\omega^{-1}}{m}\left[A_{k}(v, v)-A_{k}(\tilde{v}, \tilde{v})\right] .
\end{aligned}
$$

For $m$ odd, we set $\bar{K}_{k}=K_{k} K_{k}^{*}$ and the result follows. $\square$

### 4.3 Multigrid V-cycle as a Reducer

We will provide an estimate for the convergence rate of the V-cycle and the variable V-cycle multigrid algorithm under Conditions (A.2"), (I.1) and (SM.1).

It follows from Lemma 4.1 that if Condition (I.1) holds, then $A_{k}\left(\mathcal{E}_{k} u, u\right) \geq$ 0 . Hence our aim in such a case is to estimate $\delta_{k}$ between zero and one, where $\delta_{k}$ is such that

$$
0 \leq A_{k}\left(\left(I-B_{k} A_{k}\right) u, u\right) \leq \delta_{k} A_{k}(u, u), \quad \text { for all } u \in M_{k}
$$

Theorem 4.1 (V-cycle) Assume that Conditions (A.2") and (I.1) hold and that the smoothers satisfy Condition (SM.1). Let $p=1$. Then

$$
\begin{equation*}
0 \leq A_{k}\left(\mathcal{E}_{k} v, v\right) \leq \delta_{k} A_{k}(v, v), \quad \text { for all } v \in M_{k} \tag{35}
\end{equation*}
$$

with $0 \leq \delta_{k}<1$ given in each case as follows:
(a) If $p=1$ and $m_{k}=m$ for all $k$, then (35) holds with

$$
\delta_{k}=\frac{M k^{\frac{1-\alpha}{\alpha}}}{M k^{\frac{1-\alpha}{\alpha}}+m^{\alpha}} \quad \text { with } \quad M=e^{(1-\alpha)}\left(\alpha C_{\mathrm{P}}^{2} / \omega+1\right)-1
$$

(b) If $p=1$ and $m_{k}$ increases as $k$ decreases, then (35) holds with

$$
\delta_{k}=1-\left(\frac{1}{1+\frac{\alpha C_{P}^{2}}{\omega m_{k}^{\alpha}}}\right) \prod_{i=2}^{k}\left(1-\frac{1-\alpha}{m_{i}^{\alpha}}\right) .
$$

In particular if there exist two constants $\beta_{0}$ and $\beta_{1}$ with $1<\beta_{0} \leq \beta_{1}$ such that $\beta_{0} m_{k} \leq m_{k-1} \leq \beta_{1} m_{k}$, then $\delta_{k} \leq \frac{M}{M+m_{k}^{\alpha}}$ for $M$ sufficiently large.

Proof. By Lemma 4.1, the lower estimate in (35) follows from Condition (I.1). For the upper estimate, we claim that Conditions (A.2") and (SM.1) imply that

$$
\begin{equation*}
A_{k}\left(\mathcal{E}_{k} v, v\right) \leq \delta_{k}(\tau) A_{k}(v, v), \quad \text { for all } v \in M_{k} \tag{36}
\end{equation*}
$$

for $\tau>0$ if $0<\alpha<1$ and for $\tau \geq \max _{i}\left(1 / m_{i}^{\alpha}\right)$ if $\alpha=1$. Here $\delta_{k}(\tau)$ is defined by

$$
\begin{equation*}
1-\delta_{k}(\tau)=\frac{1}{1+\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau} \prod_{i=2}^{k}\left(1-\frac{(1-\alpha)}{\left(\tau m_{i}\right)^{\frac{\alpha}{1-\alpha}}}\right) \tag{37}
\end{equation*}
$$

From this the theorem will follow by choosing an appropriate $\tau$.
We shall prove (36) by induction. Since $\mathcal{E}_{1}=I-B_{1} A_{1}=0$, (36) holds for $k=1$. Assume that

$$
A_{k-1}\left(\mathcal{E}_{k-1} v, v\right) \leq \delta_{k-1}(\tau) A_{k-1}(v, v), \quad \text { for all } v \in M_{k-1}
$$

Let $\tilde{v}=K_{k}^{\left(m_{k}\right)} v$. Using the two-level recurrence relation (33), we have

$$
\begin{aligned}
A_{k}\left(\mathcal{E}_{k} v, v\right) & \equiv A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right) \\
& =A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+A_{k-1}\left(\mathcal{E}_{k-1} P_{k-1} \tilde{v}, P_{k-1} \tilde{v}\right) \\
& \leq A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\delta_{k-1}(\tau) A_{k-1}\left(P_{k-1} \tilde{v}, P_{k-1} \tilde{v}\right) \\
& =A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\delta_{k-1}(\tau) A_{k}\left(I_{k} P_{k-1} \tilde{v}, \tilde{v}\right) \\
& =\left[1-\delta_{k-1}(\tau)\right] A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\delta_{k-1}(\tau) A_{k}(\tilde{v}, \tilde{v}) .
\end{aligned}
$$

By Conditions (A.2") and (SM.1) and using Lemma 4.2,

$$
\begin{aligned}
A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right) & \leq C_{\mathrm{P}}^{2 \alpha}\left(\frac{\left\|A_{k} \tilde{v}\right\|_{k}^{2}}{\lambda_{k}}\right)^{\alpha}\left[A_{k}(\tilde{v}, \tilde{v})\right]^{1-\alpha} \\
& \leq \frac{C_{\mathrm{P}}^{2 \alpha}}{\left(\omega m_{k}\right)^{\alpha}}\left[A_{k}(v, v)-A_{k}(\tilde{v}, \tilde{v})\right]^{\alpha}\left[A_{k}(\tilde{v}, \tilde{v})\right]^{1-\alpha} .
\end{aligned}
$$

We now put things together to get

$$
A_{k}\left(\mathcal{E}_{k} v, v\right) \leq\left[1-\delta_{k-1}(\tau)\right] \frac{C_{\mathrm{P}}^{2 \alpha}}{\left(\omega m_{k}\right)^{\alpha}}\left(\|v\|^{2}-\|\tilde{v}\|^{2}\right)^{\alpha}\left(\| \| \tilde{v} \|^{2}\right)^{1-\alpha}+\delta_{k-1}(\tau)\|\tilde{v}\|^{2} .
$$

Let $x=\|\tilde{v}\|^{2} /\|v v\|^{2}$. Then

$$
A_{k}\left(\mathcal{E}_{k} v, v\right) \leq f\left(\delta_{k-1}(\tau) ; x, m_{k}\right) A_{k}(v, v),
$$

where $f$ is defined by

$$
\begin{equation*}
f(\delta ; x, m)=(1-\delta) \frac{C_{\mathrm{P}}^{2 \alpha}}{(\omega m)^{\alpha}}(1-x)^{\alpha} x^{1-\alpha}+\delta x, \quad 0 \leq x<1 \tag{38}
\end{equation*}
$$

By the Hölder inequality, we have

$$
\frac{C_{\mathrm{P}}^{2 \alpha}}{(\omega m)^{\alpha}}(1-x)^{\alpha} x^{1-\alpha} \leq\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau(1-x)+(1-\alpha)(\tau m)^{-\frac{\alpha}{1-\alpha}} x
$$

for all $\tau>0$ if $0<\alpha<1$ and for all $\tau \geq 1 / m^{\alpha}$ if $\alpha=1$. Hence

$$
f(\delta ; x, m) \leq \ell(\delta ; x) \equiv \delta x+(1-\delta)\left[\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau(1-x)+(1-\alpha)(\tau m)^{-\frac{\alpha}{1-\alpha}} x\right]
$$

Note that $\ell(\delta ; x)$ is linear in $x$ and therefore

$$
f(\delta ; x, m) \leq \ell(\delta ; x) \leq \max (\ell(\delta ; 0), \ell(\delta ; 1))
$$

If $\frac{\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau}{1+\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau} \leq \delta<1$, then

$$
\ell(\delta ; 0)=(1-\delta)\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau \leq \delta \leq \delta+(1-\delta)\left[(1-\alpha)(\tau m)^{-\frac{\alpha}{1-\alpha}}\right]=\ell(\delta ; 1)
$$

and hence

$$
f(\delta ; x, m) \leq \ell(\delta ; 1)=\delta+(1-\delta)\left[(1-\alpha)(\tau m)^{-\frac{\alpha}{1-\alpha}}\right]
$$

In particular, since $\frac{\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau}{1+\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau}=\delta_{1}(\tau) \leq \delta_{k-1}(\tau)<1$,

$$
f\left(\delta_{k-1}(\tau) ; x, m_{k}\right) \leq \delta_{k-1}(\tau)+\left[1-\delta_{k-1}(\tau)\right]\left[(1-\alpha)\left(\tau m_{k}\right)^{-\frac{\alpha}{1-\alpha}}\right] \equiv \delta_{k}(\tau)
$$

As a consequence,

$$
A_{k}\left(\mathcal{E}_{k} v, v\right) \leq f\left(\delta_{k-1}(\tau) ; x, m_{k}\right) A_{k}(v, v) \leq \delta_{k}(\tau) A_{k}(v, v)
$$

holds for any $\tau>0$ if $0<\alpha<1$ and for any $\tau \geq \max _{i}\left(1 / m_{i}\right)$ if $\alpha=1$. This proves (36).

If $m_{k} \equiv m$, then setting $\tau=k^{(1-\alpha) / \alpha} / m^{\alpha}$ in (37) shows that

$$
\delta_{k}(\tau) \leq \frac{M k^{\frac{1-\alpha}{\alpha}}}{M k^{\frac{1-\alpha}{\alpha}}+m^{\alpha}}
$$

with $M=e^{1-\alpha}\left(\alpha C_{\mathrm{P}}^{2} / \omega+1\right)-1 \leq C_{\mathrm{P}}^{2} / \omega+\left(e^{1-\alpha}-1\right)$. This proves part (a) of the theorem.

Part (b) of the theorem follows by setting $\tau=m_{k}^{-\alpha}$ in (37) and noting that the product term is uniformly bounded from below if $m_{k}$ increases geometrically as $k$ decreases.

Remark 1. Notice that, for $p=1$ and $m_{k}=m, \delta_{k} \rightarrow 1$ as $k \rightarrow \infty$. This is in contrast to the results in the nested-inherited case under similar hypotheses. The deterioration, however is only like a power of $k$ and hence may not be too serious.

Remark 2. For the variable V-cycle methods, if $m_{k}$ increases geometrically as $k$ decreases, then clearly the product term is strictly larger than 0 and thus $\delta_{k}$ is strictly less than 1 , independently of $k$. So, e.g., if $m_{J}=1$ we have

$$
0 \leq A_{J}\left(\mathcal{E}_{J} v, v\right) \leq \frac{M}{M+1} A_{J}(v, v), \quad \text { for all } v \in M_{J}
$$

If $m_{k}=2^{J-k} m_{J}$, then the cost per iteration of the variable V-cycle multigrid algorithm is comparable to that of the W-cycle multigrid algorithm.

### 4.4 Multigrid W-cycle as a Reducer

We now provide an estimate for the rate of convergence of the W-cycle multigrid algorithm.

Theorem 4.2 (W-cycle) Assume that Conditions (A.2") and (I.1) hold and that the smoothers satisfy Condition (SM.1). Let $p=2$ and $m_{k}=m$ for all $k$. Then

$$
0 \leq A_{k}\left(\mathcal{E}_{k} v, v\right) \leq \delta A_{k}(v, v), \quad \text { for all } v \in M_{k}
$$

and

$$
\delta=\frac{M}{M+m^{\alpha}} \quad \text { with } M \text { sufficiently large but independent of } k .
$$

Proof. By Lemma 4.1, the lower estimate follows from Condition (I.1). We obtain the upper estimate inductively. Since $\mathcal{E}_{1}=0$, the estimate holds for $k=1$. Assume that

$$
A_{k-1}\left(\mathcal{E}_{k-1} v, v\right) \leq \delta A_{k-1}(v, v), \quad \text { for all } v \in M_{k-1}
$$

Then since $A_{k-1}\left(\mathcal{E}_{k-1} v, v\right) \geq 0$, we have

$$
A_{k-1}\left(\mathcal{E}_{k-1}^{2} v, v\right) \leq \delta^{2} A_{k-1}(v, v), \quad \text { for all } v \in M_{k-1}
$$

Let $\tilde{v}=K_{k}^{(m)} v$. Using the two-level recurrence (33), we obtain for $p=2$,

$$
\begin{aligned}
A_{k}\left(\mathcal{E}_{k} v, v\right) & \equiv A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right) \\
& =A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+A_{k-1}\left(\mathcal{E}_{k-1}^{2} P_{k-1} \tilde{v}, P_{k-1} \tilde{v}\right) \\
& \leq A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\delta^{2} A_{k-1}\left(P_{k-1} \tilde{v}, P_{k-1} \tilde{v}\right) \\
& =A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\delta^{2} A_{k}\left(I_{k} P_{k-1} \tilde{v}, \tilde{v}\right) \\
& =\left(1-\delta^{2}\right) A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\delta^{2} A_{k}(\tilde{v}, \tilde{v}) .
\end{aligned}
$$

By Conditions (A.2") and (SM.1), and using Lemma 4.2,

$$
\begin{aligned}
A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right) & \leq C_{\mathrm{P}}^{2 \alpha}\left(\frac{\left\|A_{k} \tilde{v}\right\|_{k}^{2}}{\lambda_{k}}\right)^{\alpha}\left[A_{k}(\tilde{v}, \tilde{v})\right]^{1-\alpha} \\
& \leq \frac{C_{\mathrm{P}}^{2 \alpha}}{(\omega m)^{\alpha}}\left[A_{k}(v, v)-A_{k}(\tilde{v}, \tilde{v})\right]^{\alpha}\left[A_{k}(\tilde{v}, \tilde{v})\right]^{1-\alpha} .
\end{aligned}
$$

We now put things together to get

$$
A_{k}\left(\mathcal{E}_{k} v, v\right) \leq\left(1-\delta^{2}\right) \frac{C_{\mathrm{P}}^{2 \alpha}}{(\omega m)^{\alpha}}\left(\|v v\|^{2}-\|\tilde{v}\|^{2}\right)^{\alpha}\left(\| \| \tilde{v}\| \|^{2}\right)^{1-\alpha}+\delta^{2}\|\tilde{v}\| \|^{2}
$$

Let $x=\|\tilde{v}\|^{2} /\|v v\|^{2}$. Then

$$
A_{k}\left(\mathcal{E}_{k} v, v\right) \leq f\left(\delta^{2} ; x, m\right) A_{k}(v, v)
$$

with $f(\delta ; x, m)$ defined by (38). The theorem will follow if we can show

$$
\begin{equation*}
f\left(\delta^{2} ; x, m\right) \leq \delta, \tag{39}
\end{equation*}
$$

for $\delta=M /\left(M+m^{\alpha}\right)$ with $M$ sufficient large.
We now prove (39). We have shown in the proof of Theorem 4.1 that

$$
f\left(\delta^{2} ; x, m\right) \leq \max \left(\ell\left(\delta^{2} ; 0\right), \ell\left(\delta^{2} ; 1\right)\right), \quad \text { for all } \tau>0
$$

Here $\ell(\delta ; x) \equiv \delta x+(1-\delta)\left[\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau(1-x)+(1-\alpha)(\tau m)^{-\frac{\alpha}{1-\alpha}} x\right]$. It thus suffices to show that there exists a number $\delta$ with $0<\delta<1$ such that, with an appropriately chosen $\tau$ (with the possible restrictions $\tau \geq 1 / m$ for $\alpha=1$ ),

$$
\ell\left(\delta^{2} ; 0\right)=\left(1-\delta^{2}\right)\left(\alpha C_{\mathrm{P}}^{2} / \omega\right) \tau \leq \delta
$$

and

$$
\ell\left(\delta^{2} ; 1\right)=\delta^{2}+\left(1-\delta^{2}\right)(1-\alpha)(\tau m)^{-\alpha /(1-\alpha)} \leq \delta
$$

These two inequalities can be written as

$$
\left(\frac{1+\delta}{\delta}\right)^{1-\alpha}\left(\frac{1-\alpha}{m^{\alpha /(1-\alpha)}}\right)^{1-\alpha} \leq \tau^{\alpha} \leq\left(\frac{\delta}{1-\delta^{2}}\right)^{\alpha}\left(\frac{1}{\alpha C_{\mathrm{P}}^{2} / \omega}\right)^{\alpha}
$$

This is equivalent to choosing a $\delta \in(0,1)$ so that

$$
\frac{1+\delta}{\delta}(1-\delta)^{\alpha} \leq \frac{m^{\alpha}}{\left(\alpha C_{\mathrm{P}}^{2} / \omega\right)^{\alpha}(1-\alpha)^{1-\alpha}} \equiv \frac{m^{\alpha}}{C_{\alpha}}
$$

holds uniformly in $m \geq 1$. Clearly, we can take $\delta=\frac{M}{M+m^{\alpha}}$ with $M$ large enough such that above inequality holds. For example, take $M \geq \frac{1}{2}\left(4 C_{\alpha}\right)^{1 / \alpha}=$ $\frac{1}{2} 4^{1 / \alpha}\left(\alpha C_{\mathrm{P}}^{2} / \omega\right)(1-\alpha)^{\frac{(1-\alpha)}{\alpha}}$. We have thus proved (39) and hence the theorem.

In many applications, Condition (I.1) is not valid. We note that Condition (I.1) is used in Lemma 4.1 to prove

$$
A_{k}\left(\mathcal{E}_{k} v, v\right) \equiv A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right) \geq 0
$$

Without (I.1), we have to prove

$$
\left|A_{k}\left(\mathcal{E}_{k} v, v\right)\right| \leq \delta A_{k}(v, v) \quad \text { for some } \delta<1
$$

It is sufficient to assume either the number of smoothings, $m$, to be sufficiently large (but independent of $k$ ), or the following stability condition on $I_{k}$.

Condition (I.2) For $k=2, \ldots, J$, the operators $I_{k}$ satisfy

$$
A_{k}\left(I_{k} v, I_{k} v\right) \leq 2 A_{k-1}(v, v), \quad \text { for all } v \in M_{k-1}
$$

Theorem 4.3 (W-cycle) Suppose that Condition (A.2") holds and that the smoothers, $R_{k}$, satisfy Condition (SM.1). Let $p=2$ and $m_{k}=m$ for all $k$. Assume that either
(a) Condition (I.2) holds or
(b) the number of smoothings, m, is sufficiently large.

Then

$$
\begin{equation*}
\left|A_{k}\left(\mathcal{E}_{k} v, v\right)\right| \leq \delta A_{k}(v, v), \quad \text { for all } v \in M_{k} \tag{40}
\end{equation*}
$$

with $\delta=\frac{M}{M+m^{\alpha}}$ with $M$ sufficiently large.
Proof. We proceed by induction. Let $\delta$ be defined as in Theorem 4.2. Since $\mathcal{E}_{k}=I-B_{1} A_{1}=0,(40)$ holds for $k=1$. Assume that

$$
\left|A_{k-1}\left(\mathcal{E}_{k-1} v, v\right)\right| \leq \delta A_{k-1}(v, v), \quad \text { for all } v \in M_{k-1}
$$

Then

$$
0 \leq A_{k-1}\left(\mathcal{E}_{k-1}^{2} v, v\right) \leq \delta^{2} A_{k-1}(v, v), \quad \text { for all } v \in M_{k-1}
$$

We can prove in a way similar to the proof of the previous theorem that

$$
A_{k}\left(\mathcal{E}_{k} v, v\right) \leq \delta A_{k}(v, v)
$$

with $\delta=M /\left(M+m^{\alpha}\right)$ given by the previous theorem. We now show that

$$
-A_{k}\left(\mathcal{E}_{k} v, v\right) \leq \delta A_{k}(v, v)
$$

with the same $\delta$. We first consider the case in which $m$ is sufficiently large. Note that $\mathcal{E}_{k}^{2}$ is always symmetric, positive semidefinite. The two-level recurrence relation (33), with $p=2$, implies that

$$
-A_{k}\left(\mathcal{E}_{k} v, v\right) \leq-A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right) \leq \frac{C_{\mathrm{P}}^{2 \alpha}}{(\omega m)^{\alpha}} A_{k}(v, v)
$$

Without loss of generality, we assume that $M>C_{\mathrm{P}}^{2 \alpha} / \omega^{\alpha}$. Then we choose $m$ so large that $\frac{C_{\mathrm{P}}^{2 \alpha}}{(\omega m)^{\alpha}} \leq \delta=\frac{M}{M+m^{\alpha}}$ and then (40) follows in this case.

Now if Condition (I.2) holds, then

$$
-A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right) \leq A_{k}(\tilde{v}, \tilde{v})
$$

This implies that for any $\delta \in(0,1)$,

$$
-A_{k}\left(\mathcal{E}_{k} v, v\right) \leq\left(1-\delta^{2}\right)\left|A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)\right|+\delta^{2} A_{k}(\tilde{v}, \tilde{v})
$$

This is the same bound as for $A_{k}\left(\mathcal{E}_{k} v, v\right)$. Thus the proof proceeds as before to show that

$$
\left|A_{k}\left(\mathcal{E}_{k} v, v\right)\right| \leq \delta A_{k}(v, v)
$$

for $\delta=\frac{M}{M+m^{\alpha}}$ with $M$ sufficiently large. This proves the theorem.

### 4.5 Multigrid V-cycle as a Preconditioner

We now consider using the multigrid operator $B_{k}$ as a preconditioner for $A_{k}$. Any symmetric positive definite operator can be used as a preconditioner for $A_{k}$. We will discuss the conditions under which multigrid operator $B_{k}$ is a good preconditioner.

Theorem 4.1 states that if Conditions (A.2") and (I.1) hold and the smoothers satisfy Condition (SM.1), then

$$
0 \leq A_{k}\left(\mathcal{E}_{k} v, v\right) \equiv A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right) \leq \delta_{k} A_{k}(v, v)
$$

which is equivalent to

$$
\begin{equation*}
\left(1-\delta_{k}\right) A_{k}(v, v) \leq A_{k}\left(B_{k} A_{k} v, v\right) \leq A_{k}(v, v) \tag{41}
\end{equation*}
$$

Therefore, in such a case, $B_{k}$ is an optimal preconditioner for $A_{k}$.
In many situations, Condition (I.1) is not satisfied. In such a case $A_{k}\left(\mathcal{E}_{k} v, v\right)$ could become negative, and thus $\mathcal{E}_{k}$ may not be a reducer. For the V -cycle and the variable V-cycle multigrid algorithms, we have proved without using Condition (I.1) that $A_{k}\left(\mathcal{E}_{k} v, v\right) \leq \delta_{k} A_{k}(v, v)$, which is equivalent to the lower estimate in (41). Condition (I.1) is only used to get the upper estimate in (41). We do not need the upper estimate in (41) in order to use $B_{k}$ as a preconditioner. For a good preconditioner, we want to find numbers $\underline{\eta}_{k}$ and $\bar{\eta}_{k}$ such that

$$
\begin{equation*}
\underline{\eta}_{k} A_{k}(v, v) \leq A_{k}\left(B_{k} A_{k} v, v\right) \leq \bar{\eta}_{k} A_{k}(v, v), \quad \text { for all } v \in M_{k} \tag{42}
\end{equation*}
$$

We will provide estimates for $\underline{\eta}_{k}$ and $\bar{\eta}_{k}$ for the variable V-cycle multigrid operator under the Conditions (SM.1) and (A.2"). Note again that (SM.1) and (A.2") imply the lower estimate in (41), and hence the lower estimate of (42) follows with $\underline{\eta}_{k} \geq 1-\delta_{k}$.

Theorem 4.4 (V-cycle preconditioner) Let $p=1$. Assume that Condition (A.2") holds and that the smoothers, $R_{k}$, satisfy Condition (SM.1). Then (42) holds with

$$
\underline{\eta}_{k}=\frac{\omega m_{k}^{\alpha}}{\alpha C_{\mathrm{P}}^{2}+\omega m_{k}^{\alpha}} \prod_{i=2}^{k}\left(1-\frac{1-\alpha}{m_{i}^{\alpha}}\right) \quad \text { and } \quad \bar{\eta}_{k}=\prod_{i=2}^{k}\left(1+\bar{\delta}_{i}\right)
$$

where $\bar{\delta}_{i}=\frac{C_{\mathrm{P}}^{2 \alpha}}{\omega^{\alpha} m_{i}^{\alpha}} \alpha^{\alpha}(1-\alpha)^{1-\alpha}$. In particular if the number of smoothings, $m_{k}$, satisfies

$$
\beta_{0} m_{k} \leq m_{k-1} \leq \beta_{1} m_{k}
$$

for some $1<\beta_{0} \leq \beta_{1}$ independent of $k$, then

$$
\underline{\eta}_{k} \geq \frac{m_{k}^{\alpha}}{M+m_{k}^{\alpha}} \quad \text { and } \quad \bar{\eta}_{k} \leq 1+\frac{M}{m_{k}^{\alpha}}=\frac{M+m_{k}^{\alpha}}{m_{k}^{\alpha}} \quad \text { for some } M
$$

Proof. We have shown in the proof of Theorem 4.1 that Conditions (A.2") and (SM.1) imply that $A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right)=A_{k}\left(\mathcal{E}_{k} v, v\right) \leq \delta_{k} A_{k}(v, v)$. Consequently, $\left(1-\delta_{k}\right) A_{k}(v, v) \leq A_{k}\left(B_{k} A_{k} v, v\right)$ and the lower estimate in (42) holds with

$$
\underline{\eta}_{k}=1-\delta_{k}=\left(\frac{1}{\alpha C_{\mathrm{P}}^{2} /\left(\omega m_{k}^{\alpha}\right)+1}\right) \prod_{i=2}^{k}\left(1-\frac{1-\alpha}{m_{i}^{\alpha}}\right) .
$$

We prove the upper estimate in (42) by induction. For $k=1$ there is nothing to prove. Assume (42) is true for $k-1$. Then
$-A_{k-1}\left(\left(I-B_{k-1} A_{k-1}\right) w, w\right) \leq\left(\bar{\eta}_{k-1}-1\right) A_{k-1}(w, w), \quad$ for all $w \in M_{k-1}$.
Set $\tilde{v}=K_{k}^{\left(m_{k}\right)} v$. By the induction hypothesis

$$
\begin{align*}
-A_{k}((I & \left.\left.-B_{k} A_{k}\right) v, v\right) \\
& =-A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)-A_{k-1}\left(\left(I-B_{k-1} A_{k-1}\right) P_{k-1} \tilde{v}, P_{k-1} \tilde{v}\right) \\
& \leq-A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\left(\bar{\eta}_{k-1}-1\right) A_{k-1}\left(P_{k-1} \tilde{v}, P_{k-1} \tilde{v}\right) \\
& =-\bar{\eta}_{k-1} A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\left(\bar{\eta}_{k-1}-1\right) A_{k}(\tilde{v}, \tilde{v}) \\
& \leq-\bar{\eta}_{k-1} A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)+\left(\bar{\eta}_{k-1}-1\right) A_{k}(v, v) \tag{43}
\end{align*}
$$

It remains to estimate $-A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right)$. By Condition (A.2")

$$
-A_{k}\left(\left(I-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right) \leq C_{\mathrm{P}}^{2 \alpha}\left[\frac{\left\|A_{k} \tilde{v}\right\|_{k}^{2}}{\lambda_{k}}\right]^{\alpha}\left[A_{k}(\tilde{v}, \tilde{v})\right]^{1-\alpha}
$$

By Lemma 4.2,

$$
\frac{\left\|A_{k} \tilde{v}\right\|_{k}^{2}}{\lambda_{k}} \leq \frac{1}{\omega m_{k}}\left[A_{k}(v, v)-A_{k}(\tilde{v}, \tilde{v})\right]
$$

Hence, since $0 \leq A_{k}(\tilde{v}, \tilde{v}) \leq A_{k}(v, v)$, we have that

$$
\begin{align*}
-A_{k}((I & \left.\left.-I_{k} P_{k-1}\right) \tilde{v}, \tilde{v}\right) \\
& \leq \frac{C_{\mathrm{P}}^{2 \alpha}}{\left(\omega m_{k}\right)^{\alpha}}\left[A_{k}(v, v)-A_{k}(\tilde{v}, \tilde{v})\right]^{\alpha}\left[A_{k}(\tilde{v}, \tilde{v})\right]^{1-\alpha} \\
& \leq \frac{C_{\mathrm{P}}^{2 \alpha}}{\left(\omega m_{k}\right)^{\alpha}} \alpha^{\alpha}(1-\alpha)^{1-\alpha} A_{k}(v, v) \\
& =\bar{\delta}_{i} A_{k}(v, v) \tag{44}
\end{align*}
$$

Combining (43) and (44), we obtain

$$
\begin{aligned}
-A_{k}((I & \left.\left.-B_{k} A_{k}\right) v, v\right) \\
& \leq\left[\bar{\eta}_{k-1} \bar{\delta}_{k}+\left(\bar{\eta}_{k-1}-1\right)\right] A_{k}(v, v) \\
& =\left(\bar{\eta}_{k}-1\right) A_{k}(v, v) .
\end{aligned}
$$

Hence $A_{k}\left(B_{k} A_{k} v, v\right) \leq \bar{\eta}_{k} A_{k}(v, v)$ and the theorem is proved.
We now prove a general result for the V-cycle multigrid without assuming the regularity-approximation assumption (A.2").

Theorem 4.5 If the operators $\bar{R}_{k}, k=1,2, \ldots, J$, are symmetric and positive definite, then the operator $B_{J}$ corresponding to the $V$-cycle multigrid method $(p=1)$ is symmetric and positive definite. If in addition, Condition (SM.1) holds, then

$$
\frac{\omega}{\lambda_{k}} A_{k}(v, v) \leq A_{k}\left(\left(B_{k} A_{k}\right) v, v\right)
$$

Proof. It is the same to prove that $B_{k} A_{k}$ is symmetric and positive definite with respect to $A_{k}(\cdot, \cdot)$. The symmetry is easy to see. Let $\tilde{v}=K_{k}^{\left(m_{k}\right)} v$. Since $p=1$, we get

$$
A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right)=A_{k}(\tilde{v}, \tilde{v})-A_{k-1}\left(\left(B_{k-1} A_{k-1}\right) P_{k-1} \tilde{v}, P_{k-1} \tilde{v}\right)
$$

The induction hypothesis implies that

$$
A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right)<A_{k}(\tilde{v}, \tilde{v})
$$

If $\bar{R}_{k}$ is symmetric and positive definite, then $A_{k}(\tilde{v}, \tilde{v})<A_{k}(v, v)$ and $B_{k}$ is symmetric and positive definite. If in addition, (SM.1) holds, then $A_{k}(\tilde{v}, \tilde{v}) \leq$ $\left(1-\omega / \lambda_{k}\right) A_{k}(v, v)$ and thus $\omega \lambda_{k}^{-1} A_{k}(v, v) \leq A_{k}\left(B_{k} A_{k} v, v\right)$.

The theorem shows that the (variable) V-cycle multigrid operator $B_{k}$ is symmetric and positive definite, and thus can always be used as a preconditioner if the size of the condition number is not a concern. If in addition we know that Condition (I.1) holds, then by Lemma 4.1, we have

$$
0 \leq A_{k}\left(\left(I-B_{k} A_{k}\right) v, v\right), \quad \text { for all } v \in M_{k}
$$

or equivalently

$$
A_{k}\left(B_{k} A_{k} v, v\right) \leq A_{k}(v, v), \quad \text { for all } v \in M_{k}
$$

Therefore, if Conditions (I.1) and (SM.1) hold, then

$$
A_{k}\left(\bar{R}_{k} A_{k} v, v\right) \leq A_{k}\left(B_{k} A_{k} v, v\right) \leq A_{k}(v, v)
$$

## 5 Computational Scales of Sobolev Norms

### 5.1 Introduction

In this lecture we provide a framework for developing computationally efficient multilevel preconditioners and representations for Sobolev norms. The material, for the most part, is taken from [6]. Specifically, given a Hilbert space $V$ and a nested sequence of subspaces, $V_{1} \subset V_{2} \subset \ldots \subset V$, we construct operators which are spectrally equivalent to those of the form $\mathcal{A}=\sum_{k} \mu_{k}\left(Q_{k}-Q_{k-1}\right)$. Here $\mu_{k}, k=1,2, \ldots$ are positive numbers and
$Q_{k}$ is the orthogonal projector onto $V_{k}$ with $Q_{0}=0$. We first present abstract results which show when $\mathcal{A}$ is spectrally equivalent to a similarly constructed operator $\widetilde{\mathcal{A}}$ defined in terms of an approximation $\widetilde{Q}_{k}$ of $Q_{k}$, for $k=1,2, \ldots$.

We describe how these results lead to efficient preconditioners for discretizations of differential and pseudo-differential operators of positive and negative order and to sums of such operators.

Multilevel subspace decompositions provide tools for the construction of preconditioners. One of the first examples of such a construction was provided in [9] where a simple additive multilevel operator (BPX) was developed for preconditioning second order elliptic boundary value problems. The analysis of the BPX preconditioner involves the verification of norm equivalences of the form

$$
\begin{equation*}
\|u\|_{H^{1}(\Omega)}^{2} \simeq \sum_{k=1}^{J} h_{k}^{-2}\left\|\left(Q_{k}-Q_{k-1}\right) u\right\|_{L^{2}(\Omega)}^{2}, \quad \text { for all } u \in V_{J} \tag{45}
\end{equation*}
$$

The above norms are those corresponding to the Sobolev space $H^{1}(\Omega)$ and $L^{2}(\Omega)$ respectively. The quantity $h_{k}$ is the approximation parameter associated with $V_{k}$. The original results in [9] were sharpened by [23] and [30] to show that (45) holds with constants of equivalence independent of $J$. Practical preconditioners involve the replacement of the operator $Q_{k}-Q_{k-1}$ by easily computable operators as discussed in [9].

In addition to the above application, there are other practical applications of multilevel decompositions. In particular, for boundary element methods, it is important to have computationally simple operators which are equivalent to pseudo-differential operators of order one and minus one. In addition, multilevel decompositions which provide norm equivalences for $H^{1 / 2}(\partial \Omega)$ can be used to construct bounded extension operators used in nonoverlapping domain decomposition with inexact subdomain solves.

The equivalence (45) is the starting point of the multilevel analysis. This equivalence is valid for $J=\infty$ in which case we get a norm equivalence on $H^{1}(\Omega)$. It follows from (45) that

$$
\|v\|_{H^{s}(\Omega)}^{2} \simeq \sum_{k=1}^{\infty} h_{k}^{-2 s}\left\|\left(Q_{k}-Q_{k-1}\right) v\right\|_{L^{2}(\Omega)}^{2}
$$

for $s \in[0,1]$. Here $\|\cdot\|_{H^{s}(\Omega)}$ denotes the norm on the Sobolev space $H^{s}(\Omega)$ of order $s$. This means that the operator

$$
\begin{equation*}
\mathcal{A}^{s}=\sum_{k=1}^{\infty} h_{k}^{-2 s}\left(Q_{k}-Q_{k-1}\right) \tag{46}
\end{equation*}
$$

can be used as a preconditioner. However, $\mathcal{A}^{s}$ is somewhat expensive to evaluate since the evaluation of the projector $Q_{k}$ requires the solution of a Gram matrix problem. Thus, many researchers have sought computationally efficient operators which are equivalent to $\mathcal{A}^{s}$.

Some techniques for constructing such operators based on wavelet or wavelet-like space decompositions are given by [13], [18], [20], [26], [25], [28], [29] and others. In the domain decomposition literature, extension operators that exploit multilevel decomposition were used in [10], [16], and [22].

In this lecture we construct simple multilevel decomposition operators which can also be used to define norms equivalent to the usual norms on Sobolev spaces. Specifically, we develop computationally efficient operators which are uniformly equivalent to the more general operator

$$
\begin{equation*}
\mathcal{A}_{J}=\sum_{k=1}^{J} \mu_{k}\left(Q_{k}-Q_{k-1}\right) \tag{47}
\end{equation*}
$$

where $1 \leq J \leq \infty$ and $\left\{\mu_{k}\right\}$ are positive constants. We start by stating an abstract theorem. The proof is in [6]. Let $\left\{\widetilde{Q}_{k}\right\}$, with $\widetilde{Q}_{k}: V_{J} \rightarrow V_{k}$, be another sequence of linear operators. The theorem shows that the operators $\mathcal{A}_{J}$ and

$$
\begin{equation*}
\widetilde{\mathcal{A}}_{J}=\sum_{k=1}^{J} \mu_{k}\left(\widetilde{Q}_{k}^{t}-\widetilde{Q}_{k-1}^{t}\right)\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right) \tag{48}
\end{equation*}
$$

are spectrally equivalent under appropriate assumptions on the spaces $V_{k}$, the operators $\widetilde{Q}_{k}$ and the sequence $\left\{\mu_{k}\right\}$. Here $\widetilde{Q}_{k}^{t}$ is the adjoint of $\widetilde{Q}_{k}$. The abstract results are subsequently applied to develop efficient preconditioners when $\widetilde{Q}_{k}$ is defined in terms of a simple averaging operator. Some partial results involving the operator used here were stated in [22].

Because of the generality of the abstract results, they can be applied to preconditioning sums of operators. An example of this is the so-called "singularly perturbed" problem resulting from preconditioning parabolic time stepping problems which leads to

$$
\mu_{k}=\left(\epsilon h_{k}^{-2}+1\right)^{-1}
$$

In this example $\epsilon$ is the time step size. Our results give rise to preconditioned systems with uniformly bounded condition numbers independent of the parameter $\epsilon$.

We note that [25] provides an $L^{2}$-stable local basis for the spaces $\left\{\right.$ Range $\left.\left(Q_{k}-Q_{k-1}\right)\right\}$. With such a construction it is possible to obtain preconditioners for many of the applications considered in this lecture. However, our approach is somewhat simpler to implement. In addition, our abstract framework allows for easy application to other situations such as function spaces which are piecewise polynomials of higher order.

### 5.2 A Norm Equivalence Theorem

We now provide abstract conditions which imply the spectral equivalence of (47) and (48). We start by introducing the multilevel spaces. Let $V$ be a

Hilbert space with inner product $(\cdot, \cdot)$. We assume that we are given a nested sequence of approximation subspaces,

$$
V_{1} \subset V_{2} \subset \ldots \subset V
$$

and that this sequence is dense in $V$. Let $\theta_{j}, j=1,2, \ldots$, be a non-decreasing sequence of positive real numbers. Define $H$ to be the subspace of $V$ such that the norm

$$
\|\|v\|\|=\left(\sum_{j=1}^{\infty} \theta_{j}\left\|\left(Q_{j}-Q_{j-1}\right) v\right\|^{2}\right)^{1 / 2}
$$

is finite. Here $\|\cdot\|$ denotes the norm in $V, Q_{j}$ for $j>0$, denotes the orthogonal projection onto $V_{j}$ and $Q_{0}=0$. Clearly $H$ is a Hilbert space and $\left\{V_{k}\right\}$ is dense in $H$.

The following properties are obvious from the construction.

1. The "inverse inequality" holds for $V_{j}$, i.e.,

$$
\begin{equation*}
\|\mid v\|\left\|\leq \theta_{j}^{1 / 2}\right\| v \|, \quad \text { for all } v \in V_{j} . \tag{49}
\end{equation*}
$$

2. The "approximation property" holds for $V_{j}$, i.e.,

$$
\begin{equation*}
\left\|\left(Q_{j}-Q_{j-1}\right) v\right\| \leq \theta_{j}^{-1 / 2}\| \| v\| \|, \quad \text { for all } v \in H \tag{50}
\end{equation*}
$$

As discussed in the introduction, the abstract results will be stated in terms of an additional sequence of "approximation" operators, $\widetilde{Q}_{k}: V \rightarrow V_{k}$ for $k>0$ and $\widetilde{Q}_{0}=0$. These operators are assumed to satisfy the following three conditions, for $k=1,2, \ldots$.

1. An "approximation property": There exists a constant $C_{A}$ such that

$$
\begin{equation*}
\left\|\left(Q_{k}-\widetilde{Q}_{k}\right) v\right\| \leq C_{A} \theta_{k}^{-1 / 2} \mid\|v\| \|, \quad \text { for all } v \in H \tag{51}
\end{equation*}
$$

2. Uniform coercivity of $\widetilde{Q}_{k}$ : There exists a $\delta>0$ such that

$$
\begin{equation*}
\delta\left\|v_{k}\right\|^{2} \leq\left(\widetilde{Q}_{k} v_{k}, v_{k}\right), \quad \text { for all } v_{k} \in V_{k} . \tag{52}
\end{equation*}
$$

3. The range of $\widetilde{Q}_{k}^{t}$, the adjoint of $\widetilde{Q}_{k}$, is contained in $V_{k}$. This condition is equivalent to

$$
\begin{equation*}
\widetilde{Q}_{k} Q_{k}=Q_{k} \widetilde{Q}_{k} \tag{53}
\end{equation*}
$$

Remark 5.1 Let $\left\{\phi_{i}\right\}_{i=1}^{m}$ be a basis for $V_{k}$. It is not difficult to see that there exists $\left\{f_{i}\right\}_{i=1}^{m}$ with $f_{i} \in V$ such that

$$
\tilde{Q}_{k} v=\sum_{i=1}^{m}\left(v, f_{i}\right) \phi_{i} \quad \text { for all } v \in V .
$$

Then

$$
\tilde{Q}_{k}^{t} w=\sum_{i=1}^{m}\left(w, \phi_{i}\right) f_{i} \quad \text { for all } w \in V_{k}
$$

Thus Condition 3 above holds if and only if $f_{i} \in V_{k}$, for $i=1, \ldots, m$.

The purpose of this section is to provide abstract conditions which guarantee that the symmetric operators $\mathcal{A}_{J}$ and $\widetilde{\mathcal{A}}_{J}$, defined respectively by (47) and (48), are spectrally equivalent. Let $\mathcal{L}=\left(\ell_{k, j}\right)$ be the lower triangular (infinite) matrix with nonzero entries

$$
\begin{equation*}
\ell_{k, j}=\left(\frac{\theta_{j} \mu_{k}}{\theta_{k} \mu_{j}}\right)^{1 / 2}, k \geq j \tag{54}
\end{equation*}
$$

We assume that $\mathcal{L}$ has bounded $l_{2}$ norm, i.e.,

$$
\begin{equation*}
\|\mathcal{L}\|_{\ell_{2}} \equiv \sup _{\left.\left\{\xi_{k}\right\},\left\{\zeta_{k}\right\}\right\}} \frac{\sum_{k=1}^{\infty} \sum_{j \leq k} \ell_{k, j} \xi_{k} \zeta_{j}}{\left(\sum_{k=1}^{\infty} \xi_{k}^{2}\right)^{1 / 2}\left(\sum_{k=1}^{\infty} \zeta_{k}^{2}\right)^{1 / 2}} \leq C_{\mathcal{L}} \tag{55}
\end{equation*}
$$

The above condition implies that

$$
\mu_{k} \leq C \theta_{k}
$$

for $C=C_{\mathcal{L}}^{2} \mu_{1} / \theta_{1}$. Thus, $\left(\mathcal{A}_{J} v, v\right)<\infty$ for all $v \in H$.
We introduce one final condition: There exists a constant $\alpha$ such that

$$
\begin{equation*}
\mu_{k}+\mu_{k+1} \leq \alpha \mu_{k}, \text { for } k=1,2, \ldots \tag{56}
\end{equation*}
$$

We can now state the main abstract theorem.
Theorem 5.1 Assume that conditions (51)-(53), (55), and (56) are satisfied. Then the operator $\widetilde{\mathcal{A}}_{J}$ defined by (48), with $1 \leq J \leq \infty$, satisfies

$$
\left[3\left(1+\alpha \delta^{-2} C_{A}^{2} C_{\mathcal{L}}^{2}\right)\right]^{-1}\left(\mathcal{A}_{J} v, v\right) \leq\left(\widetilde{\mathcal{A}}_{J} v, v\right) \leq 3\left(1+\alpha C_{A}^{2} C_{\mathcal{L}}^{2}\right)\left(\mathcal{A}_{J} v, v\right)
$$

for all $v \in H$.
Remark 5.2 If $W$ is the completion of $H$ under the norm $\|v\|_{\mathcal{A}}=\left(\mathcal{A}_{\infty} v, v\right)^{1 / 2}$, then the estimate of Theorem 5.1 extends to all of $W$ by density.

With the following lemma the theorem is easily proved. Its proof is in [6].
Lemma 5.1 Assume that conditions (51)-(53), and (55) are satisfied. Then for all $u \in H$,

$$
\begin{equation*}
\sum_{k=1}^{J} \mu_{k}\left\|\left(Q_{k}-\widetilde{Q}_{k}\right) u\right\|^{2} \leq C_{A}^{2} C_{\mathcal{L}}^{2}\left(\mathcal{A}_{J} u, u\right) \tag{57}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=1}^{J} \mu_{k}\left\|\left(Q_{k}-\widetilde{Q}_{k}\right) u\right\|^{2} \leq \delta^{-2} C_{A}^{2} C_{\mathcal{L}}^{2}\left(\widetilde{\mathcal{A}}_{J} u, u\right) \tag{58}
\end{equation*}
$$

Proof (Proof of Theorem 5.1). Note that

$$
\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right)=\left(Q_{k}-Q_{k-1}\right)-\left(Q_{k}-\widetilde{Q}_{k}\right)+\left(Q_{k-1}-\widetilde{Q}_{k-1}\right) .
$$

Thus for $v \in H$,

$$
\begin{aligned}
\left(\widetilde{\mathcal{A}}_{J} v, v\right) & =\sum_{k=1}^{J} \mu_{k}\left\|\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right) v\right\|^{2} \\
& \leq 3\left(\sum_{k=1}^{J} \mu_{k}\left\|\left(Q_{k}-Q_{k-1}\right) v\right\|^{2}+\sum_{k=1}^{J}\left(\mu_{k}+\mu_{k+1}\right)\left\|\left(Q_{k}-\widetilde{Q}_{k}\right) v\right\|^{2}\right) \\
& \leq 3\left(1+\alpha C_{A}^{2} C_{\mathcal{L}}^{2}\right)\left(\mathcal{A}_{J} v, v\right)
\end{aligned}
$$

We used (56) and Lemma 5.1 for the last inequality above. The proof for the other inequality is essentially the same. This completes the proof of the theorem.

### 5.3 Development of Preconditioners

The above results can be applied to the development of preconditioners. Indeed, consider preconditioning an operator on $V_{J}$ which is spectrally equivalent to

$$
\begin{equation*}
L_{J}=\sum_{k=1}^{J} \mu_{k}^{-1}\left(Q_{k}-Q_{k-1}\right) \tag{59}
\end{equation*}
$$

Our preconditioner $B_{J}$ is to be spectrally equivalent to the operator

$$
A_{J} \equiv L_{J}^{-1}=\sum_{k=1}^{J} \mu_{k}\left(Q_{k}-Q_{k-1}\right) .
$$

Let

$$
\begin{equation*}
B_{J}=\sum_{k=1}^{J} \mu_{k}\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right)^{t}\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right) \tag{60}
\end{equation*}
$$

Then $B_{J}$ and $A_{J}$ are spectrally equivalent provided that $\left\{\mu_{k}\right\}$ and $\left\{\widetilde{Q}_{k}\right\}$ satisfy the hypothesis of the theorem. It follows that $B_{J} L_{J}$ is well conditioned.

### 5.4 Preconditioning Sums of Operators

We next consider the case of preconditioning sums of operators. Suppose $\left\{\hat{\mu}_{k}\right\}$ is another sequence which satisfies conditions (55) and (56). Then

$$
\begin{equation*}
\hat{L}_{J}=\sum_{k=1}^{J} \hat{\mu}_{k}^{-1}\left(Q_{k}-Q_{k-1}\right) \tag{61}
\end{equation*}
$$

can be preconditioned by the operator defined by replacing $\mu_{k}$ by $\hat{\mu}_{k}$ in (60) above. The following corollary shows that the result can be extended to nonnegative combinations of $L_{J}$ and $\hat{L}_{J}$.

Corollary 5.1 Assume that conditions (51)-(53) are satisfied and that (55) and (56) hold for both $\left\{\mu_{k}\right\}$ and $\left\{\hat{\mu}_{k}\right\}$. For nonnegative $c_{1}$, $c_{2}$ with $c_{1}+c_{2}>0$ define

$$
\begin{equation*}
B_{J}=\sum_{k=1}^{J}\left(c_{1} \mu_{k}^{-1}+c_{2} \hat{\mu}_{k}^{-1}\right)^{-1}\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right)^{t}\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right) \tag{62}
\end{equation*}
$$

Then for $1 \leq J \leq \infty$,

$$
\begin{gathered}
{\left[3\left(1+4 \alpha \delta^{-2} C_{A}^{2} C_{\mathcal{L}}^{2}\right)\right]^{-1}\left(\left(c_{1} L_{J}+c_{2} \hat{L}_{J}\right)^{-1} v, v\right) \leq\left(B_{J} v, v\right) \leq} \\
3\left(1+4 \alpha C_{A}^{2} C_{\mathcal{L}}^{2}\right)\left(\left(c_{1} L_{J}+c_{2} \hat{L}_{J}\right)^{-1} v, v\right), \quad \text { for all } v \in H .
\end{gathered}
$$

The above corollary shows that $B_{J}$ is spectrally equivalent to $\left(c_{1} L_{J}+\right.$ $\left.c_{2} \hat{L}_{J}\right)^{-1}$ and hence provides a uniform preconditioner for $c_{1} L_{J}+c_{2} \hat{L}_{J}$. Moreover, the resulting condition number (for the preconditioned system) is bounded independently of the parameters $c_{1}$ and $c_{2}$.

Proof. Note that

$$
\left(c_{1} L_{J}+c_{2} \hat{L}_{J}\right)^{-1}=\sum_{k=1}^{J}\left(c_{1} \mu_{k}^{-1}+c_{2} \hat{\mu}_{k}^{-1}\right)^{-1}\left(Q_{k}-Q_{k-1}\right) .
$$

To apply the theorem to this operator, we simply must check the conditions on the sequence $\widetilde{\mu}_{k}=\left(c_{1} \mu_{k}^{-1}+c_{2} \hat{\mu}_{k}^{-1}\right)^{-1}$. The corresponding lower triangular matrix has entries

$$
\begin{aligned}
(\widetilde{\mathcal{L}})_{k, j} & =\left(\frac{\theta_{j} \widetilde{\mu}_{k}}{\theta_{k} \widetilde{\mu}_{j}}\right)^{1 / 2}=\left(\frac{\theta_{j}\left(c_{1} \mu_{j}^{-1}+c_{2} \hat{\mu}_{j}^{-1}\right)}{\theta_{k}\left(c_{1} \mu_{k}^{-1}+c_{2} \hat{\mu}_{k}^{-1}\right)}\right)^{1 / 2} \\
& \leq\left(\frac{\theta_{j}}{\theta_{k}}\left(\frac{\mu_{k}}{\mu_{j}}+\frac{\hat{\mu}_{k}}{\hat{\mu}_{j}}\right)\right)^{1 / 2} \leq\left(\frac{\theta_{j} \mu_{k}}{\theta_{k} \mu_{j}}\right)^{1 / 2}+\left(\frac{\theta_{j} \hat{\mu}_{k}}{\theta_{k} \hat{\mu}_{j}}\right)^{1 / 2}=(\mathcal{L}+\hat{\mathcal{L}})_{k, j}
\end{aligned}
$$

Since $0 \leq(\widetilde{\mathcal{L}})_{k, j} \leq(\mathcal{L}+\hat{\mathcal{L}})_{k, j}$, for every pair $k, j$, it follows that

$$
\|\widetilde{\mathcal{L}}\|_{\ell_{2}} \leq\|\mathcal{L}+\hat{\mathcal{L}}\|_{\ell_{2}} \leq 2 C_{\mathcal{L}}
$$

Because (56) holds for both $\left\{\mu_{k}\right\}$ and $\left\{\hat{\mu}_{k}\right\}$, it clearly holds for $\left\{\widetilde{\mu}_{k}\right\}$. The corollary follows by application of the theorem.

### 5.5 A Simple Approximation Operator $\widetilde{Q}_{\boldsymbol{k}}$

In this section, we define and analyze a simple approximation operator $\widetilde{Q}_{k}$. Our applications involve Sobolev spaces with possibly mixed boundary conditions.

Let $\Omega$ be a polygonal domain in $R^{2}$ with boundary $\partial \Omega=\Gamma_{D} \cup \Gamma_{N}$ where $\Gamma_{D}$ and $\Gamma_{N}$ are essentially disjoint. Dirichlet boundary conditions are imposed on $\Gamma_{D}$. We consider domains in $R^{2}$ for convenience. Generalizations of the
results to be presented to domains in $R^{d}$, with $d>2$, at least for rectangular parallelepipeds, are straightforward.

For non-negative integers $s$, let $H^{s}(\Omega)$ denote the Sobolev space of order $s$ on $\Omega$ (see, e.g. [14],[15]). The corresponding norm and semi-norm are denoted $\|\cdot\|_{H^{s}(\Omega)}$ and $|\cdot|_{H^{s}(\Omega)}$ respectively. The space $H_{D}^{1}(\Omega)$ is defined to be the functions in $H^{1}(\Omega)$ which vanish on $\Gamma_{D}$ and for $s>1, H_{D}^{s}(\Omega)=H^{s}(\Omega) \cap$ $H_{D}^{1}(\Omega)$. For positive non-integers $s$, the spaces $H^{s}(\Omega)$ and $H_{D}^{s}(\Omega)$ are defined by interpolation between the neighboring integers using the real method of Lions and Peetre (cf. [15]). For negative $s, H^{s}(\Omega)$ is defined to be the space of linear functionals for which the norm

$$
\|u\|_{H^{s}(\Omega)}=\sup _{\phi \in H_{D}^{-s}(\Omega)} \frac{<u, \phi>}{\|\phi\|_{H_{D}^{-s}(\Omega)}}
$$

is finite. Here $<\cdot \cdot \cdot>$ denotes the duality pairing. Clearly, for $s<0, L^{2}(\Omega) \subseteq$ $H^{s}(\Omega)$ if we identify $u \in L^{2}(\Omega)$ with the functional $\langle u, \phi\rangle \equiv(u, \phi)$.

## Some Basic Approximation Properties

Let $\mathcal{T}$ be a locally quasi-uniform triangulation of $\Omega$ and $\tau$ be a closed triangle in $\mathcal{T}$ with diameter $h_{\tau}$. Let $\widetilde{\tau}$ be the subset of the triangles in $\mathcal{T}$ whose boundaries intersect $\tau$ and define $V_{\widetilde{\tau}}$ to be the finite element approximation subspace consisting of functions which are continuous on $\widetilde{\tau}$ and piecewise linear with respect to the triangles of $\widetilde{\tau}$. Note that there are no boundary conditions imposed on the elements of $V_{\tilde{\tau}}$. We restrict the discussion in this paper to piecewise linear subspaces. Extensions of these considerations to more general nodal finite element subspaces pose no significant additional difficulties.

The following facts are well known.

1. Given $u \in H^{1}(\widetilde{\tau})$, there exists a constant $\widetilde{u}$ such that

$$
\begin{equation*}
\|u-\widetilde{u}\|_{H^{s}(\widetilde{\tau})} \leq C h_{\tau}^{1-s}|u|_{H^{1}(\widetilde{\tau})}, \quad s=0,1 \tag{63}
\end{equation*}
$$

2. Given $u \in H^{2}(\widetilde{\tau})$, there exists a linear function $\widetilde{u}$ such that

$$
\begin{equation*}
\|u-\widetilde{u}\|_{H^{s}(\widetilde{\tau})} \leq C h_{\tau}^{2-s}|u|_{H^{2}(\widetilde{\tau})}, \quad s=0,1,2 \tag{64}
\end{equation*}
$$

The best constants satisfying the above inequalities clearly depend on the shape of the domain $\widetilde{\tau}$. However, under the assumption that the triangulation is locally quasi-uniform, it is possible to show that the above inequalities hold with constants only depending on $s$ and on the quasi-uniformity constants.

For the purpose of analyzing our multilevel example we define the following local approximation operator $\widetilde{Q}_{\tilde{\tau}}: L^{2}(\Omega) \rightarrow V_{\tilde{\tau}}$. Let $\phi_{i}, i=1,2, \ldots, m$, be the nodal basis for $V_{\widetilde{\tau}}$. The operator $\widetilde{Q}_{\widetilde{\tau}}$ is given by

$$
\begin{equation*}
\widetilde{Q}_{\widetilde{\tau}} u=\sum_{i=1}^{m} \frac{\left(u, \phi_{i}\right)_{\widetilde{\tau}}}{\left(1, \phi_{i}\right)_{\widetilde{\tau}}} \phi_{i}, \tag{65}
\end{equation*}
$$

with $(\cdot, \cdot)_{\widetilde{\tau}}$ the inner product in $L^{2}(\widetilde{\tau})$. For $u, v \in L^{2}(\widetilde{\tau})$,

$$
\left(\widetilde{Q}_{\widetilde{\tau} u, v}\right)_{\widetilde{\tau}}=\sum_{i=1}^{m} \frac{\left(u, \phi_{i}\right)_{\widetilde{\tau}}\left(v, \phi_{i}\right)_{\widetilde{\tau}}}{\left(1, \phi_{i}\right)_{\widetilde{\tau}}}
$$

and hence it immediately follows that $\widetilde{Q}_{\widetilde{\tau}}$ is symmetric on $L^{2}(\widetilde{\tau})$. Moreover, $\widetilde{Q}_{\widetilde{\tau}}$ is positive definite when restricted to $V_{\widetilde{\tau}}$ (see, Lemma 5.5). The next lemma provides a basic approximation property for $\widetilde{Q}_{\widetilde{\tau}}$.

Lemma 5.2 Let $\tau$ be in $\mathcal{T}$. Then for $s=0,1$, there exists a constant $C$, independent of $\tau$, such that

$$
\begin{equation*}
\left\|u-\widetilde{Q}_{\widetilde{\tau}} u\right\|_{L^{2}(\widetilde{\tau})} \leq C h_{\tau}^{s}\|u\|_{H^{s}(\widetilde{\tau})}, \quad \text { for all } u \in H^{s}(\widetilde{\tau}) \tag{66}
\end{equation*}
$$

Proof. A simple computation shows that

$$
\left\|\widetilde{Q}_{\widetilde{\tau}} u\right\|_{L^{2}(\widetilde{\tau})} \leq C\|u\|_{L^{2}(\widetilde{\tau})}
$$

from which (66) immediately follows for $s=0$. For $s=1$, let $\tilde{u}$ be the constant function satisfying (63). Using the previous estimate, since $\widetilde{Q} \widetilde{\sim} \tilde{u}=\tilde{u}$, we have

$$
\left\|u-\widetilde{Q}_{\widetilde{\tau}} u\right\|_{L^{2}(\widetilde{\tau})} \leq\|u-\tilde{u}\|_{L^{2}(\widetilde{\tau})}+\left\|\widetilde{Q}_{\widetilde{\tau}}(u-\tilde{u})\right\|_{L^{2}(\widetilde{\tau})} \leq C\|u-\tilde{u}\|_{L^{2}(\widetilde{\tau})}
$$

Combining the above inequalities and (63) completes the proof of (66) for $s=1$.

## Approximation Properties: the Multilevel Case

We provide some stronger approximation properties in the case when the mesh results from a multilevel refinement strategy. Again we describe the case of $d=$ 2. The analogous constructions for $d>2$, at least for the case of rectangular parallelepipeds, are straightforward generalizations. Assume that an initial coarse triangulation $\mathcal{T}_{1}$ of $\Omega$ has been provided with $\Gamma_{D}$ aligning with the mesh $\mathcal{T}_{1}$. By this we mean that any edge of $\mathcal{T}_{1}$ on $\partial \Omega$ is either contained in $\Gamma_{D}$ or intersects $\Gamma_{D}$ at most at the endpoints of the edge. Multilevel triangulations are defined recursively. For $k>1$, the triangulation $\mathcal{T}_{k}$ is defined by breaking each triangle in $\mathcal{T}_{k-1}$ into four, by connecting the centers of the edges. The finite element space $V_{k}$ consists of the functions which are continuous on $\Omega$, piecewise linear with respect to $\mathcal{T}_{k}$ and vanish on $\Gamma_{D}$. Let $h_{k}=\max _{\tau \in \mathcal{T}_{k}} h_{\tau}$. Clearly, $h_{k}=2^{-k+1} h_{1}$.

We now define a sequence of approximation operators $\widetilde{Q}_{k}: L^{2}(\Omega) \rightarrow V_{k}$. Let $\phi_{i}, i=1, \ldots, m$ be the nodal basis for $V_{k}$. We define $\widetilde{Q}_{k}$ by

$$
\begin{equation*}
\widetilde{Q}_{k} u=\sum_{i=1}^{m} \frac{\left(u, \phi_{i}\right)}{\left(1, \phi_{i}\right)} \phi_{i} . \tag{67}
\end{equation*}
$$

Remark 5.3 Let $\tau$ be a triangle of $\mathcal{T}_{k}$. It is easy to see that $\widetilde{Q}_{\widetilde{\tau} u} u$ and $\widetilde{Q}_{k} u$ agree on $\tau$ as long as $\tau \cap \Gamma_{D}=\emptyset$.

In the multilevel case, we have the following stronger version of Lemma 5.2.
Lemma 5.3 Let $s$ be in $[0,3 / 2)$. There exists a constant $C_{s}$ not depending on $h_{k}$ such that

$$
\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\Omega)} \leq C_{s} h_{k}^{s}\|u\|_{H^{s}(\Omega)}, \quad \text { for all } u \in H_{D}^{s}(\Omega)
$$

For the proof of the lemma, we will use the following lemma which is a slight modification of Lemma 6.1 of [8]. Its proof is contained in the proof of Lemma 6.1 of [8].

Lemma 5.4 Let $\Omega^{\eta}$ denote the strip $\{x \in \Omega \mid \operatorname{dist}(x, \partial \Omega)<\eta\}$ and $0 \leq s<$ $1 / 2$. Then for all $v \in H^{1+s}(\Omega)$,

$$
\begin{equation*}
\|v\|_{H^{1}\left(\Omega^{\eta}\right)} \leq C \eta^{s}\|v\|_{H^{1+s}(\Omega)} . \tag{68}
\end{equation*}
$$

In addition, let $\Omega_{D}^{\eta}$ denote the strip $\left\{x \in \Omega \mid \operatorname{dist}\left(x, \Gamma_{D}\right)<\eta\right\}$. Then for all $v$ in $H_{D}^{1}(\Omega)$,

$$
\begin{equation*}
\|v\|_{L^{2}\left(\Omega_{D}^{\eta}\right)} \leq C \eta\|v\|_{H^{1}\left(\Omega^{\eta}\right)} \tag{69}
\end{equation*}
$$

Proof (Proof of Lemma 5.3). The proof for $s=0$ is trivial (see, Lemma 5.2). For positive $s$, we consider two cases. First we examine triangles whose boundaries do not intersect the boundary of any triangle in $\mathcal{T}_{1}$. We shall denote this set by $\tau \cap \mathcal{T}_{1}=\emptyset$ and the remaining set of triangles by $\tau \cap \mathcal{T}_{1} \neq \emptyset$.

Let $\phi_{i}$ be the nodal basis function in the space $V_{k}$ associated with the node $x_{i}^{k}$. Assume that $x_{i}^{k}$ does not lie on the boundary of any triangle $\tau \in \mathcal{T}_{1}$. Because of the multilevel construction, the mesh $\mathcal{T}_{k}$ is symmetric with respect to reflection through the point $x_{i}^{k}$. It follows that the nodal basis function $\phi_{i}$, restricted to a line passing through $x_{i}^{k}$, is an even function with respect to $x_{i}^{k}$. Let $x_{i}^{k}=\left(p_{1}, p_{2}\right)$. Then, both of the functions $x-p_{1}$ and $y-p_{2}$ are odd on each such line. Consequently,

$$
\left(x-p_{1}, \phi_{i}\right)=\left(y-p_{2}, \phi_{i}\right)=0 .
$$

Thus, it follows from Remark 5.3 that $\widetilde{Q}_{k} \widetilde{u}\left(x_{i}^{k}\right)=\widetilde{u}\left(x_{i}^{k}\right)$ for any linear function $\tilde{u}$.

Let $\tau$ be a triangle whose boundary does not intersect the boundary of any triangle of $\mathcal{T}_{1}$. Applying the above argument to each node of $\tau$ shows that $\widetilde{Q}_{k} \widetilde{u}=\widetilde{u}$ on $\tau$ for any linear function $\widetilde{u}$. Let $\widetilde{\tau}$ be as in Lemma 5.2. Given $u \in H^{2}(\widetilde{\tau})$, let $\tilde{u}$ be the linear function satisfying (64). As in the proof of Lemma 5.2, we get

$$
\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)}=\left\|u-\widetilde{Q}_{\widetilde{\tau}} u\right\|_{L^{2}(\tau)} \leq C\|u-\tilde{u}\|_{L^{2}(\widetilde{\tau})} \leq C h_{k}^{s}\|u\|_{H^{s}(\widetilde{\tau})}
$$

for $s=0,1,2$. Summing the above inequality and interpolating gives

$$
\begin{equation*}
\left(\sum_{\tau \cap \mathcal{T}_{1}=\emptyset}\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)}^{2}\right)^{1 / 2} \leq C h_{k}^{s}\|u\|_{H^{s}(\Omega)} \tag{70}
\end{equation*}
$$

for $s \in[0,2]$.
We next consider the case when $\tau$ intersects an edge in the triangulation $\mathcal{T}_{1}$. Suppose that $\tau$ intersects $\Gamma_{D}$. We clearly have that

$$
\begin{equation*}
\left\|\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)} \leq C\|u\|_{L^{2}(\widetilde{\tau})} \tag{71}
\end{equation*}
$$

Thus,

$$
\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)} \leq C\|u\|_{L^{2}(\widetilde{\tau})}
$$

Summing the above inequality and applying (69) gives

$$
\begin{equation*}
\left(\sum_{\tau \cap \Gamma_{D} \neq \emptyset}\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)}^{2}\right)^{1 / 2} \leq C h_{k}\|u\|_{H^{1}\left(\Omega^{2 h_{k}}\right)} \tag{72}
\end{equation*}
$$

Finally, we consider the case when $\tau$ intersects an edge in the triangulation $\mathcal{T}_{1}$ and does not intersect $\Gamma_{D}$. By Remark 5.3 and Lemma 5.2,

$$
\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)} \leq C h_{k}\|u\|_{H^{1}(\widetilde{\tau})}
$$

Summing the above inequality and using (72) gives

$$
\begin{equation*}
\left(\sum_{\tau \cap \mathcal{T}_{1} \neq \emptyset}\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)}^{2}\right)^{1 / 2} \leq C h_{k}\|u\|_{H^{1}\left(E^{\left.2 h_{k}\right)}\right.} \tag{73}
\end{equation*}
$$

Here $E^{2 h_{k}}$ denotes the strip of width $\mathcal{O}\left(2 h_{k}\right)$ around all element edges from the initial triangulation $\mathcal{T}_{1}$.

The lemma for $s=1$ follows combining (70) and (73). The result for $s \in(0,1)$ follows by interpolation. For $1<s<3 / 2$, (68) and (73) imply

$$
\left(\sum_{\tau \cap \mathcal{T}_{1} \neq \emptyset}\left\|u-\widetilde{Q}_{k} u\right\|_{L^{2}(\tau)}^{2}\right)^{1 / 2} \leq C h_{k}^{s}\|u\|_{H^{s}(\Omega)}
$$

The lemma for $1<s<3 / 2$ follows combining the above inequality with (70). This completes the proof of the lemma.

Remark 5.4 We can extend these arguments to the case when $V_{k}$ consists of piecewise quadratic functions with respect to the $k$ 'th triangulation. Again $\left\{\phi_{k}\right\}$ denotes the nodal basis for $V_{k}$. Then $\tilde{Q}_{k}$ defined by (67) satisfies Lemma 5.3. The proof is identical to the case of linears.

## The Coercivity Estimate

We next show that the coercivity estimate (52) holds for $\widetilde{Q}_{k}$. Actually, we only require that the triangulation $\mathcal{T}_{h}$ be locally quasi-uniform. We assume that $\Gamma_{D}$ aligns with this triangulation and let $V_{h}$ be the functions which are piecewise linear with respect to this triangulation, continuous on $\Omega$ and vanish on $\Gamma_{D}$. We consider the linear operator $\widetilde{Q}_{h}$ defined analogously to $\widetilde{Q}_{k}$ in (67) and show that

$$
\|v\|^{2} \leq C\left(\widetilde{Q}_{h} v, v\right), \quad \text { for all } v \in V_{h}
$$

The constant $C$ above only depends on the quasi-uniformity constant (or minimal angle).

Let $\left\{x_{i}\right\}$ for $i=1, \ldots, m$ be the nodes of the triangulation and $\left\{\phi_{i}\right\}$ be the corresponding nodal basis functions. The mesh is quasi-uniform so for each $\phi_{i}$, there is a parameter $h_{i}$ such that

$$
\begin{equation*}
h_{\tau} \simeq h_{i} \tag{74}
\end{equation*}
$$

holds for all triangles $\tau$ which have the node $x_{i}$ as a vertex. Here we define $a \simeq b$ to mean that

$$
a \leq C b \text { and } b \leq C a
$$

with constant $C$ independent of the triangulation. It is well known that

$$
\begin{equation*}
(v, v) \simeq \sum_{\tau \in \mathcal{T}_{h}} h_{\tau}^{2} \sum_{x_{l} \in \tau} v\left(x_{l}\right)^{2}, \quad \text { for all } v \in V_{h} \tag{75}
\end{equation*}
$$

It follows from (74) that

$$
\begin{equation*}
(v, v) \simeq \sum_{i=1}^{m} h_{i}^{2} v\left(x_{i}\right)^{2}, \quad \text { for all } v \in V_{h} \tag{76}
\end{equation*}
$$

We can now prove the coercivity estimate. This result was essentially given in [9] for the case of a globally quasi-uniform triangulation.

Lemma 5.5 Assume that the mesh $\mathcal{T}_{h}$ is locally quasi-uniform. There is a constant $C$ only depending on the quasi-uniformity condition such that

$$
C^{-1}(v, v) \leq\left(\widetilde{Q}_{h} v, v\right) \leq C(v, v), \quad \text { for all } v \in V_{h}
$$

Proof. Let $G$ be the Gram matrix, i.e.

$$
G_{i j}=\left(\phi_{i}, \phi_{j}\right), \quad i, j=1, \ldots, m
$$

and $D$ be the diagonal matrix with entries $D_{i i}=h_{i}^{2}$. Let $v$ be in $V_{h}$ and $w$ be the coefficient vector satisfying

$$
v=\sum_{i=1}^{m} w_{i} \phi_{i}
$$

Note that (76) can be rewritten as

$$
C^{-1}((G w, w)) \leq((D w, w)) \leq C((G w, w)), \quad \text { for all } w \in R^{m}
$$

Here $((\cdot, \cdot))$ denotes the inner product on $R^{m}$. This is equivalent to

$$
C^{-1}\left(\left(D^{-1} G w, G w\right)\right) \leq((G w, w)) \leq C\left(\left(D^{-1} G w, G w\right)\right), \quad \text { for all } w \in R^{m}
$$

Since

$$
\left(1, \phi_{i}\right) \simeq h_{i}^{2}
$$

it follows that

$$
\begin{aligned}
& \left(\widetilde{Q}_{h} v, v\right)=\sum_{i=1}^{m} \frac{\left(v, \phi_{i}\right)^{2}}{\left(1, \phi_{i}\right)}=\sum_{i=1}^{m} \frac{\left((G w)_{i}\right)^{2}}{\left(1, \phi_{i}\right)} \\
& \simeq\left(\left(D^{-1} G w, G w\right)\right) \simeq((G w, w))=(v, v)
\end{aligned}
$$

This completes the proof of the lemma.

### 5.6 Applications

Here we apply some of the above results. We follow [6]. As we have seen in the previously, the operator $\widetilde{Q}_{k}$ satisfies the approximation and coercivity estimates required for application of the abstract results. Throughout this discussion we assume that $V_{1} \subset V_{2} \subset \ldots$ is a sequence of nested piecewise linear and continuous multilevel spaces as described earlier. We take $V=$ $L^{2}(\Omega)$ and $(\cdot, \cdot)$ to be the corresponding inner product. With a slight abuse of notation we also use $(\cdot, \cdot)$ to denote the obvious duality pairing.
Remark 5.5 Since $V_{k} \subset H^{s}(\Omega)$, for $0 \leq s<3 / 2, Q_{k}$ and $\widetilde{Q}_{k}$ extend naturally to all of $H^{-s}(\Omega)$. Let $-3 / 2<s<3 / 2$ and define $\mathcal{A}^{s}$ as in (46). It is known that the norm $\left(\mathcal{A}^{s} u, u\right)^{1 / 2}$ is equivalent to $\|\cdot\|_{H^{s}(\Omega)}$; cf. [24].

Fix $\gamma<3 / 2$. By Lemma 5.3, the triangle inequality and well known properties of $Q_{k}$

$$
\left\|\left(Q_{k}-\widetilde{Q}_{k}\right) u\right\|_{L^{2}(\Omega)} \leq C \theta_{k}^{-1 / 2}\|u\|_{H^{\gamma}(\Omega)}
$$

where $\theta_{k}=h_{k}^{-2 \gamma}$. Let $s<\gamma$ and set $\mu_{k}=h_{k}^{-2 s}$. Then,

$$
\ell_{k, j}=\left(\frac{h_{k}}{h_{j}}\right)^{\gamma-s}
$$

decays exponentially as a function of $k-j$. An elementary computation gives that

$$
\|\mathcal{L}\| \leq C_{\mathcal{L}}=\left(1-\left(\frac{1}{2}\right)^{\gamma-s}\right)^{-1}
$$

The next theorem immediately follows from Remark 5.5, Remark 5.2 and Theorem 5.1.

Theorem 5.2 Let $-3 / 2<s<3 / 2$. Then $\left(\widetilde{\mathcal{A}}^{(s)} u, u\right)^{1 / 2}$ provides a norm on $H_{D}^{s}(\Omega)$ which is equivalent to the usual Sobolev norm. Here

$$
\widetilde{\mathcal{A}}^{(s)} u=\sum_{k=1}^{\infty} h_{k}^{-2 s}\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right)^{2} u
$$

## A Preconditioning Example

We consider applying the earlier results to develop a preconditioner for an example involving a pseudo-differential operator of order minus one. The canonical example of such an application is associated with a form

$$
\mathcal{V}(u, v)=\int_{\Omega} \int_{\Omega} \frac{u\left(s_{1}\right) v\left(s_{2}\right)}{\left|s_{1}-s_{2}\right|} d s_{1} d s_{2}
$$

For this application, $\Gamma_{D}$ is empty and we seek preconditioners for the problem: Find $U \in V_{J}$ satisfying

$$
\mathcal{V}(U, \phi)=F(\phi) \quad \text { for all } \phi \in V_{J} .
$$

Here $F$ is a given functional. It is shown in [5] that

$$
\begin{equation*}
\mathcal{V}(u, u) \simeq\|u\|_{H^{-1 / 2}(\Omega)}^{2} \quad \text { for all } u \in V_{J} . \tag{77}
\end{equation*}
$$

It is convenient to consider the problem of preconditioning in terms of operators. Specifically, let $\mathcal{V}: V_{J} \rightarrow V_{J}$ be defined by

$$
(\mathcal{V} v, w)=\mathcal{V}(v, w) \quad \text { for all } v, w \in V_{J}
$$

We shall see that $\widetilde{\mathcal{A}}_{J}^{(1 / 2)}$ defined by

$$
\widetilde{\mathcal{A}}_{J}^{(1 / 2)}=\sum_{k=1}^{J} h_{k}^{-1}\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right)^{2}
$$

provides a computationally efficient preconditioner for $\mathcal{V}$. Indeed, by Theorem 5.1,

$$
\left(\widetilde{\mathcal{A}}_{J}^{(1 / 2)} u, u\right) \simeq\left(\mathcal{A}^{1 / 2} u, u\right) \quad \text { for all } u \in V_{J}
$$

Applying Remark 5.5 and (77) implies that

$$
\left(\mathcal{V} \mathcal{A}^{1 / 2} u, \mathcal{A}^{1 / 2} u\right) \simeq\left(\mathcal{A}^{-1 / 2} \mathcal{A}^{1 / 2} u, \mathcal{A}^{1 / 2} u\right)=\left(u, \mathcal{A}^{1 / 2} u\right)
$$

for all $u \in V_{J}$. Thus, $\widetilde{\mathcal{A}}_{J}^{(1 / 2)} \mathcal{V}$ has a bounded spectral condition number.
It is easy to evaluate the action of $\widetilde{\mathcal{A}}_{J}^{(1 / 2)}$ in a preconditioned iteration procedure. For $k=1,2, \ldots, J$, let $\left\{\phi_{i}^{k}\right\}$ denote the nodal basis for $V_{k}$. In typical preconditioning applications, one is required to evaluate the action of the preconditioner on a function $v$ where only the quantities $\left\{\left(v, \phi_{i}^{J}\right)\right\}$ are
known. One could, of course, compute $v$ from $\left\{\left(v, \phi_{i}^{J}\right)\right\}$ but this would require solving a Gram matrix problem. Our preconditioner avoids the Gram matrix problem. To evaluate the action of $\widetilde{Q}_{k}$, for $1 \leq k \leq J$, one is only required to take linear combinations of the quantities $\left\{\left(v, \phi_{i}^{k}\right)\right\}$. Note that $\left(v, \phi_{i}^{k}\right)$ is a simple linear combination of $\left\{\left(v, \phi_{i}^{k+1}\right)\right\}$. Thus, we see that all of the $\widetilde{Q}_{k}$ 's can be computed efficiently (with work proportional to the number of unknowns on the finest level $J$ ) by a V-cycle-like algorithm.

## Two Examples Involving Sums of Operators

The first example involves preconditioning the discrete systems which result from time stepping a parabolic initial value problem. For the second example we consider a Tikhonov regularization of a problem with noisy data.

Fully discrete time stepping schemes for parabolic problems often lead to problems of the form: Find $u \in S_{h}$ satisfying

$$
\begin{equation*}
(u, \phi)+\epsilon D(u, \phi)=F(\phi) \quad \text { for all } \phi \in S_{h} . \tag{78}
\end{equation*}
$$

Here $D(\cdot, \cdot)$ denotes the Dirichlet form on $\Omega$ and $S_{h}$ is the finite element approximation. The parameter $\epsilon$ is related to the time step size and is often small. Assume that $S_{h}=V_{J}$ where $V_{J}$ is a multilevel approximation space as developed earlier. Let $\mu_{k}=1$ and $\hat{\mu}_{k}=h_{k}^{2}$, for $k=1,2, \ldots$. For convenience, we assume that $\Gamma_{D}$ is non-empty so that $D(v, v) \simeq\|v\|_{1}^{2}$, for all $v \in H_{D}^{1}(\Omega)$. Then for $L_{J}$ and $\hat{L}_{J}$ defined respectively by (59) and (61), we have

$$
\left(L_{J} v, v\right) \simeq(v, v) \text { and }\left(\hat{L}_{J} v, v\right) \simeq D(v, v)
$$

for all $v \in V_{J}$. Applying Corollary 5.1 gives that

$$
\begin{equation*}
B_{J}=\sum_{k=1}^{J}\left(\mu_{k}^{-1}+\epsilon \hat{\mu}_{k}^{-1}\right)^{-1}\left(\widetilde{Q}_{k}-\widetilde{Q}_{k-1}\right)^{2} \tag{79}
\end{equation*}
$$

provides a uniform preconditioner for the discrete operator associated with (78). The resulting condition number for the preconditioned system can be bounded independently of the time step size $\epsilon$ and the number of levels $J$.

We next consider an example which results from Tikhonov regularization of a problem with noisy data. We consider approximating the solution of the problem

$$
T v=f
$$

where $T$ denotes the inverse of the Laplacian and $f \in L^{2}(\Omega)$. This is replaced by the discrete problem

$$
T_{h} v=f_{h}
$$

where $T_{h}$ is the Galerkin solution operator, i.e., $T_{h} v=w$ where $w \in V_{J}$ satisfies

$$
D(w, \theta)=(v, \theta) \quad \text { for all } \theta \in V_{J}
$$

and $f_{h}$ is the $L^{2}(\Omega)$ orthogonal projection onto $V_{J}$. If it is known that $v$ is smooth but $f$ is noisy, better approximations result from regularization [21], [27]. We consider the regularized solution $\widetilde{w} \in V_{J}$ satisfying

$$
\begin{equation*}
\left(T_{h}+\alpha A_{h}\right) \widetilde{w}=f_{h} . \tag{80}
\end{equation*}
$$

Here $A_{h}: V_{J} \rightarrow V_{J}$ is defined by

$$
\left(A_{h} v, w\right)=D(v, w) \quad \text { for all } v, w \in V_{J}
$$

The regularization parameter $\alpha$ is often small (see, [27]) and can be chosen optimally in terms of the magnitude of the noise in $f$.

Preconditioners for the sum in (80) of the form of (79) result from the application of Corollary 5.1. In this case, $\mu_{k}=h_{k}^{-2}, \hat{\mu}_{k}=h_{k}^{2}$. The condition numbers for the resulting preconditioned systems can be bounded independent of the regularization parameter $\alpha$.

Preconditioners for systems like (80) are generally not easily developed. The problem is that the operator applied to the higher frequencies (depending on the size of $\alpha$ ) behaves like a differential operator while on the lower frequencies, it behaves like the inverse of a differential operator. This causes difficulty in most multilevel methods.

## $H^{1}(\Omega)$ Bounded Extensions

We finally consider the construction of $H^{1}(\Omega)$ bounded extensions. Such extensions are useful in development of domain decomposition preconditioners with inexact subdomain solves. The construction given here is essentially the same as that in [22]. We include it here in detail as an application of Theorem 4.1.

With $\left\{V_{j}\right\}$ as above, let $\widetilde{V}_{k}$ (for $k=1,2, \ldots, J$ ) be the functions defined on $\partial \Omega$ which are restrictions of those in $V_{k}$. This gives a multilevel structure on the finest space $\widetilde{V}_{J}$. These spaces inherit a nodal basis from the original nodal basis on $V_{k}$. The nodal basis function associated with a boundary node $x_{i}$ is just the restriction of the basis function for $V_{k}$ associated with $x_{i}$. Denoting this basis by $\left\{\psi_{i}^{k}\right\}$, we define

$$
\widetilde{q}_{k}(f)=\sum \frac{<f, \psi_{i}^{k}>}{<1, \psi_{i}^{k}>} \psi_{i}^{k} .
$$

The above sum is taken over the nodal basis elements for $\widetilde{V}_{k}$ and $<\cdot, \cdot>$ denotes the $L^{2}(\partial \Omega)$ inner product. We note that it is known [24] that

$$
\|\theta\|_{H^{1 / 2}(\partial \Omega)}^{2} \simeq \sum_{k=1}^{J} h_{k}^{-1}\left\|\left(q_{k}-q_{k-1}\right) \theta\right\|_{L^{2}(\partial \Omega)}^{2}
$$

where $q_{k}$ denotes the $L^{2}$-projection onto $\tilde{V}_{k}$. It is easy to see that Theorem 4.1 holds for these spaces. Thus

$$
\begin{equation*}
\|\theta\|_{H^{1 / 2}(\partial \Omega)}^{2} \simeq \sum_{k=1}^{J} h_{k}^{-1}\left\|\left(\widetilde{q}_{k}-\widetilde{q}_{k-1}\right) \theta\right\|_{L^{2}(\partial \Omega)}^{2} \tag{81}
\end{equation*}
$$

with $\widetilde{q}_{J} \theta=\theta$ and $\widetilde{q}_{0} \theta=0$.
Now given a function $\theta \in \widetilde{V}_{J}$, we define $E_{J} \theta \in V_{J}$ by $E_{J} \theta=\sum_{k=1}^{J} \omega_{k}$ with $\omega_{k}$ defined as follows. Let $\bar{\theta}$ be the mean value of $\theta$ on $\partial \Omega$. Then $\omega_{1}$ is the function in $V_{1}$ defined by

$$
\omega_{1}\left(x_{i}\right)=\widetilde{q}_{1}\left(x_{i}\right), \quad \text { if } x_{i} \text { is a node of } V_{1} \text { on } \partial \Omega,
$$

and

$$
\omega_{1}\left(x_{i}\right)=\bar{\theta}, \quad \text { if } x_{i} \text { is a node of } V_{1} \text { in the interior of } \Omega .
$$

For $J \geq k>1, \omega_{k}$ is the function in $V_{k}$ defined by

$$
\omega_{k}\left(x_{i}\right)=\left[\widetilde{q}_{k} \theta-\widetilde{q}_{k-1} \theta\right]\left(x_{i}\right), \quad \text { if } x_{i} \text { is a node of } V_{k} \text { on } \partial \Omega,
$$

and

$$
\omega_{k}\left(x_{i}\right)=0, \quad \text { if } x_{i} \text { is a node of } V_{k} \text { in the interior of } \Omega .
$$

Note that $E_{J} \theta=\theta$ on $\partial \Omega$ so that $E_{J}$ is an extension operator.
Recall that $|\cdot|_{H^{1}(\Omega)}$ denotes the semi-norm on $H^{1}(\Omega)$. Then

$$
\left|E_{J} \theta\right|_{H^{1}(\Omega)}=\left|E_{J} \theta-\bar{\theta}\right|_{H^{1}(\Omega)}=\left|E_{J}(\theta-\bar{\theta})\right|_{H^{1}(\Omega)} \leq\left\|E_{J}(\theta-\bar{\theta})\right\|_{H^{1}(\Omega)} .
$$

We now use the following well known multilevel characterization of the $H^{1}(\Omega)$ norm on $V_{J}$ :

$$
\|v\|_{H^{1}(\Omega)}^{2} \simeq \inf \sum_{k=1}^{J} h_{k}^{-2}\left\|v_{k}\right\|_{L^{2}(\Omega)}^{2},
$$

where the infimum is taken over all splittings $v=\sum_{k=1}^{J} v_{k}$, with $v_{k} \in V_{k}$. Applying this with $v=E_{J}(\theta-\bar{\theta})=\left(\omega_{1}-\bar{\theta}\right)+\sum_{k=2}^{J} \omega_{k}$ and using (81), we conclude that

$$
\begin{aligned}
\left\|E_{J}(\theta-\bar{\theta})\right\|_{H^{1}(\Omega)}^{2} \leq & C\left[\sum_{k=2}^{J} h_{k}^{-2}\left\|\omega_{k}\right\|_{L^{2}(\Omega)}^{2}+h_{1}^{-2}\left\|\omega_{1}-\bar{\theta}\right\|_{L^{2}(\Omega)}^{2}\right] \\
& \leq C \sum_{k=1}^{J} h_{k}^{-1}\left\|\left(\widetilde{q}_{k}-\widetilde{q}_{k-1}\right)(\theta-\bar{\theta})\right\|_{L^{2}(\partial \Omega)}^{2} \\
& \leq C\|\theta-\bar{\theta}\|_{H^{1 / 2}(\partial \Omega)}^{2} \leq C|\theta|_{H^{1 / 2}(\partial \Omega)}^{2}
\end{aligned}
$$

where $|\cdot|_{H^{1 / 2}(\partial \Omega)}$ denotes the $H^{1 / 2}(\partial \Omega)$ semi-norm. Thus we see that

$$
\left|E_{J} \theta\right|_{H^{1}(\Omega)} \leq C|\theta|_{H^{1 / 2}(\partial \Omega)}
$$

This type of bounded extension operator is precisely what is required for the development of non-overlapping domain decomposition algorithms with inexact solves.
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45. Geometry of homogeneous bounded domains

1968 46. Controllability and observability
47. Pseudo-differential operators
48. Aspects of mathematical logic

1969 49. Potential theory
50. Non-linear continuum theories in mechanics and physics and their applications
51. Questions of algebraic varieties

1970 52. Relativistic fluid dynamics
53. Theory of group representations and Fourier analysis
54. Functional equations and inequalities "
55. Problems in non-linear analysis "

1971 56. Stereodynamics "
57. Constructive aspects of functional analysis (2 vol.) "
58. Categories and commutative algebra "

1972 59. Non-linear mechanics "
60. Finite geometric structures and their applications "
61. Geometric measure theory and minimal surfaces "

1973 62. Complex analysis "
63. New variational techniques in mathematical " physics
64. Spectral analysis

1974 65. Stability problems "
66. Singularities of analytic spaces "
67. Eigenvalues of non linear problems "

1975 68. Theoretical computer sciences "
69. Model theory and applications "
70. Differential operators and manifolds "

1976 71. Statistical Mechanics
72. Hyperbolicity
73. Differential topology

1977 74. Materials with memory
75. Pseudodifferential operators with applications
76. Algebraic surfaces

## C.I.M.E

"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
'
"
'
"
"
"
"

Ed. Liguori, Napoli
"
"
"
"
"

Ed. Cremonese, Firenze


| 1993 | 117. Integrable Systems and Quantum Groups | (LNM 1620) | Verlag |
| :---: | :---: | :---: | :---: |
|  | 118. Algebraic Cycles and Hodge Theory | (LNM 1594) |  |
|  | 119. Phase Transitions and Hysteresis | (LNM 1584) | " |
| 1994 | 120. Recent Mathematical Methods in Nonlinear Wave Propagation | (LNM 1640) | " |
|  | 121. Dynamical Systems | (LNM 1609) | " |
|  | 122. Transcendental Methods in Algebraic Geometry | (LNM 1646) | " |
| 1995 | 123. Probabilistic Models for Nonlinear PDE's | (LNM 1627) | " |
|  | 124. Viscosity Solutions and Applications | (LNM 1660) | " |
|  | 125. Vector Bundles on Curves. New Directions | (LNM 1649) | " |
| 1996 | 126. Integral Geometry, Radon Transforms and Complex Analysis | (LNM 1684) | " |
|  | 127. Calculus of Variations and Geometric Evolution Problems | (LNM 1713) | " |
|  | 128. Financial Mathematics | (LNM 1656) | " |
| 1997 | 129. Mathematics Inspired by Biology | (LNM 1714) |  |
|  | 130. Advanced Numerical Approximation of Nonlinear Hyperbolic Equations | (LNM 1697) | " |
|  | 131. Arithmetic Theory of Elliptic Curves | (LNM 1716) | " |
|  | 132. Quantum Cohomology | (LNM 1776) | " |
| 1998 | 133. Optimal Shape Design | (LNM 1740) | " |
|  | 134. Dynamical Systems and Small Divisors | (LNM 1784) | " |
|  | 135. Mathematical Problems in Semiconductor Physics | (LNM 1823) | " |
|  | 136. Stochastic PDE's and Kolmogorov Equations in Infinite Dimension | (LNM 1715) | " |
|  | 137. Filtration in Porous Media and Industrial Applications | (LNM 1734) | " |
| 1999 | 138. Computational Mathematics driven by Industrial Applications | (LNM 1739) | " |
|  | 139. Iwahori-Hecke Algebras and Representation Theory | (LNM 1804) | " |
|  | 140. Theory and Applications of Hamiltonian Dynamics | to appear | " |
|  | 141. Global Theory of Minimal Surfaces in Flat Spaces | (LNM 1775) | " |
|  | 142. Direct and Inverse Methods in Solving Nonlinear Evolution Equations | to appear | " |
| 2000 | 143. Dynamical Systems | (LNM 1822) | " |
|  | 144. Diophantine Approximation | (LNM 1819) | " |
|  | 145. Mathematical Aspects of Evolving Interfaces | (LNM 1812) | " |
|  | 146. Mathematical Methods for Protein Structure | to appear | " |
|  | 147. Noncommutative Geometry | to appear | " |
| 2001 | 148. Topological Fluid Mechanics | to appear | " |
|  | 149. Spatial Stochastic Processes | (LNM 1802) | " |
|  | 150. Optimal Transportation and Applications | (LNM 1813) | " |
|  | 151. Multiscale Problems and Methods in Numerical Simulations | (LNM 1825) | " |
| 2002 | 152. Real methods in Complex and CR Geometry | to appear | " |
|  | 153. Analytic Number Theory | to appear | " |
|  | 154. Imaging | to appear |  |


| 2003 | 155. Stochastik Methods in Finance | announced |
| :--- | :--- | ---: |
|  | 156. Hyperbolik Systems of Balance Laws | announced |
| 157. Sympletic 4-Manifolds and Algebraic Surfaces | announced |  |
| 158. Mathematical Foundation of Turbulent Viscous | announced |  |
| Flows |  |  |
| 2004 | 159. Representation Theory and Complex Analysis | announced |
|  | 160. Nonlinear and Optimal Control Theory | announced |
| 161. Stochastic Geometry | announced |  |

## Fondazione C.I.M.E.

Centro Internazionale Matematico Estivo
International Mathematical Summer Center
http://www.math.unifi.it/~cime
cime@math.unifi.it

## 2004 COURSES LIST

## Representation Theory and Complex Analysis

June 10-17, Venezia<br>Course Directors<br>Prof. Enrico Casadio Tarabusi (Università di Roma "La Sapienza")<br>Prof. Andrea D'Agnolo (Università di Padova)<br>Prof. Massimo A. Picardello (Università di Roma "Tor Vergata")

## Nonlinear and Optimal Control Theory

June 21-29, Cetraro (Cosenza)<br>Course Directors:<br>Prof. Paolo Nistri (Università di Siena)<br>Prof. Gianna Stefani (Università di Firenze)

## Stochastic Geometry

September 13-18, Martina Franca (Taranto)
Course Director:
Prof. W. Weil (Univ. of Karlsruhe, Karlsruhe, Germany)


[^0]:    Ministero dell'Università Ricerca Scientifica e Tecnologica COFIN '99;
    Ministero degli Affari Esteri - Direzione Generale per la Promozione e la Cooperazione - Ufficio V;
    Consiglio Nazionale delle Ricerche;
    E.U. under the Training and Mobility of Researchers Programme; UNESCO - ROSTE, Venice Office.

