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## Preface

The Eleventh LMS-EPSRC Computational Mathematics and Scientific Computing Summer School was held at the University of Durham, UK, from the 4th of July to the 9th of July 2004. This was the third of these schools to be held in Durham, having previously been hosted by the University of Lancaster and the University of Leicester. The purpose of the summer school was to present high quality instructional courses on topics at the forefront of computational mathematics and scientific computing research to postgraduate students. The main speakers were Emmanuel Candes, Markus Melenk, Joe Monaghan and Alex Schweitzer.

This volume presents written contributions three of our speakers which are more comprehensive versions of the high quality lecture notes which were distributed to participants during the meeting. We are also extremely pleased that Angela Kunoth was able to make an additional contribution from the ill-fated first week.

At the time of writing it is now more than two years since we first contacted the guest speakers and during that period they have given significant portions of their time to making the summer school, and this volume, a success. We would like to thank all of them for the care which they took in the preparation and delivery of their material.

Instrumental to the school were the two tutors who ran a very successful tutorial programme (Peter Johnson \& Angela Mihai). There was also a successful programme of contributed talks from eleven students in the afternoons. The UKIE section of SIAM contributed prizes for the best talks given by graduate students. The invited speakers took on the bulk of the task of judging these talks. After careful and difficult consideration, and after canvassing opinion from other academics present, the prizes were awarded to Patrick Lechner (Bath University) and Richard Welford (Sussex University), see figure below. The general quality of the student presentations was impressively high promising a vibrant future for the subject.
The audience covered a broad spectrum, thirty-seven participants ranging from research students to academics. As always, one of the most important aspects of the summer school was providing a forum for numerical analysts, both young and old, to meet for an extended period and exchange ideas.

We would also like to thank the Grey College for their hospitality in hosting the participants, the Durham postgraduates who together with those who had attended the previous Summer School ran the social programme, Rachel Duke, Fiona Giblin and Mary Bell for their secretarial support and our families for supporting our efforts.

We thank the LMS and the Engineering and Physical Sciences Research Council for their financial support which covered all the costs of the main speakers, tutors, plus the accommodation costs of the participants.

James F. Blowey and Alan W. Craig
Durham, April 2005


Patrick Lechner \& Richard Welford being presented with the UKIE section of SIAM prizes for the best talks given by graduate students by Joe Monaghan.
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# Wavelet-Based Multiresolution Methods for Stationary PDEs and PDE-Constrained Control Problems 

Angela Kunoth<br>Universität Bonn, Institut für Angewandte Mathematik, Wegelerstr. 6, 53115<br>Bonn, Germany<br>email: kunoth@iam.uni-bonn.de


#### Abstract

These notes are concerned with numerical analysis issues arising in the solution of certain classes of stationary linear variational problems. The standard examples are second order elliptic boundary value problems, where particular emphasis is placed on the treatment of essential boundary conditions. These operator equations serve as a core ingredient for control problems where in addition to the state, the solution of the PDE, a control is to be determined which together with the state minimizes a certain tracking-type objective functional. Having assured that the variational problems are well-posed, we propose numerical schemes based on wavelets as a particular multiresolution discretization methodology. The guiding principle is to devise fast and efficient solution schemes which are optimal in the number of arithmetic unknowns. Issues that are dealt with are optimal conditioning of the system matrices, numerical stability of discrete formulations and adaptive approximation.


## 1 Introduction

For the solution of elliptic partial differential equations (PDEs), multilevel ingredients have proved to achieve more efficient solution methods for a variety of problems than methods based on approximating on a single scale. This is due to the fact that solutions often exhibit a multiscale behaviour which one naturally wants to exploit. Perhaps the first such schemes were multigrid methods where a fixed discretization, with respect to some underlying uniform fine grid, leads a large ill-conditioned system of linear equations to solve. The basic idea of multigrid schemes is to successively solve smaller versions of the linear system which can be interpreted as discretizations with respect to coarser grids. Here 'efficiency of the scheme' means that one can solve the problem with respect to the fine grid with a number of arithmetic operations which is proportional to the number of unknowns on the finest grid. This in turn means that multigrid schemes provide an asymptotically optimal preconditioner for the original system on the finest grid. The search for such optimal preconditioners was one of the major topics in the solution of elliptic boundary value problems for many years. Another multiscale preconditioner which has this property is the BPX-preconditioner proposed first
in [BPX] which was proved to be asymptotically optimal with techniques from Approximation Theory in [DK1, O].
Wavelets as a particular example of a multiscale basis were constructed with compact support in the 1980's [Dau]. While mainly used for signal analysis and image compression, they were also discovered to provide optimal preconditioners in the above sense for elliptic boundary value problems [DK1, J]. It was soon realized that biorthogonal spline-wavelets developed in [CDF] are better suited for the numerical solution of elliptic PDEs since they allow one to work with piecewise polynomials instead of the implicitly defined original wavelets [Dau] (in addition to the fact that orthogonality with respect to $L_{2}$ of the Daubechies wavelets is only a minor advantage for elliptic PDEs). The principal ingredient that allows one to prove optimality of the preconditioner are certain norm equivalences between Sobolev norms and sequence norms of weighted wavelet expansion coefficients, and optimal conditioning of the resulting linear system of equations can be achieved by applying the Fast Wavelet Transform together with a weighting in terms of an appropriate diagonal matrix. The terminology 'wavelets' here and in the sequel is to mean that these are not necessarily Daubechies' wavelets, but rather classes of such multiscale bases with three main properties:
(R) Riesz basis property for the underlying function spaces;
(L) locality of the basis functions;
(CP) cancellation properties;
all of which are detailed in Section 3.1.
After these initial results, research on using wavelets for solving elliptic PDEs numerically has gone into many different directions. Since the original constructions in [Dau, CDF] and many others are based on using the Fourier transform, these constructions provide bases for function spaces only on all of $\mathbb{R}$ or $\mathbb{R}^{n}$. In order for these tools to be applicable for the solution of PDEs which naturally live on a bounded domain $\Omega \subset \mathbb{R}^{n}$, there arose the need for having available constructions on bounded intervals without, of course, losing the aforementioned properties (R), (L) and (CP). The first such systematic construction of biorthogonal spline-wavelets on $[0,1]$ (and, by tensor products, on $[0,1]^{n}$ ) was provided in [DKU]. At the same time, techniques for satisfying essential boundary conditions were investigated in the context of wavelets in [K1].
Aside from the investigations to provide appropriate bases, the built-in potential of adaptivity for wavelets has played a prominent role when solving PDEs, on account of the fact that wavelets provide a locally supported Riesz basis for a whole function space. Here the issue is to approximate the solution of the variational problem on an infinite-dimensional function space by the fewest number of degrees of freedom up to a certain prescribed accuracy. Most approaches use wavelet coefficients in a heuristic way, i.e., judging approximation quality by the size of the wavelet coefficients together
with thresholding. In the past few years convergence of wavelet-based adaptive methods for stationary variational problems was investigated systematically [CDD1, CDD2, CDD3]. In particular, these schemes are designed to also provide optimal complexity of the schemes, meaning that these algorithms provide the solution in a total number of arithmetic operations which is comparable to the wavelet-best $N$-term approximation of the solution. Here the guidelines are, given a prescribed tolerance, find a sparse representation of the solution by extracting the largest $N$ expansion coefficients of the solution during the solution process.

As soon as one aims at numerically solving a variational problem which can no longer be formulated in terms of a single elliptic operator equation such as a saddle point problem, one is faced with the problem of numerical stability. This means that finite approximations of the continuous well-posed problem may be ill-posed, obstructing its efficient numerical solution. This issue will also be addressed below.
Along these lines, I would like to discuss in these notes the potential of by wavelet methods for the following classes of problems. First, we will be concerned with second order elliptic PDEs with a particular emphasis placed on treating essential boundary conditions. Then PDE-constrained control problems guided by elliptic boundary value problems are considered, leading to a system of elliptic PDEs. The starting point for contriving efficient solution schemes are wavelet representations of continuous well-posed problems in their variational form. Viewing the numerical solution of such a discretized, yet still infinite-dimensional operator equation as an approximation helps to reveal multilevel preconditioners for elliptic PDEs which yield uniformly bounded condition numbers. Stability issues like the LBB condition for saddle point problems are also discussed in this context. In addition, the compact support of the wavelets allows for sparse representations of the implicit information contained in systems of PDEs, the adaptive approximation of their solution.
More information and extensive literature on applying wavelets for more general PDEs addressing, among other things, the connection between adaptivity and nonlinear approximation and the evaluation of nonlinearities may be found in [Co, D2, D3].
This paper is structured as follows. In Section 2 a number of well-posed variational problem classes are compiled to which later several aspects of the wavelet methodology are applied. The simplest example is a linear elliptic boundary value problem for which we derive two forms of an operator equation, the simplest one consisting of just one equation for homogeneous boundary conditions and a more complicated one in the form of a saddle point problem where nonhomogeneous boundary conditions are treated by means of Lagrange multipliers. Both formulations are then employed for the following classes of PDE-constrained control problems. In the distributed control problems in Section 2.4 the control is exerted through the right hand side
of the PDE, while in Dirichlet boundary control problems in Section 2.5 the Dirichlet boundary condition serves this purpose. Section 3 is devoted to assembling necessary ingredients and basic properties of wavelets which are required in the sequel. In particular, Section 3.4 collects the essential construction principles for wavelets on bounded domains which do not rely on Fourier techniques, namely, multiresolution analyses of function spaces and the concept of stable completions. In Section 4, we formulate the problem classes introduced in Section 2 in wavelet coordinates and in particular derive the resulting systems of linear equations for the control problems arising from the optimality conditions. Section 5 is devoted to the iterative solution of these systems. We shall fully investigate iterative schemes on uniform grids and show that the resulting systems can be solved in the wavelet framework together with a nested iteration strategy with a number of arithmetic operations which is proportional to the total number of unknowns on the finest grid. Finally, in Section 5.2 a wavelet-based adaptive scheme for the distributed control problem will be derived together with convergence results and complexity estimates, relying on techniques from Nonlinear Approximation Theory.
Throughout these notes we will employ the following notational convention: the relation $a \sim b$ will always stand for $a \lesssim b$ and $b \lesssim a$ where the latter inequality means that $b$ can be bounded by some constant times $a$ uniformly in all parameters on which $a$ and $b$ may depend. Norms and inner products are always indexed by the corresponding function space. For $1 \leq p \leq \infty, L_{p}(\Omega)$ are the usual Lebesgue spaces on a domain $\Omega$, and for $k \in \mathbb{N}, W_{p}^{k}(\Omega) \subset L_{p}(\Omega)$ denote the Sobolev spaces of functions whose weak derivatives up to order $k$ are bounded in $L_{p}(\Omega)$. For $p=2$, we write as usual $H^{k}(\Omega)=W_{2}^{k}(\Omega)$.

## 2 Problem Classes

The variational problems to be investigated here will first be formulated in the following abstract form.

### 2.1 An Abstract Operator Equation

Let $\mathcal{H}$ be a Hilbert space with norm $\|\cdot\|_{\mathcal{H}}$ and let $\mathcal{H}^{\prime}$ be the normed dual of $\mathcal{H}$ endowed with the norm

$$
\begin{equation*}
\|w\|_{\mathcal{H}^{\prime}}:=\sup _{v \in \mathcal{H}} \frac{\langle v, w\rangle}{\|v\|_{\mathcal{H}}} \tag{2.1}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle$ denotes the dual pairing between $\mathcal{H}$ and $\mathcal{H}^{\prime}$.
Given $F \in \mathcal{H}^{\prime}$, we seek a solution to the operator equation

$$
\begin{equation*}
\mathcal{L} U=F \tag{2.2}
\end{equation*}
$$

where $\mathcal{L}: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ is a linear operator which is assumed to be a bounded bijection, that is,

$$
\begin{equation*}
\|\mathcal{L} V\|_{\mathcal{H}^{\prime}} \sim\|V\|_{\mathcal{H}}, \quad V \in \mathcal{H} \tag{2.3}
\end{equation*}
$$

We call the operator equation well-posed since (2.2) implies for any given data $F \in \mathcal{H}^{\prime}$ the existence and uniqueness of the solution $U \in \mathcal{H}$ which depends continuously on the data.
In the following subsections, we describe some problem classes which can be placed into this framework. In particular, these examples will have the format that $\mathcal{H}$ is a product space

$$
\begin{equation*}
\mathcal{H}:=H_{1,0} \times \cdots \times H_{m, 0} \tag{2.4}
\end{equation*}
$$

where each of the $H_{i, 0} \subseteq H_{i}$ is a Hilbert space (or a closed subspace of a determined Hilbert space $H_{i}$, e.g., by homogeneous boundary conditions). The spaces $H_{i}$ will be Sobolev spaces living on a domain $\Omega \subset \mathbb{R}^{n}$ or on (part of) its boundary. According to the definition of $\mathcal{H}$, the elements $V \in \mathcal{H}$ will consist of $m$ components $V=\left(v_{1}, \ldots, v_{m}\right)^{T}$, and we define $\|V\|_{\mathcal{H}}^{2}:=$ $\sum_{i=1}^{m}\left\|v_{i}\right\|_{H_{i}}^{2}$. The dual space $\mathcal{H}^{\prime}$ is then endowed with the norm

$$
\begin{equation*}
\|W\|_{\mathcal{H}^{\prime}}:=\sup _{V \in \mathcal{H}} \frac{\langle V, W\rangle}{\|V\|_{\mathcal{H}}} \tag{2.5}
\end{equation*}
$$

where $\langle V, W\rangle:=\sum_{i=1}^{m}\left\langle v_{i}, w_{i}\right\rangle_{i}$ in terms of the dual pairing $\langle\cdot, \cdot\rangle_{i}$ between $H_{i}$ and $H_{i}^{\prime}$.
We next formulate four problem classes which fit into this format. The first two concern elliptic boundary value problems with included essential boundary conditions, and elliptic boundary value problems formulated as saddle point problem with boundary conditions treated by means of Lagrange Multipliers. For an introduction on elliptic boundary value problems and saddle point problems together with the functional analytic background one can, e.g., resort to [B]. Based on these formulations, we introduce certain control problems afterwards. A recurring theme in the derivation of the system of operator equation is the minimization of a quadratic functional subject to linear constraints.

### 2.2 Elliptic Boundary Value Problems

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded domain with piecewise smooth boundary $\partial \Omega:=$ $\Gamma \cup \Gamma_{N}$. We consider the scalar second order boundary value problem

$$
\begin{align*}
-\nabla \cdot(\mathbf{a} \nabla y)+c y & =f & & \text { in } \Omega \\
y & =g & & \text { on } \Gamma  \tag{2.6}\\
(\mathbf{a} \nabla y) \cdot \mathbf{n} & =0 & & \text { on } \Gamma_{N}
\end{align*}
$$

where $\mathbf{n}=\mathbf{n}(\mathbf{x})$ is the outward normal at $\mathbf{x} \in \Gamma$, $\mathbf{a}=\mathbf{a}(\mathbf{x}) \in \mathbb{R}^{n \times n}$ is uniformly positive definite and bounded on $\Omega$ and $c \in L_{\infty}(\Omega)$. Moreover, $f$
and $g$ are some given right hand side and boundary data. With the usual definition of the bilinear form

$$
\begin{equation*}
a(v, w):=\int_{\Omega}(\mathbf{a} \nabla v \cdot \nabla w+c v w) d \mathbf{x} \tag{2.7}
\end{equation*}
$$

the weak formulation of (2.6) requires in the case $g \equiv 0$ to find $y \in \mathcal{H}$ where

$$
\begin{equation*}
\mathcal{H}:=H_{0, \Gamma}^{1}(\Omega):=\left\{v \in H^{1}(\Omega):\left.v\right|_{\Gamma}=0\right\}, \tag{2.8}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{H}:=\left\{v \in H^{1}(\Omega): \int_{\Omega} v(\mathbf{x}) d \mathbf{x}=0\right\} \quad \text { when } \Gamma=\emptyset \tag{2.9}
\end{equation*}
$$

such that

$$
\begin{equation*}
a(y, v)=\langle v, f\rangle, \quad v \in \mathcal{H} . \tag{2.10}
\end{equation*}
$$

The Neumann-type boundary conditions on $\Gamma_{N}$ are implicitly satisfied in the weak formulation (2.10), therefore called natural boundary conditions. In contrast, the Dirichlet boundary conditions on $\Gamma$ have to be posed explicitly, for this reason called essential boundary conditions. The easiest way to achieve this for homogeneous Dirichlet boundary conditions when $g \equiv 0$ is to include them in the solution space as above in (2.8). In the nonhomogeneous case $g \not \equiv 0$ on $\Gamma$ in (2.6) and $\Gamma \neq \emptyset$, one can reduce the problem to a problem with homogeneous boundary conditions by homogenization as follows. Let $w \in H^{1}(\Omega)$ be such that $w=g$ on $\Gamma$. Then $\tilde{y}:=y-w$ satisfies

$$
a(\tilde{y}, v)=a(y, v)-a(w, v)=\langle v, f\rangle-a(w, v)=:\langle v, \tilde{f}\rangle
$$

for all $v \in \mathcal{H}$ defined in (2.8), and on $\Gamma$ one has $\tilde{y}=g-w \equiv 0$, that is, $\tilde{y} \in \mathcal{H}$. Thus, it suffices to consider the weak form (2.10) with eventually modified right hand side. (A second possibility which allows one to treat inhomogeneous boundary conditions explicitly in the context of saddle point problems will be discussed below in Section 2.3.)
The crucial property is that the bilinear form defined in (2.7) is continuous and elliptic on $\mathcal{H}$,

$$
\begin{equation*}
a(v, v) \sim\|v\|_{\mathcal{H}}^{2} \quad \text { for any } v \in \mathcal{H} \tag{2.11}
\end{equation*}
$$

for example see [B].
By Riesz' representation theorem, the bilinear form defines a linear operator $A: \mathcal{H} \rightarrow \mathcal{H}^{\prime}$ by

$$
\begin{equation*}
\langle w, A v\rangle:=a(v, w), \quad v, w \in \mathcal{H} \tag{2.12}
\end{equation*}
$$

which is under the above assumptions of being a bounded linear bijection, that is,

$$
\begin{equation*}
c_{A}\|v\|_{\mathcal{H}} \leq\|A v\|_{\mathcal{H}^{\prime}} \leq C_{A}\|v\|_{\mathcal{H}} \quad \text { for any } v \in \mathcal{H} . \tag{2.13}
\end{equation*}
$$

Here we only consider the case where $A$ is symmetric. With corresponding alterations, the material in the subsequent sections can also be derived for the
nonsymmetric case with corresponding changes with respect to the employed algorithms.
The relation (2.13) implies that given any $f \in \mathcal{H}^{\prime}$, there exists a unique $y \in \mathcal{H}$ which solves the linear system

$$
\begin{equation*}
A y=f \quad \text { in } \mathcal{H}^{\prime} \tag{2.14}
\end{equation*}
$$

derived from (2.10). This linear operator equation, where the operator defines a bounded bijection in the sense of (2.13), is the simplest case of a well-posed variational problem (2.2). Adhering to the notation in Section 2.1, here we have $m=1$ and $\mathcal{L}=A$.

### 2.3 Saddle Point Problems Involving Boundary Conditions

A collection of saddle point problems or, more general, multiple field formulations, including first order system formulations of the elliptic boundary value problem (2.6) and the three field formulation of the Stokes problem with inhomogeneous boundary conditions, have been rephrased as well-posed variational problems in the above sense in [DKS], see also further references cited therein.
Here a particular saddle point problem derived from (2.6) shall be considered which will be recycled later in the context of control problems. In fact, this formulation is particularly appropriate for handling essential Dirichlet boundary conditions.
Recall from, e.g., [B], that the solution $y \in \mathcal{H}$ of (2.10) is also the unique solution of the minimization problem

$$
\begin{equation*}
\inf _{v \in \mathcal{H}} \mathcal{J}(v), \quad \mathcal{J}(v):=\frac{1}{2} a(v, v)-\langle v, f\rangle . \tag{2.15}
\end{equation*}
$$

This means that $y$ is a zero for its first order variational derivative of $\mathcal{J}$, that is, $\delta \mathcal{J}(y ; v)=0$. We denote here and in the following by $\delta^{m} \mathcal{J}\left(v ; w_{1}, \ldots, w_{m}\right)$ the $m$-th variation of $\mathcal{J}$ at $v$ in directions $w_{1}, \ldots, w_{m}$, see e.g. [Z]. In particular, for $m=1$

$$
\begin{equation*}
\delta \mathcal{J}(v ; w):=\lim _{t \rightarrow 0} \frac{\mathcal{J}(v+t w)-\mathcal{J}(v)}{t} \tag{2.16}
\end{equation*}
$$

is the (Gateaux) derivative of $\mathcal{J}$ at $v$ in direction $w$.
In order to generalize (2.15) to the case of nonhomogeneous Dirichlet boundary conditions $g$, we formulate this as minimizing $J$ over $v \in H^{1}(\Omega)$ subject to constraints in form of the essential boundary conditions $v=g$ on $\Gamma$. Using techniques from nonlinear optimization theory, one can employ a Lagrange multiplier $p$ to append the constraints to the optimization functional $J$ defined in (2.15). Satisfying the constraint is guaranteed by taking the supremum over all such Lagrange multipliers before taking the infimum. Thus,
minimization subject to a constraint leads to the problem of finding a saddle point $(y, p)$ of the saddle point problem

$$
\begin{equation*}
\inf _{v \in H^{1}(\Omega)} \sup _{q \in\left(H^{1 / 2}(\Gamma)\right)^{\prime}} \mathcal{J}(v)+\langle v-g, q\rangle_{\Gamma} \tag{2.17}
\end{equation*}
$$

Some comments on the choice of the Lagrange multiplier space and the dual form $\langle\cdot, \cdot\rangle_{\Gamma}$ in (2.17) are in order. The boundary expression $v=g$ actually means taking the trace of $v \in H^{1}(\Omega)$ to $\Gamma \subseteq \partial \Omega$ which we explicitly write from now on as $\gamma v:=\left.v\right|_{\Gamma}$. Classical trace theorems which may be found in $[\mathrm{Gr}]$ state that for any $v \in H^{1}(\Omega)$ one loses ' $\frac{1}{2}$ order of smoothness' when taking traces so that one ends up with $\gamma v \in H^{1 / 2}(\Gamma)$. Thus, when the data $g \in H^{1 / 2}(\Gamma)$, the expression in (2.17) involving the dual form $\langle\cdot, \cdot\rangle_{\Gamma}:=\langle\cdot, \cdot\rangle_{H^{1 / 2}(\Gamma) \times\left(H^{1 / 2}(\Gamma)\right)^{\prime}}$ is well-defined, and so is the selection of the multiplier space $\left(H^{1 / 2}(\Gamma)\right)^{\prime}$. In the case of Dirichlet boundary conditions on the whole boundary of $\Omega$, i.e., the case $\Gamma \equiv \partial \Omega$, one can identify $\left(H^{1 / 2}(\Gamma)\right)^{\prime}=H^{-1 / 2}(\Gamma)$.
The formulation (2.17) above was first investigated in [Ba1]. Another standard technique from optimization to handle minimization problems under constraints is to append the constraints to $J(v)$ by means of a penalty parameter $\varepsilon$ as follows, cf. [Ba2]. For the case of homogeneous Dirichlet boundary conditions, one could introduce the functional $J(v)+(2 \varepsilon)^{-1}\|\gamma v\|_{H^{1 / 2}(\Gamma)}^{2}$. (The original formulation in [Ba2] uses the term $\|\gamma v\|_{L_{2}(\Gamma)}^{2}$.) Although the linear system derived from this formulation is still elliptic - the bilinear form is of the type $a(v, v)+\varepsilon^{-1}(\gamma v, \gamma v)_{H^{1 / 2}(\Gamma)}$ - the spectral condition number of the corresponding operator $A_{\varepsilon}$ depends on $\varepsilon$. The choice of $\varepsilon$ is typically attached to the discretization of an underlying grid with grid spacing $h$ for $\Omega$ of the form $\varepsilon \sim h^{\alpha}$ when $h \rightarrow 0$ for some exponent $\alpha>0$ chosen such that one retains the optimal approximation order of the underlying scheme. Thus, the spectral condition number of the operators in such systems depends polynomially on (at least) $h^{-\alpha}$. Consequently, iterative solution schemes such as the conjugate gradient method converge as slow as without preconditioning for $A$, and so far no optimal preconditioniers for this situation are known.
It should also be mentioned that the way of treating essential boundary conditions by Lagrange multipliers can be extended to fictitious domain methods which may be used for problems with changing boundaries such as shape optimization problems [HM, KP]. There one embeds the domain $\Omega$ into a larger, simple domain $\square$, and formulates (2.17) with respect to $H^{1}(\square)$ and dual form on the changing boundary $\Gamma$ [K3]. One should note, however, that for $\Gamma$ a proper subset of $\partial \Omega$, some ambiguity may occur in the relation between the fictitious domain formulation and the corresponding strong form (2.6).
In order to bring out the role of the trace operator, in addition to (2.7) we define a second bilinear form on $H^{1}(\Omega) \times\left(H^{1 / 2}(\Gamma)\right)^{\prime}$ by

$$
\begin{equation*}
b(v, q):=\int_{\Gamma}(\gamma v)(s) q(s) d s \tag{2.18}
\end{equation*}
$$

so that the saddle point problem (2.17) may be rewritten as

$$
\begin{equation*}
\inf _{v \in H^{1}(\Omega)} \sup _{q \in\left(H^{1 / 2}(\Gamma)\right)^{\prime}} \mathcal{J}(v, q), \quad \text { where } \quad \mathcal{J}(v, q):=J(v)+b(v, q)-\langle g, q\rangle_{\Gamma} . \tag{2.19}
\end{equation*}
$$

Computing zeroes of the first order variations of $\mathcal{J}$, now with respect to both $v$ and $q$, yields the system of equations that a saddle point ( $y, p$ ) has to satisfy

$$
\begin{align*}
a(y, v)+b(v, p) & =\langle v, f\rangle, & & v \in H^{1}(\Omega),  \tag{2.20}\\
b(y, q) & =\langle g, q\rangle_{\Gamma}, & & q \in\left(H^{1 / 2}(\Gamma)\right)^{\prime} .
\end{align*}
$$

Defining the linear operator $B: H^{1}(\Omega) \rightarrow H^{1 / 2}(\Gamma)$ and its adjoint $B^{\prime}:$ $\left(H^{1 / 2}(\Gamma)\right)^{\prime} \rightarrow\left(H^{1}(\Omega)\right)^{\prime}$ by

$$
\langle B v, q\rangle_{\Gamma}=\left\langle v, B^{\prime} q\right\rangle_{\Gamma}:=b(v, q),
$$

this can be rewritten as the linear operator equation from $\mathcal{H}:=H^{1}(\Omega) \times$ $\left(H^{1 / 2}(\Gamma)\right)^{\prime}$ to $\mathcal{H}^{\prime}$ as follows:
Given $(f, g) \in \mathcal{H}^{\prime}$, find $(y, p) \in \mathcal{H}$ that solves

$$
\left(\begin{array}{ll}
A & B^{\prime}  \tag{2.21}\\
B & 0
\end{array}\right)\binom{y}{p}=\binom{f}{g}
$$

It can be shown that the Lagrange multiplier is given by $p=-\mathbf{n} \cdot \mathbf{a} \nabla y$ and can here be interpreted as a stress force on the boundary [Ba1].
Let us briefly investigate the properties of $B$ representing the trace operator. Classical trace theorems from, e.g., [Gr], state that for any $f \in H^{s}(\Omega), 1 / 2<$ $s<3 / 2$, one has

$$
\begin{equation*}
\left\|\left.f\right|_{\Gamma}\right\|_{H^{s-1 / 2}(\Gamma)} \lesssim\|f\|_{H^{s}(\Omega)} \tag{2.22}
\end{equation*}
$$

Conversely, for every $g \in H^{s-1 / 2}(\Gamma)$, there exists some $f \in H^{s}(\Omega)$ such that $\left.f\right|_{\Gamma}=g$ and

$$
\begin{equation*}
\|f\|_{H^{s}(\Omega)} \lesssim\|g\|_{H^{s-1 / 2}(\Gamma)} \tag{2.23}
\end{equation*}
$$

Note that the range of $s$ extends accordingly if $\Gamma$ is more regular. Estimate (2.22) immediately implies for $s=1$ that $B: H^{1}(\Omega) \rightarrow H^{1 / 2}(\Gamma)$ is continuous. Moreover, the second property (2.23) means $B$ is surjective, i.e., range $B=H^{1 / 2}(\Gamma)$ and $\operatorname{ker} B^{\prime}=\{0\}$, which yields that the inf-sup condition

$$
\begin{equation*}
\inf _{q \in\left(H^{1 / 2}(\Gamma)\right)^{\prime}} \sup _{v \in H^{1}(\Omega)} \frac{\langle B v, q\rangle_{\Gamma}}{\|v\|_{H^{1}(\Omega)}\|q\|_{\left(H^{1 / 2}(\Gamma)\right)^{\prime}}} \gtrsim 1 \tag{2.24}
\end{equation*}
$$

is satisfied.
At this point it will be more convenient to consider (2.21) as a saddle point problem in abstract form on $\mathcal{H}=Y \times Q$. Thus, we identify $Y=H^{1}(\Omega)$ and $Q=\left(H^{1 / 2}(\Gamma)\right)^{\prime}$ and linear operators $A: Y \rightarrow Y^{\prime}$ and $B: Y \rightarrow Q^{\prime}$.
The abstract theory of saddle point problems states there exists and unique solution pair $(y, p) \in \mathcal{H}$ if $A$ and $B$ are continuous, $A$ is invertible on
ker $B \subseteq Y$ and the range of $B$ is closed in $Q^{\prime}$, for example see [B, BF, GR]. The properties for $B$ and the continuity for $A$ have been assured above. In addition, we will always deal here with operators $A$ which are invertible on ker $B$, which cover the standard cases of the Laplacian $(\mathbf{a}=I$ and $c \equiv 0)$ and the Helmholtz operator ( $\mathbf{a}=I$ and $c=1$ ).
Consequently,

$$
\mathcal{L}:=\left(\begin{array}{ll}
A & B^{\prime}  \tag{2.25}\\
B & 0
\end{array}\right): \mathcal{H} \rightarrow \mathcal{H}^{\prime}
$$

is a linear bijection, and one has the mapping property

$$
\begin{equation*}
\left\|\mathcal{L}\binom{v}{q}\right\|_{\mathcal{H}^{\prime}} \sim\left\|\binom{v}{q}\right\|_{\mathcal{H}} \tag{2.26}
\end{equation*}
$$

for any $(v, q) \in \mathcal{H}$ with constants depending on upper and lower bounds for $A, B$. Thus, the operator equation (2.21) is established to be a well-posed variational problem in the sense of Section 2.1: for given $(f, g) \in \mathcal{H}^{\prime}$, there exists a unique solution $(y, p) \in \mathcal{H}=Y \times Q$ which depends continuously on the data.

### 2.4 PDE-Constrained Control Problems: Distributed Control

A class of problems where the numerical solution of systems (2.14) is required repeatedly are certain control problems with PDE-constraints described next. Adhering to the notation from Section 2.2, consider as a guiding model for the subsequent discussion the objective to minimize a quadratic functional of the form

$$
\begin{equation*}
\mathcal{J}(y, u)=\frac{1}{2}\left\|y-y_{*}\right\|_{\mathcal{Z}}^{2}+\frac{\omega}{2}\|u\|_{\mathcal{U}}^{2} \tag{2.27}
\end{equation*}
$$

subject to linear constraints

$$
\begin{equation*}
A y=f+u \quad \text { in } H^{\prime} \tag{2.28}
\end{equation*}
$$

where $A: H \rightarrow H^{\prime}$ is defined as above in (2.12) satisfying (2.13) and $f \in H$ is given. Reserving the symbol $\mathcal{H}$ for the resulting product space, in view of the notation in Section 2.1, the space $H$ in this subsection is defined as in (2.8) or in (2.9). In order for a solution $y$ of (2.28), the state of the system, to be well-defined, the problem formulation has to ensure that the unknown control $u$ appearing on the right hand side is at least in $H^{\prime}$. This can be achieved by choosing the control space $\mathcal{U}$ whose norm appears in (2.27) such that it is as least as smooth as $H^{\prime}$. The second ingredient in the functional (2.27) is a data fidelity term which tries to match the system state $y$ to some prescribed target state $y_{*}$, measured in some norm which is typically weaker than $\|\cdot\|_{H}$. Thus, we require that the observation space $\mathcal{Z}$ and the control space $\mathcal{U}$ are such that the continuous embeddings

$$
\begin{equation*}
\|v\|_{H^{\prime}} \lesssim\|v\|_{\mathcal{U}}, \quad v \in \mathcal{U}, \quad\|v\|_{\mathcal{Z}} \lesssim\|v\|_{H}, \quad v \in H \tag{2.29}
\end{equation*}
$$

hold. Mostly the simplest cases of norms which occur for $\mathcal{U}=\mathcal{Z}=L_{2}(\Omega)$ have been investigated and which are covered by these assumptions [Li]. The parameter $\omega \geq 0$ balances the norms in (2.27).
Since the control appears in all of the right hand side of (2.28), such control problems are termed problems with distributed control. Although their practical value is of a rather limited nature, distributed control problems help to bring out the basic mechanisms. Note that when the observed data are compatible in the sense that $y_{*} \equiv A^{-1} f$, the control problem has the trivial solution $u \equiv 0$ which yields $\mathcal{J}(y, u) \equiv 0$.
Solution schemes for the control problem (2.27) subject to the constraints (2.28) can be based on the system of operator equations derived next by the same variational principles as employed in the previous section, using a Lagrange multiplier $p$ to enforce the constraints. Defining the Lagrangian functional

$$
\begin{equation*}
\operatorname{Lagr}(y, p, u):=\mathcal{J}(y, u)+\langle p, A y-f-u\rangle \tag{2.30}
\end{equation*}
$$

on $H \times H \times H^{\prime}$, the first order necessary conditions or Karush-Kuhn-Tucker (KKT) conditions $\delta \operatorname{Lagr}(x)=0$ for $x=p, y, u$ can be derived as

$$
\begin{align*}
A y & =f+u \\
A^{\prime} p & =-S\left(y-y_{*}\right)  \tag{2.31}\\
\omega R u & =p
\end{align*}
$$

Here the linear operators $S$ and $R$ can be interpreted as Riesz operators defined by the inner products $(\cdot, \cdot)_{\mathcal{Z}}$ and $(\cdot, \cdot)_{\mathcal{U}}$. The system (2.31) may be written in saddle point form as

$$
\mathcal{L} V:=\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}^{\prime}  \tag{2.32}\\
\mathcal{B} & 0
\end{array}\right) V:=\left(\begin{array}{ccc}
S & 0 & A^{\prime} \\
0 & \omega R & -I \\
A & -I & 0
\end{array}\right)\left(\begin{array}{l}
y \\
u \\
p
\end{array}\right)=\left(\begin{array}{c}
S y_{*} \\
0 \\
f
\end{array}\right)=: F
$$

on $\mathcal{H}:=H \times H \times H^{\prime}$.

## Remark 2.1.

We can also allow for $\mathcal{Z}$ in (2.27) to be a trace space on part of the boundary $\partial \Omega$ as long as the corresponding condition (2.29) is satisfied [K4].
The class of control problems where the control is exerted through Neumann boundary conditions can also be written in this form, since in this case the control still appears on the right hand side of a single operator equation of a form like (2.28), see [DK3].

Well-posedness of the system (2.32) can now be established by applying the conditions for saddle point problems stated in Section 2.3. However, for the control problems here and below we will follow a different route which supports efficient numerical solution schemes better. The idea is as follows, while the PDE constraints (2.28) that govern the system are fixed, there is in many applications some ambiguity with respect to the choice of the spaces $\mathcal{Z}$ and
$\mathcal{U} . L_{2}$ norms are easily realized in finite element discretizations, although in some applications like glass cooling smoother norms for the observation $\|\cdot\|_{\mathcal{Z}}$ are desirable [PT]. Once $\mathcal{Z}$ and $\mathcal{U}$ are fixed, there is only a single parameter $\omega$ to balance the two norms in (2.27). Modelling the objective functional is therefore an issue where more flexibility may be advantageous. Specifically in a multiscale setting, one may want to weight contributions on different scales by multiple parameters.
The wavelet setting which we describe below allows for this flexibility. It is based on formulating the objective functional in terms of weighted wavelet coefficient sequences which are equivalent to $\mathcal{Z}, \mathcal{U}$ and which, in addition, support an efficient numerical implementation. Once wavelet discretizations are introduced, we formulate control problems with such objective functionals below.

### 2.5 PDE-Constrained Control Problems: Dirichlet Boundary Control

Even more involved than the control problems with distributed control encountered in the previous section are those problems with Dirichlet boundary control which, however, are practically more relevant.
An illustrative guiding model for this case is the problem to minimize for some given data $y_{*}$ the quadratic functional

$$
\begin{equation*}
\mathcal{J}(y, u)=\frac{1}{2}\left\|y-y_{*}\right\|_{\mathcal{Z}}^{2}+\frac{\omega}{2}\|u\|_{\mathcal{U}}^{2}, \tag{2.33}
\end{equation*}
$$

where, adhering to the notation in Section 2.2, the state $y$ and the control $u$ are coupled through the linear second order elliptic boundary value problem

$$
\begin{array}{rlrl}
-\nabla \cdot(\mathbf{a} \nabla y)+k y & =f & & \text { in } \Omega, \\
y & =u & & \text { on } \Gamma,  \tag{2.34}\\
(\mathbf{a} \nabla y) \cdot \mathbf{n}=0 & & \text { on } \Gamma_{N} .
\end{array}
$$

The appearance of the control $u$ as a Dirichlet boundary condition in (2.34) is referred to as a Dirichlet boundary control. In view of the treatment of essential Dirichlet boundary conditions in the context of saddle point problems derived in Section 2.3, we write the PDE constraints (2.34) in the operator form (2.21) on $Y \times Q$ where $Y=H^{1}(\Omega)$ and $Q=\left(H^{1 / 2}(\Gamma)\right)^{\prime}$. The model control problem with Dirichlet boundary control then reads as follows: For given data $y_{*} \in \mathcal{Z}$ and $f \in Y^{\prime}$ minimize the quadratic functional

$$
\begin{equation*}
\mathcal{J}(y, u)=\frac{1}{2}\left\|y-y_{*}\right\|_{\mathcal{Z}}^{2}+\frac{\omega}{2}\|u\|_{\mathcal{U}}^{2} \tag{2.35}
\end{equation*}
$$

subject to

$$
\left(\begin{array}{ll}
A & B^{\prime}  \tag{2.36}\\
B & 0
\end{array}\right)\binom{y}{p}=\binom{f}{u} .
$$

In view of the problem formulation in Section 2.4 and the discussion of the choice of the observation space $\mathcal{Z}$ and the control space, analogously here we require that $\mathcal{Z}$ and $\mathcal{U}$ are such that the continuous embeddings

$$
\begin{equation*}
\|v\|_{Q^{\prime}} \lesssim\|v\|_{\mathcal{U}}, \quad v \in \mathcal{U}, \quad\|v\|_{\mathcal{Z}} \lesssim\|v\|_{Y}, \quad v \in Y \tag{2.37}
\end{equation*}
$$

hold. In view of Remark 2.1, the case of observations on part of the boundary $\partial \Omega$ can also be taken into account [K5]. Part of the numerical results are for such a situation shown in Figure 5.2.

Remark 2.2.
It should be noted that the simple choice of $\mathcal{U}=L_{2}(\Gamma)$, which is used in many applications of Dirichlet control problems, is not covered here. The problem of well-posedness may arise in this case which we briefly discuss. Note that the constraints (2.34) or, in weak form (2.21), guarantee a unique weak solution $y \in Y=H^{1}(\Omega)$ provided that the boundary term $u$ satisfies $u \in Q^{\prime}=H^{1 / 2}(\Gamma)$. Therefore, in the framework of control problems, this smoothness of $u$ has to be required either by the choice of $\mathcal{U}$ or by the choice of $\mathcal{Z}$ (such as $\left.\mathcal{Z}=H^{1}(\Omega)\right)$ which would assure $B y \in Q^{\prime}$. In the latter case, we could relax condition (2.37) on $\mathcal{U}$.

In the context of flow control problems, an $H^{1}$ norm on the boundary for the control has been used in [GL].
Similarly as stated at the end of Section 2.4, we can now derive by variational principles the first order necessary conditions for a coupled system of saddle point problems. Well-posedness of this system can again be established by applying the conditions for saddle point problems from Section 2.3 where the inf-sup condition for the saddle point problem (2.21) yields an inf-sup condition for the exterior saddle point problem of interior saddle point problems [K2]. However, also in this case, we follow the ideas mentioned at the end of Section 2.5 and pose a corresponding control problem in terms of wavelet coefficients.

## 3 Wavelets

The numerical solution of the classes of problems introduced above hinges on the availability of appropriate wavelet bases for the function spaces under consideration which are all particular Hilbert spaces. First we introduce the three basic properties that we require our wavelet bases to satisfy.
Afterwards, construction principles for wavelets based on multiresolution analysis of function spaces on bounded domains will be given.

### 3.1 Basic Properties

In view of the problem classes considered above, we need to have a wavelet basis at our disposal for each occurring function space. A wavelet basis for a

Hilbert space $H$ here is understood as a collection of functions

$$
\begin{equation*}
\Psi_{H}:=\left\{\psi_{H, \lambda}: \lambda \in \mathbb{I}_{H}\right\} \subset H \tag{3.1}
\end{equation*}
$$

which are indexed by elements $\lambda$ from an infinite index set $\in \Pi_{H}$. Each of the $\lambda$ comprises different information $\lambda=(j, \mathbf{k}, \mathbf{e})$ such as the refinement scale or level of resolution $j$ and a spatial location $\mathbf{k}=\mathbf{k}(\lambda) \in \mathbb{Z}^{n}$. In more than one space dimensions, the basis functions are built from taking tensor products of certain univariate functions, and in this case the third index e contains information on the type of wavelet. We will frequently use the symbol $|\lambda|:=j$ to have access to the resolution level $j$. In the univariate case on all of $\mathbb{R}$, $\psi_{H, \lambda}$ is typically generated by means of shifts and dilates of a single function $\psi$, i.e., $\psi_{\lambda}=\psi_{j, k}=2^{j / 2} \psi\left(2^{j} .-k\right), j, k \in \mathbb{Z}$, normalized with respect to $\|\cdot\|_{L_{2}}$. On bounded domains, the structure of the functions is essentially the same up to modifications near the boundary.
The three crucial properties that we will assume the wavelet basis to have for the sequel are the following.
(R) Riesz basis property

Every $v \in H$ has a unique expansion in terms of $\Psi_{H}$,

$$
\begin{equation*}
v=\sum_{\lambda \in \mathbb{I}_{H}} v_{\lambda} \psi_{H, \lambda}=: \mathbf{v}^{T} \Psi_{H}, \quad \mathbf{v}:=\left(v_{\lambda}\right)_{\lambda \in \mathbb{I}_{H}}, \tag{3.2}
\end{equation*}
$$

and its expansion coefficients satisfy a norm equivalence, that is, for any $\mathbf{v}=\left\{v_{\lambda}: \lambda \in \Pi_{H}\right\}$ one has

$$
\begin{equation*}
c_{H}\|\mathbf{v}\|_{\ell_{2}\left(\Pi_{H}\right)} \leq\left\|\mathbf{v}^{T} \Psi_{H}\right\|_{H} \leq C_{H}\|\mathbf{v}\|_{\ell_{2}\left(\Pi_{H}\right)}, \quad \mathbf{v} \in \ell_{2}\left(\Pi_{H}\right) \tag{3.3}
\end{equation*}
$$

where $0<c_{H} \leq C_{H}<\infty$. This means that wavelet expansions induce isomorphisms between certain function spaces and sequence spaces. It will be convenient in the following to abbreviate $\ell_{2}$ norms without subscripts as $\|\cdot\|:=\|\cdot\|_{\ell_{2}\left(\mathbb{I}_{H}\right)}$ when the index set is clear from the context. If the precise format of the constants does not matter, we write the norm equivalence (3.3) shortly as

$$
\begin{equation*}
\|\mathbf{v}\| \sim\left\|\mathbf{v}^{T} \Psi_{H}\right\|_{H}, \quad \mathbf{v} \in \ell_{2}\left(I_{H}\right) \tag{3.4}
\end{equation*}
$$

(L) Locality

The functions $\psi_{H, \lambda}$ have compact support which decreases with increasing level $j=|\lambda|$, i.e.,

$$
\begin{equation*}
\operatorname{diam}\left(\operatorname{supp} \psi_{H, \lambda}\right) \sim 2^{-|\lambda|} . \tag{3.5}
\end{equation*}
$$

(CP) Cancellation property
There exists an integer $\tilde{m}=\tilde{m}_{H}$ such that

$$
\begin{equation*}
\left\langle v, \psi_{H, \lambda}\right\rangle \lesssim 2^{-|\lambda|(n / 2-n / p+\tilde{m})}|v|_{W_{p}^{\tilde{m}}\left(\operatorname{supp} \psi_{H, \lambda}\right)} . \tag{3.6}
\end{equation*}
$$

Thus, integrating against a wavelet has the effect of taking an $\tilde{m}$ 'th order difference which annihilates the smooth part of $v$. This property is for wavelets defined on Euclidean domains typically realized by constructing $\Psi_{H}$ in such a way that it possesses a dual or biorthogonal basis $\tilde{\Psi}_{H} \subset H^{\prime}$ such that the multiresolution spaces $\tilde{S}_{j}:=\operatorname{span}\left\{\tilde{\psi}_{H, \lambda}:\right.$ $|\lambda|<j\}$ contain all polynomials of order $\tilde{m}$. Here dual basis means that $\left\langle\psi_{H, \lambda}, \tilde{\psi}_{H, \nu}\right\rangle=\delta_{\lambda, \nu}$ where $\lambda, \nu \in \Pi_{H}$.

A few remarks on these properties are in order. In (R), the norm equivalence (3.4) is crucial since it means complete control over a function measured in $\|\cdot\|_{H}$ from above and below by its expansion coefficients: small changes in the coefficients only causes small changes in the function which, together with the locality ( L ), also means that local changes stay local. This stability is an important feature which is used for deriving optimal preconditioners and driving adaptive approximations where, again, the locality is crucial. Finally, the cancellation property (CP) implies that smooth functions have small wavelet coefficients which, on account of (3.3), may be neglected in a controllable way. Moreover, (CP) can be used to derive quasi-sparse representations of a wide class of operators.
By duality arguments one can show that (3.3) is equivalent to the existence of a biorthogonal collection which is dual or biorthogonal to $\Psi_{H}$,

$$
\begin{equation*}
\tilde{\Psi}_{H}:=\left\{\tilde{\psi}_{H, \lambda}: \lambda \in \Pi_{H}\right\} \subset H^{\prime}, \quad\left\langle\psi_{H, \lambda}, \tilde{\psi}_{H, \mu}\right\rangle=\delta_{\lambda, \mu}, \quad \lambda, \mu \in \Pi_{H} \tag{3.7}
\end{equation*}
$$

which is a Riesz basis for $H^{\prime}$, that is, for any $\tilde{v}=\tilde{\mathbf{v}}^{T} \tilde{\Psi}_{H} \in H^{\prime}$ one has

$$
\begin{equation*}
C_{H}^{-1}\|\tilde{\mathbf{v}}\| \leq\left\|\tilde{\mathbf{v}}^{T} \tilde{\Psi}_{H}\right\|_{H^{\prime}} \leq c_{H}^{-1}\|\tilde{\mathbf{v}}\| \tag{3.8}
\end{equation*}
$$

see [D1,D3,K2]. Here, and in the sequel, the tilde expresses that the collection $\tilde{\Psi}_{H}$ is a dual basis to a primal one for the space identified by the subscript, so that $\tilde{\Psi}_{H}=\Psi_{H^{\prime}}$.
Above in (3.3), we have already introduced the following shorthand notation which simplifies the presentation of many terms. We will view $\Psi_{H}$, as in (3.1), as a collection of functions as well as a (possibly infinite) column vector containing all functions always assembled in some fixed unspecified order. For a countable collection of functions $\Theta$ and some single function $\sigma$, the term $\langle\Theta, \sigma\rangle$ is to be understood as the column vector with entries $\langle\theta, \sigma\rangle, \theta \in \Theta$, and correspondingly $\langle\sigma, \Theta\rangle$ the row vector. For two collections $\Theta, \Sigma$, the quantity $\langle\Theta, \Sigma\rangle$ is then a (possibly infinite) matrix with entries $(\langle\theta, \sigma\rangle)_{\theta \in \Theta, \sigma \in \Sigma}$ for which $\langle\Theta, \Sigma\rangle=\langle\Sigma, \Theta\rangle^{T}$. This also implies that for a (possibly infinite) matrix $\mathbf{C}$ that $\langle\mathbf{C} \Theta, \Sigma\rangle=\mathbf{C}\langle\Theta, \Sigma\rangle$ and $\langle\Theta, \mathbf{C} \Sigma\rangle=\langle\Theta, \Sigma\rangle \mathbf{C}^{T}$.
In this notation, the biorthogonality or duality conditions (3.7) can be reexpressed as

$$
\begin{equation*}
\langle\Psi, \tilde{\Psi}\rangle=\mathbf{I} \tag{3.9}
\end{equation*}
$$

with the infinite identity matrix $\mathbf{I}$.

Wavelets with the above properties can actually be obtained in the following way. This concerns, in particular, a scaling depending on the regularity of the space under consideration. In our case, $H$ will always be a Sobolev space $H^{s}=H^{s}(\Omega)$ or a closed subspace of $H^{s}(\Omega)$ determined by homogeneous boundary conditions, or its dual. For $s<0, H^{s}$ is interpreted as above as the dual of $H^{-s}$. One typically obtains the wavelet basis $\Psi_{H}$ for $H$ from an anchor basis $\Psi=\left\{\psi_{\lambda}: \lambda \in \mathbb{I}=\Pi_{H}\right\}$ which is a Riesz basis for $L_{2}(\Omega)$, meaning that $\Psi$ is scaled such that $\left\|\psi_{\lambda}\right\|_{L_{2}(\Omega)} \sim 1$. Moreover, its dual basis $\tilde{\Psi}$ is also a Riesz basis for $L_{2}(\Omega) . \Psi$ and $\tilde{\Psi}$ are constructed in such a way that rescaled versions of both bases $\Psi, \tilde{\Psi}$ form Riesz bases for a whole range of (closed subspaces of) Sobolev spaces $H^{s}$, for $0<s<\gamma, \tilde{\gamma}$, respectively. Consequently, one can derive that for each $s \in(-\tilde{\gamma}, \gamma)$ the collection

$$
\begin{equation*}
\Psi_{s}:=\left\{2^{-s|\lambda|} \psi_{\lambda}: \lambda \in I I\right\}=: \mathbf{D}^{-s} \Psi \tag{3.10}
\end{equation*}
$$

is a Riesz basis for $H^{s}$, see [D1]. This means that there exist positive finite constants $c_{s}, C_{s}$ such that

$$
\begin{equation*}
c_{s}\|\mathbf{v}\| \leq\left\|\mathbf{v}^{T} \Psi_{s}\right\|_{H^{s}} \leq C_{s}\|\mathbf{v}\| \quad \mathbf{v} \in \ell_{2}(I I) \tag{3.11}
\end{equation*}
$$

holds for each $s \in(-\tilde{\gamma}, \gamma)$. Such a scaling represented by a diagonal matrix $\mathbf{D}^{s}$ introduced in (3.10) will play an important role later on. The analogous expression in terms of the dual basis reads

$$
\begin{equation*}
\tilde{\Psi}_{s}:=\left\{2^{s|\lambda|} \tilde{\psi}_{\lambda}: \lambda \in I I\right\}=\mathbf{D}^{s} \tilde{\Psi} \tag{3.12}
\end{equation*}
$$

where $\tilde{\Psi}_{s}$ forms a Riesz basis of $H^{s}$ for $s \in(-\gamma, \tilde{\gamma})$. This implies the following fact. For $t \in(-\tilde{\gamma}, \gamma)$ the mapping

$$
\begin{equation*}
D^{t}: v=\mathbf{v}^{T} \Psi \mapsto\left(\mathbf{D}^{t} \mathbf{v}\right)^{T} \Psi=\mathbf{v}^{T} \mathbf{D}^{t} \Psi=\sum_{\lambda \in \mathbb{I}} v_{\lambda} 2^{t|\lambda|} \psi_{\lambda} \tag{3.13}
\end{equation*}
$$

acts as a shift operator between Sobolev scales which means that

$$
\begin{equation*}
\left\|D^{t} v\right\|_{H^{s}} \sim\|v\|_{H^{s+t}} \sim\left\|\mathbf{D}^{s+t} \mathbf{v}\right\|, \text { if } s, s+t \in(-\tilde{\gamma}, \gamma) . \tag{3.14}
\end{equation*}
$$

Concrete constructions of wavelet bases with the above properties for parameters $\gamma, \tilde{\gamma} \leq 3 / 2$ on a bounded Lipschitz domain $\Omega$ can be found in [DKU,DSt]. This suffices for the aforementioned examples where the relevant Sobolev regularity indices range between -1 and 1 .

### 3.2 Norm Equivalences and Riesz Maps

As we have seen, the scaling provided by $\mathbf{D}^{-s}$ is an important feature to establish norm equivalences (3.11) for the range $s \in(-\tilde{\gamma}, \gamma)$ of Sobolev spaces $H^{s}$. However, there are several other norms which are equivalent to $\|\cdot\|_{H^{s}}$ which may be used later in the objective functional (2.27) in the context of
control problems. This issue addresses the mathematical model which we now briefly discuss.
We first consider norm equivalences for the $L_{2}$ norm. As before let $\Psi$ be the anchor wavelet basis for $L_{2}$ for which the Riesz operator $\mathbf{R}=\mathbf{R}_{L_{2}}$ is the (infinite) Gramian matrix with respect to the inner product $(\cdot, \cdot)_{L_{2}}$ defined as

$$
\begin{equation*}
\mathbf{R}:=(\Psi, \Psi)_{L_{2}}=\langle\Psi, \Psi\rangle . \tag{3.15}
\end{equation*}
$$

Expanding $\Psi$ in terms of $\tilde{\Psi}$ and recalling the duality (3.9), this implies

$$
\begin{equation*}
\mathbf{I}=\langle\Psi, \tilde{\Psi}\rangle=\langle\langle\Psi, \Psi\rangle \tilde{\Psi}, \tilde{\Psi}\rangle=\mathbf{R}\langle\tilde{\Psi}, \tilde{\Psi}\rangle \quad \text { or } \quad \mathbf{R}^{-1}=\langle\tilde{\Psi}, \tilde{\Psi}\rangle \tag{3.16}
\end{equation*}
$$

$\mathbf{R}$ may be interpreted as the transformation matrix for the change of basis from $\tilde{\Psi}$ to $\Psi$, that is, $\Psi=\mathbf{R} \tilde{\Psi}$.
For any $w=\mathbf{w}^{T} \Psi \in L_{2}$, we now obtain the identities

$$
\begin{equation*}
\|w\|_{L_{2}}^{2}=\left(\mathbf{w}^{T} \Psi, \mathbf{w}^{T} \Psi\right)_{L_{2}}=\mathbf{w}^{T}\langle\Psi, \Psi\rangle \mathbf{w}=\mathbf{w}^{T} \mathbf{R} \mathbf{w}=\left\|\mathbf{R}^{1 / 2} \mathbf{w}\right\|^{2}=:\|\hat{\mathbf{w}}\|^{2} . \tag{3.17}
\end{equation*}
$$

Expanding $w$ with respect to the basis $\hat{\Psi}:=\mathbf{R}^{-1 / 2} \Psi=\mathbf{R}^{1 / 2} \tilde{\Psi}$, that is, $w=\hat{\mathbf{w}}^{T} \hat{\Psi}$, yields $\|w\|_{L_{2}}=\|\hat{\mathbf{w}}\|$. On the other hand, we get from (3.11) with $s=0$

$$
\begin{equation*}
c_{0}^{2}\|\mathbf{w}\|^{2} \leq\|w\|_{L_{2}}^{2} \leq C_{0}^{2}\|\mathbf{w}\|^{2} . \tag{3.18}
\end{equation*}
$$

From this we can derive the condition number $\kappa(\Psi)$ of the wavelet basis in terms of the extreme eigenvalues of $\mathbf{R}$ by defining

$$
\begin{equation*}
\kappa(\Psi):=\left(\frac{C_{0}}{c_{0}}\right)^{2}=\frac{\lambda_{\max }(\mathbf{R})}{\lambda_{\min }(\mathbf{R})}=\kappa(\mathbf{R}) \sim 1, \tag{3.19}
\end{equation*}
$$

where $\kappa(\mathbf{R})$ also denotes the spectral condition number of $\mathbf{R}$ and the last relation is assured by the asymptotic estimate (3.18). However, the absolute constants will have an impact on numerical results in specific cases.
For a Hilbert space $H$, denote by $\Psi_{H}$ a wavelet basis for $H$ satisfying (R), $(\mathrm{L}),(\mathrm{CP})$ with a corresponding dual basis $\tilde{\Psi}_{H}$. The (infinite) Gramian matrix with respect to the inner product $(\cdot, \cdot)_{H}$ inducing $\|\cdot\|_{H}$ which is defined by

$$
\begin{equation*}
\mathbf{R}_{H}:=\left(\Psi_{H}, \Psi_{H}\right)_{H} \tag{3.20}
\end{equation*}
$$

will be also called Riesz operator. The space $L_{2}$ is covered trivially by $\mathbf{R}_{0}=$ $\mathbf{R}$. For any function $v:=\mathbf{v}^{T} \Psi_{H} \in H$ we then have the identity

$$
\begin{align*}
\|v\|_{H}^{2}=(v, v)_{H} & =\left(\mathbf{v}^{T} \Psi_{H}, \mathbf{v}^{T} \Psi_{H}\right)_{H}=\mathbf{v}^{T}\left(\Psi_{H}, \Psi_{H}\right)_{H} \mathbf{v} \\
& =\mathbf{v}^{T} \mathbf{R}_{H} \mathbf{v}=\left\|\mathbf{R}_{H}^{1 / 2} \mathbf{v}\right\|^{2} \tag{3.21}
\end{align*}
$$

Note that in general $\mathbf{R}_{H}$ may not be explicitly computable, in particular, when $H$ is a fractional Sobolev space.

Again referring to (3.11), we obtain as in (3.19) for the more general case

$$
\begin{equation*}
\kappa\left(\Psi_{s}\right):=\left(\frac{C_{s}}{c_{s}}\right)^{2}=\frac{\lambda_{\max }\left(\mathbf{R}_{H^{s}}\right)}{\lambda_{\min }\left(\mathbf{R}_{H^{s}}\right)}=\kappa\left(\mathbf{R}_{H^{s}}\right) \sim 1 \quad \text { for each } s \in(-\tilde{\gamma}, \gamma) \tag{3.22}
\end{equation*}
$$

Thus, all Riesz operators on the applicable scale of Sobolev spaces are spectrally equivalent. Moreover, comparing (3.22) with (3.19), we get

$$
\begin{equation*}
\frac{c_{s}}{C_{0}}\left\|\mathbf{R}^{1 / 2} \mathbf{v}\right\| \leq\left\|\mathbf{R}_{H^{s}}^{1 / 2} \mathbf{v}\right\| \leq \frac{C_{s}}{c_{0}}\left\|\mathbf{R}^{1 / 2} \mathbf{v}\right\| \tag{3.23}
\end{equation*}
$$

Of course, in practice, the constants appearing in this equation may be much sharper, as the bases for Sobolev spaces with different exponents are only obtained by a diagonal scaling which preserves much of the structure of the original basis for $L_{2}$.
We summarize these results for further reference.
Proposition 3.1. In the above notation, we have for any $v=\mathbf{v}^{T} \Psi_{s} \in H^{s}$ the norm equivalences

$$
\begin{equation*}
\|v\|_{H^{s}}=\left\|\mathbf{R}_{H^{s}}^{1 / 2} \mathbf{v}\right\| \sim\left\|\mathbf{R}^{1 / 2} \mathbf{v}\right\| \sim\|\mathbf{v}\| \quad \text { for each } s \in(-\tilde{\gamma}, \gamma) \tag{3.24}
\end{equation*}
$$

### 3.3 Representation of Operators

A final ingredient concerns the wavelet representation of linear operators in terms of wavelets. Let $H, V$ be Hilbert spaces with wavelet bases $\Psi_{H}, \Psi_{V}$ and corresponding duals $\tilde{\Psi}_{H}, \tilde{\Psi}_{V}$, and suppose that $\mathcal{L}: H \rightarrow V$ is a linear operator with dual $\mathcal{L}^{\prime}: V^{\prime} \rightarrow H^{\prime}$ defined by $\left\langle v, \mathcal{L}^{\prime} w\right\rangle:=\langle\mathcal{L} v, w\rangle$ for all $v \in H$, $w \in V$.
We shall make frequent use of this representation and its properties.
Remark 3.1.
The wavelet representation of $\mathcal{L}: H \rightarrow V$ with respect to the bases $\Psi_{H}, \tilde{\Psi}_{V}$ of $H, V^{\prime}$, respectively, is given by

$$
\begin{equation*}
\mathbf{L}:=\left\langle\tilde{\Psi}_{V}, \mathcal{L} \Psi_{H}\right\rangle, \quad \mathcal{L} v=(\mathbf{L v})^{T} \Psi_{V} \tag{3.25}
\end{equation*}
$$

Thus, the expansion coefficients of $\mathcal{L} v$ in the basis that spans the range space of $\mathcal{L}$ is obtained by applying the infinite matrix $\mathbf{L}=\left\langle\tilde{\Psi}_{V}, \mathcal{L} \Psi_{H}\right\rangle$ to the coefficient vector of $v$. Moreover, boundedness of $\mathcal{L}$ implies boundedness of $\mathbf{L}$ in $\ell_{2}$, i.e.,

$$
\begin{equation*}
\|\mathcal{L} v\|_{V} \lesssim\|v\|_{H}, v \in H, \text { implies }\|\mathbf{L}\|:=\sup _{\|\mathbf{v}\|_{\ell_{2}\left(\pi_{H}\right)} \leq 1}\|\mathbf{L v}\|_{\ell_{2}\left(I_{V}\right)} \lesssim 1 \tag{3.26}
\end{equation*}
$$

Proof. Any image $\mathcal{L} v \in V$ can naturally be expanded with respect to $\Psi_{V}$ as $\mathcal{L} v=\left\langle\mathcal{L} v, \tilde{\Psi}_{V}\right\rangle \Psi_{V}$. In addition expanding $v$ in the basis $\Psi_{H}, v=\mathbf{v}^{T} \Psi_{H}$ yields

$$
\begin{equation*}
\mathcal{L} v=\mathbf{v}^{T}\left\langle\mathcal{L} \Psi_{H}, \tilde{\Psi}_{V}\right\rangle \Psi_{V}=\left(\left\langle\mathcal{L} \Psi_{H}, \tilde{\Psi}_{V}\right\rangle^{T} \mathbf{v}\right)^{T} \Psi_{V}=\left(\left\langle\tilde{\Psi}_{V}, \mathcal{L} \Psi_{H}\right\rangle \mathbf{v}\right)^{T} \Psi_{V} \tag{3.27}
\end{equation*}
$$

As for (3.26), we can infer from (3.3) and (3.25) that

$$
\|\mathbf{L} \mathbf{v}\|_{\ell_{2}\left(I_{V}\right)} \sim\left\|(\mathbf{L v})^{T} \Psi_{V}\right\|_{V}=\|L v\|_{V} \lesssim\|v\|_{H} \sim\|\mathbf{v}\|_{\ell_{2}\left(\Pi_{H}\right)}
$$

which confirms the claim.

### 3.4 Multiscale Decomposition of Function Spaces

In this section, the basic construction principles of the biorthogonal wavelets with properties (R), (L) and (CP) are summarized, for example see [D2]. Their cornerstones are multiresolution analyses of the function spaces under consideration and the concept of stable completions. These concepts are free of Fourier techniques and can therefore be applied to derive constructions of wavelets on domains or manifolds which are subsets of $\mathbb{R}^{n}$.

## Multiresolution of $\boldsymbol{L}_{\mathbf{2}}$

Practical constructions of wavelets typically start out with multiresolution analyses of function spaces. Consider a multiresolution $\mathcal{S}$ of $L_{2}$ which consists of closed subspaces $S_{j}$ of $L_{2}$, called trial spaces, such that they are nested and their union is dense in $L_{2}$,

$$
\begin{equation*}
S_{j_{0}} \subset S_{j_{0}+1} \subset \ldots \subset S_{j} \subset S_{j+1} \subset \ldots L_{2}, \quad \operatorname{clos}_{L_{2}}\left(\bigcup_{j=j_{0}}^{\infty} S_{j}\right)=L_{2} \tag{3.28}
\end{equation*}
$$

The index $j$ is the refinement level which already appeared in the elements of the index set II in (3.1), starting with some coarsest level $j_{0} \in \mathbb{N}_{0}$. For a finite subset $\Theta \subset L_{2}$ we abbreviate the linear span of $\Theta$ as

$$
S(\Theta)=\operatorname{span}\{\Theta\} .
$$

Typically the multiresolution spaces $S_{j}$ have the form

$$
\begin{equation*}
S_{j}=S\left(\Phi_{j}\right), \quad \Phi_{j}=\left\{\phi_{j, k}: k \in \Delta_{j}\right\} \tag{3.29}
\end{equation*}
$$

for some finite index set $\Delta_{j}$, where the set $\left\{\Phi_{j}\right\}_{j=j_{0}}^{\infty}$ is uniformly stable in the sense that

$$
\begin{equation*}
\|\mathbf{c}\|_{\ell_{2}\left(\Delta_{j}\right)} \sim\left\|\mathbf{c}^{T} \Phi_{j}\right\|_{L_{2}}, \quad \mathbf{c}=\left\{c_{k}\right\}_{k \in \Delta_{j}} \in \ell_{2}\left(\Delta_{j}\right) \tag{3.30}
\end{equation*}
$$

holds uniformly in $j$. Again we have used the shorthand notation

$$
\mathbf{c}^{T} \Phi_{j}=\sum_{k \in \Delta_{j}} c_{k} \phi_{j, k}
$$

and $\Phi_{j}$ denotes both the (column) vector containing the functions $\phi_{j, k}$ as well as the set of functions (3.29).
The collection $\Phi_{j}$ is called a single scale basis since all of its elements only live on one scale $j$. In the present context of multiresolution analysis, $\Phi_{j}$ is also called a generator basis or shortly generators of the multiresolution. We assume that the $\phi_{j, k}$ are compactly supported with

$$
\begin{equation*}
\operatorname{diam}\left(\operatorname{supp} \phi_{j, k}\right) \sim 2^{-j} \tag{3.31}
\end{equation*}
$$

It follows from (3.30) that they are scaled such that

$$
\begin{equation*}
\left\|\phi_{j, k}\right\|_{L_{2}} \sim 1 \tag{3.32}
\end{equation*}
$$

holds. It is known that nestedness (3.28) together with stability (3.30) implies the existence of matrices $\mathbf{M}_{j, 0}=\left(m_{r, k}^{j}\right)_{r \in \Delta_{j+1}, k \in \Delta_{j}}$ such that the two-scale relation

$$
\begin{equation*}
\phi_{j, k}=\sum_{r \in \Delta_{j+1}} m_{r, k}^{j} \phi_{j+1, r}, \quad k \in \Delta_{j}, \tag{3.33}
\end{equation*}
$$

is satisfied. We can essentially simplify the subsequent presentation of the material by viewing (3.33) as a matrix-vector equation which then attains the compact form

$$
\begin{equation*}
\Phi_{j}=\mathbf{M}_{j, 0}^{T} \Phi_{j+1} \tag{3.34}
\end{equation*}
$$

Any set of functions satisfying an equation of this form, the refinement or two-scale relation, will be called refinable.
Denoting by $[X, Y]$ the space of bounded linear operators from a normed linear space $X$ into the normed linear space $Y$, one has that

$$
\mathbf{M}_{j, 0} \in\left[\ell_{2}\left(\Delta_{j}\right), \ell_{2}\left(\Delta_{j+1}\right)\right]
$$

is uniformly sparse which means that the number of entries in each row or column is uniformly bounded. Furthermore, one infers from (3.30) that

$$
\begin{equation*}
\left\|\mathbf{M}_{j, 0}\right\|=\mathcal{O}(1), \quad j \geq j_{0} \tag{3.35}
\end{equation*}
$$

where the corresponding operator norm is defined as

$$
\left\|\mathbf{M}_{j, 0}\right\|:=\sup _{\mathbf{c} \in \ell_{2}\left(\Delta_{j}\right),\|\mathbf{c}\| \|_{\ell_{2}\left(\Delta_{j}\right)}=1}\left\|\mathbf{M}_{j, 0} \mathbf{c}\right\|_{\ell_{2}\left(\Delta_{j+1}\right)}
$$

Since the union of $\mathcal{S}$ is dense in $L_{2}$, a basis for $L_{2}$ can be assembled from functions which span any complement between two successive spaces $S_{j}$ and $S_{j+1}$, i.e.,

$$
\begin{equation*}
S\left(\Phi_{j+1}\right)=S\left(\Phi_{j}\right) \oplus S\left(\Psi_{j}\right) \tag{3.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\Psi_{j}=\left\{\psi_{j, k}: k \in \nabla_{j}\right\}, \quad \nabla_{j}:=\Delta_{j+1} \backslash \Delta_{j} . \tag{3.37}
\end{equation*}
$$

The functions $\Psi_{j}$ are called wavelet functions or shortly wavelets if, among other conditions detailed below, the union $\left\{\Phi_{j} \cup \Psi_{j}\right\}$ is still uniformly stable in the sense of (3.30). Since (3.36) implies $S\left(\Psi_{j}\right) \subset S\left(\Phi_{j+1}\right)$, the functions in $\Psi_{j}$ must also satisfy a matrix-vector relation of the form

$$
\begin{equation*}
\Psi_{j}=\mathbf{M}_{j, 1}^{T} \Phi_{j+1} \tag{3.38}
\end{equation*}
$$

with a matrix $\mathbf{M}_{j, 1}$ of $\operatorname{size}\left(\# \Delta_{j+1}\right) \times\left(\# \nabla_{j}\right)$. Furthermore, (3.36) is equivalent to the fact that the linear operator composed of $\mathbf{M}_{j, 0}$ and $\mathbf{M}_{j, 1}$,

$$
\begin{equation*}
\mathbf{M}_{j}=\left(\mathbf{M}_{j, 0}, \mathbf{M}_{j, 1}\right) \tag{3.39}
\end{equation*}
$$

is invertible as a mapping from $\ell_{2}\left(\Delta_{j} \cup \nabla_{j}\right)$ onto $\ell_{2}\left(\Delta_{j+1}\right)$. One can also show that the set $\left\{\Phi_{j} \cup \Psi_{j}\right\}$ is uniformly stable if and only if

$$
\begin{equation*}
\left\|\mathbf{M}_{j}\right\|,\left\|\mathbf{M}_{j}^{-1}\right\|=\mathcal{O}(1), \quad j \rightarrow \infty \tag{3.40}
\end{equation*}
$$

The particular cases that will be important for practical purposes are when not only $\mathbf{M}_{j, 0}$ and $\mathbf{M}_{j, 1}$ are uniformly sparse but also the inverse of $\mathbf{M}_{j}$. We denote this inverse by $\mathbf{G}_{j}$ and assume that it is split into

$$
\begin{equation*}
\mathbf{G}_{j}=\mathbf{M}_{j}^{-1}=\binom{\mathbf{G}_{j, 0}}{\mathbf{G}_{j, 1}} \tag{3.41}
\end{equation*}
$$

A special situation occurs when

$$
\mathbf{G}_{j}=\mathbf{M}_{j}^{-1}=\mathbf{M}_{j}^{T}
$$

which corresponds to the case of $L_{2}$ orthogonal wavelets [Dau]. A systematic construction of more general $\mathbf{M}_{j}, \mathbf{G}_{j}$ for spline-wavelets can be found in [DKU], see also [D2] for more examples, including the hierarchical basis.
Thus, the identification of the functions $\Psi_{j}$ which span the complement of $S\left(\Phi_{j}\right)$ in $S\left(\Phi_{j+1}\right)$ is equivalent to completing a given refinement matrix $\mathbf{M}_{j, 0}$ to an invertible matrix $\mathbf{M}_{j}$ in such a way that (3.40) is satisfied. Any such completion $\mathbf{M}_{j, 1}$ is called stable completion of $\mathbf{M}_{j, 0}$. In other words, the problem of the construction of compactly supported wavelets can equivalently be formulated as an algebraic problem of finding the (uniformly) sparse completion of a (uniformly) sparse matrix $\mathbf{M}_{j, 0}$ in such a way that its inverse is also (uniformly) sparse. The fact that inverses of sparse matrices are usually dense elucidates the difficulties in the constructions.
The concept of stable completions has been introduced in [CDP] for which a special case is known as the lifting scheme [Sw]. Of course, constructions that yield compactly supported wavelets are particularly suited for computations in numerical analysis.
Combining the two-scale relations (3.34) and (3.38), one can see that $\mathbf{M}_{j}$ performs a change of bases in the space $S_{j+1}$,

$$
\begin{equation*}
\binom{\Phi_{j}}{\Psi_{j}}=\binom{\mathbf{M}_{j, 0}^{T}}{\mathbf{M}_{j, 1}^{T}} \Phi_{j+1}=\mathbf{M}_{j}^{T} \Phi_{j+1} \tag{3.42}
\end{equation*}
$$

Conversely, applying the inverse of $\mathbf{M}_{j}$ to both sides of (3.42) results in the reconstruction identity

$$
\begin{equation*}
\Phi_{j+1}=\mathbf{G}_{j}^{T}\binom{\Phi_{j}}{\Psi_{j}}=\mathbf{G}_{j, 0}^{T} \Phi_{j}+\mathbf{G}_{j, 1}^{T} \Psi_{j} \tag{3.43}
\end{equation*}
$$

Fixing a finest resolution level $J$, one can repeat the decomposition (3.36) so that $S_{J}=S\left(\Phi_{J}\right)$ can be written in terms of the functions from the coarsest space supplied with the complement functions from all intermediate levels,

$$
\begin{equation*}
S\left(\Phi_{J}\right)=S\left(\Phi_{j_{0}}\right) \oplus \bigoplus_{j=j_{0}}^{J-1} S\left(\Psi_{j}\right) \tag{3.44}
\end{equation*}
$$

Thus, every function $v \in S\left(\Phi_{J}\right)$ can be written in its single-scale representation

$$
\begin{equation*}
v=\left(\mathbf{c}_{J}\right)^{T} \Phi_{J}=\sum_{k \in \Delta_{J}} c_{J, k} \phi_{J, k} \tag{3.45}
\end{equation*}
$$

as well as in its multiscale form

$$
\begin{equation*}
v=\left(\mathbf{c}_{j_{0}}\right)^{T} \Phi_{j_{0}}+\left(\mathbf{d}_{j_{0}}\right)^{T} \Psi_{j_{0}}+\cdots+\left(\mathbf{d}_{J-1}\right)^{T} \Psi_{J-1} \tag{3.46}
\end{equation*}
$$

with respect to the multiscale or wavelet basis

$$
\begin{equation*}
\Psi^{J}:=\Phi_{j_{0}} \cup \bigcup_{j=j_{0}}^{J-1} \Psi_{j}=: \bigcup_{j=j_{0}-1}^{J-1} \Psi_{j} \tag{3.47}
\end{equation*}
$$

Often the single-scale representation of a function may be easier to compute and evaluate while the multiscale representation allows one to separate features of the underlying function characterized by different length scales. Therefore since both representations are advantageous, it is useful to determine the transformation between the two representations, commonly referred to as the Wavelet Transform,

$$
\begin{equation*}
\mathbf{T}_{J}: \ell_{2}\left(\Delta_{j}\right) \rightarrow \ell_{2}\left(\Delta_{j}\right), \quad \mathbf{d}^{J} \mapsto \mathbf{c}_{J} \tag{3.48}
\end{equation*}
$$

where

$$
\mathbf{d}^{J}:=\left(\mathbf{c}_{j_{0}}, \mathbf{d}_{j_{0}}, \ldots, \mathbf{d}_{J-1}\right)^{T}
$$

The previous relations (3.42) and (3.43) indicate that this will involve the matrices $\mathbf{M}_{j}$ and $\mathbf{G}_{j}$. In fact, $\mathbf{T}_{J}$ has the representation

$$
\begin{equation*}
\mathbf{T}_{J}=\mathbf{T}_{J, J-1} \cdots \mathbf{T}_{J, j_{0}} \tag{3.49}
\end{equation*}
$$

where each factor has the form

$$
\mathbf{T}_{J, j}:=\left(\begin{array}{cc}
\mathbf{M}_{j} & \mathbf{0}  \tag{3.50}\\
\mathbf{0} & \mathbf{I}^{\left(\# \Delta_{J}-\# \Delta_{j+1}\right)}
\end{array}\right) \in \mathbb{R}^{\left(\# \Delta_{J}\right) \times\left(\# \Delta_{J}\right)}
$$

Schematically $\mathbf{T}_{J}$ can be visualized as a pyramid scheme


Accordingly, the inverse transform $\mathbf{T}_{J}^{-1}$ can also be written in product structure (3.49) in reverse order involving the matrices $\mathbf{G}_{j}$ as follows:

$$
\begin{equation*}
\mathbf{T}_{J}^{-1}=\mathbf{T}_{J, j_{0}}^{-1} \cdots \mathbf{T}_{J, J-1}^{-1} \tag{3.52}
\end{equation*}
$$

where each factor has the form

$$
\mathbf{T}_{J, j}^{-1}:=\left(\begin{array}{cc}
\mathbf{G}_{j} & \mathbf{0}  \tag{3.53}\\
\mathbf{0} & \mathbf{I}^{\left(\# \Delta_{J}-\# \Delta_{j+1}\right)}
\end{array}\right) \in \mathbb{R}^{\left(\# \Delta_{J}\right) \times\left(\# \Delta_{J}\right)} .
$$

The corresponding pyramid scheme is then

$$
\begin{gather*}
\mathbf{c}_{J} \xrightarrow{\mathbf{G}_{J-1,0}} \mathbf{c}_{J-1} \\
 \tag{3.54}\\
\mathbf{G}_{J-1,1} \\
\\
\\
\\
\\
\\
\mathbf{d}_{J-1}
\end{gather*}
$$

## Remark 3.2.

Property (3.40) and the fact that $\mathbf{M}_{j}$ and $\mathbf{G}_{j}$ can be applied in $\left(\# \Delta_{j+1}\right)$ operations uniformly in $j$ implies that the complexity of applying $\mathbf{T}_{J}$ or $\mathbf{T}_{J}^{-1}$ using the pyramid scheme is of order $\mathcal{O}\left(\# \Delta_{J}\right)=\mathcal{O}\left(\operatorname{dim} S_{J}\right)$ uniformly in $J$. For this reason, $\mathbf{T}_{J}$ is called the Fast Wavelet Transform (FWT). Note that there is no need to explicitly assemble $\mathbf{T}_{J}$ or $\mathbf{T}_{J}^{-1}$.

In Table 3.1 spectral condition numbers for the Fast Wavelet Transform (FWT) for different constructions of biorthogonal wavelets on the interval computed in $[\mathrm{P}]$ are displayed.
Since $\cup_{j \geq j_{0}} S_{j}$ is dense in $L_{2}$, a basis for the whole space $L_{2}$ is obtained when letting $J \rightarrow \infty$ in (3.47),

$$
\begin{align*}
& \Psi:=\bigcup_{j=j_{0}-1}^{\infty} \Psi_{j}=\left\{\psi_{j, k}:(j, k) \in I I\right\}, \quad \Psi_{j_{0}-1}:=\Phi_{j_{0}} \\
& I I:=\left\{\left\{j_{0}\right\} \times \Delta_{j_{0}}\right\} \cup \bigcup_{j=j_{0}}^{\infty}\left\{\{j\} \times \nabla_{j}\right\} . \tag{3.55}
\end{align*}
$$

The next theorem from [D1] illustrates the relation between $\Psi$ and $\mathbf{T}_{J}$.

Theorem 3.1. The multiscale transformations $\mathbf{T}_{J}$ are well-conditioned in the sense

$$
\begin{equation*}
\left\|\mathbf{T}_{J}\right\|,\left\|\mathbf{T}_{J}^{-1}\right\|=\mathcal{O}(1), \quad J \geq j_{0} \tag{3.56}
\end{equation*}
$$

if and only if the collection $\Psi$ defined by (3.55) is a Riesz basis for $L_{2}$, i.e., every $v \in L_{2}$ has unique expansions

$$
\begin{equation*}
v=\sum_{j=j_{0}-1}^{\infty}\left\langle v, \tilde{\Psi}_{j}\right\rangle \Psi_{j}=\sum_{j=j_{0}-1}^{\infty}\left\langle v, \Psi_{j}\right\rangle \tilde{\Psi}_{j} \tag{3.57}
\end{equation*}
$$

where $\tilde{\Psi}$, defined analogously as in (3.55), is also a Riesz basis for $L_{2}$ which is biorthogonal or dual to $\Psi$,

$$
\begin{equation*}
\langle\Psi, \tilde{\Psi}\rangle=\mathbf{I} \tag{3.58}
\end{equation*}
$$

such that

$$
\begin{equation*}
\|v\|_{L_{2}} \sim\|\langle\tilde{\Psi}, v\rangle\|_{\ell_{2}(I)} \sim\|\langle\Psi, v\rangle\|_{\ell_{2}(I)} \tag{3.59}
\end{equation*}
$$

Next we briefly explain how the functions in $\tilde{\Psi}$, called wavelets dual to $\Psi$, or dual wavelets, can be determined. Assume that there is a second multiresolution $\tilde{\mathcal{S}}$ of $L_{2}$ satisfying (3.28) where

$$
\begin{equation*}
\tilde{S}_{j}=S\left(\tilde{\Phi}_{j}\right), \quad \tilde{\Phi}_{j}=\left\{\tilde{\phi}_{j, k}: k \in \Delta_{j}\right\} \tag{3.60}
\end{equation*}
$$

and $\left\{\tilde{\Phi}_{j}\right\}_{j=j_{0}}^{\infty}$ is uniformly stable in $j$ in the sense of (3.30). Let the functions in $\tilde{\Phi}_{j}$ also have compact support satisfying (3.31). Furthermore, suppose that the biorthogonality conditions

$$
\begin{equation*}
\left\langle\Phi_{j}, \tilde{\Phi}_{j}\right\rangle=\mathbf{I} \tag{3.61}
\end{equation*}
$$

hold. We will often refer to $\Phi_{j}$ as the primal and to $\tilde{\Phi}_{j}$ as the dual generators. The nestedness of the $\tilde{S}_{j}$ and the stability again implies that $\tilde{\Phi}_{j}$ is refinable with some matrix $\tilde{\mathbf{M}}_{j, 0}$, similar to (3.34),

$$
\begin{equation*}
\tilde{\Phi}_{j}=\tilde{\mathbf{M}}_{j, 0}^{T} \tilde{\Phi}_{j+1} \tag{3.62}
\end{equation*}
$$

The problem of determining biorthogonal wavelets now consists of finding bases $\Psi_{j}, \tilde{\Psi}_{j}$ for the complements of $S\left(\Phi_{j}\right)$ in $S\left(\Phi_{j+1}\right)$, and of $S\left(\tilde{\Phi}_{j}\right)$ in $S\left(\tilde{\Phi}_{j+1}\right)$, such that

$$
\begin{equation*}
S\left(\Phi_{j}\right) \perp S\left(\tilde{\Psi}_{j}\right), \quad S\left(\tilde{\Phi}_{j}\right) \perp S\left(\Psi_{j}\right) \tag{3.63}
\end{equation*}
$$

and

$$
\begin{equation*}
S\left(\Psi_{j}\right) \perp S\left(\tilde{\Psi}_{r}\right), \quad j \neq r \tag{3.64}
\end{equation*}
$$

holds. The connection between the concept of stable completions and the dual generators and wavelets is made by the following result which is a special case from [CDP].

Proposition 3.2. Suppose that the biorthogonal collections $\left\{\Phi_{j}\right\}_{j=j_{0}}^{\infty}$ and $\left\{\tilde{\Phi}_{j}\right\}_{j=j_{0}}^{\infty}$ are both uniformly stable and refinable with refinement matrices $\mathbf{M}_{j, 0}, \tilde{\mathbf{M}}_{j, 0}$, i.e.,

$$
\begin{equation*}
\Phi_{j}=\mathbf{M}_{j, 0}^{T} \Phi_{j+1}, \quad \tilde{\Phi}_{j}=\tilde{\mathbf{M}}_{j, 0}^{T} \tilde{\Phi}_{j+1} \tag{3.65}
\end{equation*}
$$

and satisfy the duality condition (3.61). Assume that $\check{\mathbf{M}}_{j, 1}$ is any stable completion of $\mathbf{M}_{j, 0}$ such that

$$
\begin{equation*}
\check{\mathbf{M}}_{j}:=\left(\mathbf{M}_{j, 0}, \check{\mathbf{M}}_{j, 1}\right)=\check{\mathbf{G}}_{j}^{-1} \tag{3.66}
\end{equation*}
$$

satisfies (3.40).
Then

$$
\begin{equation*}
\mathbf{M}_{j, 1}:=\left(\mathbf{I}-\mathbf{M}_{j, 0} \tilde{\mathbf{M}}_{j, 0}^{T}\right) \check{\mathbf{M}}_{j, 1} \tag{3.67}
\end{equation*}
$$

is also a stable completion of $\mathbf{M}_{j, 0}$, and $\mathbf{G}_{j}=\mathbf{M}_{j}^{-1}=\left(\mathbf{M}_{j, 0}, \mathbf{M}_{j, 1}\right)^{-1}$ has the form

$$
\begin{equation*}
\mathbf{G}_{j}=\binom{\tilde{\mathbf{M}}_{j, 0}^{T}}{\check{\mathbf{G}}_{j, 1}} . \tag{3.68}
\end{equation*}
$$

Moreover, the collections of functions

$$
\begin{equation*}
\Psi_{j}:=\mathbf{M}_{j, 1}^{T} \Phi_{j+1}, \quad \tilde{\Psi}_{j}:=\check{\mathbf{G}}_{j, 1} \tilde{\Phi}_{j+1} \tag{3.69}
\end{equation*}
$$

form biorthogonal systems,

$$
\begin{equation*}
\left\langle\Psi_{j}, \tilde{\Psi}_{j}\right\rangle=\mathbf{I}, \quad\left\langle\Psi_{j}, \tilde{\Phi}_{j}\right\rangle=\left\langle\Phi_{j}, \tilde{\Psi}_{j}\right\rangle=\mathbf{0} \tag{3.70}
\end{equation*}
$$

so that

$$
\begin{equation*}
S\left(\Psi_{j}\right) \perp S\left(\tilde{\Psi}_{r}\right), \quad j \neq r, \quad S\left(\Phi_{j}\right) \perp S\left(\tilde{\Psi}_{j}\right), \quad S\left(\tilde{\Phi}_{j}\right) \perp S\left(\Psi_{j}\right) \tag{3.71}
\end{equation*}
$$

In particular, the relations (3.61), (3.70) imply that the collections

$$
\begin{equation*}
\Psi=\bigcup_{j=j_{0}-1}^{\infty} \Psi_{j}, \quad \tilde{\Psi}:=\bigcup_{j=j_{0}-1}^{\infty} \tilde{\Psi}_{j}:=\tilde{\Phi}_{j_{0}} \cup \bigcup_{j=j_{0}}^{\infty} \tilde{\Psi}_{j} \tag{3.72}
\end{equation*}
$$

are biorthogonal,

$$
\begin{equation*}
\langle\Psi, \tilde{\Psi}\rangle=\mathbf{I} \tag{3.73}
\end{equation*}
$$

## Remark 3.3.

It is important to note that the properties needed in addition to (3.73) in order to ensure (3.59) are neither properties of the complements nor of their bases $\Psi, \tilde{\Psi}$ but of the multiresolution sequences $\mathcal{S}$ and $\tilde{\mathcal{S}}$. These can be phrased as approximation and regularity properties and appear in Theorem 3.2.

We briefly recall yet another useful point of view. The operators

$$
\begin{align*}
& P_{j} v:=\left\langle v, \tilde{\Phi}_{j}\right\rangle \Phi_{j}=\left\langle v, \tilde{\Psi}^{j}\right\rangle \Psi^{j}=\left\langle v, \tilde{\Phi}_{j_{0}}\right\rangle \Phi_{j_{0}}+\sum_{\substack{r=j_{0}}}^{j-1}\left\langle v, \tilde{\Psi}_{r}\right\rangle \Psi_{r}  \tag{3.74}\\
& P_{j}^{\prime} v:=\left\langle v, \Phi_{j}\right\rangle \tilde{\Phi}_{j}=\left\langle v, \Psi^{j}\right\rangle \tilde{\Psi}^{j}=\left\langle v, \Phi_{j_{0}}\right\rangle \tilde{\Phi}_{j_{0}}+\sum_{r=j_{0}}^{j-1}\left\langle v, \Psi_{r}\right\rangle \tilde{\Psi}_{r}
\end{align*}
$$

are projectors onto

$$
\begin{equation*}
S\left(\Phi_{j}\right)=S\left(\Psi^{j}\right) \quad \text { and } \quad S\left(\tilde{\Phi}_{j}\right)=S\left(\tilde{\Psi}^{j}\right) \tag{3.75}
\end{equation*}
$$

respectively, which satisfy

$$
\begin{equation*}
P_{r} P_{j}=P_{r}, \quad P_{r}^{\prime} P_{j}^{\prime}=P_{r}^{\prime}, \quad r \leq j \tag{3.76}
\end{equation*}
$$

Remark 3.4.
Let $\left\{\Phi_{j}\right\}_{j=j_{0}}^{\infty}$ be uniformly stable. The $P_{j}$ defined by (3.74) are uniformly bounded if and only if $\left\{\tilde{\Phi}_{j}\right\}_{j=j_{0}}^{\infty}$ is also uniformly stable. Moreover, the $P_{j}$ satisfy (3.76) if and only if the $\tilde{\Phi}_{j}$ are refinable as well. Note that then (3.61) implies

$$
\begin{equation*}
\mathbf{M}_{j, 0}^{T} \tilde{\mathbf{M}}_{j, 0}=\mathbf{I} \tag{3.77}
\end{equation*}
$$

In terms of the projectors, the uniform stability of the complement bases $\Psi_{j}$, $\tilde{\Psi}_{j}$ means that

$$
\begin{equation*}
\left\|\left(P_{j+1}-P_{j}\right) v\right\|_{L_{2}} \sim\left\|\left\langle\tilde{\Psi}_{j}, v\right\rangle\right\|_{\ell_{2}\left(\nabla_{j}\right)}, \quad\left\|\left(P_{j+1}^{\prime}-P_{j}^{\prime}\right) v\right\|_{L_{2}} \sim\left\|\left\langle\Psi_{j}, v\right\rangle\right\|_{\ell_{2}\left(\nabla_{j}\right)} \tag{3.78}
\end{equation*}
$$

so that the $L_{2}$ norm equivalence (3.59) is equivalent to

$$
\begin{equation*}
\|v\|_{L_{2}}^{2} \sim \sum_{j=j_{0}}^{\infty}\left\|\left(P_{j}-P_{j-1}\right) v\right\|_{L_{2}}^{2} \sim \sum_{j=j_{0}}^{\infty}\left\|\left(P_{j}^{\prime}-P_{j-1}^{\prime}\right) v\right\|_{L_{2}}^{2} \tag{3.79}
\end{equation*}
$$

for any $v \in L_{2}$, where $P_{j_{0}-1}=P_{j_{0}-1}^{\prime}:=0$.
The whole concept derived so far is based on the availability of both $\Phi_{j}$ and $\tilde{\Phi}_{j}$. It should be pointed out that in the algorithms one does not actually need $\tilde{\Phi}_{j}$ explicitly for computations.
We recall next results that guarantee norm equivalences of the type (3.3) for Sobolev spaces.

## Multiresolution of Sobolev Spaces

Now let $\mathcal{S}$ be a multiresolution sequence consisting of closed subspaces of $H^{s}$ with the property (3.28) whose union is dense in $H^{s}$. The following result from [D1] ensures under which conditions norm equivalences hold for the $H^{s}$-norm.

Theorem 3.2. Let $\left\{\Phi_{j}\right\}_{j=j_{0}}^{\infty}$ and $\left\{\tilde{\Phi}_{j}\right\}_{j=j_{0}}^{\infty}$ be uniformly stable, refinable, biorthogonal collections and let $P_{j}: H^{s} \rightarrow S\left(\Phi_{j}\right)$ be defined by (3.74). If the Jackson-type estimate

$$
\begin{equation*}
\inf _{v_{j} \in S_{j}}\left\|v-v_{j}\right\|_{L_{2}} \lesssim 2^{-s j}\|v\|_{H^{s}}, \quad v \in H^{s}, \quad 0<s \leq \bar{d} \tag{3.80}
\end{equation*}
$$

and the Bernstein inequality

$$
\begin{equation*}
\left\|v_{j}\right\|_{H^{s}} \lesssim 2^{s j}\left\|v_{j}\right\|_{L_{2}}, \quad v_{j} \in S_{j}, s<\bar{t} \tag{3.81}
\end{equation*}
$$

hold for

$$
S_{j}=\left\{\begin{array}{l}
S\left(\Phi_{j}\right)  \tag{3.82}\\
S\left(\tilde{\Phi}_{j}\right)
\end{array}\right\} \text { with order } \bar{d}=\left\{\begin{array}{l}
d \\
\tilde{d}
\end{array}\right\} \text { and } \bar{t}=\left\{\begin{array}{l}
t \\
\tilde{t}
\end{array}\right\}
$$

then for

$$
\begin{equation*}
0<\sigma:=\min \{d, t\}, \quad 0<\tilde{\sigma}:=\min \{\tilde{d}, \tilde{t}\} \tag{3.83}
\end{equation*}
$$

one has

$$
\begin{equation*}
\|v\|_{H^{s}}^{2} \sim \sum_{j=j_{0}}^{\infty} 2^{2 s j}\left\|\left(P_{j}-P_{j-1}\right) v\right\|_{L_{2}}^{2}, \quad s \in(-\tilde{\sigma}, \sigma) . \tag{3.84}
\end{equation*}
$$

Recall that we always write $H^{s}=\left(H^{-s}\right)^{\prime}$ for $s<0$.
The regularity of $\mathcal{S}$ and $\tilde{\mathcal{S}}$ is characterized by

$$
\begin{equation*}
t:=\sup \left\{s: S\left(\Phi_{j}\right) \subset H^{s}, j \geq j_{0}\right\}, \quad \tilde{t}:=\sup \left\{s: S\left(\tilde{\Phi}_{j}\right) \subset H^{s}, j \geq j_{0}\right\} \tag{3.85}
\end{equation*}
$$

Recalling the representation (3.78), we can immediately derive the following fact.

Corollary 3.1. Suppose that the assumptions in Theorem 3.2 hold. Then we have the norm equivalence

$$
\begin{equation*}
\|v\|_{H^{s}}^{2} \sim \sum_{j=j_{0}-1}^{\infty} 2^{2 s j}\left\|\left\langle\tilde{\Psi}_{j}, v\right\rangle\right\|_{\ell_{2}\left(\nabla_{j}\right)}^{2}, \quad s \in(-\tilde{\sigma}, \sigma) . \tag{3.86}
\end{equation*}
$$

In particular for $s=0$ the Riesz basis property (3.59) of the $\Psi, \tilde{\Psi}$ relative to $L_{2}$ is recovered. For many applications it suffices to have (3.84) or (3.86) only for certain $s>0$ for which one only requires (3.80) and (3.81) for $\left\{\Phi_{j}\right\}_{j=j_{0}}^{\infty}$. The Jackson estimates (3.80) of order $\tilde{d}$ for $S\left(\tilde{\Phi}_{j}\right)$ imply the cancellation properties (CP) (3.6), for example see [D4].

## Remark 3.5.

When the wavelets live on $\Omega \subset \mathbb{R}^{n}$, (3.80) means that all polynomials up to order $\tilde{d}$ are contained in $S\left(\tilde{\Phi}_{j}\right)$. One also says that $S\left(\tilde{\Phi}_{j}\right)$ is exact of order $d$. On account of (3.58), this implies that the wavelets $\psi_{j, k}$ are orthogonal to polynomials up to order $\tilde{d}$ or have $\tilde{d}$ 'th order vanishing moments. By Taylor expansion, this in turn yields (3.6).

Later we will use the following generalization of the discrete norms (3.79). For $s \in \mathbb{R}$ let

$$
\begin{equation*}
\|v\|_{s}:=\left(\sum_{j=j_{0}}^{\infty} 2^{2 s j}\left\|\left(P_{j}-P_{j-1}\right) v\right\|_{L_{2}}^{2}\right)^{1 / 2} \tag{3.87}
\end{equation*}
$$

which by the relations (3.78) is also equivalent to

$$
\begin{equation*}
|v|_{s}:=\left(\sum_{j=j_{0}-1}^{\infty} 2^{2 s j}\left\|\left\langle\tilde{\Psi}_{j}, v\right\rangle\right\|_{\ell_{2}\left(\nabla_{j}\right)}^{2}\right)^{1 / 2} \tag{3.88}
\end{equation*}
$$

In this notation, (3.84) and (3.86) read

$$
\begin{equation*}
\|v\|_{H^{s}} \sim\|v\|_{s} \sim|v|_{s} \tag{3.89}
\end{equation*}
$$

In terms of such discrete norms, Jackson and Bernstein estimates hold with constants equal to one [K2], which turns out to be useful later in Section 4.2.

Lemma 3.1. Let $\left\{\Phi_{j}\right\}_{j=j_{0}}^{\infty}$ and $\left\{\tilde{\Phi}_{j}\right\}_{j=j_{0}}^{\infty}$ be uniformly stable, refinable, biorthogonal collections and let the $P_{j}$ be defined by (3.74). Then the estimates

$$
\begin{equation*}
\left|v-P_{j} v\right|_{s^{\prime}} \leq 2^{-(j+1)\left(s-s^{\prime}\right)}|v|_{s}, \quad v \in H^{s}, \quad s^{\prime} \leq s \leq d \tag{3.90}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|v_{j}\right|_{s} \leq 2^{j\left(s-s^{\prime}\right)}\left|v_{j}\right|_{s^{\prime}}, \quad v_{j} \in S\left(\Phi_{j}\right), \quad s^{\prime} \leq s \leq d \tag{3.91}
\end{equation*}
$$

are valid, and correspondingly for the dual side.
The same results hold for the norm $\|\cdot\| \|$ defined in (3.87).

## Reverse Cauchy-Schwarz Inequalities

The biorthogonality condition (3.61) together with direct and inverse estimates implies the following reverse Cauchy-Schwarz inequalities for finitedimensional spaces [DK2]. It will be one essential ingredient for the discussion of the LBB condition in Section 4.2.

Lemma 3.2. Let the assumptions in Theorem 3.2 be valid such that the norm equivalence (3.84) holds for $(-\tilde{\sigma}, \sigma)$ with $\sigma, \tilde{\sigma}$ defined by (3.83). Then for any $v \in S\left(\Phi_{j}\right)$ there exists some $\tilde{v}^{*}=\tilde{v}^{*}(v) \in S\left(\tilde{\Phi}_{j}\right)$ such that

$$
\begin{equation*}
\|v\|_{H^{s}}\left\|\tilde{v}^{*}\right\|_{H^{-s}} \lesssim\left\langle v, \tilde{v}^{*}\right\rangle \tag{3.92}
\end{equation*}
$$

for any $0 \leq s<\min (\sigma, \tilde{\sigma})$.
The proof of this result given in [DK2] for $s=1 / 2$, in terms of the projectors $P_{j}$ defined in (3.74) and corresponding duals $P_{j}^{\prime}$, immediately carries over to more general $s$. Recalling the representation (3.75) in terms of wavelets, the reverse Cauchy inequality (3.92) attains the following sharp form.

Lemma 3.3. [K2] Let the assumptions of Lemma 3.1 hold. Then for every $v \in S\left(\Phi_{j}\right)$ there exists some $\tilde{v}^{*}=\tilde{v}^{*}(v) \in S\left(\tilde{\Phi}_{j}\right)$ such that

$$
\begin{equation*}
|v|_{s}\left|\tilde{v}^{*}\right|_{-s}=\left\langle v, \tilde{v}^{*}\right\rangle \tag{3.93}
\end{equation*}
$$

for any $0 \leq s \leq \min (\sigma, \tilde{\sigma})$.
Proof. Every $v \in S\left(\Phi_{j}\right)$ can be written as

$$
v=\sum_{r=j_{0}-1}^{j-1} 2^{s r} \sum_{k \in \nabla_{r}} v_{r, k} \psi_{r, k}
$$

Setting now

$$
\tilde{v}^{*}:=\sum_{r=j_{0}-1}^{j-1} 2^{-s r} \sum_{k \in \nabla_{r}} v_{r, k} \tilde{\psi}_{r, k}
$$

with the same coefficients $v_{j, k}$, the definition of $|\cdot|_{s}$ yields by biorthogonality (3.73)

$$
|v|_{s}\left|\tilde{v}^{*}\right|_{-s}=\sum_{r=j_{0}-1}^{j-1} \sum_{k \in \nabla_{r}}\left|v_{j, k}\right|^{2} .
$$

Combining this with the observation

$$
\left\langle v, \tilde{v}^{*}\right\rangle=\sum_{r=j_{0}-1}^{j-1} \sum_{k \in \nabla_{r}}\left|v_{j, k}\right|^{2}
$$

confirms (3.93).

## Remark 3.6.

The previous proof reveals that the identity (3.93) is also true for elements from infinite-dimensional spaces $H^{s}$ and $\left(H^{s}\right)^{\prime}$ for which $\Psi$ and $\tilde{\Psi}$ are Riesz bases.

## Biorthogonal Wavelets on $\mathbb{R}$

The construction of biorthogonal spline-wavelets on $\mathbb{R}$ from [CDF] for $L_{2}=$ $L_{2}(\mathbb{R})$ employs the multiresolution framework introduced at the beginning of this section. There the $\phi_{j, k}$ are generated through the dilates and translates of a single function $\phi \in L_{2}$,

$$
\begin{equation*}
\phi_{j, k}=2^{j / 2} \phi\left(2^{j} \cdot-k\right) \tag{3.94}
\end{equation*}
$$

This corresponds to the idea of a uniform virtual underlying grid, explaining the terminology uniform refinements. B-Splines on uniform grids are known to satisfy refinement relations (3.33) in addition to being compactly supported and having $L_{2}$-stable integer translates. For computations, they have
the additional advantage that they can be expressed as piecewise polynomials. In the context of variational formulations for second order boundary value problems, a well-used example are the nodal finite elements $\phi_{j, k}$ generated by the cardinal $\mathrm{B}-$ Spline of order two, i.e., the piecewise linear continuous function commonly called the 'hat function'. For cardinal B-Splines as generators, a whole class of dual generators $\tilde{\phi}_{j, k}$ (of arbitrary smoothness at the expense of larger supports) can be constructed which are also generated by one single function $\tilde{\phi}$ through translates and dilates. By Fourier techniques, one can construct from $\phi, \tilde{\phi}$ then a pair of biorthogonal wavelets $\psi, \tilde{\psi}$ whose dilates and translates built as in (3.94) constitute Riesz bases for $L_{2}(\mathbb{R})$.
By taking tensor products of these functions, of course, one can generate biorthogonal wavelet bases for $L_{2}\left(\mathbb{R}^{n}\right)$.

## Biorthogonal Wavelets on Domains

Now some constructions that exist have as a core ingredient tensor products of one-dimensional wavelets on an interval derived from the biorthogonal wavelets from $[\mathrm{CDF}]$ on $\mathbb{R}$. On finite intervals in $\mathbb{R}$, the corresponding constructions are usually based on keeping the elements of $\Phi_{j}, \tilde{\Phi}_{j}$ supported inside the interval while modifying those translates overlapping the end points of the interval so as to preserve a desired degree of polynomial exactness. A general detailed construction satisfying all these requirements has been proposed in [DKU]. Here, just the main ideas for constructing a biorthogonal pair $\Phi_{j}, \tilde{\Phi}_{j}$ and corresponding wavelets satisfying the above requirements are sketched, where we apply the techniques derived at the beginning of this section.
We start out with those functions from two collections of biorthogonal generators $\Phi_{j}^{\mathbb{R}}, \tilde{\Phi}_{j}^{\mathbb{R}}$ for some fixed $j \geq j_{0}$ living on the whole real line whose support has nonempty intersection with the interval $(0,1)$. In order to treat the boundary effects separately, we assumed that the coarsest resolution level $j_{0}$ is large enough so that, in view of (3.31), functions overlapping one end of the interval vanish at the other. One then leaves as many functions from the collection $\Phi_{j}^{\mathbb{R}}, \tilde{\Phi}_{j}^{\mathbb{R}}$ living in the interior of the interval untouched and modifies only those near the interval ends. Note that keeping just the restrictions to the interval of those translates overlapping the end points would destroy stability (and also the cardinality of the primal and dual basis functions living on $(0,1)$ since their supports do not have the same size). Therefore, modifications at the end points are necessary; also, just discarding them from the collections (3.29), (3.60) would produce an error near the end points. The basic idea is essentially the same for all constructions of orthogonal and biorthogonal wavelets on $\mathbb{R}$ adapted to an interval. Namely, one takes fixed linear combinations of all functions in $\Phi_{j}^{\mathbb{R}}, \tilde{\Phi}_{j}^{\mathbb{R}}$ living near the ends of the interval in such a way that monomials up to the exactness order are reproduced there and such that the generator bases have the same cardinality. Because of the boundary modifications, the collections of generators are no longer biorthogonal there. However, one can show in the case of cardinal B-Splines as primal generators
(which is a widely used class for numerical analysis) that biorthogonalization is indeed possible. This yields collections denoted by $\Phi_{j}^{(0,1)}, \tilde{\Phi}_{j}^{(0,1)}$ which then satisfy (3.61) on $(0,1)$ and all assumptions required in Proposition 3.2.
For the construction of corresponding wavelets, first an initial stable completion $\check{\mathbf{M}}_{j, 1}$ is computed by applying Gaussian eliminations to factor $\mathbf{M}_{j, 0}$ and then to find a uniformly stable inverse of $\mathbf{M}_{j}$. Here we exploit that for cardinal B-Splines as generators the refinement matrices $\mathbf{M}_{j, 0}$ are totally positive. Thus, they can be stably decomposed by Gaussian elimination without pivoting. Application of Proposition 3.2 then gives the corresponding biorthogonal wavelets $\Psi_{j}^{(0,1)}, \tilde{\Psi}_{j}^{(0,1)}$ on $(0,1)$ which satisfy the requirements in Corollary 3.1. It turns out that these wavelets coincide in the interior of the interval again with those on all of $\mathbb{R}$ from [CDF]. An example of the primal wavelets for $d=2$ generated by piecewise linear continuous functions is displayed in Figure 3.1 on the left. After constructing these basic versions, one can then perform local transformations near the ends of the interval in order to improve the condition or $L_{2}$ stability constants, see $[\mathrm{Bu}, \mathrm{P}]$ for corresponding results and numerical examples.
We display spectral condition numbers for the FWT for two different constructions of biorthogonal wavelets on the interval computed in $[\mathrm{P}]$ in Table 3.1. The first column denotes the finest level on which the spectral condition numbers of the FWT are computed. The next column contains the numbers for the construction of biorthogonal spline-wavelets on the interval from [DKU] for the case $d=2, \tilde{d}=4$ while the last column displays the numbers for a scaled version derived in [Bu]. Later in Section 4.1 we will see how the transformation $\mathbf{T}_{J}$ is used for preconditioning.

| $j$ | $\kappa_{2}\left(\mathbf{T}_{\text {DKU }}\right)$ | $\kappa_{2}\left(\mathbf{T}_{\text {B }}\right)$ |
| :---: | :---: | :---: |
| 4 | $4.743 \mathrm{e}+00$ | $4.640 \mathrm{e}+00$ |
| 5 | $6.221 \mathrm{e}+00$ | $6.024 \mathrm{e}+00$ |
| 6 | $8.154 \mathrm{e}+00$ | $6.860 \mathrm{e}+00$ |
| 7 | $9.473 \mathrm{e}+00$ | $7.396 \mathrm{e}+00$ |
| 8 | $1.023 \mathrm{e}+01$ | $7.707 \mathrm{e}+00$ |
| 9 | $1.064 \mathrm{e}+01$ | $7.876 \mathrm{e}+00$ |
| 10 | $1.086 \mathrm{e}+01$ | $7.965 \mathrm{e}+00$ |$\quad$| $j$ | $\kappa_{2}\left(\mathbf{T}_{\mathrm{DKU}}\right)$ | $\kappa_{2}\left(\mathbf{T}_{\mathrm{B}}\right)$ |
| :---: | :---: | :---: |
| 11 | $1.097 \mathrm{e}+01$ | $8.011 \mathrm{e}+00$ |
| 12 | $1.103 \mathrm{e}+01$ | $8.034 \mathrm{e}+00$ |
| 13 | $1.106 \mathrm{e}+01$ | $8.046 \mathrm{e}+00$ |
| 14 | $1.107 \mathrm{e}+01$ | $8.051 \mathrm{e}+00$ |
| 15 | $1.108 \mathrm{e}+01$ | $8.054 \mathrm{e}+00$ |
| 16 | $1.108 \mathrm{e}+01$ | $8.056 \mathrm{e}+00$ |

Table 3.1. Computed spectral condition numbers [P] for the Fast Wavelet Transform for different constructions of biorthogonal wavelets on the interval [Bu,DKU].

Also along these lines, biorthogonal generators and wavelets with homogeneous (Dirichlet) boundary conditions can be constructed. Since the $\Phi_{j}^{(0,1)}$ are locally near the boundary monomials which all vanish at 0,1 except for one, removing the one from $\Phi_{j}^{(0,1)}$ which corresponds to the constant function produces a collection of generators with homogeneous boundary conditions at 0,1 . In order for the moment conditions (3.6) still to hold for the $\Psi_{j}$,
the dual generators have to have complementary boundary conditions. A corresponding construction has been carried out in [DS1] and implemented in $[\mathrm{Bu}]$. Homogeneous boundary conditions of higher order can be generated accordingly.

By taking tensor products of the wavelets on $(0,1)$, in this manner biorthogonal wavelets for Sobolev spaces on $(0,1)^{n}$ with or without homogeneous boundary conditions are obtained. This construction can be further extended to any other domain or manifold which is the image of a regular parametric mapping of the unit cube. Some results on the construction of wavelets on manifolds are summarized in [D3]. There are essentially two approaches. The first idea is based on domain decomposition and consists of 'glueing' generators across interelement boundaries, see, e.g., [CTU,DS2]. These approaches all have in common that the norm equivalences (3.86) for $H^{s}=H^{s}(\Gamma)$ can be shown to hold only for the range $-1 / 2<s<3 / 2$, due to the fact that duality arguments apply only for this range because of the nature of a modified inner product to which biorthogonality refers. The other approach which overcomes the above limitations on the ranges for which the norm equivalences hold has been developed in [DS3] based on previous characterizations of function spaces as Cartesian products from [CF]. The construction in [DS3] has been optimized and implemented to construct wavelet bases on the sphere in $[\mathrm{KS}, \mathrm{S}]$, see Figure 3.1.



Figure 3.1. Primal wavelets for $d=2$ on $[0,1]$ (left) and on a sphere (right) from [S].

Of course, there are also other different approaches to constructing wavelet bases with the above properties without using tensor products. On triangles a construction of biorthogonal spline-wavelets has been introduced by [Stv] and implemented in two spatial dimensions with an application to the numerical solution of a linear elliptic boundary value problem in $[\mathrm{Kr}]$.

## 4 Problems in Wavelet Coordinates

### 4.1 Elliptic Boundary Value Problems

We now consider the wavelet representation of the elliptic boundary value problem from Section 2.2. For $\mathcal{H}$ given by (2.8) or (2.9) let $\Psi_{\mathcal{H}}$ be a wavelet basis with corresponding dual $\tilde{\Psi}_{\mathcal{H}}$ which satisfies the properties (R), (L) and (CP) from Section 3.1. Following the recipe from Section 3.3, expanding $y=\mathbf{y}^{T} \Psi_{\mathcal{H}}, f=\mathbf{f}^{T} \tilde{\Psi}_{\mathcal{H}}$ and recalling (2.12), the wavelet representation of the elliptic boundary value problem (2.14) is given by

$$
\begin{equation*}
\mathbf{A y}=\mathbf{f} \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}:=a\left(\Psi_{\mathcal{H}}, \Psi_{\mathcal{H}}\right), \quad \mathbf{f}:=\left\langle\Psi_{\mathcal{H}}, f\right\rangle \tag{4.2}
\end{equation*}
$$

Then the mapping property (2.13) and the Riesz basis property (R) yield the following fact.

Proposition 4.1. The infinite matrix $\mathbf{A}$ is a boundedly invertible mapping from $\ell_{2}=\ell_{2}\left(I_{\mathcal{H}}\right)$ into itself, and there exists finite positive constants $c_{\mathbf{A}} \leq$ $C_{\mathbf{A}}$ such that

$$
\begin{equation*}
c_{\mathbf{A}}\|\mathbf{v}\| \leq\|\mathbf{A} \mathbf{v}\| \leq C_{\mathbf{A}}\|\mathbf{v}\|, \quad \mathbf{v} \in \ell_{2}\left(I_{\mathcal{H}}\right) \tag{4.3}
\end{equation*}
$$

Proof. For any $v \in \mathcal{H}$ with coefficient vector $\mathbf{v} \in \ell_{2}$, we have by the lower estimates in (3.3), (2.13) and the upper inequality in (3.8), respectively,

$$
\|\mathbf{v}\| \leq c_{\mathcal{H}}^{-1}\|v\|_{\mathcal{H}} \leq c_{\mathcal{H}}^{-1} c_{A}^{-1}\|A v\|_{\mathcal{H}^{\prime}}=c_{\mathcal{H}}^{-1} c_{A}^{-1}\left\|(\mathbf{A} \mathbf{v})^{T} \tilde{\Psi}_{\mathcal{H}}\right\|_{\mathcal{H}^{\prime}} \leq c_{\mathcal{H}}^{-2} c_{A}^{-1}\|\mathbf{A} \mathbf{v}\|
$$

where we have used the wavelet representation (3.25) for $A$. Likewise, the converse estimate

$$
\|\mathbf{A v}\| \leq C_{\mathcal{H}}\|A v\|_{\mathcal{H}^{\prime}} \leq C_{\mathcal{H}} C_{A}\|v\|_{\mathcal{H}} \leq C_{\mathcal{H}}^{2} C_{A}\|\mathbf{v}\|
$$

follows by the lower inequality in (3.8) and the upper estimates in (2.13) and (3.3). The constants appearing in (4.3) are therefore identified as $c_{\mathbf{A}}:=c_{\mathcal{H}}^{2} c_{A}$ and $C_{\mathbf{A}}:=c_{\mathcal{H}}^{2} C_{A}$.

In the present situation where $\mathbf{A}$ is defined via the elliptic bilinear form $a(\cdot, \cdot)$, Proposition 4.1 implies the following result with respect to preconditioning. For $I I=I_{\mathcal{H}}$ let the symbol $\Lambda$ denote any finite subset of the index set $I I$. For the corresponding set of wavelets $\Psi_{\Lambda}:=\left\{\psi_{\lambda}: \lambda \in \Lambda\right\}$ denote by $S_{\Lambda}:=$ $\operatorname{span} \Psi_{\Lambda}$ the respective finite-dimensional subspace of $\mathcal{H}$. For the wavelet representation of $A$ in terms of $\Psi_{\Lambda}$,

$$
\begin{equation*}
\mathbf{A}_{\Lambda}:=a\left(\Psi_{\Lambda}, \Psi_{\Lambda}\right), \tag{4.4}
\end{equation*}
$$

we obtain the following result.

Proposition 4.2. If $a(\cdot, \cdot)$ is $\mathcal{H}$-elliptic according to (2.11), the finite matrix $\mathbf{A}_{\Lambda}$ is symmetric positive definite and its spectral condition number is bounded uniformly in $\Lambda$, i.e.,

$$
\begin{equation*}
\kappa_{2}\left(\mathbf{A}_{\Lambda}\right) \leq \frac{C_{\mathbf{A}}}{c_{\mathbf{A}}} \tag{4.5}
\end{equation*}
$$

where $c_{\mathbf{A}}, C_{\mathbf{A}}$ are the constants from (4.3).
Proof. Clearly, since $\mathbf{A}_{\Lambda}$ is just a finite section of $\mathbf{A}$, we have $\left\|\mathbf{A}_{\Lambda}\right\| \leq\|\mathbf{A}\|$. On the other hand, by assumption, $a(\cdot, \cdot)$ is $\mathcal{H}$-elliptic which implies that $a(\cdot, \cdot)$ is also elliptic on every finite subspace $S_{\Lambda} \subset \mathcal{H}$. Thus, we infer $\left\|\mathbf{A}_{\Lambda}^{-1}\right\| \leq$ $\left\|\mathbf{A}^{-1}\right\|$, and we have

$$
\begin{equation*}
c_{\mathbf{A}}\left\|\mathbf{v}_{\Lambda}\right\| \leq\left\|\mathbf{A}_{\Lambda} \mathbf{v}_{\Lambda}\right\| \leq C_{\mathbf{A}}\left\|\mathbf{v}_{\Lambda}\right\|, \quad \mathbf{v}_{\Lambda} \in S_{\Lambda} \tag{4.6}
\end{equation*}
$$

Together with the definition $\kappa_{2}\left(\mathbf{A}_{\Lambda}\right):=\left\|\mathbf{A}_{\Lambda}\right\|\left\|\mathbf{A}_{\Lambda}^{-1}\right\|$ we obtain the claimed estimate.

In other words, representations of $A$ with respect to properly scaled wavelet bases for $\mathcal{H}$ entail well-conditioned system matrices $\mathbf{A}_{\Lambda}$ independent of $\Lambda$. This in turn means that the convergence speed of an iterative solver applied to the corresponding finite system

$$
\begin{equation*}
\mathbf{A}_{\Lambda} \mathbf{y}_{\Lambda}=\mathbf{f}_{\Lambda} \tag{4.7}
\end{equation*}
$$

does not deteriorate as $\Lambda \rightarrow \infty$.
In summary, ellipticity implies stability of the Galerkin discretizations for any set $\Lambda \subset I I$. This is not the case for finite versions of the saddle point problems discussed in Section 4.2.

## Fast Wavelet Transform

Let us briefly summarize how in the situation of uniform refinements, i.e., when $S\left(\Phi_{J}\right)=S\left(\Psi^{J}\right)$, the Fast Wavelet Transformation (FWT) $\mathbf{T}_{J}$ can be used for preconditioning linear elliptic operators, together with a diagonal scaling induced by the norm equivalence (3.86) [DK1]. Here we recall the notation from Section 3.4 where the wavelet basis is in fact the (unscaled) anchor basis from Section 3.1. Thus, the norm equivalence (3.3) using the scaled wavelet basis $\Psi_{H}$ is the same as (3.86) in the anchor basis. Recall that the norm equivalence (3.86) implies that every $v \in H^{s}$ can be expanded uniquely in terms of the $\Psi$ and its expansion coefficients $\mathbf{v}$ satisfy

$$
\|v\|_{H^{s}} \sim\left\|\mathbf{D}^{s} \mathbf{v}\right\|_{\ell_{2}}
$$

where $\mathbf{D}^{s}$ is a diagonal matrix with entries $\mathbf{D}_{(j, k),\left(j^{\prime}, k^{\prime}\right)}^{s}=2^{s j} \delta_{j, j^{\prime}} \delta_{k, k^{\prime}}$. For $\mathcal{H} \subset H^{1}(\Omega)$, the case $s=1$ is relevant.
In a stable Galerkin scheme for (2.10) with respect to $S\left(\Psi^{J}\right)=S\left(\Psi_{\Lambda}\right)$, we have therefore already identified the diagonal (scaling) matrix $\mathbf{D}_{J}$ consisting
of the finite portion of the matrix $\mathbf{D}=\mathbf{D}^{1}$ for which $j_{0}-1 \leq j \leq J-1$. The representation of $A$ with respect to the (unscaled) wavelet basis $\Psi^{J}$ can be expressed in terms of the Fast Wavelet Transform $\mathbf{T}_{J}$, that is,

$$
\begin{equation*}
\left\langle\Psi^{J}, A \Psi^{J}\right\rangle=\mathbf{T}_{J}^{T}\left\langle\Phi_{J}, A \Phi_{J}\right\rangle \mathbf{T}_{J} \tag{4.8}
\end{equation*}
$$

where $\Phi_{J}$ is the single-scale basis for $S\left(\Psi^{J}\right)$. Thus, we first set up the operator equation as in Finite Element settings in terms of the single-scale basis $\Phi_{J}$. Applying the Fast Wavelet Transform $\mathbf{T}_{J}$ together with $\mathbf{D}_{J}$ yields that the operator

$$
\begin{equation*}
\mathbf{A}_{J}:=\mathbf{D}_{J}^{-1} \mathbf{T}_{J}^{T}\left\langle\Phi_{J}, A \Phi_{J}\right\rangle \mathbf{T}_{J} \mathbf{D}_{J}^{-1} \tag{4.9}
\end{equation*}
$$

has uniformly bounded condition numbers independent of $J$. This can be seen by combining the properties of $A$ according to (2.13) with the norm equivalences (3.3) and (3.8).
It is known that the boundary adaptations of the generators and wavelets aggravate the absolute values of the condition numbers. Nevertheless, these constants can be greatly reduced by sophisticated biorthogonalizations of the boundary adapted functions [Bu]. Numerical tests confirm that the absolute constants can be further improved by taking the inverse of the diagonal of $\left\langle\Psi^{J}, A \Psi^{J}\right\rangle$ instead of $\mathbf{D}_{J}^{-1}$ for the scaling in (4.9) [Bu, CM, P]. Table 4.2 displays the condition numbers for discretizations of an operator in two spatial dimensions for boundary adapted biorthogonal spline-wavelets in the case $d=2, \tilde{d}=4$ with such a scaling.

### 4.2 Saddle Point Problems Involving Boundary Conditions

As in the previous situation, we first derive an infinite wavelet representation of the saddle point problem introduced in Section 2.3.
For $\mathcal{H}=Y \times Q$ with $Y=H^{1}(\Omega), Q=\left(H^{1 / 2}(\Gamma)\right)^{\prime}$ let two collections of wavelet bases $\Psi_{Y}, \Psi_{Q}$ be available, each satisfying (R), (L) and (CP), with respective duals $\tilde{\Psi}_{Y}, \tilde{\Psi}_{Q}$. Similar to the previous case, we expand $y=\mathbf{y}^{T} \Psi_{Y}$ and $p=\mathbf{p}^{T} \Psi_{Q}$ and test with the elements from $\Psi_{Y}, \Psi_{Q}$. Then (2.21) attains the form

$$
\mathbf{L}\binom{\mathbf{y}}{\mathbf{p}}:=\left(\begin{array}{cc}
\mathbf{A} & \mathbf{B}^{T}  \tag{4.10}\\
\mathbf{B} & \mathbf{0}
\end{array}\right)\binom{\mathbf{y}}{\mathbf{p}}=\binom{\mathbf{f}}{\mathbf{g}}
$$

where

$$
\begin{array}{ll}
\mathbf{A}:=\left\langle\Psi_{Y}, A \Psi_{Y}\right\rangle & \mathbf{f}:=\left\langle\Psi_{Y}, f\right\rangle  \tag{4.11}\\
\mathbf{B}:=\left\langle\Psi_{Q}, B \Psi_{Y}\right\rangle, & \mathbf{g}:=\left\langle\Psi_{Q}, g\right\rangle .
\end{array}
$$

In view of the above assertions, the operator $\mathbf{L}$ is an $\ell_{2}$-automorphism, i.e., for every $(\mathbf{v}, \mathbf{q}) \in \ell_{2}(I I)=\ell_{2}\left(\Pi_{Y} \times \Pi_{Q}\right)$ we have

$$
\begin{equation*}
c_{\mathbf{L}}\left\|\binom{\mathbf{v}}{\mathbf{q}}\right\| \leq\left\|\mathbf{L}\binom{\mathbf{v}}{\mathbf{q}}\right\| \leq C_{\mathbf{L}}\left\|\binom{\mathbf{v}}{\mathbf{q}}\right\| \tag{4.12}
\end{equation*}
$$

with constants $c_{\mathbf{L}}, C_{\mathbf{L}}$ only depending on $c_{\mathcal{L}}, C_{\mathcal{L}}$ from (2.26) and the constants in the norm equivalences (3.3) and (3.8).
For saddle point problems with an operator $\mathbf{L}$ satisfying (4.12), finite sections are in general not uniformly stable in the sense of (4.6). In fact, for discretizations on uniform grids, the validity of the corresponding mapping property relies on a suitable stability condition, see e.g. [BF, GR]. The relevant facts derived in [DK2] are as follows.
The bilinear form $a(\cdot, \cdot)$ defined in (2.7) is for $c>0$ elliptic on all of $Y=$ $H^{1}(\Omega)$ and, hence, also on any finite-dimensional subspace of $Y$. Let there be two multiresolution analyses $\mathcal{Y}$ of $H^{1}(\Omega)$ and $\mathcal{Q}$ of $Q$ where the discrete spaces are $Y_{j} \subset H^{1}(\Omega)$ and $Q_{\Lambda}=: Q_{\ell} \subset\left(H^{1 / 2}(\Gamma)\right)^{\prime}$. With the notation from Section 3.4 and in addition superscripts referring to the domain on which the functions live, these spaces are represented by

$$
\begin{array}{rlrl}
Y_{j} & =S\left(\Phi_{j}^{\Omega}\right)=S\left(\Psi^{j, \Omega}\right), & & \tilde{Y}_{j}=S\left(\tilde{\Phi}_{j}^{\Omega}\right)=S\left(\tilde{\Psi}^{j, \Omega}\right), \\
Q_{\ell}=S\left(\Phi_{\ell}^{\Gamma}\right)=S\left(\Psi^{\ell, \Gamma}\right), & & \tilde{Q}_{\ell}=S\left(\tilde{\Phi}_{\ell}^{\Gamma}\right)=S\left(\tilde{\Psi}^{\ell, \Gamma}\right) . \tag{4.13}
\end{array}
$$

Here the indices $j$ and $\ell$ refer to mesh sizes on the domain and the boundary,

$$
h_{\Omega} \sim 2^{-j} \quad \text { and } \quad h_{\Gamma} \sim 2^{-\ell}
$$

The discrete inf-sup condition, the $L B B$ condition, for the pair $Y_{j}, Q_{\ell}$ requires that there exists a constant $\beta_{1}>0$ independent of $j$ and $\ell$ such that

$$
\begin{equation*}
\inf _{q \in Q_{\ell}} \sup _{v \in Y_{j}} \frac{b(v, q)}{\|v\|_{H^{1}(\Omega)}\|q\|_{\left(H^{1 / 2}(\Gamma)\right)^{\prime}}} \geq \beta_{1}>0 \tag{4.14}
\end{equation*}
$$

holds. We have investigated in [DK2] the general case in arbitrary spatial dimensions where the $Q_{\ell}$ are not trace spaces of $Y_{j}$. Employing the reverse Cauchy-Schwarz inequalities from Section 3.4, one can show that (4.14) is satisfied provided that $h_{\Gamma}\left(h_{\Omega}\right)^{-1}=2^{j-\ell} \geq c_{\Omega}>1$, similar to a condition which was known for bivariate polygons and particular finite elements [Ba1, GG].
It should be mentioned that the obstructions caused by the LBB condition can be avoided by means of stabilization techniques proposed, e.g., in [St] where, however, the location of the boundary of $\Omega$ relative to the mesh is somewhat constrained. Another stabilization strategy based on wavelets has been investigated in [Be]. A related approach which systematically avoids restrictions of the LBB type is based on least squares techniques [DKS].
It is particularly interesting that adaptive schemes based on wavelets like the one in Section 5.2 can be designed in such a way that the LBB condition is automatically enforced which was first observed in [DDU]. More on this subject can be found in [D4].
In order to get an impression of the value of the constants for the condition numbers for $\mathbf{A}_{\Lambda}$ in (4.5) and the corresponding ones for the saddle point operator on uniform grids (4.12), we mention an example investigated and
implemented in $[\mathrm{P}]$. In this example, $\Omega=(0,1)^{2}$ and $\Gamma$ is one face of its boundary. In Table 4.2 from [ P$]$, the spectral condition numbers of $\mathbf{A}$ and $\mathbf{L}$ with respect to two different constructions of wavelets for the case $d=2$ and $\tilde{d}=4$ are displayed. We see next to the first column, in which the refinement level $j$ is listed, the spectral condition numbers of $\mathbf{A}$ with the wavelet construction from [DKU] denoted by $\mathbf{A}_{\mathrm{DKU}}$ and with the modification introduced in $[\mathrm{Bu}]$ and a further transformation $[\mathrm{P}]$ denoted by $\mathbf{A}_{\mathrm{B}}$. The last columns contain the respective numbers for the saddle point matrix $\mathbf{L}$ where $\kappa_{2}(\mathbf{L}):=\sqrt{\kappa\left(\mathbf{L}^{T} \mathbf{L}\right)}$.

| $j$ | $\kappa_{2}\left(\mathbf{A}_{\mathrm{DKU}}\right)$ | $\kappa_{2}\left(\mathbf{A}_{\mathrm{B}}\right)$ | $\kappa_{2}\left(\mathbf{L}_{\mathrm{DKU}}\right)$ | $\kappa_{2}\left(\mathbf{L}_{\mathrm{B}}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| 3 | $5.195 \mathrm{e}+02$ | $1.898 \mathrm{e}+01$ | $1.581 \mathrm{e}+02$ | $4.147 \mathrm{e}+01$ |
| 4 | $6.271 \mathrm{e}+02$ | $1.066 \mathrm{e}+02$ | $1.903 \mathrm{e}+02$ | $1.050 \mathrm{e}+02$ |
| 5 | $6.522 \mathrm{e}+02$ | $1.423 \mathrm{e}+02$ | $1.997 \mathrm{e}+02$ | $1.399 \mathrm{e}+02$ |
| 6 | $6.830 \mathrm{e}+02$ | $1.820 \mathrm{e}+02$ | $2.112 \mathrm{e}+02$ | $1.806 \mathrm{e}+02$ |
| 7 | $7.037 \mathrm{e}+02$ | $2.162 \mathrm{e}+02$ | $2.318 \mathrm{e}+02$ | $2.145 \mathrm{e}+02$ |
| 8 | $7.205 \mathrm{e}+02$ | $2.457 \mathrm{e}+02$ | $2.530 \mathrm{e}+02$ | $2.431 \mathrm{e}+02$ |
| 9 | $7.336 \mathrm{e}+02$ | $2.679 \mathrm{e}+02$ | $2.706 \mathrm{e}+02$ | $2.652 \mathrm{e}+02$ |

Table 4.2. Spectral condition numbers of the operators $\mathbf{A}$ and $\mathbf{L}$ for different constructions of biorthogonal wavelets on the interval $[\mathrm{P}]$.

### 4.3 Control Problems: Distributed Control

We now discuss appropriate wavelet formulations for PDE-constrained control problems with distributed control as introduced in Section 2.4. For $\mathcal{V} \in\{H, \mathcal{Z}, \mathcal{U}\}$ let $\Psi_{\mathcal{V}}$ denote a wavelet basis with the properties (R), (L), $(\mathrm{CP})$ for $\mathcal{V}$ with dual basis $\tilde{\Psi}_{\mathcal{V}}$.
Let $\mathcal{Z}, \mathcal{U}$ satisfy the embedding (2.29). In terms of wavelet bases and in view of (3.10), the corresponding canonical injections correspond to a multiplication by a diagonal matrix. That is, let $\mathbf{D}_{\mathcal{Z}}, \mathbf{D}_{H}$ be such that

$$
\begin{equation*}
\Psi_{\mathcal{Z}}=\mathbf{D}_{\mathcal{Z}} \Psi_{H}, \quad \tilde{\Psi}_{H}=\mathbf{D}_{H} \Psi_{\mathcal{U}} \tag{4.15}
\end{equation*}
$$

Since $\mathcal{Z}$ possibly induces a weaker and $\mathcal{U}$ a stronger topology, the diagonal matrices $\mathbf{D}_{\mathcal{Z}}, \mathbf{D}_{H}$ are such that their entries are nondecreasing in scale, and there is a finite constant $C$ such that

$$
\begin{equation*}
\left\|\mathbf{D}_{\mathcal{Z}}^{-1}\right\|,\left\|\mathbf{D}_{H}^{-1}\right\| \leq C \tag{4.16}
\end{equation*}
$$

For instance, for $H=H^{\alpha}, \mathcal{Z}=H^{\beta}$, or for $H^{\prime}=H^{-\alpha}, \mathcal{U}=H^{-\beta}, 0 \leq \beta \leq \alpha$, $\mathbf{D}_{\mathcal{Z}}, \mathbf{D}_{H}$ have entries $\left(\mathbf{D}_{\mathcal{Z}}\right)_{\lambda, \lambda}=\left(\mathbf{D}_{H}\right)_{\lambda, \lambda}=\left(\mathbf{D}^{\alpha-\beta}\right)_{\lambda, \lambda}=2^{(\alpha-\beta)|\lambda|}$. We expand $y$ in $\Psi_{H}$ and $u$ in a wavelet basis $\Psi_{\mathcal{U}}$ for $\mathcal{U} \subset H^{\prime}$,

$$
\begin{equation*}
u=\mathbf{u}^{T} \Psi_{U}=\left(\mathbf{D}_{H}^{-1} \mathbf{u}\right)^{T} \Psi_{H^{\prime}} \tag{4.17}
\end{equation*}
$$

Following the derivation in Section 4.1, the linear constraints (2.28) attain the form

$$
\begin{equation*}
\mathbf{A} \mathbf{y}=\mathbf{f}+\mathbf{D}_{H}^{-1} \mathbf{u} \tag{4.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{A}:=a\left(\Psi_{H}, \Psi_{H}\right), \quad \mathbf{f}:=\left\langle\Psi_{H}, f\right\rangle . \tag{4.19}
\end{equation*}
$$

Recall that $\mathbf{A}$ has been assumed to be symmetric. The objective functional (2.33) is stated in terms of the norms $\|\cdot\|_{\mathcal{Z}}$ and $\|\cdot\|_{\mathcal{U}}$. For an exact representation of these norms, corresponding Riesz operators $\mathbf{R}_{\mathcal{Z}}$ and $\mathbf{R}_{\mathcal{U}}$ defined analogously to (3.20) would come into play which may not be explicitly computable if $\mathcal{Z}, \mathcal{U}$ are fractional Sobolev spaces. On the other hand, as mentioned before, in many cases such a cost functional serves the purpose of yielding unique solutions while there is some ambiguity in its exact formulation. Hence, in search for a formulation which best supports numerical realizations, it is often sufficient to employ norms which are equivalent to $\|\cdot\|_{\mathcal{Z}}$ and $\|\cdot\|_{\mathcal{U}}$. Therefore, in view of the discussion in Section 3.2 we can work with equivalent norms for $\|\cdot\|_{\mathcal{Z}},\|\cdot\|_{\mathcal{U}}$ in terms of the diagonal scaling matrices $\mathbf{D}^{s}$ induced by the regularity of $\mathcal{Z}, \mathcal{U}$, or we can in addition include the Riesz map $\mathbf{R}$ defined in (3.15) to represent $\|\cdot\|_{\mathcal{Z}},\|\cdot\|_{\mathcal{U}}$ by equivalent norms.
In the numerical studies in $[\mathrm{Bu}]$, a somewhat better quality of the solution is observed when $\mathbf{R}$ is included. In order to keep track of the appearance of the Riesz maps in the linear systems derived below, here we choose the latter variant.
Moreover, we expand the given observation function $y_{*} \in \mathcal{Z}$ as

$$
\begin{equation*}
y_{*}=\left\langle y_{*}, \tilde{\Psi}_{\mathcal{Z}}\right\rangle \Psi_{\mathcal{Z}}=:\left(\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{y}_{*}\right)^{T} \Psi_{\mathcal{Z}}=\mathbf{y}_{*}^{T} \Psi_{H} \tag{4.20}
\end{equation*}
$$

The way the vector $\mathbf{y}_{*}$ is defined here, for notational convenience, may by itself actually have infinite norm in $\ell_{2}$. However, its occurrence will always include premultiplication by $\mathbf{D}_{\mathcal{Z}}^{-1}$ which is therefore always well-defined. In view of (3.24), we obtain the relations

$$
\begin{equation*}
\left\|y-y_{*}\right\|_{\mathcal{Z}} \sim\left\|\mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{y}-\mathbf{y}_{*}\right)\right\| \sim \| \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{y}-\mathbf{y}_{*} \| .\right. \tag{4.21}
\end{equation*}
$$

Note that here $\mathbf{R}=\langle\Psi, \Psi\rangle$ (and not $\mathbf{R}^{-1}$ ) comes into play since $y, y_{*}$ have been expanded in a scaled version of the primal wavelet basis $\Psi$. Hence, equivalent norms for $\|\cdot\|_{\mathcal{Z}}$ may involve $\mathbf{R}$. As for describing equivalent norms for $\|\cdot\|_{\mathcal{U}}$, recall that $u$ is expanded in the basis $\Psi_{U}$ for $U \subset H^{\prime}$. Consequently, $\mathbf{R}^{-1}$ is the natural matrix to take into account when considering equivalent norms, i.e., we choose here

$$
\begin{equation*}
\|u\|_{\mathcal{U}} \sim\left\|\mathbf{R}^{-1 / 2} \mathbf{u}\right\| . \tag{4.22}
\end{equation*}
$$

Finally, we formulate the following control problem in (infinite) wavelet coordinates.
(DCP) For given data $\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{y}_{*} \in \ell_{2}\left(I_{\mathcal{Z}}\right), \mathbf{f} \in \ell_{2}\left(\Pi_{H}\right)$, and weight parameter $\omega>0$, minimize the quadratic functional

$$
\begin{equation*}
\check{\mathbf{J}}(\mathbf{y}, \mathbf{u}):=\frac{1}{2}\left\|\mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{y}-\mathbf{y}_{*}\right)\right\|^{2}+\frac{\omega}{2}\left\|\mathbf{R}^{-1 / 2} \mathbf{u}\right\|^{2} \tag{4.23}
\end{equation*}
$$

$\operatorname{over}(\mathbf{y}, \mathbf{u}) \in \ell_{2}\left(\Pi_{H}\right) \times \ell_{2}\left(\Pi_{H}\right)$ subject to the linear constraints

$$
\begin{equation*}
\mathbf{A y}=\mathbf{f}+\mathbf{D}_{H}^{-1} \mathbf{u} \tag{4.24}
\end{equation*}
$$

Remark 4.1.
Problem (DCP) can be viewed as (discretized yet still infinite-dimensional) representation of the linear-quadratic control problem (2.27) together with (2.28) in wavelet coordinates in the following sense. The functional $\breve{\mathbf{J}}(\mathbf{y}, \mathbf{u})$ defined in (4.23) is equivalent to the functional $J(y, u)$ from (2.27) in the sense that there exist constants $0<c_{J} \leq C_{J}<\infty$ such that

$$
\begin{equation*}
c_{J} \check{\mathbf{J}}(\mathbf{y}, \mathbf{u}) \leq J(y, u) \leq C_{J} \check{\mathbf{J}}(\mathbf{y}, \mathbf{u}) \tag{4.25}
\end{equation*}
$$

holds for any $y=\mathbf{y}^{T} \Psi_{H} \in H$, given $y_{*}=\left(\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{y}_{*}\right)^{T} \Psi_{\mathcal{Z}} \in \mathcal{Z}$ and any $u=\mathbf{u}^{T} \Psi_{\mathcal{U}} \in \mathcal{U}$. Moreover, in the case of compatible data $y_{*}=A^{-1} f$ yielding $J(y, u) \equiv 0$, the respective minimizers coincide, and $\mathbf{y}_{*}=\mathbf{A}^{-1} \mathbf{f}$ yields $\check{\mathbf{J}}(\mathbf{y}, \mathbf{u}) \equiv \mathbf{0}$. In this sense the new functional (4.23) captures the essential features of the model minimization functional.

Once problem (DCP) is posed, we can apply variational principles to derive necessary and sufficient conditions for a unique solution. All control problems considered here are in fact simple in this regard, as we have to minimize a quadratic functional subject to linear constraints, for which the necessary conditions are also sufficient. In principle, there are two ways to derive the optimality conditions for (DCP). In Section 2.4 we have already encountered the technique via the Lagrangian.
We define for (DCP) the Lagrangian introducing the Lagrange multiplier, adjoint variable or adjoint state $\mathbf{p}$ as

$$
\begin{equation*}
\operatorname{Lagr}(\mathbf{y}, \mathbf{p}, \mathbf{u}):=\check{\mathbf{J}}(\mathbf{y}, \mathbf{u})+\left\langle\mathbf{p}, \mathbf{A} \mathbf{y}-\mathbf{f}-\mathbf{D}_{H}^{-1} \mathbf{u}\right\rangle \tag{4.26}
\end{equation*}
$$

Then the KKT conditions $\delta \mathbf{\operatorname { L a g r }}(\mathbf{w})=\mathbf{0}$ for $\mathbf{w}=\mathbf{p}, \mathbf{y}, \mathbf{u}$ are, respectively,

$$
\begin{align*}
\mathbf{A} \mathbf{y} & =\mathbf{f}+\mathbf{D}_{H}^{-1} \mathbf{u}  \tag{4.27a}\\
\mathbf{A}^{T} \mathbf{p} & =-\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R D}_{\mathcal{Z}}^{-1}\left(\mathbf{y}-\mathbf{y}_{*}\right)  \tag{4.27b}\\
\omega \mathbf{R}^{-1} \mathbf{u} & =\mathbf{D}_{H}^{-1} \mathbf{p} \tag{4.27c}
\end{align*}
$$

The first system resulting from the variation with respect to the Lagrange multiplier always recovers the original constraints (4.24) and will be referred to as the primal system or the state equation. Accordingly, we call (4.27b) the adjoint or dual system, or the costate equation. The third equation (4.27c) is sometimes denoted as the design equation. Although $\mathbf{A}$ is symmetric, we
continue to write $\mathbf{A}^{T}$ for the operator of the adjoint system to distinguish it from the primal system.
The coupled system (4.27) is to be solved later. However, in order to derive convergent iterations and deduce complexity estimates, a different formulation will be advantageous. It is based on the fact that $\mathbf{A}$ is, according to Proposition 4.1, a boundedly invertible mapping on $\ell_{2}$. Thus, we can formally invert (4.18) to obtain $\mathbf{y}=\mathbf{A}^{-1} \mathbf{f}+\mathbf{A}^{-1} \mathbf{D}_{H}^{-1} \mathbf{u}$. Substitution into (4.23) yields a functional depending only on $\mathbf{u}$,

$$
\begin{equation*}
\mathbf{J}(\mathbf{u}):=\frac{1}{2}\left\|\mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{A}^{-1} \mathbf{D}_{H}^{-1} \mathbf{u}-\left(\mathbf{y}_{*}-\mathbf{A}^{-1} \mathbf{f}\right)\right)\right\|^{2}+\frac{\omega}{2}\left\|\mathbf{R}^{-1 / 2} \mathbf{u}\right\|^{2} \tag{4.28}
\end{equation*}
$$

Employing the abbreviations

$$
\begin{align*}
\mathbf{Z} & :=\mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{A}^{-1} \mathbf{D}_{H}^{-1}  \tag{4.29a}\\
\mathbf{G} & :=-\mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{A}^{-1} \mathbf{f}-\mathbf{y}_{*}\right), \tag{4.29b}
\end{align*}
$$

the functional simplifies to

$$
\begin{equation*}
\mathbf{J}(\mathbf{u})=\frac{1}{2}\|\mathbf{Z u}-\mathbf{G}\|^{2}+\frac{\omega}{2}\left\|\mathbf{R}^{-1 / 2} \mathbf{u}\right\|^{2} . \tag{4.30}
\end{equation*}
$$

Proposition 4.3. [K4] The functional $\mathbf{J}$ is twice differentiable with first and second variation

$$
\begin{equation*}
\delta \mathbf{J}(\mathbf{u})=\left(\mathbf{Z}^{T} \mathbf{Z}+\omega \mathbf{R}^{-1}\right) \mathbf{u}-\mathbf{Z}^{T} \mathbf{G}, \quad \delta^{2} \mathbf{J}(\mathbf{u})=\mathbf{Z}^{T} \mathbf{Z}+\omega \mathbf{R}^{-1} \tag{4.31}
\end{equation*}
$$

In particular, $\mathbf{J}$ is convex so that a unique minimizer exists.
Setting

$$
\begin{equation*}
\mathbf{Q}:=\mathbf{Z}^{T} \mathbf{Z}+\omega \mathbf{R}^{-1}, \quad \mathbf{g}:=\mathbf{Z}^{T} \mathbf{G} \tag{4.32}
\end{equation*}
$$

the unique minimizer $\mathbf{u}$ of (4.30) is given by solving

$$
\begin{equation*}
\delta \mathbf{J}(\mathbf{u})=\mathbf{0} \tag{4.33}
\end{equation*}
$$

or, equivalently, the system

$$
\begin{equation*}
\mathbf{Q u}=\mathbf{g} . \tag{4.34}
\end{equation*}
$$

By definition (4.32), $\mathbf{Q}$ is a symmetric positive definite (infinite) matrix. Hence, finite versions of (4.34) could be solved by gradient or conjugate gradient iterative schemes. As the convergence speed of any such iteration depends on the spectral condition number of $\mathbf{Q}$, it is important to note the following result.

Proposition 4.4. The (infinite) matrix $\mathbf{Q}$ is uniformly bounded on $\ell_{2}$, i.e., there exist constants $0<c_{\mathbf{Q}} \leq C_{\mathbf{Q}}<\infty$ such that

$$
\begin{equation*}
c_{\mathbf{Q}}\|\mathbf{v}\| \leq\|\mathbf{Q} \mathbf{v}\| \leq C_{\mathbf{Q}}\|\mathbf{v}\|, \quad \mathbf{v} \in \ell_{2} \tag{4.35}
\end{equation*}
$$

The proof follows from (2.13) and (4.16), see [DK3]. Of course, in order to make such iterative schemes for (4.34) practically feasible, the explicit inversion of $\mathbf{A}$ in the definition of $\mathbf{Q}$ has to be avoided and replaced by an iterative solver in turn. This is where the system (4.27) will come into play. In particular, the third equation (4.27c) has the following interpretation which will turn out to be very useful later.

Proposition 4.5. For a given control vector $\mathbf{u}$ if we solve (4.24) for $\mathbf{y}$ and (4.27b) for $\mathbf{p}$ successively, then the residual for (4.34) attains the form

$$
\begin{equation*}
\mathbf{Q u}-\mathbf{g}=\omega \mathbf{R}^{-1} \mathbf{u}-\mathbf{D}_{U}^{-1} \mathbf{p} \tag{4.36}
\end{equation*}
$$

Proof. Solving consecutively (4.24) and (4.27b) and recalling the definitions of $\mathbf{Z}, \mathbf{g}(4.29 \mathrm{a})$, (4.32) we obtain

$$
\begin{aligned}
\mathbf{D}_{H}^{-1} \mathbf{p} & =-\mathbf{D}_{H}^{-1}\left(\mathbf{A}^{-T} \mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{y}-\mathbf{y}_{*}\right)\right) \\
& =-\mathbf{Z}^{T} \mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{A}^{-1} \mathbf{f}+\mathbf{A}^{-1} \mathbf{D}_{H}^{-1} \mathbf{u}-\mathbf{y}_{*}\right) \\
& =\mathbf{Z}^{T} \mathbf{G}-\mathbf{Z}^{T} \mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{A}^{-1} \mathbf{D}_{H}^{-1} \mathbf{u} \\
& =\mathbf{g}-\mathbf{Z}^{T} \mathbf{Z} \mathbf{u} .
\end{aligned}
$$

Hence, the residual $\mathbf{Q u}-\mathbf{g}$ attains the form

$$
\mathbf{Q u}-\mathbf{g}=\left(\mathbf{Z}^{T} \mathbf{Z}+\omega \mathbf{R}^{-1}\right) \mathbf{u}-\mathbf{g}=\omega \mathbf{R}^{-1} \mathbf{u}-\mathbf{D}_{H}^{-1} \mathbf{p}
$$

where we have used the definition of $\mathbf{Q}$ from (4.32).
Having derived the optimality conditions (4.27), the next issue is their efficient numerical solution. In view of the fact that the system (4.27) still involves infinite matrices and vectors, this also raises the question of how to derive computable finite versions. By now we have investigated two scenarios. The first version with respect to uniform discretizations is based on choosing finite-dimensional subspaces of the function spaces under consideration. The second version which deals with adaptive discretizations is actually based on the infinite system (4.27). In both scenarios, a fully iterative numerical scheme for the solution of (4.27) is designed along the following lines. The basic iteration scheme is a gradient or conjugate gradient iteration for (4.34) as an outer iteration where each application of $\mathbf{Q}$ is in turn realized by solving the primal and the dual system (4.24) and (4.27b) also by a gradient or conjugate gradient method as inner iterations.
For uniform discretizations for which we wanted to numerically test the role of equivalent norms and the influence of Riesz maps in the cost functional (4.23), we have used in [BK] as central iterative scheme the conjugate gradient (CG) method. Since the interior systems are only solved up to discretization error accuracy, the whole procedure may therefore be viewed as an inexact conjugate gradient ( $C G$ ) method. We stress already at this point that the iteration numbers of such a method do not depend on the discretization level
as finite versions of all involved operators are also uniformly well-conditioned in the sense of (4.35). In each step of the outer iteration, the error will be reduced by a fixed factor $\rho$. Combined with a nested iteration strategy, it will be shown that this yields an asymptotically optimal method in the number of arithmetic operations.
Starting from the infinite coupled system (4.27), we have investigated in [DK3] adaptive schemes which, given any prescribed accuracy $\varepsilon>0$, solve (4.27) such that the error for $\mathbf{y}, \mathbf{u}, \mathbf{p}$ is controlled by $\varepsilon$. Here we have used a gradient scheme as basic iterative scheme since it somehow simplifies the analysis, see Section 5.2.

### 4.4 Control Problems: Dirichlet Boundary Control

Having derived a representation in wavelet coordinates for both the saddle point problem from Section 2.3 and the PDE-constrained control problem in the previous section, it is straightforward to also find an appropriate representation of the control problem with Dirichlet boundary control introduced in Section 2.5. In order not to be overburdened with notation, we specifically choose the control space on the boundary as $\mathcal{U}:=Q\left(=\left(H^{1 / 2}(\Gamma)\right)^{\prime}\right)$. For the more general situation covered by (2.37), a diagonal matrix with nondecreasing entries similar to (4.15) would come into play to switch between $\mathcal{U}$ and $Q$. Thus, the exact wavelet representation of the constraints (2.36) is given by the system (4.10), where we exchange the given Dirichlet boundary term $\mathbf{g}$ by $\mathbf{u}$ in the present situation to express the dependence on the control in the right hand side, i.e.,

$$
\mathbf{L}\binom{\mathbf{y}}{\mathbf{p}}:=\left(\begin{array}{cc}
\mathbf{A} & \mathbf{B}^{T}  \tag{4.37}\\
\mathbf{B} & \mathbf{0}
\end{array}\right)\binom{\mathbf{y}}{\mathbf{p}}=\binom{\mathbf{f}}{\mathbf{u}} .
$$

The derivation of a representer of the initial objective functional (2.35) is under the embedding condition (2.37) $\|v\|_{\mathcal{Z}} \lesssim\|v\|_{Y}$ for $v \in Y$ now the same as in the previous section, where all reference to the space $H$ is to be exchanged by reference to $Y$. We end up with the following minimization problem in wavelet coordinates for the case of Dirichlet boundary control.
(DCP) For given data $\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{y}_{*} \in \ell_{2}\left(I_{\mathcal{Z}}\right), \mathbf{f} \in \ell_{2}\left(I_{Y}\right)$, and weight parameter $\omega>0$, minimize the quadratic functional

$$
\begin{equation*}
\check{\mathbf{J}}(\mathbf{y}, \mathbf{u}):=\frac{1}{2}\left\|\mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{y}-\mathbf{y}_{*}\right)\right\|^{2}+\frac{\omega}{2}\left\|\mathbf{R}^{-1 / 2} \mathbf{u}\right\|^{2} \tag{4.38}
\end{equation*}
$$

over $(\mathbf{y}, \mathbf{u}) \in \ell_{2}\left(\Pi_{Y}\right) \times \ell_{2}\left(I_{Y}\right)$ subject to the linear constraints (4.37),

$$
\mathbf{L}\binom{\mathbf{y}}{\mathbf{p}}=\binom{\mathbf{f}}{\mathbf{u}} .
$$

The corresponding Karush-Kuhn-Tucker conditions can be derived by the same variational principles as in the previous section by defining a Lagrangian
in terms of the functional $\check{\mathbf{J}}(\mathbf{y}, \mathbf{u})$ and appending the constraints (4.18) with the help of additional Lagrange multipliers $(\mathbf{z}, \boldsymbol{\mu})^{T}$, see [K4]. We obtain in this case a system of coupled saddle point problems

$$
\begin{align*}
\mathbf{L}\binom{\mathbf{y}}{\mathbf{p}} & =\binom{\mathbf{f}}{\mathbf{u}}  \tag{4.39a}\\
\mathbf{L}^{T}\binom{\mathbf{z}}{\boldsymbol{\mu}} & =\binom{-\omega \mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R \mathbf { D } _ { \mathcal { Z } } ^ { - 1 } ( \mathbf { y } - \mathbf { y } _ { * } )}}{\mathbf{0}}  \tag{4.39b}\\
\mathbf{u} & =\boldsymbol{\mu} \tag{4.39c}
\end{align*}
$$

Again, the first system appearing here, the primal system, is just the constraints (4.18) while (3.9) will be referred to as the dual or adjoint system. The specific form of the right hand side of the dual system emerges from the particular formulation of the minimization functional (4.38). The (here trivial) equation (4.39c) stems from measuring $\mathbf{u}$ just in $\ell_{2}$, representing measuring the control in its natural trace norm. Instead of replacing $\boldsymbol{\mu}$ by $\mathbf{u}$ in (3.9) and trying to solve the resulting equations, (4.39c) will be essential to devise an inexact gradient scheme. In fact, since $\mathbf{L}$ in (4.18) is an invertible operator, we can rewrite $\check{\mathbf{J}}(\mathbf{y}, \mathbf{u})$ by formally inverting (4.18) as a functional of $\mathbf{u}$, that is, $\mathbf{J}(\mathbf{u}):=\check{\mathbf{J}}(\mathbf{y}(\mathbf{u}), \mathbf{u})$ as above. The following result will be very useful for the design of the outer-inner iterative solvers

Proposition 4.6. The first variation of $\mathbf{J}$ satisfies

$$
\begin{equation*}
\delta \mathbf{J}(\mathbf{u})=\mathbf{u}-\boldsymbol{\mu} \tag{4.40}
\end{equation*}
$$

where $(\mathbf{u}, \boldsymbol{\mu})$ are part of the solution of (4.39). Moreover, $\mathbf{J}$ is convex so that a unique minimizer exists.

Hence, equation (4.39c) is just $\delta \mathbf{J}(\mathbf{u})=\mathbf{0}$. For a unified treatment below of both control problems considered in these notes, it will be useful to rewrite (4.39c) as a condensed equation for the control $\mathbf{u}$ similar to (4.34). We formally invert (4.37) and (4.39b) to obtain

$$
\begin{equation*}
\mathrm{Qu}=\mathrm{g} \tag{4.41}
\end{equation*}
$$

with the abbreviations

$$
\begin{equation*}
\mathbf{Q}:=\mathbf{Z}^{T} \mathbf{Z}+\omega \mathbf{I}, \quad \mathbf{g}:=\mathbf{Z}^{T}\left(\mathbf{y}_{*}-\mathbf{T}_{\square} \mathbf{L}^{-1} \mathbf{I}_{\square} \mathbf{f}\right) \tag{4.42}
\end{equation*}
$$

and

$$
\mathbf{Z}:=\mathbf{T}_{\square} \mathbf{L}^{-1} \mathbf{I}_{\square}, \quad \mathbf{I}_{\square}:=\binom{\mathbf{0}}{\mathbf{I}}, \quad \mathbf{T}_{\square}:=\left(\begin{array}{ll}
\mathbf{T} & \mathbf{0} \tag{4.43}
\end{array}\right) .
$$

Proposition 4.7. The vector $\mathbf{u}$ as part of the solution vector $(\mathbf{y}, \mathbf{p}, \mathbf{z}, \boldsymbol{\mu}, \mathbf{u})$ of (4.39) coincides with the unique solution $\mathbf{u}$ of the condensed equations (4.41).

## 5 Iterative Solution

Each of the four problem classes discussed above finally leads to the problem of solving a system

$$
\begin{equation*}
\delta \mathbf{J}(\mathbf{q})=\mathbf{0} \tag{5.1}
\end{equation*}
$$

or, equivalently, a linear system

$$
\begin{equation*}
\mathbf{M q}=\mathbf{b} \tag{5.2}
\end{equation*}
$$

where $\mathbf{M}: \ell_{2} \rightarrow \ell_{2}$ is a (possibly infinite) symmetric positive definite matrix satisfying

$$
\begin{equation*}
c_{\mathbf{M}}\|\mathbf{v}\| \leq\|\mathbf{M v}\| \leq C_{\mathbf{M}}\|\mathbf{v}\|, \quad \mathbf{v} \in \ell_{2} \tag{5.3}
\end{equation*}
$$

for some constants $0<c_{\mathbf{M}} \leq C_{\mathbf{M}}<\infty$ and where $\mathbf{b} \in \ell_{2}$ is some given right hand side.
A simple gradient method for solving (5.1) is

$$
\begin{equation*}
\mathbf{q}_{k+1}:=\mathbf{q}_{k}-\alpha \delta \mathbf{J}\left(\mathbf{q}_{k}\right), \quad k=0,1,2, \ldots \tag{5.4}
\end{equation*}
$$

with some initial guess $\mathbf{q}_{0}$. In all of the previously considered situations, it has been asserted that there exists a fixed parameter $\alpha$, depending on bounds for the second variation of $\mathbf{J}$, such that (5.4) converges and reduces the error in each step by at least a fixed factor $\rho<1$, i.e.,

$$
\begin{equation*}
\left\|\mathbf{q}-\mathbf{q}_{k+1}\right\| \leq \rho\left\|\mathbf{q}-\mathbf{q}_{k}\right\|, \quad k=0,1,2, \ldots \tag{5.5}
\end{equation*}
$$

where $\rho$ is determined by $\rho:=\|\mathbf{I}-\alpha \mathbf{M}\|<1$. Hence, the scheme (5.4) is a convergent iteration for the possibly infinite system (5.2). Next we will need to discuss how to reduce the infinite systems to computable finite versions.

### 5.1 Finite Systems on Uniform Grids

Let us first consider finite-dimensional trial spaces with respect to uniform discretizations. For each of the Hilbert spaces $H$, in the wavelet setting this means picking the index set of all indices up to some highest refinement level $J$, i.e.,

$$
\Pi_{J, H}:=\left\{\lambda \in \Pi_{H}:|\lambda| \leq J\right\} \subset \Pi_{H}
$$

satisfying $N_{J, H}:=\# \Pi_{J, H}<\infty$. The representation of operators is then built as in Section 3.3 with respect to this truncated index set which corresponds to deleting all rows and columns that refer to indices $\lambda$ such that $|\lambda|>J$, and correspondingly for functions. There is by construction also a coarsest level of resolution denoted by $j_{0}$.
Computationally the representation of operators according to (3.25) is in the case of uniform grids always realized as follows. First, the operator is set up in terms of the generator basis on the finest level $J$. This generator basis simply consists of tensor products of B-Splines, or linear combinations of these near
the boundaries. The representation of an operator in the wavelet basis is then achieved by applying the Fast Wavelet Transform (FWT) which needs $\mathcal{O}\left(N_{J, H}\right)$ arithmetic operations and is therefore asymptotically optimal, for example see [D2, DKU,K2] and Section 3.4.
In order not to overburden the notation, in this subsection let the resulting system for $N=N_{J, H}$ unknowns again be denoted by

$$
\begin{equation*}
\mathbf{M q}=\mathbf{b} \tag{5.6}
\end{equation*}
$$

where now $\mathbf{M}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ is a symmetric positive definite matrix satisfying (5.3) on $\mathbb{R}^{N}$. It will be convenient to abbreviate the residual using an approximation $\tilde{\mathbf{q}}$ to $\mathbf{q}$ for (5.6) as

$$
\begin{equation*}
\operatorname{ResD}(\tilde{\mathbf{q}}):=\mathbf{M} \tilde{\mathbf{q}}-\mathbf{b} \tag{5.7}
\end{equation*}
$$

We will employ a basic conjugate gradient method that iteratively computes an approximate solution $\mathbf{q}_{K}$ to (5.6) with given initial vector $\mathbf{q}_{0}$ and given tolerance $\varepsilon>0$ such that

$$
\begin{equation*}
\left\|\mathbf{M q}_{K}-\mathbf{b}\right\|=\left\|\operatorname{RESD}\left(\mathbf{q}_{K}\right)\right\| \leq \varepsilon \tag{5.8}
\end{equation*}
$$

where $K$ denotes the number of iterations used. Later we specify $\varepsilon$ depending on the discretization for which (5.6) is set up. The following CG scheme contains a routine $\operatorname{APP}\left(\eta_{k}, \mathbf{M}, \mathbf{d}_{k}\right)$ which, in view of the problem classes discussed above, is to have the property that it approximately computes the product $\mathbf{M d}_{k}$ up to a tolerance $\eta_{k}=\eta_{k}(\varepsilon)$ depending on $\varepsilon$, i.e., the output $\mathbf{m}_{k}$ of $\operatorname{APp}\left(\eta_{k}, \mathbf{M}, \mathbf{d}_{k}\right)$ satisfies

$$
\begin{equation*}
\left\|\mathbf{m}_{k}-\mathbf{M d}_{k}\right\| \leq \eta_{k} \tag{5.9}
\end{equation*}
$$

For the cases where $\mathbf{M}=\mathbf{A}$, this is simply the matrix-vector multiplication $\mathbf{M d}{ }_{k}$. For the situations where $\mathbf{M}$ may involve the solution of an additional system, this multiplication will be only approximative.
$\mathrm{CG}\left[\varepsilon, \mathbf{q}_{0}, \mathbf{M}, \mathbf{b}\right] \rightarrow \mathbf{q}_{K}$
(I) $\operatorname{Set} \mathbf{d}_{0}:=\mathbf{b}-\mathbf{M q}_{0}$ AND $\mathbf{r}_{0}:=-\mathbf{d}_{0}$. LET $k=0$.
(ii) While $\left\|\mathbf{r}_{k}\right\|>\varepsilon$

$$
\begin{align*}
\mathbf{m}_{k} & :=\operatorname{App}\left(\eta_{k}(\varepsilon), \mathbf{M}, \mathbf{d}_{k}\right) \\
\alpha_{k} & :=\frac{\left(\mathbf{r}_{k}\right)^{T} \mathbf{r}_{k}}{\left(\mathbf{d}_{k}\right)^{T} \mathbf{m}_{k}} \\
\mathbf{r}_{k+1} & :=\mathbf{r}_{k}+\alpha_{k} \mathbf{m}_{k}  \tag{5.10}\\
\mathbf{d}_{k+1} & :=-\mathbf{r}_{k+1}+\beta_{k} \mathbf{d}_{k} \\
k & :=k+1
\end{align*}
$$

(III) $\operatorname{SET} K:=k-1$.

Briefly in the case $\mathbf{M}=\mathbf{A}$ the final iterate $\mathbf{q}_{K}$ indeed satisfies (5.8). From the newly computed iterate $\mathbf{q}_{k+1}=\mathbf{q}_{k}+\alpha_{k} \mathbf{d}_{k}$ it follows by applying $\mathbf{M}$ on both sides that $\mathbf{M} \mathbf{q}_{k+1}-\mathbf{b}=\mathbf{M} \mathbf{q}_{k}-\mathbf{b}+\alpha_{k} \mathbf{M} \mathbf{d}_{k}$ which is the same as $\operatorname{RESD}\left(\mathbf{q}_{k+1}\right)=\operatorname{RESD}\left(\mathbf{q}_{k}\right)+\alpha_{k} \mathbf{M d}$. By the initialization for $\mathbf{r}_{k}$ used above, this in turn is the updating term for $\mathbf{r}_{k}$, hence, $\mathbf{r}_{k}=\operatorname{ResD}\left(\mathbf{q}_{k}\right)$. After the stopping criterion based on $\mathbf{r}_{k}$ is met, the final iterate $\mathbf{q}_{K}$ satisfies (5.8).
The routine CG computes the residual up to the stopping criterion $\varepsilon$. From the residual and in view of (5.3), we can estimate the error in the solution as

$$
\begin{equation*}
\left\|\mathbf{q}-\mathbf{q}_{K}\right\|=\left\|\mathbf{M}^{-1}\left(\mathbf{b}-\mathbf{M} \mathbf{q}_{K}\right)\right\| \leq\left\|\mathbf{M}^{-1}\right\|\left\|\operatorname{RESD}\left(\mathbf{q}_{K}\right)\right\| \leq \frac{\varepsilon}{c_{\mathbf{M}}} \tag{5.11}
\end{equation*}
$$

that is, it may deviate from the norm of the residual by a factor proportional to the smallest eigenvalue of $\mathbf{M}$.

## Distributed Control

Let us now apply the solution scheme to the situation from Section 4.3 where $\mathbf{Q}$ now involves the inversion of finite-dimensional systems (4.27a) and (4.27b). The material in the remainder of this subsection is essentially contained in [BK].
We begin with a specification of the approximate computation of the right hand side $\mathbf{b}$ which also contains applications of $\mathbf{A}^{-1}$.
$\operatorname{RHS}\left[\zeta, \mathbf{A}, \mathbf{f}, \mathbf{y}_{*}\right] \rightarrow \mathbf{b}_{\zeta}$
(I) $\mathrm{CG}\left[\frac{c_{\mathbf{A}}}{2 C} \frac{c_{\mathbf{A}}}{C^{2} C_{0}^{2}} \zeta, \mathbf{0}, \mathbf{A}, \mathbf{f}\right] \rightarrow \mathbf{b}_{1}$
(II) $\mathrm{CG}\left[\frac{c_{\mathbf{A}}}{2 C} \zeta, \mathbf{0}, \mathbf{A}^{T},-\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R D}_{\mathcal{Z}}^{-1}\left(\mathbf{b}_{1}-\mathbf{y}_{*}\right)\right] \rightarrow \mathbf{b}_{2}$
(III) $\mathbf{b}_{\zeta}:=\mathbf{D}_{H}^{-1} \mathbf{b}_{2}$.

The tolerances used within the two conjugate gradient methods depend on the constants $c_{\mathbf{A}}, C, C_{0}$ from (2.13), (4.16) and (3.18), respectively. Since the additional factor $c_{\mathbf{A}}\left(C C_{0}\right)^{-2}$ in the stopping criterion in step (I) in comparison to step (II) is in general smaller than one, this means that in step (II) the primal system needs to be solved more accurately than the adjoint system.

Proposition 5.1. The result $\mathbf{b}_{\zeta}$ of $\operatorname{RHS}\left[\zeta, \mathbf{A}, \mathbf{f}, \mathbf{y}_{*}\right]$ satisfies

$$
\begin{equation*}
\left\|\mathbf{b}_{\zeta}-\mathbf{b}\right\| \leq \zeta \tag{5.12}
\end{equation*}
$$

Proof. Recalling the definition (4.32) of b, step (III) and step (II) yield

$$
\begin{align*}
\left\|\mathbf{b}_{\zeta}-\mathbf{b}\right\| & \leq\left\|\mathbf{D}_{H}^{-1}\right\|\left\|\mathbf{b}_{2}-\mathbf{D}_{H} \mathbf{b}\right\| \\
& \leq C\left\|\mathbf{A}^{-T}\right\|\left\|\mathbf{A}^{T} \mathbf{b}_{2}-\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{A}^{-1} \mathbf{f}-\mathbf{b}_{1}+\mathbf{b}_{1}-\mathbf{y}_{*}\right)\right\|  \tag{5.13}\\
& \leq \frac{C}{c_{\mathbf{A}}}\left(\frac{c_{\mathbf{A}}}{2 C} \zeta+\left\|\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{A}^{-1} \mathbf{f}-\mathbf{b}_{1}\right)\right\|\right)
\end{align*}
$$

Employing the upper bounds for $\mathbf{D}_{\mathcal{Z}}^{-1}$ and $\mathbf{R}$, we arrive at

$$
\begin{align*}
\left\|\mathbf{b}_{\zeta}-\mathbf{b}\right\| & \leq \frac{C}{c_{\mathbf{A}}}\left(\frac{c_{\mathbf{A}}}{2 C} \zeta+C^{2} C_{0}^{2}\left\|\mathbf{A}^{-1}\right\|\left\|\mathbf{f}-\mathbf{A} \mathbf{b}_{1}\right\|\right)  \tag{5.14}\\
& \leq \frac{C}{c_{\mathbf{A}}}\left(\frac{c_{\mathbf{A}}}{2 C} \zeta+\frac{C^{2} C_{0}^{2}}{c_{\mathbf{A}}} \frac{c_{\mathbf{A}}}{2 C} \frac{c_{\mathbf{A}}}{C^{2} C_{0}^{2}} \zeta\right)=\zeta
\end{align*}
$$

Accordingly, an approximation $\mathbf{m}_{\eta}$ to the matrix-vector product $\mathbf{Q d}$ is the output of the following routine App.
$\operatorname{App}[\eta, \mathbf{Q}, \mathbf{d}] \rightarrow \mathbf{m}_{\eta}$
(I) $\mathrm{CG}\left[\frac{c_{\mathbf{A}}}{3 C} \frac{c_{\mathbf{A}}}{C^{2} C_{0}^{2}} \eta, \mathbf{0}, \mathbf{A}, \mathbf{f}+\mathbf{D}_{H}^{-1} \mathbf{d}\right] \rightarrow \mathbf{y}_{\eta}$
(II) $\mathrm{CG}\left[\frac{c_{\mathbf{A}}}{3 C} \eta, \mathbf{0}, \mathbf{A}^{T},-\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R D}_{Z}^{-1}\left(\mathbf{y}_{\eta}-\mathbf{y}_{*}\right)\right] \rightarrow \mathbf{p}_{\eta}$
(III) $\mathbf{m}_{\eta}:=\mathbf{g}_{\eta / 3}+\omega \mathbf{R}^{-1} \mathbf{d}-\mathbf{D}_{H}^{-1} \mathbf{p}_{\eta}$.

The choice of the tolerances for the interior application of CG in steps (I) and (iI) will become clear from the following result.

Proposition 5.2. The result $\mathbf{m}_{\eta}$ of $\operatorname{APP}[\eta, \mathbf{Q}, \mathbf{d}]$ satisfies

$$
\begin{equation*}
\left\|\mathbf{m}_{\eta}-\mathbf{Q d}\right\| \leq \eta \tag{5.15}
\end{equation*}
$$

Proof. Denote by $\mathbf{y}_{\mathbf{d}}$ the exact solution of (4.27a) with $\mathbf{d}$ in place of $\mathbf{u}$ on the right hand side, and by $\mathbf{p}_{\mathbf{d}}$ the exact solution of $(4.27 \mathrm{~b})$ with $\mathbf{y}_{\mathbf{d}}$ on the right hand side. Then we deduce from step (III) and (4.36) combined with (3.18) and (4.16)

$$
\begin{align*}
\left\|\mathbf{m}_{\eta}-\mathbf{Q d}\right\| & =\left\|\mathbf{g}_{\eta / 3}-\mathbf{g}+\omega \mathbf{R}^{-1} \mathbf{d}-\mathbf{D}_{U}^{-1} \mathbf{p}_{\eta}-(\mathbf{Q d}-\mathbf{g})\right\| \\
& \leq \frac{1}{3} \eta+\left\|\omega \mathbf{R}^{-1} \mathbf{d}-\mathbf{D}_{U}^{-1} \mathbf{p}_{\eta}-\left(\omega \mathbf{R}^{-1} \mathbf{d}-\mathbf{D}_{U}^{-1} \mathbf{p}_{\mathbf{d}}\right)\right\|  \tag{5.16}\\
& \leq \frac{1}{3} \eta+C\left\|\mathbf{p}_{\mathbf{d}}-\mathbf{p}_{\eta}\right\|
\end{align*}
$$

Denote by $\hat{\mathbf{p}}$ the exact solution of $(4.27 \mathrm{~b})$ with $\mathbf{y}_{\eta}$ on the right hand side. Then we have $\mathbf{p}_{\mathbf{d}}-\hat{\mathbf{p}}=-\mathbf{A}^{-T} \mathbf{D}_{Z}^{-1} \mathbf{R} \mathbf{D}_{Z}^{-1}\left(\mathbf{y}_{\mathbf{d}}-\mathbf{y}_{\eta}\right)$. It follows by (2.13), (3.18) and (4.16) that

$$
\begin{equation*}
\left\|\mathbf{p}_{\mathbf{d}}-\hat{\mathbf{p}}\right\| \leq \frac{C^{2} C_{0}^{2}}{c_{\mathbf{A}}}\left\|\mathbf{y}_{\mathbf{d}}-\mathbf{y}_{\eta}\right\| \leq \frac{1}{3 C} \eta \tag{5.17}
\end{equation*}
$$

where the last estimate follows by the choice of the threshold in step (I). Finally, the combination(5.16) and (5.17) together with (5.12) and the stopping criterion in step (II) readily confirms that

$$
\begin{aligned}
\left\|\mathbf{m}_{\eta}-\mathbf{Q d}\right\| & \leq \frac{1}{3} \eta+C\left(\left\|\mathbf{p}_{\mathbf{d}}-\hat{\mathbf{p}}\right\|+\left\|\hat{\mathbf{p}}-\mathbf{p}_{\eta}\right\|\right) \\
& \leq \frac{1}{3} \eta+C\left(\frac{1}{3 C} \eta+\frac{1}{3 C} \eta\right)=\eta
\end{aligned}
$$

The effect of perturbed applications of $\mathbf{M}$ in CG and more general Krylov subspace schemes with respect to convergence has been investigated in a numerical linear algebra context for a given linear system (5.6) in several papers, for example see [ES]. Here we have chosen the $\eta_{i}$ to be proportional to the outer accuracy $\varepsilon$ incorporating a safety factor accounting for the values of $\beta_{i}$ and $\left\|\mathbf{r}_{i}\right\|$.
Finally, we can formulate a full nested iteration strategy for finite systems (4.27) on uniform grids which employs outer and inner CG routines as follows. The scheme starts at the coarsest level of resolution $j_{0}$ with some initial guess $\mathbf{u}_{0}^{j_{0}}$ and successively solves (4.34) with respect to each level $j$ until the norm of the current residual is below the discretization error on that level.
In wavelet coordinates, $\|\cdot\|$ corresponds to the energy norm. If we employ as in [BK] on the primal side for approximation linear combinations of B splines of order $d$, the discretization error is for smooth solutions expected to be proportional to $2^{-(d-1) j}$. Then the refinement level is successively increased until on the finest level $J$ a prescribed tolerance proportional to the discretization error $2^{-(d-1) J}$ is met. In the following, superscripts on vectors denote the refinement level on which this term is computed. The given data $\mathbf{y}_{*}^{j}, \mathbf{f}^{j}$ are supposed to be accessible on all levels. On the coarsest level, the solution of (4.34) is computed exactly up to double precision by QR decomposition. Subsequently, the results from level $j$ are prolongated onto the next higher level $j+1$. Using wavelets, this is accomplished by simply adding zeros: wavelet coordinates have the character of differences, this prolongation corresponds to the exact representation in higher resolution wavelet coordinates. The resulting Nested-Iteration-Incomplete-Conjugate-Gradient Algorithm is the following.
NEICG $[J] \rightarrow \mathbf{u}^{J}$
(I) Initialization for coarsest level $j:=j_{0}$
(1) Compute right hand side $\mathbf{g}^{j_{0}}=\left(\mathbf{Z}^{T} \mathbf{G}\right)^{j_{0}}$ BY QR DEComposition using (4.29).
(2) Compute solution $\mathbf{u}^{j_{0}}$ of (4.34) By QR DEComposition.
(ii) While $j<J$
(1) Prolongate $\mathbf{u}^{j} \rightarrow \mathbf{u}_{0}^{j+1}$ By adding zeros, SEt $j:=j+1$.
(2) Compute Right hand side using RHS $\left[2^{-(d-1) j}, \mathbf{A}, \mathbf{f}^{j}, \mathbf{y}_{*}^{j}\right] \rightarrow$ $\mathrm{g}^{j}$.
(3) Compute solution of (4.34) using CG $\left[2^{-(d-1) j}, \mathbf{u}_{0}^{j}, \mathbf{Q}, \mathbf{g}^{j}\right] \rightarrow$ $\mathbf{u}^{j}$.

Recall that step (II.3) requires multiple calls of $\operatorname{App}[\eta, \mathbf{Q}, \mathbf{d}]$, which in turn invokes both CG $[\ldots, \mathbf{A}, \ldots]$ as well as CG $\left[\ldots, \mathbf{A}^{T}, \ldots\right]$ in each application. On account of (2.13) and (4.35), finite versions of the system matrices $\mathbf{A}$ and $\mathbf{Q}$ have uniformly bounded condition numbers, entailing that each CG routine employed in the process reduces the error by a fixed rate $\rho<1$ in each iteration step. Let $N_{J} \sim 2^{n J}$ be the total number of unknowns (for
$\mathbf{y}^{J}, \mathbf{u}^{J}$ and $\mathbf{p}^{J}$ ) on the highest level $J$. Employing the CG method only on the highest level, one needs $\mathcal{O}(J)=\mathcal{O}(\log \varepsilon)$ iterations to achieve the prescribed discretization error accuracy $\varepsilon_{J}=2^{-(d-1) J}$. As each application of $\mathbf{A}$ and $\mathbf{Q}$ requires $\mathcal{O}\left(N_{J}\right)$ operations, the solution of (4.34) by CG only on the finest level requires $\mathcal{O}\left(J N_{J}\right)$ arithmetic operations.

Proposition 5.3. [BK] If the residual (4.36) is computed up to discretization error proportional to $2^{-(d-1) j}$ on each level $j$ and the corresponding solutions are taken as initial guesses for the next higher level, NEICG is an asymptotically optimal method in the sense that it provides the solution $\mathbf{u}^{J}$ up to discretization error on level $J$ in an overall number of $\mathcal{O}\left(N_{J}\right)$ arithmetic operations.

Proof. In the above notation, nested iteration allows one to get rid of the factor $J$ in the total number of operations. Starting with the exact solution on the coarsest level $j_{0}$, in view of the uniformly bounded condition numbers of $\mathbf{A}$ and $\mathbf{Q}$, one only needs a fixed number of iterations to reduce the error up to discretization error accuracy $\varepsilon_{j}=2^{-(d-1) j}$ on each subsequent level $j$, taking the solution from the previous level as initial guess. Thus, on each level, one needs $\mathcal{O}\left(N_{j}\right)$ operations to realize discretization error accuracy. Since the spaces are nested and the number of unknowns on each level grows like $N_{j} \sim 2^{n j}$, by a geometric series argument the total number of arithmetic operations stays proportional to $\mathcal{O}\left(N_{J}\right)$.

## Numerical Examples

As an illustration of the ingredients for a distributed control problem, we consider the following example taken from [BK] with the Helmholtz operator in (2.6) $(\mathbf{a}=I, c=1)$ and homogeneous Dirichlet boundary condition. A non-constant right hand side $f(x):=1+2.3 \exp \left(-15\left|x-\frac{1}{2}\right|\right)$ is chosen, and the target state is set to a constant $y_{*} \equiv 1$. We first investigate the role the different norms $\|\cdot\|_{\mathcal{Z}}$ and $\|\cdot\|_{\mathcal{U}}$ in (2.27), encoded in the diagonal matrices $\mathbf{D}_{\mathcal{Z}}, \mathbf{D}_{H}$ from (4.15), have on the solution. We see in Figure 5.1 for the choice $\mathcal{U}=L_{2}$ and $\mathcal{Z}=H^{s}(0,1)$ for different values of $s$ varying between 0 and 1 the solution $y$ (left) and the corresponding control $u$ (right) for fixed weight $\omega=1$. As $s$ is increased, a stronger tendency of $y$ towards the prescribed state $y_{*} \equiv 1$ can be observed which is, however, deterred from reaching this state by the homogeneous boundary conditions. Extensive studies of this type can be found in $[\mathrm{Bu}, \mathrm{BK}]$.
As an example displaying the performance of the proposed fully iterative scheme NEICG in two spatial dimensions, Table 5.3 from [BK] is included. This is an example of a control problem for the Helmholtz operator with Neumann boundary conditions. The stopping criterion for the outer iteration (relative to $\|\cdot\|$ which corresponds to the energy norm) on level $j$ is chosen to be proportional to $2^{-j}$. The second column displays the final value of the residual of the outer CG scheme on this level, i.e., $\left\|\mathbf{r}_{K}^{j}\right\|=\left\|\operatorname{RESD}\left(\mathbf{u}_{K}^{j}\right)\right\|$.


Figure 5.1. Distributed control problem for elliptic problem with Dirichlet boundary conditions, a peak as right hand side $f, y_{*} \equiv 1, \omega=0, \mathcal{U}=L_{2}$ and varying $\mathcal{Z}=H^{s}(0,1)$.

The next three columns show the number of outer CG iterations (\#O) for $\mathbf{Q}$ according to the APP scheme followed by the maximum number of inner iterations for the primal system (\#E), the adjoint system (\#A) and the design equation (\#R). We clearly see the effect of the uniformly bounded condition numbers of the operators involved. The last columns display different versions of the actual error in the state $\mathbf{y}$ and the control $\mathbf{u}$ when compared to the fine grid solution ( $R$ denotes restriction of the fine grid solution to the actual grid, and $P$ prolongation). Here we can see the effect of the constants appearing in (5.11), that is, the error is very well controlled via the residual. More results for up to three spatial dimensions can be found in $[\mathrm{Bu}, \mathrm{BK}]$.

| $j$ | $\left\\|\mathbf{r}_{K}^{j}\right\\|$ | \#O\| | \# E \# A \#R |  |  | $\\| R\left(\mathbf{y}^{J}\right)-\mathbf{y}^{j}$ | $\mathbf{y}^{J}-P\left(\mathbf{y}^{j}\right) \mid$ | $\\| R\left(\mathbf{u}^{J}\right)-\mathbf{u}^{j}$ | $\left\\|\mathbf{u}^{J}-P\left(\mathbf{u}^{j}\right)\right\\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 |  |  |  |  |  | 6.86e-03 | $1.48 \mathrm{e}-02$ | $1.27 \mathrm{e}-04$ | $4.38 \mathrm{e}-04$ |
| 4 | 1.79e-05 | 5 | 12 | 5 | 8 | $2.29 \mathrm{e}-03$ | $7.84 \mathrm{e}-03$ | $4.77 \mathrm{e}-05$ | $3.55 \mathrm{e}-04$ |
| 5 | 1.98e-05 | 5 | 14 | 6 | 9 | $6.59 \mathrm{e}-04$ | $3.94 \mathrm{e}-03$ | $1.03 \mathrm{e}-05$ | $2.68 \mathrm{e}-04$ |
| 6 | 4.92e-06 | 7 | 13 | 5 | 9 | $1.74 \mathrm{e}-04$ | $1.96 \mathrm{e}-03$ | $2.86 \mathrm{e}-06$ | $1.94 \mathrm{e}-04$ |
| 7 | $3.35 \mathrm{e}-06$ | 7 | 12 | 5 | 9 | $4.55 \mathrm{e}-05$ | $9.73 \mathrm{e}-04$ | $9.65 \mathrm{e}-07$ | $1.35 \mathrm{e}-04$ |
| 8 | $2.42 \mathrm{e}-06$ | 7 | 11 | 5 | 10 | $1.25 \mathrm{e}-05$ | $4.74 \mathrm{e}-04$ | $7.59 \mathrm{e}-07$ | $8.88 \mathrm{e}-05$ |
| 9 | 1.20e-06 | 8 | 11 | 5 | 10 | $4.55 \mathrm{e}-06$ | $2.12 \mathrm{e}-04$ | $4.33 \mathrm{e}-07$ | 5.14e-05 |
| 10 | 4.68e-07 | 9 | 10 | 5 | 9 | $3.02 \mathrm{e}-06$ | $3.02 \mathrm{e}-06$ | $2.91 \mathrm{e}-07$ | $2.91 \mathrm{e}-07$ |

Table 5.3. Iteration history for a two-dimensional distributed control problem with Neumann boundary conditions, $\omega=1, \mathcal{Z}=H^{1}(\Omega), \mathcal{U}=\left(H^{0.5}(\Omega)\right)^{\prime}$.

## Dirichlet Boundary Control

For the system of saddle point problems (4.39) arising from the control problem with Dirichlet boundary control in Section 2.5, a fully iterative algorithm NEICG can also be designed along the lines above. Again the design equation $(4.39 \mathrm{c})$ for $\mathbf{u}$ serves as the equation for which a basic iterative scheme (5.4) can be posed. Of course, the CG method for $\mathbf{A}$ then has to be replaced by a convergent iterative scheme for saddle point operators $\mathbf{L}$ like Uzawa's algorithm. Also the discretization has to be chosen such that the LBB condition is satisfied, see Section 4.2. Details can be found in [K4]. Alternatively,
since $\mathbf{L}$ has a uniformly bounded condition number, the CG scheme can, in principle, also be applied to $\mathbf{L}^{T} \mathbf{L}$. The performance of wavelet schemes on uniform grids for such systems of saddle point problems arising from optimal control is currently under investigation $[\mathrm{P}]$.

## Numerical Example

For illustration of the choice of different norms for the Dirichlet boundary control problem, consider the following example taken from $[\mathrm{P}]$. Here we actually have the situation of controlling the system through the control boundary $\Gamma$ on the right hand side of Figure 5.2 while a prescribed state $y_{*} \equiv 1$ on the observation boundary $\Gamma_{y}$ opposite the control boundary is to be achieved. The right hand side is chosen as constant $f \equiv 1$, and $\omega=1$. Each layer in Figure 5.2 corresponds to the state $y$ for different values of $s$ when the observation term is measured in $H^{s}\left(\Gamma_{y}\right)$, that is, the objective functional (2.35) contains a term $\left\|y-y_{*}\right\|_{H^{s}\left(\Gamma_{y}\right)}^{2}$ for $s=0,1 / 10,2 / 10,3 / 10,4 / 10,5 / 10,7 / 10,9 / 10$ from bottom to top. We see that as the smoothness index $s$ for the observation increases, the state moves towards the target state at the observation boundary.


Figure 5.2. State $y$ of the Dirichlet boundary control problem using the objective functional $J(y, u)=\frac{1}{2}\left\|y-y_{*}\right\|_{H^{s}\left(\Gamma_{y}\right)}^{2}+\frac{1}{2}\|u\|_{H^{1 / 2}(\Gamma)}^{2}$ for $s=0,0.1,0.2,0.3,0.4,0.5$, 0.7, 0.9 (from bottom to top) on resolution level $J=5$.

### 5.2 Adaptive Schemes

In case of the appearance of singularities caused by the data or the domain, a prescribed accuracy may require discretizations with respect to uniform grids to spend a large number of degrees of freedom in areas where the solution is actually smooth. Hence, although the above numerical scheme NEICG is
of optimal linear complexity, the degrees of freedom are not implanted in an optimal way. In these situations, one expects adaptive schemes to work favourably which judiciously place degrees of freedom where singularities occur. Thus, the guiding line for adaptive schemes is to reduce the total number of degrees of freedom when compared to discretizations on a uniform grid. This does not mean that the previous investigations with respect to uniform discretizations are dispensable. In fact, the above results on conditioning carry over to the adaptive case, the solvers are still linear in the number of arithmetic operations and, in particular, one expects to recover the uniform situation when the solutions are smooth. Much on adaptivity for variational problems and the relation to nonlinear approximation can be found in [D4]. The starting point for adaptive wavelet schemes systematically derived for variational problems in [CDD1, CDD2, CDD3] is the infinite formulation in wavelet coordinates as derived for the different problem classes in Section 4. These algorithms have been proven to be optimal in the sense that they match the optimal work/accuracy rate of the wavelet-best $N$-term approximation, a concept which has been introduced in [CDD1]. The schemes start out with formulating algorithmic ingredients which are then step by step reduced to computable quantities. We follow in this section the material for the distributed control problem from [DK3]. An extension to Dirichlet control problem involving saddle point problems can be found in [K5]. It should be pointed out that the theory is neither confined to symmetric $\mathbf{A}$ nor to the positive definite case.

## Algorithmic Ingredients

We start out again with a very simple iterative scheme for the design equation. In view of (4.35) and the fact that $\mathbf{Q}$ is positive definite, there exists a fixed positive parameter $\alpha$ such that in the Richardson iteration (which is a special case of a gradient method)

$$
\begin{equation*}
\mathbf{u}^{k+1}=\mathbf{u}^{k}+\alpha\left(\mathbf{g}-\mathbf{Q} \mathbf{u}^{k}\right) \tag{5.18}
\end{equation*}
$$

the error is reduced in each step by at least a factor

$$
\begin{gather*}
\rho:=\|\mathbf{I}-\alpha \mathbf{Q}\|<1  \tag{5.19}\\
\left\|\mathbf{u}-\mathbf{u}^{k+1}\right\| \leq \rho\left\|\mathbf{u}-\mathbf{u}^{k}\right\|, \quad k=0,1,2, \ldots \tag{5.20}
\end{gather*}
$$

where $\mathbf{u}$ is the exact solution of (4.34). As the involved system is still infinite, we aim at carrying out this iteration approximately with dynamically updated accuracy tolerances.
The central idea of the wavelet-based adaptive schemes is to start from the infinite system in wavelet coordinates (4.27) and step by step reduce the routines to computable versions of applying the infinite matrix $\mathbf{Q}$ and the evaluation of the right hand side $\mathbf{g}$ of (4.34) involving the inversion of $\mathbf{A}$. The main conceptual tools from [CDD1, CDD2, CDD3] are the following.

We first assume that we have a routine at our disposal with the following property. Later it will be shown how to realize this routine in the concrete case.
$\operatorname{RES}[\eta, \mathbf{Q}, \mathbf{g}, \mathbf{v}] \rightarrow \mathbf{r}_{\eta}$
DETERMINES FOR A GIVEN TOLERANCE $\eta>0$ A FINITELY SUPPORTED SEQUENCE $\mathbf{r}_{\eta}$ SATISFYING

$$
\begin{equation*}
\left\|\mathbf{g}-\mathbf{Q v}-\mathbf{r}_{\eta}\right\| \leq \eta \tag{5.21}
\end{equation*}
$$

The schemes considered below will also contain the following routine.
$\operatorname{CoARSE}[\eta, \mathbf{w}] \rightarrow \mathbf{w}_{\eta}$
DETERMINES FOR ANY FINITELY SUPPORTED INPUT VECTOR w A VECTOR $\mathbf{w}_{\eta}$ WITH SMALLEST POSSIBLE SUPPORT SUCH THAT

$$
\begin{equation*}
\left\|\mathbf{w}-\mathbf{w}_{\eta}\right\| \leq \eta . \tag{5.22}
\end{equation*}
$$

This ingredient will eventually play a crucial role in controlling the complexity of the scheme although at this stage its role is not yet apparent. A detailed description of Coarse can be found in [CDD1]. The basic idea is to first sort the entries of $\mathbf{w}$ by size. Then one subtracts squares of their moduli until the sum reaches $\eta^{2}$, starting from the smallest entry. A quasi-sorting based on binary binning can be shown to avoid the logarithmic term in the sorting procedure at the expense of the resulting support size being at most a fixed constant of the minimal size, see $[\mathrm{Br}]$.
Next a perturbed iteration is designed which converges in the following sense: for every target accuracy $\varepsilon$, the scheme produces after finitely many steps a finitely supported approximate solution with accuracy $\varepsilon$. To obtain a correctly balanced interplay between the routines Res and Coarse, we need the following control parameter. Given (an estimate of) the reduction rate $\rho$ and the step size parameter $\alpha$ from (5.19), let $K$ denote the minimal integer $\ell$ for which $\rho^{\ell-1}(\alpha \ell+\rho) \leq \frac{1}{10}$.
In the following always denoting $\mathbf{u}$ to be the exact solution of (4.34), a perturbed version of (5.18) for a fixed target accuracy $\varepsilon>0$ is the following.
$\operatorname{Solve}\left[\varepsilon, \mathbf{Q}, \mathbf{g}, \overline{\mathbf{q}}^{0}, \varepsilon_{0}\right] \rightarrow \overline{\mathbf{q}}_{\varepsilon}$
(i) Given an initial Guess $\overline{\mathbf{q}}^{0}$ and an error bound $\left\|\mathbf{q}-\overline{\mathbf{q}}^{0}\right\| \leq \varepsilon_{0}$; SET $j=0$.
(ii) IF $\varepsilon_{j} \leq \varepsilon$, STOP AND SET $\overline{\mathbf{q}}_{\varepsilon}:=\overline{\mathbf{q}}^{j}$. Otherwise SET $\mathbf{v}^{0}:=\overline{\mathbf{q}}^{j}$.
(1) FOR $k=0, \ldots, K-1$ COMPUTE $\operatorname{Res}\left[\rho^{k} \varepsilon_{j}, \mathbf{Q}, \mathbf{g}, \mathbf{v}^{k}\right] \rightarrow \mathbf{r}^{k}$ AND

$$
\begin{equation*}
\mathbf{v}^{k+1}:=\mathbf{v}^{k}+\alpha \mathbf{r}^{k} \tag{5.23}
\end{equation*}
$$

(2) Apply Coarse $\left[\frac{2}{5} \varepsilon_{j}, \mathbf{v}^{K}\right] \rightarrow \overline{\mathbf{q}}^{j+1} ; \operatorname{SET} \varepsilon_{j+1}:=\frac{1}{2} \varepsilon_{j}, j+1 \rightarrow j$ AND GO TO (iI).

In the case that no particular initial guess is known, we initialize $\overline{\mathbf{q}}^{0}=\mathbf{0}$, set $\varepsilon_{0}:=c_{\mathbf{Q}}^{-1}\|\mathbf{g}\|$ and briefly write then SOLVE $[\varepsilon, \mathbf{Q}, \mathbf{g}] \rightarrow \overline{\mathbf{q}}_{\varepsilon}$.
In a straightforward manner, perturbation arguments yield the convergence of this algorithm [CDD2, CDD3].

Proposition 5.4. The iterates $\overline{\mathbf{q}}^{j}$ generated by $\operatorname{Solve}[\varepsilon, \mathbf{Q}, \mathbf{g}]$ satisfy

$$
\begin{equation*}
\left\|\mathbf{q}-\overline{\mathbf{q}}^{j}\right\| \leq \varepsilon_{j} \quad \text { for any } \quad j \geq 0 \tag{5.24}
\end{equation*}
$$

where $\varepsilon_{j}=2^{-j} \varepsilon_{0}$.
In order to derive appropriate numerical realizations of Solve, recall that (4.34) is equivalent to the KKT conditions (4.27). Although the matrix A is always assumed to be symmetric here, the distinction between the system matrices for the primal and the dual system, $\mathbf{A}$ and $\mathbf{A}^{T}$, may be helpful.
The strategy in each step for approximating the residual $\mathbf{g}-\mathbf{Q} \mathbf{u}^{k}$, that is, realization of the routine RES for the problem (4.34), is based upon the result stated in Proposition 4.5. In turn, this requires solving the two auxiliary systems in (4.27). Since the residual only has to be approximated, these systems will only have to be solved approximately. These approximate solutions, in turn, will be provided again by employing Solve but this time with respect to suitable residual schemes tailored to the systems in (4.27). In our special case, the matrix $\mathbf{A}$ is symmetric positive definite, and the choice of wavelet bases ensures the validity of (2.13). Thus, (5.19) holds for $\mathbf{A}$ and $\mathbf{A}^{T}$ so that the scheme Solve can indeed be invoked. Although we conceptually use the fact that a gradient iteration for the reduced problem (4.34) reduces the error for $\mathbf{u}$ in each step by a fixed amount, employing (4.27) for the evaluation of the residuals will generate as byproducts approximate solutions to the exact solution triple ( $\mathbf{y}, \mathbf{p}, \mathbf{u}$ ) of (4.27).
Under this hypothesis, next we formulate the ingredients for suitable versions Solve prm and Solve $_{\text {AdJ }}$ of Solve for the systems in (4.27). Specifically, this requires identifying residual routines $\operatorname{RES}_{\text {PRM }}$ and $\mathrm{RES}_{\mathrm{ADJ}}$ for the systems Solve $_{\text {pra }}$ and Solve $_{\text {adj }}$. The main task in both cases is to apply the operators $\mathbf{A}, \mathbf{A}^{T}, \mathbf{D}_{H}^{-1}$ and $\mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}$. Again we assume for the moment that routines for the application of these operators are available, i.e., that for any $\mathbf{L} \in\left\{\mathbf{A}, \mathbf{A}^{T}, \mathbf{D}_{H}^{-1}, \mathbf{R}^{1 / 2} \mathbf{D}_{\mathcal{Z}}^{-1}\right\}$ we have a scheme at our disposal with the following property.
$\operatorname{ApPLY}[\eta, \mathbf{L}, \mathbf{v}] \rightarrow \mathbf{w}_{\eta}$
DETERMINES FOR ANY FINITELY SUPPORTED INPUT VECTOR V AND ANY TOLERANCE $\eta>0$ A FINITELY SUPPORTED OUTPUT $\mathbf{w}_{\eta}$ WHICH SATISFIES

$$
\begin{equation*}
\left\|\mathbf{L} \mathbf{v}-\mathbf{w}_{\eta}\right\| \leq \eta \tag{5.25}
\end{equation*}
$$

The scheme Solve $_{\text {PrM }}$ for the first system in (4.27) is then defined by

$$
\operatorname{SoLVE}_{\text {PRM }}\left[\eta, \mathbf{A}, \mathbf{D}_{H}^{-1}, \mathbf{f}, \mathbf{v}, \overline{\mathbf{y}}^{0}, \varepsilon_{0}\right]:=\operatorname{Solve}\left[\eta, \mathbf{A}, \mathbf{f}+\mathbf{D}_{H}^{-1} \mathbf{v}, \overline{\mathbf{y}}^{0}, \varepsilon_{0}\right],
$$

where $\overline{\mathbf{y}}^{0}$ is an initial guess for the solution $\mathbf{y}$ of $\mathbf{A y}=\mathbf{f}+\mathbf{D}_{H}^{-1} \mathbf{v}$ with accuracy $\varepsilon_{0}$. The scheme Res for Step (ii) in Solve is in this case realized by a new routine $\mathrm{RES}_{\text {PRM }}$ defined as follows.
$\operatorname{RES}_{\text {PRM }}\left[\eta, \mathbf{A}, \mathbf{D}_{H}^{-1}, \mathbf{f}, \mathbf{v}, \overline{\mathbf{y}}\right] \rightarrow \mathbf{r}_{\eta}$
DETERMINES FOR ANY POSITIVE TOLERANCE $\eta$, A GIVEN FINITELY SUPPORTED $\mathbf{v}$ AND ANY FINITELY SUPPORTED INPUT $\overline{\mathbf{y}}$ A FINITELY SUPPORTED APPROXIMATE RESIDUAL $\mathbf{r}_{\eta}$ SATISFYING (5.21), THAT IS,

$$
\begin{equation*}
\left\|\mathbf{f}+\mathbf{D}_{H}^{-1} \mathbf{v}-\mathbf{A} \overline{\mathbf{y}}-\mathbf{r}_{\eta}\right\| \leq \eta \tag{5.26}
\end{equation*}
$$

AS FOLLOWS:
(I) $\operatorname{Apply}\left[\frac{1}{3} \eta, \mathbf{A}, \overline{\mathbf{y}}\right] \rightarrow \mathbf{w}_{\eta}$;
(II) $\operatorname{Coarse}\left[\frac{1}{3} \eta, \mathbf{f}\right] \rightarrow \mathbf{f}_{\eta}$;
(III) $\operatorname{Apply}\left[\frac{1}{3} \eta, \mathbf{D}_{H}^{-1}, \mathbf{v}\right] \rightarrow \mathbf{z}_{\eta}$;
(IV) $\operatorname{SET} \mathbf{r}_{\eta}:=\mathbf{f}_{\eta}+\mathbf{z}_{\eta}-\mathbf{w}_{\eta}$.

For $\operatorname{RES}_{\text {PRM }}$ and the subsequent variants of RES, by the triangle inequality one can show that indeed (5.26) or (5.21) holds.
Similarly, one needs a version of Solve for the approximate solution of the second system (4.27b), $\mathbf{A}^{T} \mathbf{p}=-\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\mathbf{y}-\mathbf{y}_{*}\right)$, which depends on an approximate solution $\overline{\mathbf{y}}$ of the primal system and possibly on some initial guess $\overline{\mathbf{p}}^{0}$ with accuracy $\varepsilon_{0}$. Here we set
$\operatorname{Solve}_{\text {ADJ }}\left[\eta, \mathbf{A}, \mathbf{D}_{\mathcal{Z}}^{-1}, \mathbf{y}_{*}, \overline{\mathbf{y}}, \overline{\mathbf{p}}^{0}, \varepsilon_{0}\right]:=\operatorname{Solve}\left[\eta, \mathbf{A}^{T}, \mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R D}_{\mathcal{Z}}^{-1}(\mathbf{y}-\overline{\mathbf{y}}), \overline{\mathbf{p}}^{0}, \varepsilon_{0}\right]$.
As usual we assume that the data $\mathbf{f}, \mathbf{y}_{*}$ are approximated in a preprocessing step with sufficient accuracy. A suitable residual approximation scheme $\mathrm{RES}_{\text {ADJ }}$ for Step (II) of this version of Solve is the following where the main issue is the approximate evaluation of the right hand side.
$\operatorname{RES}_{\text {ADJ }}\left[\eta, \mathbf{A}, \mathbf{D}_{\mathcal{Z}}^{-1}, \mathbf{y}_{*}, \overline{\mathbf{y}}, \overline{\mathbf{p}}\right] \rightarrow \mathbf{r}_{\eta}$
DETERMINES FOR ANY POSITIVE TOLERANCE $\eta$, GIVEN FINITELY SUPPORTED DATA $\overline{\mathbf{y}}, \mathbf{y}_{*}$ AND ANY FINITELY SUPPORTED INPUT $\overline{\mathbf{p}}$ AN APPROXIMATE RESIDUAL $\mathbf{r}_{\eta}$ SATISFYING (5.21), I.E.,

$$
\begin{equation*}
\left\|-\mathbf{D}_{\mathcal{Z}}^{-1} \mathbf{R} \mathbf{D}_{\mathcal{Z}}^{-1}\left(\overline{\mathbf{y}}-\mathbf{y}_{*}\right)-\mathbf{A}^{T} \overline{\mathbf{p}}-\mathbf{r}_{\eta}\right\| \leq \eta \tag{5.27}
\end{equation*}
$$

AS FOLLOWS:
(I) $\operatorname{Apply}\left[\frac{1}{3} \eta, \mathbf{A}^{T}, \overline{\mathbf{p}}\right] \rightarrow \mathbf{w}_{\eta}$;
(II) $\operatorname{Apply}\left[\frac{1}{6} \eta, \mathbf{D}_{\mathcal{Z}}^{-1}, \overline{\mathbf{y}}\right] \rightarrow \mathbf{z}_{\eta} ; \quad \operatorname{CoARSE}\left[\frac{1}{6} \eta, \mathbf{y}_{*}\right] \rightarrow\left(\mathbf{y}_{*}\right)_{\eta}$;
$\operatorname{SET} \mathbf{d}_{\eta}:=\left(\mathbf{y}_{Z}\right)_{\eta}-\mathbf{z}_{\eta} ;$ $\operatorname{Apply}\left[\frac{1}{6} \eta, \mathbf{D}_{\mathcal{Z}}^{-1}, \mathbf{d}_{\eta}\right] \rightarrow \hat{\mathbf{v}}_{\eta} ; \operatorname{Apply}\left[\frac{1}{6} \eta, \mathbf{R}, \hat{\mathbf{v}}_{\eta}\right] \rightarrow \mathbf{v}_{\eta} ;$
(III) $\operatorname{SET} \mathbf{r}_{\eta}:=\mathbf{v}_{\eta}-\mathbf{w}_{\eta}$.

Finally, we can define the residual scheme for the version of Solve applied to (4.34). We shall refer to this specification as $\operatorname{SOLVE}_{\mathrm{DCP}}$ with corresponding residual scheme is $\mathrm{RES}_{\mathrm{DCP}}$. Since the scheme is based on Proposition 4.5, it will involve several parameters stemming from the auxiliary systems (4.27).
$\operatorname{RES}_{\mathrm{DCP}}\left[\eta, \mathbf{Q}, \mathbf{g}, \tilde{\mathbf{y}}, \delta_{y}, \tilde{\mathbf{p}}, \delta_{p}, \mathbf{v}, \delta_{v}\right] \rightarrow\left(\mathbf{r}_{\eta}, \tilde{\mathbf{y}}, \delta_{y}, \tilde{\mathbf{p}}, \delta_{p}\right)$
determines for any approximate solution triple ( $\tilde{\mathbf{y}}, \tilde{\mathbf{p}}, \mathbf{v}$ ) of THE SYSTEM (4.27) SATISFYING

$$
\begin{equation*}
\|\mathbf{y}-\tilde{\mathbf{y}}\| \leq \delta_{y}, \quad\|\mathbf{p}-\tilde{\mathbf{p}}\| \leq \delta_{p}, \quad\|\mathbf{u}-\mathbf{v}\| \leq \delta_{v} \tag{5.28}
\end{equation*}
$$

AN APPROXIMATE RESIDUAL $\mathbf{r}_{\eta}$ SUCH THAT

$$
\begin{equation*}
\left\|\mathbf{g}-\mathbf{Q v}-\mathbf{r}_{\eta}\right\| \leq \eta \tag{5.29}
\end{equation*}
$$

Moreover, the initial approximations $\tilde{\mathbf{y}}, \tilde{\mathbf{p}}$ are overwritten BY NEW APPROXIMATIONS $\tilde{\mathbf{y}}, \tilde{\mathbf{p}}$ SATISFYING (5.28) WITH NEW BOUNDS $\delta_{y}$ AND $\delta_{p}$ DEFINED IN (5.30) BELOW, AS FOLLOWS:
(I) $\operatorname{SOLVE}_{\text {PRM }}\left[\frac{1}{3} c_{\mathbf{A}} \eta, \mathbf{A}, \mathbf{D}_{H}^{-1}, \mathbf{f}, \mathbf{v}, \tilde{\mathbf{y}}, \delta_{y}\right] \rightarrow \mathbf{y}_{\eta}$;
(II) $\operatorname{Solve}_{\text {AD. }}\left[\frac{1}{3} \eta, \mathbf{A}, \mathbf{D}_{\mathcal{Z}}^{-1}, \mathbf{y}_{*}, \mathbf{y}_{\eta}, \tilde{\mathbf{p}}, \delta_{p}\right] \rightarrow \mathbf{p}_{\eta}$;
(III) $\operatorname{APPLY}\left[\frac{1}{3} \eta, \mathbf{D}_{H}^{-1}, \mathbf{p}_{\eta}\right] \rightarrow \mathbf{q}_{\eta}$; SET $\mathbf{r}_{\eta}:=\mathbf{q}_{\eta}-\omega \mathbf{v}$;
(IV) SET $\xi_{y}:=c_{\mathbf{A}}^{-1} \delta_{v}+\frac{1}{3} c_{\mathbf{A}} \eta, \xi_{p}:=c_{\mathbf{A}}^{-2} \delta_{v}+\frac{2}{3} \eta$; REPLACE $\tilde{\mathbf{y}}, \delta_{y}$ AND $\tilde{\mathbf{p}}, \delta_{p}$ BY

$$
\begin{array}{ll}
\tilde{\mathbf{y}}:=\operatorname{CoARSE}\left[4 \xi_{y}, \mathbf{y}_{\eta}\right], & \delta_{y}:=5 \xi_{y}  \tag{5.30}\\
\tilde{\mathbf{p}}:=\operatorname{CoARSE}\left[4 \xi_{p}, \mathbf{p}_{\eta}\right], & \delta_{p}:=5 \xi_{p}
\end{array}
$$

Step (IV) already indicates the conditions on the tolerance $\eta$ and the accuracy bound $\delta_{v}$ under which the new error bounds in (5.30) are actually tighter. The precise relation between $\eta$ and $\delta_{v}$ in the context of $\operatorname{SOLVE}_{\mathrm{DCP}}$ is not apparent yet and emerges as well as the claimed estimates (5.29) and (5.30) from the complexity analysis in [DK3].
Finally, the scheme $\operatorname{SoLVE}_{\text {DCP }}$ attains the following form with the error reduction factor $\rho$ from (5.19) and $\alpha$ from (5.18).
$\operatorname{SOLVE}_{\mathrm{DCP}}[\varepsilon, \mathbf{Q}, \mathbf{g}] \rightarrow \overline{\mathbf{u}}_{\varepsilon}$
(I) LET $\overline{\mathbf{q}}^{0}:=\mathbf{0}$ AND $\varepsilon_{0}:=c_{\mathbf{A}}^{-1}\left(\left\|\mathbf{y}_{Z}\right\|+c_{\mathbf{A}}^{-1}\|\mathbf{f}\|\right)$.

LET $\tilde{\mathbf{y}}:=\mathbf{0}, \tilde{\mathbf{p}}:=\mathbf{0}$ AND SET $j=0$.
DEFINE $\delta_{y}:=\delta_{y, 0}:=c_{\mathbf{A}}^{-1}\left(\|\mathbf{f}\|+\varepsilon_{0}\right)$ AND $\delta_{p}:=\delta_{p, 0}:=c_{\mathbf{A}}^{-1}\left(\delta_{y, 0}+\left\|\mathbf{y}_{Z}\right\|\right)$.
(II) IF $\varepsilon_{j} \leq \varepsilon$, STOP AND SET $\overline{\mathbf{u}}_{\varepsilon}:=\overline{\mathbf{u}}^{j}, \overline{\mathbf{y}}_{\varepsilon}=\tilde{\mathbf{y}}, \overline{\mathbf{p}}_{\varepsilon}=\tilde{\mathbf{p}}$.

OTHERWISE SET $\mathbf{v}^{0}:=\overline{\mathbf{u}}^{j}$.
(1) For $k=0, \ldots, K-1$, COMPUTE
$\operatorname{RES}_{\mathrm{DCP}}\left[\rho^{k} \varepsilon_{j}, \mathbf{Q}, \mathbf{g}, \tilde{\mathbf{y}}, \delta_{y}, \tilde{\mathbf{p}}, \delta_{p}, \mathbf{v}^{k}, \delta_{k}\right] \rightarrow\left(\mathbf{r}^{k}, \tilde{\mathbf{y}}, \delta_{y}, \tilde{\mathbf{p}}, \delta_{p}\right)$, WHERE $\delta_{0}:=\varepsilon_{j}$ AND $\delta_{k}:=\rho^{k-1}(\alpha k+\rho) \varepsilon_{j}$; SET

$$
\begin{equation*}
\mathbf{v}^{k+1}:=\mathbf{v}^{k}+\alpha \mathbf{r}^{k} . \tag{5.31}
\end{equation*}
$$

(2) CoARSE $\left[\frac{2}{5} \varepsilon_{j}, \mathbf{v}^{K}\right] \rightarrow \overline{\mathbf{u}}^{j+1} ; \operatorname{SET} \varepsilon_{j+1}:=\frac{1}{2} \varepsilon_{j}, j+1 \rightarrow j$ AND GO TO (II).

By overwriting $\tilde{\mathbf{y}}, \tilde{\mathbf{p}}$ at the last stage prior to the termination of $\operatorname{SolvE}_{\mathrm{DCP}}$ one has $\delta_{v} \leq \varepsilon, \eta \leq \varepsilon$, so that the following fact is an immediate consequence of (5.30).

Proposition 5.5. The outputs $\overline{\mathbf{y}}_{\varepsilon}$ and $\overline{\mathbf{p}}_{\varepsilon}$ produced by $\operatorname{SolVE}_{\mathrm{DCP}}$ in addition to $\mathbf{u}_{\varepsilon}$ are approximations to the exact solutions $\mathbf{y}, \mathbf{p}$ of (4.27) satisfying

$$
\left\|\mathbf{y}-\overline{\mathbf{y}}_{\varepsilon}\right\| \leq 5 \varepsilon\left(c_{\mathbf{A}}^{-1}+\frac{1}{3} c_{\mathbf{A}}\right), \quad\left\|\mathbf{p}-\overline{\mathbf{p}}_{\varepsilon}\right\| \leq 5 \varepsilon\left(c_{\mathbf{A}}^{-2}+\frac{2}{3}\right) .
$$

## Complexity Analysis

Proposition 5.4 states that the routine Solve converges for an arbitrary given accuracy provided that there is a routine Res satisfying the property (5.21). Then we have broken down step by step the necessary ingredients to derive computable versions which satisfy these requirements. What we finally want to show is that the routines are optimal in the sense that they provide the optimal work/accuracy rate in terms of best $N$-term approximation. The complexity analysis given next also reveals the role of the routine Coarse within the algorithms and the particular choices of the thresholds in Step (IV) of $\mathrm{RES}_{\mathrm{DCP}}$.

In order to be able to assess the quality of the adaptive algorithm, the notion of optimality has to be clarified first in the present context.

Definition 5.1. The scheme Solve has an optimal work/accuracy rate $s$ if the following holds: Whenever the error of best $N$-term approximation satisfies

$$
\left\|\mathbf{q}-\mathbf{q}_{N}\right\|:=\min _{\# \operatorname{supp} \mathbf{v} \leq N}\|\mathbf{q}-\mathbf{v}\| \lesssim N^{-s}
$$

then the solution $\overline{\mathbf{q}}_{\varepsilon}$ is generated by Solve at an expense that also stays proportional to $\varepsilon^{-1 / s}$ and in that sense matches the best $N$-term approximation rate.

Note that this implies that $\# \operatorname{supp} \overline{\mathbf{q}}_{\varepsilon}$ also stays proportional to $\varepsilon^{-1 / s}$. Thus, our benchmark is that whenever the solution of (4.34) can be approximated by $N$ terms at rate $s$, Solve recovers that rate asymptotically. If $\mathbf{q}$ is known, the wavelet-best $N$-term approximation $\mathbf{q}_{N}$ of $\mathbf{q}$ is given by picking the $N$ largest terms in modulus from $\mathbf{q}$, of course. However, when $\mathbf{q}$ is the (unknown) solution of (4.34) this information is certainly not available.
Since we are here in the framework of sequence spaces $\ell_{2}$, the formulation of appropriate criteria for complexity will be based on a characterization of sequences which are sparse in the following sense. We consider sequences $\mathbf{v}$ for which the best $N$-term approximation error decays at a particular rate (Lorentz spaces). That is, for any given threshold $0<\eta \leq 1$, the number of terms exceeding that threshold is controlled by some function of this threshold. In particular, for some $0<\tau<2$ set

$$
\begin{equation*}
\ell_{\tau}^{w}:=\left\{\mathbf{v} \in \ell_{2}: \#\left\{\lambda \in I I:\left|v_{\lambda}\right|>\eta\right\} \leq C_{\mathbf{v}} \eta^{-\tau}, \text { for all } 0<\eta \leq 1\right\} \tag{5.32}
\end{equation*}
$$

This determines a strict subspace of $\ell_{2}$ only when $\tau<2$. Smaller $\tau$ 's indicate sparser sequences. For a given $\mathbf{v} \in \ell_{\tau}^{w}$ let $C_{\mathbf{v}}$ be the smallest constant for which (5.32) holds. Then one has $|\mathbf{v}|_{\ell_{\tau}^{w}}:=\sup _{n \in \mathbb{N}} n^{1 / \tau} v_{n}^{*}=C_{\mathbf{v}}^{1 / \tau}$, where
$\mathbf{v}^{*}=\left(v_{n}^{*}\right)_{n \in \mathbb{N}}$ is a non-decreasing rearrangement of $\mathbf{v}$. Furthermore, $\|\mathbf{v}\|_{\ell_{\tau}^{w}}:=$ $\|\mathbf{v}\|+|\mathbf{v}|_{\ell_{\tau}^{w}}^{w}$ is a quasi-norm for $\ell_{\tau}^{w}$. Since the continuous embeddings $\ell_{\tau} \hookrightarrow$ $\ell_{\tau}^{w} \hookrightarrow \ell_{\tau+\varepsilon} \hookrightarrow \ell_{2}$ hold for $\tau<\tau+\varepsilon<2, \ell_{\tau}^{w}$ is 'close' to $\ell_{\tau}$ and is therefore called weak $\ell_{\tau}$. The following crucial result connects sequences in $\ell_{\tau}^{w}$ to best $N$-term approximation [CDD1].

Proposition 5.6. Let positive real numbers $s$ and $\tau$ be related by

$$
\begin{equation*}
\frac{1}{\tau}=s+\frac{1}{2} . \tag{5.33}
\end{equation*}
$$

Then $\mathbf{v} \in \ell_{\tau}^{w}$ if and only if $\left\|\mathbf{v}-\mathbf{v}_{N}\right\| \lesssim N^{-s}\|\mathbf{v}\|_{\ell_{\tau}^{w}}$.
The property that an array of wavelet coefficients $\mathbf{v}$ belongs to $\ell_{\tau}$ is equivalent to the fact that the expansion $\mathbf{v}^{T} \Psi_{H}$ in terms of a wavelet basis $\Psi_{H}$ for a Hilbert space $H$ belongs to a certain Besov space which describes a much weaker regularity measure than a Sobolev space of corresponding order, see, e.g., [Co,DV]. Thus, Proposition 5.6 expresses how much loss of regularity can be compensated by judiciously placing the degrees of freedom in a nonlinear way in order to retain a certain optimal order of error decay.
A key criterion for a scheme Solve to exhibit an optimal work/accuracy rate can be formulated through the following property of the respective residual approximation. The routine RES is called $\tau^{*}$-sparse for some $0<\tau^{*}<2$ if the following holds: Whenever the solution $\mathbf{q}$ of (4.34) belongs to $\ell_{\tau}^{w}$ for some $\tau^{*}<\tau<2$, then for any $\mathbf{v}$ with finite support the output $\mathbf{r}_{\eta}$ of $\operatorname{RES}[\eta, \mathbf{Q}, \mathbf{g}, \mathbf{v}]$ satisfies
$\left\|\mathbf{r}_{\eta}\right\|_{\ell_{\tau}^{w}} \lesssim \max \left\{\|\mathbf{v}\|_{\ell_{\tau}^{w}},\|\mathbf{q}\|_{\ell_{\tau}^{w}}\right\}$ and $\# \operatorname{supp} \mathbf{r}_{\eta} \lesssim \eta^{-1 / s} \max \left\{\|\mathbf{v}\|_{\ell_{\tau}^{w}}^{1 / s},\|\mathbf{q}\|_{\ell_{\tau}^{w}}^{1 / s}\right\}$
where $s$ and $\tau$ are related by (5.33), and the number of floating point operations needed to compute $\mathbf{r}_{\eta}$ stays proportional to $\# \operatorname{supp} \mathbf{r}_{\eta}$. The analysis in [CDD2] then yields the following result.

Theorem 5.1. If Res is $\tau^{*}$-sparse and if the exact solution $\mathbf{q}$ of (4.34) belongs to $\ell_{\tau}^{w}$ for some $\tau>\tau^{*}$, then for every $\varepsilon>0$ algorithm $\operatorname{Solve}[\varepsilon, \mathbf{Q}, \mathbf{g}]$ produces after finitely many steps an output $\overline{\mathbf{q}}_{\varepsilon}$ (which, according to Proposition 5.4, always satisfies $\left\|\mathbf{q}-\overline{\mathbf{q}}_{\varepsilon}\right\|<\varepsilon$ ) with the following properties: For $s$ and $\tau$ related by (5.33), one has

$$
\begin{equation*}
\# \operatorname{supp} \overline{\mathbf{q}}_{\varepsilon} \lesssim \varepsilon^{-1 / s}\|\mathbf{q}\|_{\ell_{\tau}^{w}}^{1 / s}, \quad\left\|\overline{\mathbf{q}}_{\varepsilon}\right\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{q}\|_{\ell_{\tau}^{w}} \tag{5.34}
\end{equation*}
$$

and the number of floating point operations needed to compute $\overline{\mathbf{q}}_{\varepsilon}$ remains proportional to $\# \operatorname{supp} \overline{\mathbf{q}}_{\varepsilon}$.

Hence, $\tau^{*}$-sparsity of the routine Res implies asymptotically optimal work/accuracy rates for Solve for a certain range of decay rates given by $\tau^{*}$. We stress that the algorithm itself does not require any a priori knowledge about the solution such as its actual best $N$-term approximation rate. Theorem 5.1 also states that controlling the $\ell_{\tau}^{w}$-norm of the quantities generated in the computations is crucial. This finally explains the role of Coarse in Step (II.2) of Solve in terms of the following result [CDD1].

Lemma 5.1. Let $\mathbf{v} \in \ell_{\tau}^{w}$ and let $\mathbf{w}$ be any finitely supported approximation such that $\|\mathbf{v}-\mathbf{w}\| \leq \frac{1}{5} \eta$. Then the output $\mathbf{w}_{\eta}$ of $\operatorname{CoARSE}\left[\frac{4}{5} \eta, \mathbf{w}\right]$ satisfies

$$
\begin{equation*}
\# \operatorname{supp} \mathbf{w}_{\eta} \lesssim\|\mathbf{v}\|_{\ell_{\tau}^{w}}^{1 / \tau} \eta^{-1 / s}, \quad\left\|\mathbf{v}-\mathbf{w}_{\eta}\right\| \lesssim \eta, \quad \text { and }\left\|\mathbf{w}_{\eta}\right\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{v}\|_{\ell_{\tau}^{w}} \tag{5.35}
\end{equation*}
$$

This can be interpreted as follows. If an error bound for a given finitely supported approximation $\mathbf{w}$ is known, a certain coarsening using only knowledge about $\mathbf{w}$ produces a new approximation to (the possibly unknown) $\mathbf{v}$ which gives rise to a slightly larger error but realizes up to a uniform constant the optimal relation between support and accuracy. In the scheme Solve, this means that the $\ell_{\tau}^{w}-$ norms of the iterates $\mathbf{v}^{K}$ are controlled by the coarsening step.
It remains to establish that for $\operatorname{SOLVE}_{\mathrm{DCP}}$ the corresponding routine $\mathrm{RES}_{\mathrm{DCP}}$ is $\tau^{*}$-sparse. The following results from [DK3] reduce this question to the efficiency of Apply. We say that Apply $[\cdot, \mathbf{L}, \cdot]$ is $\tau^{*}$-efficient for some $0<$ $\tau^{*}<2$ if for any finitely supported $\mathbf{v} \in \ell_{\tau}^{w}$, for $0<\tau^{*}<\tau<2$, the output $\mathbf{w}_{\eta}$ of $\operatorname{Apply}[\eta, \mathbf{L}, \mathbf{v}]$ satisfies $\left\|\mathbf{w}_{\eta}\right\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{v}\|_{\ell_{\tau}^{w}}$ and $\# \operatorname{supp} \mathbf{w}_{\eta} \lesssim \eta^{-1 / s}\|\mathbf{v}\|_{\ell_{\tau}^{w}}^{1 / s}$ for $\eta \rightarrow 0$. Here the constants depend only on $\tau$ as $\tau \rightarrow \tau^{*}$ and $s, \tau$ satisfy (5.33). Moreover, the number of floating point operations needed to compute $\mathbf{w}_{\eta}$ is to remain proportional to $\# \operatorname{supp} \mathbf{w}_{\eta}$.

Proposition 5.7. If the Apply schemes in $\mathrm{RES}_{\mathrm{PRM}}$ and $\mathrm{RES}_{\mathrm{ADJ}}$ are $\tau^{*}-$ efficient for some $\tau^{*}<2$, then $\mathrm{RES}_{\mathrm{DCP}}$ is $\tau^{*}$-sparse whenever there exists a constant $C$ such that $C \eta \geq \max \left\{\delta_{v}, \delta_{p}\right\}$ and

$$
\max \left\{\|\tilde{\mathbf{p}}\|_{\ell_{\tau}^{w}},\|\tilde{\mathbf{y}}\|_{\ell_{\tau}^{w}},\|\mathbf{v}\|_{\ell_{\tau}^{w}}\right\} \leq C\left(\|\mathbf{y}\|_{\ell_{\tau}^{w}}+\|\mathbf{p}\|_{\ell_{\tau}^{w}}+\|\mathbf{u}\|_{\ell_{\tau}^{w}}\right)
$$

where $\mathbf{v}$ is the current finitely supported input and $\tilde{\mathbf{y}}, \tilde{\mathbf{p}}$ are the initial guesses for the exact solution components $(\mathbf{y}, \mathbf{p})$.

Theorem 5.2. If the ApPLY schemes appearing in $\operatorname{RES}_{\text {PRM }}$ and $\mathrm{RES}_{\mathrm{ADJ}}$ are $\tau^{*}$-efficient for some $\tau^{*}<2$ and the components of the solution ( $\mathbf{y}, \mathbf{p}, \mathbf{u}$ ) of (4.27) all belong to the respective space $\ell_{\tau}^{w}$ for some $\tau>\tau^{*}$, then the approximate solutions $\mathbf{y}_{\varepsilon}, \mathbf{p}_{\varepsilon}, \mathbf{u}_{\varepsilon}$, produced by $\operatorname{SoLVE}_{\mathrm{DCP}}$ for any target accuracy $\varepsilon$, satisfy

$$
\begin{equation*}
\left\|\mathbf{y}_{\varepsilon}\right\|_{\ell_{\tau}^{w}}+\left\|\mathbf{p}_{\varepsilon}\right\|_{\ell_{\tau}^{w}}+\left\|\mathbf{u}_{\varepsilon}\right\|_{\ell_{\tau}^{w}} \lesssim\|\mathbf{y}\|_{\ell_{\tau}^{w}}+\|\mathbf{p}\|_{\ell_{\tau}^{w}}+\|\mathbf{u}\|_{\ell_{\tau}^{w}} \tag{5.36}
\end{equation*}
$$

and
$\left(\# \operatorname{supp} \mathbf{y}_{\varepsilon}\right)+\left(\# \operatorname{supp} \mathbf{p}_{\varepsilon}\right)+\left(\# \operatorname{supp} \mathbf{u}_{\varepsilon}\right) \lesssim\left(\|\mathbf{y}\|_{\ell_{\tau}^{w}}^{1 / s}+\|\mathbf{p}\|_{\ell_{\tau}^{w}}^{1 / s}+\|\mathbf{u}\|_{\ell_{\tau}^{w}}^{1 / s}\right) \varepsilon^{-1 / s}$,
where the constants only depend on $\tau$ when $\tau$ approaches $\tau^{*}$. Moreover, the number of floating point operations required during the execution of SOLVE $_{\mathrm{DCP}}$ remains proportional to the right hand side of (5.37).

Thus, the practical realization of SoLVE $_{\mathrm{DCP}}$ providing optimal work/accuracy rates for a possibly large range of decay rates of the error of best $N$-term approximation hinges on the availability of $\tau^{*}$-efficient schemes Apply with possibly small $\tau^{*}$ for the involved operators.
For the approximate application of wavelet representations of a wide class of operators, including differential operators, one can indeed devise efficient schemes which is a consequence of the cancellation properties (CP) together with the norm equivalences (3.3) for the relevant function spaces. For the example considered above, the $\tau^{*}$-efficiency of $\mathbf{A}$ defined in (4.18) can be shown whenever $\mathbf{A}$ is $s^{*}$-compressible where $\tau^{*}$ and $s^{*}$ are related by (5.33). One knows that $s^{*}$ is larger the higher the 'regularity' of the operator and the order of cancellation properties of the wavelets are. Estimates for $s^{*}$ in terms of these quantities for spline wavelets and the above differential operator $A$ can be found in [BCDU]. Hence, Theorem 5.2 guarantees asymptotically optimal complexity bounds for $\tau>\tau^{*}$. This means that the scheme SolVE $_{\text {DCP }}$ recovers rates of the error of best $N$-term approximation of order $N^{-s}$ for $s<s^{*}$.
When describing the control problem, it has been pointed out that the wavelet framework allows for a flexible choice of norms in the control functional which is reflected by the diagonal matrices $\mathbf{D}_{\mathcal{Z}}$ and $\mathbf{D}_{H}$ in (DCP), (4.23) together with (4.24). The following result states that multiplication by either $\mathbf{D}_{\mathcal{Z}}^{-1}$ or $\mathbf{D}_{H}^{-1}$ makes a sequence more compressible, that is, they produce a shift in weak $\ell_{\tau}$ spaces [DK3].

Proposition 5.8. For $\beta>0, \mathbf{p} \in \ell_{\tau}^{w}$ implies $\mathbf{D}^{-\beta} \mathbf{p} \in \ell_{\tau^{\prime}}^{w}$, where $\frac{1}{\tau^{\prime}}:=\frac{1}{\tau}+\frac{\beta}{d}$.
We can conclude with the following. Whatever the sparsity class of the adjoint variable $\mathbf{p}$ is, the control $\mathbf{u}$ is in view of (4.27c) even sparser. This also means that although the control $\mathbf{u}$ may be accurately recovered with relatively few degrees of freedom, the overall solution complexity is in the case above bounded from below by the less sparse auxiliary variable $\mathbf{p}$.
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#### Abstract

We analyze the approximation properties of some meshless methods. Three types of functions systems are discussed: systems of functions that reproduce polynomials, a class of radial basis functions, and functions that are adapted to a differential operator. Additionally, we survey techniques for the enforcement of essential boundary conditions in meshless methods.


## 1 Introduction

The classical finite element method (FEM) is a well-established tool for numerically solving partial differential equations. New, non-standard methods, that are broadly covered by the term meshless methods or meshfree methods have recently emerged. A few examples frequently mentioned in this context are the diffuse element method, [87], the element-free Galerkin (EFG, $[11,13,14]$ ), the X-FEM (extended FEM), $[29,84,98]$, the RKPM (reproducing kernel particle method, [70, 72-75]), the generalized FEM/partition of unity method ( $[7,9,78,79,82]$ ), the hp-cloud method, [89], the particle partition of unity particle method of [47-51, 96], the finite point method [91], and the method of finite spheres [30]; also the use of radial basis functions, $[44,61,65,66,108,110]$ and the older generalized finite difference method of [71] fall into this category. This list is by no means exhaustive, and surveys of such methods include $[6,12,60]$. Two of the reasons given for introducing such methods are:

- The cost of creating good quality meshes can be high. This is particularly true for three-dimensional problems and for problems where the standard FEM requires frequent remeshing such as time-dependent problems and crack propagation problems.
- For some non-standard problems, the standard FEM performs poorly. Here, it is attractive to create custom-tailored methods designed for a particular problem at hand.

A main aim of these notes is to illustrate some of the mechanisms of approximation that underlie meshless methods. In view of the multitude of methods and applications it is impossible to be exhaustive, and a selection had to be made concerning the approximation spaces and the type of approximation results. With respect to the approximation spaces, we have selected three types:
an example of function systems that reproduce polynomials, a class of radial basis functions, and some examples of systems that are tailored to a particular differential operator. The type of approximation results that we obtain are mostly formulated with a view to an application in projection methods for second order elliptic problems. Since the natural setting of such problems is that of the Hilbert space $H^{1}$ (or subspaces thereof), most approximation results are formulated in this norm.

### 1.1 Notation

## General Notation

We write $\mathbb{N}=\{1,2, \ldots$,$\} for the positive integers and \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ represents the non-negative integers. $\mathbb{R}^{+}$stands for the positive real numbers, $\mathbb{R}_{0}^{+}=$ $\mathbb{R}^{+} \cup\{0\}$ for the non-negative real numbers. We will denote by $\mathcal{P}_{p}$ the space of polynomials of degree $p$ in $d$ variables, that is $\mathcal{P}_{p}=\operatorname{span}\left\{\prod_{i=1}^{d} x_{i}^{\alpha_{i}} \mid \alpha_{i} \in\right.$ $\mathbb{N}_{0}$ with $\left.\sum_{i=1}^{d} \alpha_{i} \leq p\right\}$. The Euclidean norm on $\mathbb{R}^{d}$ will be denoted by $\|\cdot\|_{2}$. Balls of radius $r$ centred at $x_{0}$ are denoted by $B_{r}\left(x_{0}\right)$.

## Spaces and Domains

For domains $\Omega \subset \mathbb{R}^{d}$, integers $k \in \mathbb{N}_{0}$ and $q \in[1, \infty]$ the Sobolev spaces $W^{k, q}(\Omega)$ are defined in the usual way (see for example [23, Chap. 1]). Also for values of $k \notin \mathbb{N}_{0}$ and $q \in[1, \infty)$, the Sobolev spaces $W^{k, q}(\Omega)$ are defined in the usual way, [23]; they can be equipped with the so-called SobolevSlobodeckij norm as follows: we write $k=\tilde{k}+\kappa$, where $\tilde{k} \in \mathbb{N}_{0}$ and $\kappa \in(0,1)$, and we define

$$
\|u\|_{W^{k, q}(\Omega)}^{q}=\|u\|_{W^{\tilde{k}, q}(\Omega)}^{q}+|u|_{W^{k, q}(\Omega)}^{q},
$$

where the semi-norm $|\cdot|_{W^{k, q}(\Omega)}$ is given by

$$
\begin{equation*}
|u|_{W^{k, q}(\Omega)}^{q}:=\sum_{\substack{\alpha \in \mathbb{N}_{0}^{d} \\|\alpha|=\bar{k}}} \int_{\Omega} \int_{\Omega} \frac{\left|D^{\alpha} u(x)-D^{\alpha} u(y)\right|^{q}}{\|x-y\|_{2}^{d+q \kappa}} d x d y . \tag{1.1}
\end{equation*}
$$

We remark in passing that an equivalent definition of the fractional order Sobolev spaces $W^{k, q}(\Omega)$ based on the interpolation of spaces using the $K$ method is possible, $[15,104]$. The case $q=2$ is special in that the spaces $W^{k, 2}(\Omega)$ are Hilbert spaces; it is customary to write $H^{k}(\Omega)=W^{k, 2}(\Omega)$.
We denote by $H_{0}^{1}(\Omega)=\left\{u \in H^{1}(\Omega)|u|_{\partial \Omega}=0\right\}$ the space of functions of $H^{1}(\Omega)$ that vanish on the boundary of $\Omega$.
For $\xi \in \mathbb{R}^{d}$ with $\|\xi\|_{2}=1, x \in \mathbb{R}^{d}, r>0$, and $\theta \in(0, \pi)$ we define the cone

$$
\begin{equation*}
C(x, \xi, \theta, r):=B_{r}(x) \cap\left\{y \in \mathbb{R}^{d} \mid(y-x)^{\top} \xi>\|y-x\| \cos \theta\right\} \tag{1.2}
\end{equation*}
$$

A domain $\Omega$ is said to satisfy a cone condition with angle $\theta$ and radius $r$ if for each $x \in \Omega$ there exists a $\xi \in \mathbb{R}^{d}$ with $\|\xi\|_{2}=1$ such that $C(x, \xi, \theta, r) \subset \Omega$.

## Notation for Particle Methods

In these notes, the approximation spaces $V_{N}$ will have the form

$$
V_{N}=\operatorname{span}\left\{\varphi_{i} \mid i=1, \ldots, N\right\}
$$

as is customary in FEM, the functions $\varphi_{i}, i=1, \ldots, N$, will be called shape functions. We furthermore introduce the patches $\Omega_{i}$, which are the interior of the supports of the shape functions, and the diameters $h_{i}$ of the patches by

$$
\Omega_{i}:=\left(\operatorname{supp} \varphi_{i}\right)^{\circ}, \quad h_{i}:=\operatorname{diam} \Omega_{i} \leq 1
$$

## Remark 1.1.

The assumption $h_{i} \leq 1$ is made for convenience only and could be replaced by boundedness of the patch diameters.

Frequently, a shape function $\varphi_{i}$ will be associated with a particle $x_{i} \in \Omega_{i}$. The particles are collected in the set

$$
X_{N}:=\left\{x_{i} \mid i=1, \ldots, N\right\}
$$

which throughout these notes will be assumed to consist of $N$ distinct points $x_{i} \in \mathbb{R}^{d}, i=1, \ldots, N$. In the parlance of classical FEM the "connectivity" of the shape functions will be important. We therefore define

$$
\begin{align*}
n(x) & :=\left\{i \in \mathbb{N} \mid x \in \Omega_{i}\right\},  \tag{1.3}\\
n(i) & :=\left\{j \in \mathbb{N} \mid \Omega_{j} \cap \Omega_{i} \neq \emptyset\right\} \tag{1.4}
\end{align*}
$$

the notation $n(\cdot)$ is reminiscent of "neighbour."

## FEM and Projection Methods

Techniques and terminology of the classical FEM will pervade much of these notes, and we refer to $[23,27,94]$ for general reference on the topic. We will, for example, employ the notion of shape-regular affine triangulations $\mathcal{T}$ of a domain $\Omega$. Based on such a triangulation of $\Omega$, one can define the space $S^{p, 1}(\mathcal{T}) \subset H^{1}(\Omega)$ of piecewise polynomials of degree $p$. We refer to [94] for a precise definition of $S^{p, 1}(\mathcal{T})$. We will write $S_{0}^{p, 1}(\mathcal{T})$ for the space $S_{0}^{p, 1}(\mathcal{T}):=$ $S^{p, 1}(\mathcal{T}) \cap H_{0}^{1}(\Omega)$.
Many of the results of the presentation are obtained with a view to an application in projection methods such as the Galerkin method. An example of such as setting is the following: Let $X$ be a Hilbert space, $a: X \times X \rightarrow \mathbb{R}$ be a continuous bilinear form, $l \in X^{\prime}$ be a continuous linear form, and $u \in X$ solve

$$
\begin{equation*}
a(u, v)=l(v) \quad \forall v \in X \tag{1.5}
\end{equation*}
$$

If $V_{N} \subset X$ is a subspace, then one can define an approximation $u_{N} \in V_{N}$ by:

$$
\begin{equation*}
\text { Find } u_{N} \in V_{N} \text { such that } a\left(u_{N}, v\right)=l(v) \quad \forall v \in V_{N} \tag{1.6}
\end{equation*}
$$

Once a basis of $V_{N}$ is chosen, the problem (1.6) represents a linear system of equations that has to be solved. Under suitable assumptions on the bilinear form $a$, one has existence and uniqueness of $u_{N}$ together with a quasioptimality result, that is

$$
\begin{equation*}
\left\|u-u_{N}\right\|_{X} \leq C \inf _{v \in V_{N}}\|u-v\|_{X} \tag{1.7}
\end{equation*}
$$

where the constant $C>0$ is independent of critical parameters (e.g. $N$ ). In this situation it is very important to understand the approximation properties of the space $V_{N}$ employed so as to be able to be give bounds on the infimum in (1.7).

### 1.2 The Notion of Optimality

When discussing the approximation properties of a space $V_{N}$, it is instructive to have a notion of optimality so as to be able to compare this space $V_{N}$ with the best possible choice. One notion of optimality that is common in approximation theory is that of $n$-width (see for example [92]): For a normed space $X$ with norm $\|\cdot\|_{X}$ and a subset $Y \subset X$ one defines for $n \in \mathbb{N}$

$$
d_{n}:=\inf _{\substack{E_{n} \subset X \\ \operatorname{dim} E_{n} \leq n}} \sup _{u \in Y} \inf _{v \in E_{n}}\|u-v\|_{X}
$$

here, the spaces $E_{n}$ appearing in the first infimum are arbitrary linear subspaces of dimension $n$. The quantity $d_{n}$ thus measures how well functions of the set $Y$ can be approximated from linear spaces $E_{n}$ of dimension $n$. Clearly, $d_{n}$ depends on the error measure $\|\cdot\|_{X}$ and the set $Y$. For Sobolev spaces we have [62]:

Theorem 1.1. Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain and $k \geq 1$. Then there exists $C>0$ such that

$$
\inf _{\substack{V_{N} \subset H^{1}(\Omega) \\ \operatorname{dim} V_{N} \leq N}} \sup _{\substack{u \in H^{k}(\Omega) \\\|u\|_{H^{k}(\Omega)}=1}} \inf _{v \in V_{N}}\|u-v\|_{L^{2}(\Omega)} \geq N^{-(k-1) / d}
$$

The converse of Theorem 1.1 is well-known in classical FEM (see for example [23]):

Theorem 1.2. Let $\mathcal{T}$ be a quasi-uniform triangulation of a domain $\Omega \subset$ $\mathbb{R}^{d}$ with maximum element size $h$. Then for $k \geq 1$ and the classical $H^{1}$ conforming space $S^{p, 1}(\mathcal{T})$ of piecewise polynomials of degree $p$ we have

$$
\inf _{v \in S^{p},(\mathcal{T})}\|u-v\|_{H^{1}(\Omega)} \leq C N^{-(\min \{p+1, k\}-1) / d}\|u\|_{H^{k}(\Omega)}
$$

where $N=\operatorname{dim} S^{p, 1}(\mathcal{T}) \sim h^{-d}$.

Theorems 1.1, 1.2 show that the classical FEM attains already the best possible rate of convergence if the only information available about the function to be approximated is membership in some Sobolev space $H^{k}(\Omega)$. In this setting, the use of approximation spaces $V_{N}$ different from the classical FEM spaces is mainly justified by algorithmic considerations.

## Remark 1.2.

The approximation results of these notes are obtained with a view to an application in classical projection methods such as the Galerkin scheme (1.6). We will not cover nonlinear approximation techniques, for which we refer to [32].

## 2 Polynomial Reproducing Systems

The fist class of approximation spaces $V_{N}$ that we analyze is one where the space $V_{N}$ reproduces polynomials of degree $p$. We will see that the approximation properties of such spaces are very similar to the classical FEM spaces. Such spaces can be constructed in different ways. One possibility is based on the moving least squares technique and will be illustrated in Section 2.3.

### 2.1 Motivation

Let $\Omega \subset \mathbb{R}^{d}$ be a domain, let $X_{N}=\left\{x_{i} \mid i=1, \ldots, N\right\}$ be a set of particles, and let $V_{N}=\operatorname{span}\left\{\varphi_{i} \mid i=1, \ldots, N\right\}$ be a space of functions defined on $\Omega$. In this chapter, we will make the following assumptions:

Assumption 2.1 (finite overlap). There exists a constant $M \in \mathbb{N}$ such that for every $x \in \Omega$ the cardinality $n(x)$ of the set $n(x)$ satisfies $1 \leq \operatorname{card} n(x) \leq M$.

Assumption 2.2 (polynomial reproduction property). $\sum_{i=1}^{N} \pi\left(x_{i}\right) \varphi_{i}(x)=\pi(x)$ for all $x \in \Omega$ and all $\pi \in \mathcal{P}_{p}$.

Assumption 2.3 (stability). There exist $C_{\text {stab }} \geq 1, r_{\text {stab }} \in \mathbb{N}_{0}$ such that $\left\|D^{\alpha} \varphi_{i}\right\|_{L^{\infty}(\Omega)} \leq C_{\text {stab }} h_{i}^{-|\alpha|}$ for all $i \in\{1, \ldots, N\}$ and all $\alpha \in \mathbb{N}_{0}^{d}$ with $|\alpha| \leq r_{\text {stab }}$.

Assumption 2.4 (local comparability of patches). There exists $C_{\text {comp }}>0$ such that $C_{\text {comp }}^{-1} h_{i} \leq h_{j} \leq C_{\text {comp }} h_{i}$ for all $i \in\{1, \ldots, N\}$ and $j \in n(i)$.

These assumptions are a generalization of certain properties of the classical FEM. For $p=1$ and shape-regular affine meshes $\mathcal{T}$, the classical piecewise linear FEM shape functions satisfy the above assumptions. For $p>1$, the shape functions employed in the FEM are not as standardized; nevertheless, a basis of $S^{p, 1}(\mathcal{T})$ satisfying Assumptions 2.1-2.4 can be constructed as the following exercise shows.


Figure 2.1. Notation of Theorem 2.1.

Exercise 2.1.
Let $\mathcal{T}$ be a mesh on $\Omega=(0,1)$ determined by the points $0=x_{0}<x_{1}<$ $\cdots<x_{n}=1$. Assume that the element sizes are locally comparable, that is $C^{-1} \leq \frac{x_{i+1}-x_{i}}{x_{i}-x_{i-1}} \leq C$ for $i=1, \ldots, n-1$. Construct a basis of $S^{p, 1}(\mathcal{T})=\{u \in$ $C([0,1])|u|_{\left(x_{i}, x_{i+1}\right)} \in \mathcal{P}_{p}$ for $\left.i=0, \ldots, n-1\right\}$ such that Assumptions 2.1-2.4 are satisfied.

The construction of shape functions $\varphi_{i}$ that satisfy Assumptions 2.1-2.4 will be the topic of Section 2.3.

### 2.2 Approximation Properties of Systems Reproducing Polynomials

Spaces $V_{N}$ that satisfy Assumptions 2.1-2.4 inherit the local approximation properties of polynomials:

Theorem 2.1. Suppose Assumptions 2.1-2.4 hold. Let $\delta, C>0$ be given. Choose for each $x_{i}$ a ball $\widetilde{B}_{i}$ with radius $r_{i} \leq C h_{i}$ such that $B_{\delta h_{j}}\left(x_{j}\right) \subset \widetilde{B}_{i}$ for all $j \in n(i)$ and $\widetilde{B}_{i} \subset \Omega_{i}$ (see Figure 2.1).
Then there exists a linear operator $Q_{N}: L^{1}\left(\mathbb{R}^{d}\right) \rightarrow V_{N}$ with the following approximation property: For $u \in H^{k}\left(\mathbb{R}^{d}\right), k \in \mathbb{N}_{0}$, with $\sum_{i=1}^{N}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2}<\infty$ we have for $s=0, \ldots, \min \left\{k, r_{\text {stab }}\right\}$

$$
\left\|u-Q_{N} u\right\|_{H^{s}(\Omega)}^{2} \leq C \sum_{i=1}^{N} h_{i}^{2(\min \{p+1, k\}-s)}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2}
$$

## Remark 2.1.

Theorem 2.1 could be generalized to approximation in the space $W^{k, q}(\Omega)$. Additionally, the proof shows that the balls $\widetilde{B}_{i}$ could be replaced with other set, e.g. squares, rectangles.

Inspection of the proof also shows that it is sufficient to have $u$ defined on $\cup_{i=1}^{N} \widetilde{B}_{i}$ instead of $\mathbb{R}^{d}$.

Proof of Theorem 2.1. We abbreviate $\mu:=\min \{k, p+1\}$ and denote by $\chi_{j}$ the characteristic function of the patch $\Omega_{j}$, that is $\chi_{j}(x)=1$ if $x \in \Omega_{j}$ and $\chi_{j}(x)=0$ if $x \notin \Omega_{j}$. We note that Assumption 2.1 gives

$$
\begin{equation*}
1 \leq \sum_{j=1}^{N} \chi_{j}(x) \leq M \quad \forall x \in \Omega \tag{2.1}
\end{equation*}
$$

For each patch $\Omega_{i}$ we choose with the aid of the polynomial approximation result Theorem B. 1 (and, for the case $\min \{k, p+1\}<\min \left\{k, r_{\text {stab }}\right\}$ the inverse estimate Theorem B. 2 together with the assumption $h_{i} \leq 1$ ) a polynomial $\pi_{i} \in \mathcal{P}_{p}$ such that

$$
\begin{equation*}
\left\|u-\pi_{i}\right\|_{H^{s}\left(\widetilde{B}_{i}\right)} \leq C r_{i}^{\mu-s}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}, \quad s=0, \ldots, \min \left\{k, r_{\text {stab }}\right\} \tag{2.2}
\end{equation*}
$$

We then define the desired approximation $Q_{N} u$ by

$$
\begin{equation*}
Q_{N} u:=\sum_{i=1}^{N} \pi_{i}\left(x_{i}\right) \varphi_{i} \tag{2.3}
\end{equation*}
$$

Note that the map $u \mapsto Q_{N} u$ is linear since the maps $\left.u\right|_{\tilde{B}_{i}} \mapsto \pi_{i}$, whose existence is ascertained in Theorem B.1, is linear. By Assumption 2.2 we have for each $i \in\{1, \ldots, N\}$

$$
\begin{equation*}
\pi_{i}(x)=\sum_{j=1}^{N} \pi_{i}\left(x_{j}\right) \varphi_{j}(x) \quad \forall x \in \Omega \tag{2.4}
\end{equation*}
$$

For each $i \in\{1, \ldots, N\}$ we can write

$$
\begin{aligned}
u-Q_{N} u & =u-\sum_{j=1}^{N} \pi_{j}\left(x_{j}\right) \varphi_{j} \\
& =\left(u-\pi_{i}\right)+\sum_{j=1}^{N}\left[\pi_{i}\left(x_{j}\right)-\pi_{j}\left(x_{j}\right)\right] \varphi_{j}=: T_{1, i}+T_{2, i}
\end{aligned}
$$

Since the patches $\Omega_{i}, i=1, \ldots, N$, cover $\Omega$ by Assumption 2.1, we get for each $s=0, \ldots, \min \left\{k, r_{\text {stab }}\right\}$

$$
\begin{aligned}
\left\|u-Q_{N} u\right\|_{H^{s}(\Omega)}^{2} & \leq \sum_{i=1}^{N}\left\|u-Q_{N} u\right\|_{H^{s}\left(\Omega_{i} \cap \Omega\right)}^{2} \\
& \leq 2 \sum_{i=1}^{N}\left\|T_{1, i}\right\|_{H^{s}\left(\Omega_{i} \cap \Omega\right)}^{2}+\left\|T_{2, i}\right\|_{H^{s}\left(\Omega_{i} \cap \Omega\right)}^{2}
\end{aligned}
$$

Using (2.2) we can estimate $\left\|T_{1, i}\right\|_{H^{s}\left(\Omega_{i} \cap \Omega\right)}$ by

$$
\begin{equation*}
\left\|T_{1, i}\right\|_{H^{s}\left(\Omega_{i} \cap \Omega\right)} \leq C h_{i}^{\mu-s}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)} \quad s=0, \ldots, \min \left\{k, r_{\text {stab }}\right\} \tag{2.5}
\end{equation*}
$$

Hence, $\sum_{i=1}^{N}\left\|T_{1, i}\right\|_{H^{s}\left(\Omega_{i} \cap \Omega\right)}^{2}$ can be estimated in the desired fashion. For the term involving the functions $T_{2, i}$, we use Assumptions 2.3 to get for any $\alpha \in \mathbb{N}_{0}^{d}$ with $|\alpha|=s \in\left\{0, \ldots, \min \left\{k, r_{\text {stab }}\right\}\right\}$

$$
\left|D^{\alpha} T_{2, i}(x)\right| \leq C \sum_{j=1}^{N}\left|\pi_{i}\left(x_{j}\right)-\pi_{j}\left(x_{j}\right)\right| h_{j}^{-s} \chi_{j}(x)
$$

Thus, we get for the $H^{s}$-semi norm of $T_{2, i}$ on $\Omega_{i} \cap \Omega$ :

$$
\begin{align*}
\left|T_{2, i}\right|_{H^{s}(\Omega)}^{2} & \leq C \int_{\Omega_{i} \cap \Omega}\left|\sum_{j=1}^{N}\right| \pi_{i}\left(x_{j}\right)-\pi_{j}\left(x_{j}\right)\left|h_{j}^{-s} \chi_{j}\right|^{2} \\
& \leq C M \int_{\Omega \cap \Omega_{i}} \sum_{j=1}^{N}\left|\pi_{i}\left(x_{j}\right)-\pi_{j}\left(x_{j}\right)\right|^{2} h_{j}^{-2 s} \chi_{j} \\
& \leq C M \int_{\Omega} \sum_{j \in n(i)}\left|\pi_{i}\left(x_{j}\right)-\pi_{j}\left(x_{j}\right)\right|^{2} h_{j}^{-2 s} \chi_{j} \chi_{i}, \tag{2.6}
\end{align*}
$$

where we exploited (2.1) in the second bound and, in the last bound, we used the observation that $\chi_{j}(x) \chi_{i}(x) \neq 0$ can only happen if $j \in n(i)$. For $j \in n(i)$ we bound $\left|\pi_{i}\left(x_{j}\right)-\pi_{j}\left(x_{j}\right)\right| \leq\left\|\pi_{i}-\pi_{j}\right\|_{L^{\infty}\left(B_{\delta h_{j}}\left(x_{j}\right)\right)}$, note that $\pi_{i}-\pi_{j} \in \mathcal{P}_{p}$, and use the polynomial inverse estimate Theorem B. 2 to get

$$
\begin{aligned}
& \left\|\pi_{i}-\pi_{j}\right\|_{L^{\infty}\left(B_{\delta h_{j}}\left(x_{j}\right)\right)} \leq C h_{j}^{-d / 2}\left\|\pi_{i}-\pi_{j}\right\|_{L^{2}\left(B_{\delta h_{j}}\left(x_{j}\right)\right)} \\
& \leq C h_{j}^{-d / 2}\left[\left\|u-\pi_{i}\right\|_{L^{2}\left(B_{\delta h_{j}}\left(x_{j}\right)\right)}+\left\|u-\pi_{j}\right\|_{L^{2}\left(B_{\delta h_{j}}\left(x_{j}\right)\right)}\right] .
\end{aligned}
$$

Using $B_{\delta h_{j}}\left(x_{j}\right) \subset \widetilde{B}_{j} \cap \widetilde{B}_{i}$, we then get from (2.2) and Assumption 2.4

$$
\left\|\pi_{i}-\pi_{j}\right\|_{L^{\infty}\left(B_{\delta h_{j}}\left(x_{j}\right)\right)} \leq C h_{j}^{-d / 2}\left[h_{j}^{\mu}\|u\|_{H^{\mu}\left(\widetilde{B}_{j}\right)}+h_{i}^{\mu}\|u\|_{H^{\mu}\left(\widetilde{B}_{i}\right)}\right] .
$$

Inserting this in (2.6) and using Assumption 2.4 gives

$$
\begin{aligned}
& \left|T_{2}\right|_{H^{s}\left(\Omega_{i} \cap \Omega\right)}^{2} \\
& \quad \leq C M \int_{\Omega} \sum_{j=1}^{N}\left[h_{j}^{2(\mu-s)-d}\|u\|_{H^{k}\left(\widetilde{B}_{j}\right)}^{2}+h_{i}^{2(\mu-s)-d}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2}\right] \chi_{j} \chi_{i} .
\end{aligned}
$$

The sum $\sum_{i=1}^{N}\left|T_{1, i}\right|_{H^{s}\left(\Omega \cap \Omega_{i}\right)}^{2}$ can then be bounded by using again (2.1)

$$
\begin{aligned}
& \sum_{i=1}^{N}\left|T_{2, i}\right|_{H^{s}\left(\Omega_{i} \cap \Omega\right)}^{2} \leq C M \int_{\Omega} \sum_{j=1}^{N} \sum_{i=1}^{N} h_{i}^{2(\mu-s)-d}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2} \chi_{i} \chi_{j} \\
& \leq C M^{2} \sum_{i=1}^{N} h_{i}^{2(\mu-s)-d}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2} \int_{\Omega} \chi_{i} \leq C M^{2} \sum_{i=1}^{N} h_{i}^{2(\mu-s)}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2}
\end{aligned}
$$

This concludes the proof of the theorem.
Theorem 2.1 assumes $u$ to be defined on $\mathbb{R}^{d}$. An extension result, e.g. Theorem A.1, allows us to treat the case of bounded domains:

Corollary 2.1. Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain. Assume that the balls $\widetilde{B}_{i}$ of Theorem 2.1 satisfy additionally an overlap condition, that is for some $M \in \mathbb{N}$ we have

$$
\sup _{x \in \mathbb{R}^{d}} \operatorname{card}\left\{i \in \mathbb{N} \mid x \in \widetilde{B}_{i}\right\} \leq M
$$

Then there exists a linear map $Q_{N}: L^{1}(\Omega) \rightarrow V_{N}$ such that for each $k \in \mathbb{N}_{0}$ there exists $C>0$ with

$$
\left\|u-Q_{N} u\right\|_{H^{s}(\Omega)} \leq h^{\min \{p+1, k\}-s}\|u\|_{H^{k}(\Omega)}, \quad s=0, \ldots, \min \left\{p+1, r_{\text {stab }}\right\}
$$

where $h:=\max _{i=1, \ldots, N} h_{i}$.
Proof. Let $\widetilde{Q}_{N}$ be the linear operator of Theorem 2.1 and let $E: L^{1}(\Omega) \rightarrow$ $L^{1}\left(\mathbb{R}^{d}\right)$ be the extension operator of Theorem A.1. Set $Q_{N}:=\widetilde{Q}_{N} \circ E$. Then by abbreviating $\mu:=\min \{p+1, k\}$ we get from Theorem 2.1 for $s=0, \ldots, \min \left\{r_{\text {stab }}, k\right\}$

$$
\begin{aligned}
\left\|u-Q_{N} u\right\|_{H^{s}(\Omega)}^{2} & =\left\|E u-\widetilde{Q}_{N} E u\right\|_{H^{s}(\Omega)}^{2} \leq C \sum_{i=1}^{N} h_{i}^{2(\mu-s)}\|E u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2} \\
& \leq C h^{2(\mu-s)} \sum_{i=1}^{N}\|E u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2} \leq C h^{2(\mu-s)} M^{2}\|E u\|_{H^{k}\left(\mathbb{R}^{d}\right)}^{2}
\end{aligned}
$$

here, the last step followed from arguments analogous to those employed in the proof of Theorem 2.1. The extension operator $E$ finally has the property $\|E u\|_{H^{k}\left(\mathbb{R}^{d}\right)} \leq C\|u\|_{H^{k}(\Omega)}$, which allows us to conclude the proof.

## Approximation of Singular Functions

The diameters of the balls $\widetilde{B}_{i}$ in Theorem 2.1 play the role of the local mesh size in the classical FEM approximation theorem. In the classical FEM, meshes that are locally refined are important, for example, for the treatment of elliptic boundary value problems in domains with piecewise smooth geometries. The solutions of such problems exhibit singularities (the functions $S_{j i}$ of (6.2) are a typical example), which can be resolved in the classical FEM
by the use of appropriately graded meshes, [8, 93]. In fact, the optimal rate of convergence, as measured in error versus problem size, can be recovered. Meshless methods can mimic this mesh refinement of the classical FEM by an appropriate clustering of particles and a corresponding shrinking of the diameters of the balls $\widetilde{B}_{i}$. The following two Exercises 2.2, 2.3 illustrate this. To stress the analogy of our approach in Exercises 2.2, 2.3 with the classical FEM situation and to motivate the distribution of the diameters of the balls $\widetilde{B}_{i}$, we first recall the following example (see for example [94, Sec. 3.3.7]):

## Example 2.1.

Let $\Omega=(0,1)$ and $u(x)=x^{\alpha}, \alpha \in(1 / 2,1)$. Fix $p \in \mathbb{N}$ and $\beta>\frac{p+1 / 2}{\alpha-1 / 2}$. Consider a mesh $\mathcal{T}$ consisting of $N$ intervals $I_{i}, i=0, \ldots, N-1$, such that

$$
\begin{equation*}
\operatorname{diam} I_{0} \leq C h^{\beta}, \quad \operatorname{diam} I_{i} \sim h \operatorname{dist}\left(I_{i}, 0\right)^{1-1 / \beta}, \quad i=1, \ldots, N-1 \tag{2.7}
\end{equation*}
$$

Then, for some $C>0$ independent of $N$ we have

$$
\inf _{v \in S^{p, 1}(\mathcal{T})}\|u-v\|_{H^{1}(\Omega)} \leq C N^{-p}
$$

that is the optimal rate of convergence is recovered. A specific mesh $\mathcal{T}$ that satisfies (2.7) is determined by the nodes $x_{i}, i=0, \ldots, N$, where $x_{i}=\Phi\left(\widehat{x}_{i}\right)$, $\Phi(x)=x^{\beta}$, and $\widehat{x}_{i}=i h$ for $h=1 / N$.
The function $\Phi$ of Example 2.1 maps a uniform node distribution to a highly nonuniform one that is suitable for the approximation of the function $x \mapsto x^{\alpha}$. We use this function $\Phi$ to create particle distributions, and we use (2.7) as a guideline for our choice of the diameters of the patches $\Omega_{i}$ and the balls $\widetilde{B}_{i}$ in the following Exercise 2.2. We will show there that this choice leads to patches that satisfy Assumptions 2.1, 2.4, and we will see that polynomials of degree $p$ have good approximation properties on the balls $\widetilde{B}_{i}$. The construction of concrete shape functions associated with these patches that satisfy Assumptions 2.2, 2.3 is postponed until Exercise 2.6. Corresponding results exist for two-dimensional problems and are sketched in Exercises 2.2, 2.7.

Exercise 2.2.
Let $\Omega=(0,1), u(x)=x^{\alpha}$ for some $\alpha \in(1 / 2,1)$. Fix $p \in \mathbb{N}_{0}$ and choose $\beta \geq \frac{p+1 / 2}{\alpha-1 / 2}>1$. Define

$$
\Phi(x):=x^{\beta} .
$$

For $N \in \mathbb{N}$ set $h=1 / N, \widehat{x}_{i}:=i h, i=0, \ldots, N$, and define the particles $X_{N}=\left\{x_{i} \mid i=0, \ldots, N\right\}$ by $x_{i}=\Phi\left(\widehat{x}_{i}\right)$. Let $\rho>0$ be a parameter and choose for each particle $x_{i}$

$$
\rho_{i}=\rho \begin{cases}h x_{i}^{1-1 / \beta} & i \geq 1 \\ x_{1} & i=0\end{cases}
$$

Let a shape function $\varphi_{i}$ be associated with particle $x_{i}$. Assume furthermore that $\Omega_{i}:=\left(\operatorname{supp} \varphi_{i}\right)^{\circ}=B_{\rho_{i}}\left(x_{i}\right)$.
(a) Show: For each fixed $M$ there holds $\rho_{i} \sim h^{\beta}$ for $i \in\{0, \ldots, M\}$ (The constants of the $\sim$-notation depend on $\rho, \beta, M)$.
(b) Show: There exist $\lambda, \lambda^{\prime}$ (depending only on $\rho, \beta$ ) such that

$$
B_{\lambda h}\left(\widehat{x}_{i}\right) \cap \Omega \subset \Phi^{-1}\left(B_{\rho_{i}}\left(x_{i}\right) \cap \Omega\right) \subset B_{\lambda^{\prime} h}\left(\widehat{x}_{i}\right) \cap \Omega \quad i=0, \ldots, N .
$$

Conclude that Assumption 2.1 is satisfied.
(c) Show: Assumption 2.4 is satisfied.
(d) Let $C_{\text {comp }}$ be the constant of Assumption 2.4, whose existence was ascertained in (c). Set $\widetilde{B}_{i}:=B_{\widetilde{\rho}_{i}}\left(x_{i}\right)$ with $\widetilde{\rho}_{i}:=\left(1+(1+\delta) C_{\text {comp }}\right) \rho_{i}$. Show: $B_{\rho_{i}}\left(x_{i}\right) \cap B_{\rho_{j}}\left(x_{j}\right) \neq \emptyset$ implies $B_{\delta_{\rho_{j}}}\left(x_{j}\right) \subset \widetilde{B}_{i}$.
(e) Show: The balls $\widetilde{B}_{i}, i=0, \ldots, N$ satisfy an overlap condition, that is there exists $M>0$ (depending only on $\rho, \beta)$ such that $\operatorname{card}\left\{j \mid \widetilde{B}_{i} \cap \widetilde{B}_{j} \neq \emptyset\right\} \leq M$ for all $i \in\{0,1, \ldots, N\}$.
(f) Let $I_{1}:=\left\{i \in\{0, \ldots, N\} \mid \operatorname{dist}\left(\widetilde{B}_{i}, 0\right) \geq 2 \widetilde{\rho}_{i}\right\}$. Show: For $i \in I_{1}$ the point $\widetilde{x}_{i}:=\inf \left\{x \mid x \in \widetilde{B}_{i}\right\}$ satisfies $\widetilde{x}_{i} \sim x_{i}$. Furthermore, there exist polynomials $\pi_{i} \in \mathcal{P}_{p}$ such that

$$
\left\|u-\pi_{i}\right\|_{L^{2}\left(\widetilde{B}_{i}\right)}+\widetilde{\rho}_{i}\left\|\left(u-\pi_{i}\right)^{\prime}\right\|_{L^{2}\left(\widetilde{B}_{i}\right)} \leq C \widetilde{\rho}_{i}^{p+3 / 2} \widetilde{x}_{i}^{\alpha-1-p} .
$$

(g) Set $I_{2}:=\{1, \ldots, N\} \backslash I_{1}$. Show: $I_{2} \subset\{1, \ldots, M\}$ for some $M>0$ independent of $N$. Show: For each $i \in I_{2}$ one can find a $\pi_{i} \in \mathcal{P}_{1}$ such that

$$
\begin{aligned}
\left\|u-\pi_{i}\right\|_{L^{2}\left(\Omega \cap \widetilde{B}_{i}\right)}+\widetilde{\rho}_{i}\left\|\left(u-\pi_{i}\right)^{\prime}\right\|_{L^{2}\left(\Omega \cap \widetilde{B}_{i}\right)} & \leq C \widetilde{\rho}_{0}^{\alpha+1 / 2} \\
\left\|u-\pi_{i}\right\|_{L^{\infty}\left(\Omega \cap \widetilde{B}_{i}\right)} & \leq C \widetilde{\rho}_{0}^{\alpha}
\end{aligned}
$$

(h) Assume that the shape functions $\varphi_{i}$ satisfy Assumptions 2.2, 2.3. (We will see in Exercise 2.6 that such functions can be constructed with the moving least squares procedure if $\rho$ is chosen sufficiently large). By adapting the proof of Theorem 2.1 show that the approximation space $V_{N}=$ $\operatorname{span}\left\{\varphi_{i} \mid i=0, \ldots, N\right\}$ satisfies

$$
\inf _{v \in V_{N}}\|u-v\|_{H^{1}(\Omega)} \leq C h^{p}=C N^{-p}
$$

A similar idea leads to approximation results in two spatial dimensions:

## Exercise 2.3.

Define for $h=1 / n$ the uniform particle distribution $\widehat{X}_{n}=\left\{\widehat{x}_{i j}=(i h, j h) \mid 0 \leq\right.$ $i, j \leq n\}$. For some $\beta>1$, let $\Phi: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2}$ be given by $\Phi(x)=\|x\|_{2}^{\beta-1} x$. Define the particle distribution $X_{n}:=\left\{x_{i j}=\Phi\left(\widehat{x}_{i j}\right) \mid 0 \leq i, j \leq n\right\}$. Associate with each particle $x_{i j}$ a radius

$$
\rho_{i j}=\rho \begin{cases}h\left\|x_{i j}\right\|_{2}^{1-1 / \beta} & \text { if }(i, j) \neq(0,0) \\ h^{\beta} & \text { if } i=j=0,\end{cases}
$$

where $\rho>0$ is a parameter. The patches $\Omega_{i j}$ are taken as $\Omega_{i j}:=B_{\rho_{i j}}\left(x_{i j}\right)$. Set $\Omega:=(0,1 / 2)^{2}$.
(a) Proceed as in Exercise 2.2 to show that Assumptions 2.1 and 2.4 hold.
(b) Assume that the shape functions $\varphi_{i j}, i, j=0, \ldots, n$, that are associated with the nodes $x_{i j}$ satisfy additionally Assumptions 2.2, 2.3. (We will show in Exercise 2.7 that this can be achieved by taking $\rho$ sufficiently large). Consider a function $u$ in polar coordinates $(r, \varphi)$ of the form $u=r^{\alpha} \Theta(\varphi)$, where $\alpha>0$ and $\Theta:(-\varepsilon, \pi / 2+\varepsilon) \rightarrow \mathbb{R}$ for some $\varepsilon>0$ is smooth. Show: If $\beta>\frac{p}{\alpha}$, then

$$
\inf _{v \in V_{N}}\|u-v\|_{H^{1}(\Omega)} \leq C h^{p}, \quad h=\frac{1}{n} \sim \frac{1}{\sqrt{N}}
$$

where $N$ denotes the number of particles. Note that this is the optimal rate of convergence.

### 2.3 Construction of Shape Functions with the Moving Least Squares Procedure

The approximation result Theorem 2.1 hinges on Assumptions 2.1-2.4. In the present section we construct shape functions that satisfy these requirements.

## Motivation from Scattered Data Fitting

One approach to construct shape functions $\varphi_{i}$ from a collection of particles $X_{N}$ is based on the so-called moving least squares (MLS) technique that we describe in more detail in this section.
The MLS technique was devised to fit a "smooth" function $x \mapsto I f$ to a collection of given scattered data $\left(x_{i}, f_{i}\right), i=1, \ldots, N$, obtained, for example, from measurements. Here, the points $x_{i}, i=1, \ldots, N$, are $N$ distinct points and the "smooth" function $I f$ that is sought should satisfy $\operatorname{If}\left(x_{i}\right) \approx f_{i}$, $i=1, \ldots, N$. The idea is to define the value $I f(x)$ for a given $x$ as a weighted average of the given data $f_{i}$. More specifically, one chooses a polynomial degree $p \in \mathbb{N}_{0}$ and for each $i \in\{1, \ldots, N\}$ a weight $w_{i}(x) \geq 0$ and then defines

$$
\begin{equation*}
I f(x):=\pi(x), \tag{2.8}
\end{equation*}
$$

where the polynomial $\pi \in \mathcal{P}_{p}$ is the solution of the minimization problem:

$$
\begin{equation*}
\text { Find } \pi \in \mathcal{P}_{p} \text { s.t. } \quad \sum_{i=1}^{N}\left|f_{i}-\pi\left(x_{i}\right)\right|^{2} w_{i}(x) \leq \sum_{i=1}^{N}\left|f_{i}-v\left(x_{i}\right)\right|^{2} w_{i}(x) \quad \forall v \in \mathcal{P}_{p} \tag{2.9}
\end{equation*}
$$

## Remark 2.2.

The choice of the weight functions $x \mapsto w_{i}(x)$ depends, of course, on the application. In practise, the weight function $x \mapsto w_{i}(x)$ is chosen to have small support or to decay rapidly as $\left\|x-x_{i}\right\| \rightarrow \infty$ so as to give the data points $x_{i}$ close to $x$ more weight than data points far from $x$.

Under reasonable assumptions on the weight functions $w_{i}$, the minimization problem is uniquely solvable. As we will show in Theorem 2.2, this solution If takes the form

$$
\begin{equation*}
I f(x)=\sum_{i=1}^{N} f_{i} \varphi_{i}(x) \tag{2.10}
\end{equation*}
$$

for some functions $\varphi_{i}$. Theorem 2.2 also provides an explicit formula for the functions $\varphi_{i}$. Their differentiability properties are then analyzed in Theorem 2.3. The goal of this section is to show that the functions shape functions $\varphi_{i}$, which are motivated by the above data fitting technique, satisfy the assumptions of the approximation result Theorem 2.1. Indeed, we will discover that Assumption 2.2 is ensured by construction and that Assumption 2.3 can be satisfied if, roughly speaking, each particle has sufficiently many neighbours. Assumptions 2.1, 2.4 have to be checked separately.

## Construction of the Shape Functions

The shape functions $\varphi_{i}$ appearing in (2.10) are constructed in the following theorem.

Theorem 2.2. Let particles $X_{N}=\left\{x_{i} \mid i=1, \ldots, N\right\}$ and weight functions $w_{i} \in C\left(\mathbb{R}^{d}\right)$ with $w_{i} \geq 0, i=1, \ldots, N$ be given. Set $\Omega_{i}:=\left(\operatorname{supp} w_{i}\right)^{\circ}$. Assume that for each $x \in \Omega$ the set $X(x):=\left\{x_{i} \mid i \in n(x)\right\}$ is $\mathcal{P}_{p}$-unisolvent ${ }^{1}$. Then the approximant If of (2.8), (2.9) is well-defined, and there are unique functions $\varphi_{i}, i=1, \ldots, N$, depending solely on $X_{N}$ and the weight functions $w_{i}$ such that

$$
I f(x)=\sum_{i=1}^{N} f_{i} \varphi_{i}(x)
$$

Moreover, we have the representation formula

$$
\begin{equation*}
\varphi_{i}(x)=w_{i}(x) \sum_{k=1}^{Q} \lambda_{k}(x) \pi_{k}\left(x_{i}\right), \quad i=1, \ldots, N \tag{2.11}
\end{equation*}
$$

where $\left\{\left.\pi_{k}\right|_{k}=1, \ldots, Q\right\}$ is an arbitrary basis of $\mathcal{P}_{p}$, and the values $\lambda_{k}(x)$ are the unique solution of the linear system

$$
\begin{equation*}
\sum_{k=1}^{Q} \sum_{i=1}^{N} w_{i}(x) \pi_{k}\left(x_{i}\right) \pi_{l}\left(x_{i}\right) \lambda_{k}(x)=\pi_{l}(x), \quad l=1, \ldots, Q \tag{2.12}
\end{equation*}
$$

Proof. We follow the presentation of [109]. We fix $x_{*} \in \Omega$ and seek $\pi \in \mathcal{P}_{p}$ of (2.8) in the form $\pi=\sum_{l=1}^{Q} \widetilde{\lambda}_{l} \pi_{l}$. The minimization problem (2.9) then leads

[^0]to the following system of equations: Find $\widetilde{\lambda}_{l}, l=1, \ldots, Q$, such that
\[

$$
\begin{equation*}
\sum_{i=1}^{N} w_{i}\left(x_{*}\right)\left(f_{i}-\sum_{l=1}^{Q} \tilde{\lambda}_{l} \pi_{l}\left(x_{i}\right)\right) \pi_{k}\left(x_{i}\right)=0, \quad k=1, \ldots, Q \tag{2.13}
\end{equation*}
$$

\]

We prove unique solvability of this linear system of equations by proving that the symmetric matrix $\mathbf{G} \in \mathbb{R}^{Q \times Q}$ with entries $\mathbf{G}_{k l}=\sum_{i=1}^{N} w_{i}\left(x_{*}\right) \pi_{l}\left(x_{i}\right) \pi_{k}\left(x_{i}\right)$ is symmetric positive definite: For $\mathbf{a} \in \mathbb{R}^{Q}$ we compute

$$
\mathbf{a}^{\top} \mathbf{G} \mathbf{a}=\sum_{i=1}^{N} w_{i}\left(x_{*}\right)\left|\sum_{k=1}^{Q} \mathbf{a}_{k} \pi_{k}\left(x_{i}\right)\right|^{2}
$$

in view of the assumption $w_{i} \geq 0$, we conclude that $\mathbf{G}$ is positive semi-definite. If $\mathbf{G}$ were not positive definite, then there existed a vector $\mathbf{a} \in \mathbb{R}^{Q}$ with $\mathbf{a} \neq 0$ such that $\mathbf{a}^{\top} \mathbf{G a}=0$. Hence, for the non-trivial polynomial $\widetilde{\pi}=\sum_{k=1}^{Q} \mathbf{a}_{k} \pi_{k}$, we would have $\widetilde{\pi}\left(x_{i}\right)=0$ for all $x_{i} \in X\left(x_{*}\right)$, since $x_{i} \in X\left(x_{*}\right)$ implies $x_{i} \in\left(\operatorname{supp} w_{i}\right)^{\circ}$, that is by $w_{i} \in C\left(\mathbb{R}^{d}\right)$ we have $w_{i}\left(x_{*}\right)>0$. But then $\widetilde{\pi}=0$ by our assumption of unisolvence. We have thus arrived at a contradiction and conclude that $\mathbf{G}$ is positive definite.
We now evaluate $\operatorname{If}\left(x_{*}\right)=\pi\left(x_{*}\right)\left(\right.$ writing $\left.w_{i}=w_{i}\left(x_{*}\right), \lambda_{k}=\lambda_{k}\left(x_{*}\right)\right)$

$$
\pi\left(x_{*}\right)=\sum_{l=1}^{Q} \tilde{\lambda}_{l} \pi_{l}\left(x_{*}\right) \stackrel{(2.12)}{=} \sum_{i, k, l} \tilde{\lambda}_{l} \lambda_{k} w_{i} \pi_{k}\left(x_{i}\right) \pi_{l}\left(x_{i}\right) \stackrel{(2.13)}{=} \sum_{i, k} f_{i} \lambda_{k} \pi_{k}\left(x_{i}\right)
$$

which leads to the desired representation formula (2.11).
Exercise 2.4.
Show: For $p=0$ the functions $\varphi_{i}$ are given by

$$
\begin{equation*}
\varphi_{i}(x)=\frac{w_{i}(x)}{\sum_{j=1}^{N} w_{j}(x)}=\frac{w_{i}(x)}{\sum_{j \in n(i)} w_{j}(x)} \tag{2.14}
\end{equation*}
$$

These functions are called Shephard functions, [97].
An important observation is that the functions $\varphi_{i}$ constructed by the MLS procedure reproduce polynomials, that is they satisfy Assumption 2.2:

## Exercise 2.5.

Show that the functions $\varphi_{i}$ satisfy Assumption 2.2, that is

$$
\begin{equation*}
\sum_{i=1}^{N} \pi\left(x_{i}\right) \varphi_{i}(x)=\pi(x) \quad \forall x \in \Omega \quad \forall \pi \in \mathcal{P}_{p} \tag{2.15}
\end{equation*}
$$

## Remark 2.3.

The representation formula (2.11) shows that the functions $\varphi_{i}$ can be evaluated at a point $x \in \Omega$ by solving a $Q \times Q$ system of linear equations. Likewise,
by differentiating the linear system (2.12), it is clear that also the values of derivatives of the functions $x \mapsto \lambda_{k}(x)$ can be obtained as solutions of linear systems; therefore, derivatives of the functions $\varphi_{i}$ can be determined. The question of bounds of the derivatives of the functions $\varphi_{i}$ will be discussed in more detail in Theorem 2.3.

The weight functions $w_{i}$ have to be chosen by the user. A popular form is

$$
\begin{equation*}
w_{i}(x)=w\left(\frac{x-x_{i}}{\rho_{i}}\right) \tag{2.16}
\end{equation*}
$$

where the window function $w$ is of one of the following types:

1. $w$ is radial, that is $w(z)=\widetilde{w}(\|z\|)$ for some $\widetilde{w}: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}_{0}^{+}$;
2. $w$ has tensor product form, that is $w(z)=\prod_{j=1}^{d} \tilde{w}_{j}\left(z_{j}\right)$.

We note that if the window function $w$ is compactly supported, then the parameter $\rho_{i}$ in (2.16) is a measure for the support size and $\rho_{i} \sim h_{i}=$ $\operatorname{diam} \Omega_{i}$. In this situation, the univariate functions $\widetilde{w}$ or $\widetilde{w}_{j}$ are often taken to be compactly supported splines, e.g. the symmetric part of the classical piecewise cubic $C^{2} \mathrm{~B}$-spline given by

$$
w(r)= \begin{cases}4-6 r^{2}+3 r^{3} & \text { for } 0 \leq r \leq 1 \\ (2-r)^{3} & \text { for } 1<r \leq 2 \\ 0 & \text { for } r>2\end{cases}
$$

## Remark 2.4.

If the window function is a radial function and has compact support, then the norm $\|\cdot\|$ on $\mathbb{R}^{d}$ can be still be chosen. For example, the patches $\Omega_{i}$ can be balls (or, more generally, ellipsoids) if $\|\cdot\|$ is taken as the Euclidean norm; the patches $\Omega_{i}$ can be cubes if $\|\cdot\|_{l \infty}$ is chosen.

## Regularity of the Shape Functions

Our analysis of the differentiability properties of the functions $\varphi_{i}$ in Theorem 2.3 below will be based on the assumption that the weight functions $w_{i}$ are determined by a window function $w$ via (2.16). This window function $w$ will be required to satisfy

Assumption 2.5. The window function $w \in C^{k}\left(\mathbb{R}^{d}\right)$ satisfies $w(x) \geq 0$ for all $x \in \mathbb{R}^{d}$, and $(\operatorname{supp} w)^{\circ}=B_{1}(0)$.

## Remark 2.5.

We take $B_{1}(0)$ as the unit ball with respect to the Euclidean norm. This is not essential, however, and results analogous to Theorem 2.3 below hold if we replace the Euclidean norm with another norm on $\mathbb{R}^{d}$.

The formula (2.14) for the special case $p=0$ suggests that $\varphi_{i} \in C^{k}$ if the weights $w_{i}$ are determined by a window function $w$ satisfying Assumptions 2.5. Roughly speaking, if for every $x \in \Omega$ the number of particles in the vicinity of $x$, that is card $n(x)$, is sufficiently large, then the shape functions $\varphi_{i}$ are indeed as smooth as the window function. In order to prove this result in Theorem 2.3 below, we introduce the fill distance function $h$ by

$$
\begin{equation*}
h(x):=\operatorname{dist}\left(x, X_{N}\right) \tag{2.17}
\end{equation*}
$$

and can now formulate:
Theorem 2.3. Let $\Omega$ satisfy a cone condition with angle $\theta$ and radius $r$. Let $\alpha \in(0,1), X_{N}=\left\{x_{i} \mid i=1, \ldots, N\right\} \subset \mathbb{R}^{d}$ and $\left\{\rho_{i} \mid, i=1, \ldots, N\right\} \subset \mathbb{R}^{+}$. Set

$$
\hat{\rho}_{i}:=\min \left\{\rho_{i}, r\right\}, \quad i=1, \ldots, N
$$

and assume the covering condition

$$
\begin{equation*}
\Omega \subset \cup_{i=1}^{N} B_{\alpha \hat{\rho}_{i}}\left(x_{i}\right) . \tag{2.18}
\end{equation*}
$$

Let $w$ satisfy Assumption 2.5, define the weight functions $w_{i}(x):=w\left(\frac{x-x_{i}}{\rho_{i}}\right)$ with corresponding patches $\Omega_{i}=\left(\operatorname{supp} w_{i}\right)^{\circ}=B_{\rho_{i}}\left(x_{i}\right)$. Suppose that Assumption 2.4 is valid. Let $p \in \mathbb{N}_{0}$.
Then there exist $\delta>0$ and $C>0$ (depending only on $\theta, r, \alpha, p, k, C_{\text {comp }}$ ) such that if

$$
\begin{equation*}
\sup _{x \in B_{\hat{\rho}_{i}}\left(x_{i}\right) \cap \Omega} h(x) \leq \delta \hat{\rho}_{i} \quad \forall x_{i} \in X_{N} \tag{2.19}
\end{equation*}
$$

then the functions $\varphi_{i}$ of (2.11) satisfy $\varphi_{i} \in C^{k}\left(\mathbb{R}^{k}\right), \operatorname{supp} \varphi_{i} \subset \overline{B_{\rho_{i}}\left(x_{i}\right)}$, and

$$
\begin{equation*}
\left\|D^{\alpha} \varphi_{i}\right\|_{L^{\infty}(\Omega)} \leq C \rho_{i}^{-|\alpha|} \quad \forall \alpha \in \mathbb{N}_{0}^{d}, \quad|\alpha| \leq k \tag{2.20}
\end{equation*}
$$

Before proving Theorem 2.3 it is instructive to check that the assumptions of Theorem 2.3 can be satisfied in simple circumstances.

## Example 2.2.

The assumption (2.19) is often formulated in a simpler, global way. If we define the fill distance $\bar{h}:=\sup _{x \in \Omega} h(x)$ and use constant $\rho_{i}=\rho$ for all $i \in$ $\{1, \ldots, N\}$, then (2.19) merely requires that $\bar{h}$ be sufficiently small compared to $\rho$, the size of the supports of the patches $\Omega_{i}$.

We have seen Exercises 2.2, 2.3 two examples of highly nonuniform particle distributions and greatly varying patches sizes that are suitable for the approximation of singularity functions. The following two exercises show that the assumptions of Theorem 2.3 can be fulfilled in such circumstances as well.

Exercise 2.6.
In Exercise 2.2 we constructed particles and patch sizes that were appropriate for the approximation of the singular function $x \mapsto x^{\alpha}$. We assumed, however,
that the shape functions $\varphi_{i}$ satisfied Assumptions 2.2 and 2.3. Show that by choosing $\rho$ in Exercise 2.2 sufficiently large, the hypotheses of Theorem 2.3 are satisfied. Conclude that the shape functions obtained by the MLS technique yield the optimal approximation result of Exercise 2.2.
Hint: Show that the fill distance function $h$ satisfies

$$
h(x) \leq C\left[h x^{1-1 / \beta}+h^{\beta}\right]
$$

for a constant $C>0$ independent of $\rho$ and $N$.
Exercise 2.7.
Assume the hypotheses of Exercise 2.3. Show: If $\rho$ is chosen sufficiently large, then the hypotheses of Theorem 2.3 are satisfied.
Hint: Show that the fill distance function $h$ satisfies $h(x) \leq C\left[h\|x\|_{2}^{1-1 / \beta}+\right.$ $\left.h^{\beta}\right]$ for a constant $C>0$ independent of $\rho$ and $N$.

Proof of Theorem 2.3. The proof is broken up into several steps.
First step: We notice that the representation formula (2.11) is independent of the choice of the basis of $\mathcal{P}_{p}$. In particular, we may chose for each $x_{*} \in \Omega$ a different basis. We will exploit this observation as follows: First, we fix a basis $\left\{\widetilde{\pi}_{k} \mid k=1, \ldots, Q\right\}$ of $\mathcal{P}_{p}$; then, for each fixed $x_{*} \in \Omega$, we define the basis $\left\{\pi_{k} \mid k=1, \ldots, Q\right\}$ by

$$
\pi_{k}(x):=\widetilde{\pi}_{k}\left(\frac{x-x_{*}}{\rho_{*}}\right)
$$

where, for some arbitrary (but fixed) $i_{*} \in n\left(x_{*}\right)$ we set

$$
\rho_{*}:=\rho_{i_{*}} .
$$

(Note that the covering condition (2.18) guarantees that $n\left(x_{*}\right) \neq \emptyset$ ). Since $2 \rho_{i}=h_{i}=\operatorname{diam} \Omega_{i}=\operatorname{diam} B_{\rho_{i}}\left(x_{i}\right)$, Assumption 2.4 guarantees that

$$
\begin{equation*}
\rho_{*} C_{\mathrm{comp}}^{-1} \leq \rho_{j} \leq \rho_{*} C_{\mathrm{comp}} \quad \forall j \in n\left(x_{*}\right) . \tag{2.21}
\end{equation*}
$$

We next define the matrix $\mathbf{G}\left(x_{*}\right) \in \mathbb{R}^{Q \times Q}$ with entries

$$
\begin{aligned}
\mathbf{G}_{k l}\left(x_{*}\right) & :=\sum_{i=1}^{N} w_{i}\left(x_{*}\right) \pi_{k}\left(x_{i}\right) \pi_{l}\left(x_{i}\right) \\
& =\sum_{i \in n\left(x_{*}\right)} w\left(\frac{x_{*}-x_{i}}{\rho_{i}}\right) \tilde{\pi}_{k}\left(\frac{x_{*}-x_{i}}{\rho_{*}}\right) \tilde{\pi}_{l}\left(\frac{x_{*}-x_{i}}{\rho_{*}}\right) .
\end{aligned}
$$

By Theorem 2.2 the function value $\varphi_{i}\left(x_{*}\right)$ is given by

$$
\begin{equation*}
\varphi_{i}\left(x_{*}\right)=w_{i}\left(x_{*}\right) \sum_{k=1}^{Q} \lambda_{k}\left(x_{*}\right) \pi_{k}\left(x_{i}\right) \tag{2.22}
\end{equation*}
$$

where the vector $\lambda\left(x_{*}\right)=\left(\lambda_{1}\left(x_{*}\right), \ldots, \lambda_{Q}\left(x_{*}\right)\right)^{\top} \in \mathbb{R}^{Q}$ is the solution of the linear system

$$
\begin{equation*}
\mathbf{G}\left(x_{*}\right) \lambda\left(x_{*}\right)=\left(\widetilde{\pi}_{1}(0) \cdots \widetilde{\pi}_{Q}(0)\right)^{\top} \tag{2.23}
\end{equation*}
$$

In order to get bounds on the derivatives of $\varphi_{i}$, we need to get bounds on the derivatives of the function $\lambda$. In this direction, we first notice that the product rule together with (2.21) gives

$$
\begin{equation*}
\left|D^{\alpha} \mathbf{G}\left(x_{*}\right)\right| \leq C_{\alpha} \rho_{*}^{-|\alpha|} \quad \forall \alpha \in \mathbb{N}_{0}^{d}, \quad|\alpha| \leq k \tag{2.24}
\end{equation*}
$$

where the constant $C_{\alpha}$ depends only on $\alpha$, the function $w$, and the choice of basis $\left\{\widetilde{\pi}_{l} \mid l=1, \ldots, Q\right\}$. The analogous bound

$$
\begin{equation*}
\left|D^{\alpha} \mathbf{G}^{-1}\left(x_{*}\right)\right| \leq C_{\alpha} \rho_{*}^{-|\alpha|} \quad \forall \alpha \in \mathbb{N}_{0}^{d}, \quad|\alpha| \leq k, \tag{2.25}
\end{equation*}
$$

holds by Cramer's rule, provided that we can show the existence of $\underline{C}>0$ such that

$$
\begin{equation*}
\inf _{x_{*} \in \Omega}\left|\operatorname{det} \mathbf{G}\left(x_{*}\right)\right| \geq \underline{C}>0 \tag{2.26}
\end{equation*}
$$

From (2.25) follows a bound similar to (2.25) for the derivatives of the solution $\lambda_{l}, l=1, \ldots, Q$ of (2.23); the product rule applied to (2.22) together with (2.21) then gives the desired bound (2.20) for the shape functions $\varphi_{i}$. We are thus left with establishing (2.26).
Second step: To see (2.26) we prove a lower bound on the smallest eigenvalue of the symmetric matrix $\mathbf{G}\left(x_{*}\right)$. To that end, let $\mathbf{a} \in \mathbb{R}^{Q}$ be arbitrary but fixed. We define the polynomial

$$
\pi:=\sum_{k=1}^{Q} \mathbf{a}_{k} \pi_{k}
$$

and observe

$$
\begin{equation*}
\mathbf{a}^{\top} \mathbf{G}\left(x_{*}\right) \mathbf{a}=\sum_{i, k, l} w_{i}\left(x_{*}\right) \mathbf{a}_{k} \mathbf{a}_{l} \pi_{k}\left(x_{i}\right) \pi_{l}\left(x_{i}\right)=\sum_{i=1}^{N} w_{i}\left(x_{*}\right)\left|\pi\left(x_{i}\right)\right|^{2} \tag{2.27}
\end{equation*}
$$

We wish to exploit that Assumption 2.5 gives us the existence of $C_{\min }>0$ such that

$$
\begin{equation*}
\min \left\{w(x) \mid x \in B_{\alpha}(0)\right\}=C_{\min }>0 \tag{2.28}
\end{equation*}
$$

To do so, we define $\eta<1 / 2$ by

$$
\begin{equation*}
\eta:=\frac{1}{2} \frac{\alpha}{C_{\mathrm{comp}}} \leq \frac{1}{2} \alpha<\frac{1}{2}, \tag{2.29}
\end{equation*}
$$

where we used $C_{\text {comp }} \geq 1$. Next, we choose $\delta$ appearing in (2.19) according to the definition (2.33) below; in particular, therefore, $\delta<\eta$ so that there exists an index $i \in \mathbb{N}$ such that $x_{*} \in B_{\eta \hat{\rho}_{i}}\left(x_{i}\right)$. We fix this index and define

$$
\begin{equation*}
\widetilde{n}\left(x_{*}\right):=\left\{j \in \mathbb{N} \mid x_{j} \in X_{N} \cap B_{\eta \hat{\rho}_{i}}\left(x_{*}\right)\right\} . \tag{2.30}
\end{equation*}
$$

Our goal in this second step is to show

$$
\begin{equation*}
\mathbf{a}^{\top} \mathbf{G}\left(x_{*}\right) \mathbf{a} \geq \sum_{j \in \tilde{n}\left(x_{*}\right)} w_{j}\left(x_{*}\right)\left|\pi\left(x_{j}\right)\right|^{2} \geq C_{\min } \sum_{j \in \tilde{n}\left(x_{*}\right)}\left|\pi\left(x_{j}\right)\right|^{2} . \tag{2.31}
\end{equation*}
$$

The first bound in (2.31) is obvious since $w_{j} \geq 0$ for all $j$. To see the second estimate, in view of (2.28), it suffices to see $\left\|x_{j}-x_{*}\right\|_{2}<\alpha \hat{\rho}_{j}$ for $j \in \widetilde{n}\left(x_{*}\right)$. Let therefore $j \in \widetilde{n}\left(x_{*}\right)$. Then

$$
\left\|x_{j}-x_{i}\right\|_{2} \leq\left\|x_{j}-x_{*}\right\|_{2}+\left\|x_{i}-x_{*}\right\|_{2}<2 \eta \hat{\rho}_{i} \leq \hat{\rho}_{i},
$$

where in the last step, we used $\eta \leq 1 / 2$. Hence, $x_{j} \in B_{\rho_{i}}\left(x_{i}\right)$, and thus $j \in n(i)$. We conclude with Assumption 2.4

$$
\hat{\rho}_{i} \leq C_{\text {comp }} \hat{\rho}_{j} \quad \forall j \in \widetilde{n}\left(x_{*}\right) .
$$

Together with the definition of $\eta$ in (2.29), we arrive at the desired bound $\left\|x_{j}-x_{*}\right\|_{2}<\eta \hat{\rho}_{i} \leq \eta C_{\text {comp }} \hat{\rho}_{j} \leq \frac{1}{2} \alpha \hat{\rho}_{j} \leq \alpha \hat{\rho}_{j}$.
Third step: To get further, we apply Lemma 2.1. Our choice of $\delta$ above is precisely the choice of Lemma 2.1 so that we can find $C>0$ depending only on $\Omega, \eta$, and $p$ such that

$$
\|\pi\|_{L^{\infty}\left(B_{\hat{\rho}_{i}}\left(x_{*}\right)\right)} \leq C \max \left\{\left|\pi\left(x_{j}\right)\right| \mid j \in \widetilde{n}\left(x_{*}\right)\right\} .
$$

Thus, we get from (2.31)

$$
\mathbf{a}^{\top} \mathbf{G}\left(x_{*}\right) \mathbf{a} \geq C\|\pi\|_{L^{\infty}\left(B_{\hat{\rho}_{i}}\left(x_{*}\right)\right)}^{2}
$$

In view of (2.21), we get from Bernstein's estimate Lemma B. 1 the existence of $C>0$ (depending only on $p, C_{\text {comp }}$ and the parameter $r$ of the cone condition) such that $\|\pi\|_{L^{\infty}\left(B_{\rho_{*}}\left(x_{*}\right)\right)} \leq C\|\pi\|_{L^{\infty}\left(B_{\hat{\rho}_{i}}\left(x_{*}\right)\right)}$. Thus, we get

$$
\begin{equation*}
\mathbf{a}^{\top} \mathbf{G}\left(x_{*}\right) \mathbf{a} \geq C\|\pi\|_{L^{\infty}\left(B_{\rho_{*}}\left(x_{*}\right)\right)}^{2} \tag{2.32}
\end{equation*}
$$

To control the smallest eigenvalue of $\mathbf{G}\left(x_{*}\right)$, we are therefore left with esti-
 We define the function $\bar{\pi}(x):=\pi\left(\left(x-x_{*}\right) / \rho_{*}\right)$ on $B_{1}(0)$ and note

$$
\bar{\pi}(x)=\sum_{k=1}^{Q} \mathbf{a}_{k} \widetilde{\pi}_{k}(x)
$$

We observe $\|\bar{\pi}\|_{L^{\infty}\left(B_{1}(0)\right)}=\|\pi\|_{L^{\infty}\left(B_{\rho_{*}}\left(x_{*}\right)\right)}$. By the equivalence of norms on finite dimensional space, we then get the existence of $C>0$ (depending solely on $p$ and the choice of the basis $\left\{\widetilde{\pi}_{k} \mid k=1, \ldots, Q\right\}$ ) such that

$$
C^{-1} \sum_{k=1}^{Q}\left|\mathbf{a}_{k}\right|^{2} \leq\|\bar{\pi}\|_{L^{\infty}\left(B_{1}(0)\right)}^{2} \leq C \sum_{k=1}^{Q}\left|\mathbf{a}_{k}\right|^{2}
$$



Figure 2.2. Notation for Lemma 2.1. Left: Ball $\widetilde{B}$. Right: Location of $\hat{x}, x_{*}, x_{j}$. This establishes the desired lower bound on the eigenvalues of $\mathbf{G}\left(x_{*}\right)$. Finally, we note that this bound holds in fact uniformly in $x_{*} \in \Omega$, thus completing the proof of (2.26).
The following lemma allows us to bound the $L^{\infty}$-norm of a polynomial in terms of values in discrete points:

Lemma 2.1. Let $X_{N}=\left\{x_{i} \mid i=1, \ldots, N\right\} \subset \mathbb{R}^{d}$ and $\left\{\rho_{i} \mid i=1, \ldots, N\right\} \subset$ $\mathbb{R}^{+}$. Let $\Omega \subset \mathbb{R}^{d}$ satisfy an interior cone condition with angle $\theta$ and radius $r>0$. Define

$$
\hat{\rho}_{i}:=\min \left\{\rho_{i}, r\right\}, \quad i=1, \ldots, N .
$$

Let $\eta \in(0,1]$ and $p \in \mathbb{N}_{0}$. Set

$$
\begin{equation*}
\delta:=\eta \frac{\sin \theta}{1+\sin \theta} \min \left\{\frac{1}{3}, \frac{1}{36 p^{2}}\right\} . \tag{2.33}
\end{equation*}
$$

Then the following holds: If $\Omega \subset \cup_{i=1}^{N} B_{\hat{\rho}_{i}}\left(x_{i}\right)$ and if for all $i \in\{1, \ldots, N\}$

$$
\begin{equation*}
\sup _{y \in B_{\hat{\rho}_{i}}\left(x_{i}\right) \cap \Omega} h(y) \leq \delta \hat{\rho}_{i}, \tag{2.34}
\end{equation*}
$$

then for each $x \in \Omega$ and any $x_{i} \in X_{N} \cap B_{\hat{\rho}_{i}}(x)$ and all $\pi \in \mathcal{P}_{p}$

$$
\begin{aligned}
\|\pi\|_{L^{\infty}\left(B_{\hat{\rho}_{i}}(x)\right)} & \leq\|\pi\|_{L^{\infty}\left(B_{2 \hat{\rho}_{i}}\left(x_{i}\right)\right)} \\
& \leq 2\left(\frac{4(1+\sin \theta)}{\eta \sin \theta}\right)^{p} \max \left\{\left|\pi\left(x_{j}\right)\right| \mid x_{j} \in X_{N} \cap B_{\eta \hat{\rho}_{i}}(x)\right\} .
\end{aligned}
$$

Proof. The proof follows the arguments of [109] and proceeds in several steps. We fix $x \in \Omega \cap B_{\hat{\rho}_{i}}\left(x_{i}\right)$ and $\pi \in \mathcal{P}_{p}$. We also define

$$
z:=\eta \frac{\sin \theta}{1+\sin \theta}
$$

and note that $\delta, z$ are chosen such that

$$
3 \delta \leq z
$$

First step: By the cone condition, there exists a cone $C_{1}=C\left(x, \xi, \theta, \eta \hat{\rho}_{i}\right) \subset \Omega$. Elementary geometric considerations (see Figure 2.2) then show the existence of a ball $\widetilde{B}=B_{z \hat{\rho}_{i}}(\hat{x})$, where $\hat{x}=x+\frac{\eta}{1+\sin \theta} \xi$ with the following properties:

$$
\begin{equation*}
\widetilde{B} \subset C_{1} \subset \Omega \cap B_{\eta \hat{\rho}_{i}}(x) \cap B_{2 \hat{\rho}_{i}}\left(x_{i}\right) . \tag{2.35}
\end{equation*}
$$

Second step: From Lemma B.1, we get

$$
\begin{equation*}
\|\pi\|_{L^{\infty}\left(B_{2 \hat{\rho}_{i}}\left(x_{i}\right)\right)} \leq\left(\frac{4}{z}\right)^{p}\|\pi\|_{L^{\infty}(\widetilde{B})} . \tag{2.36}
\end{equation*}
$$

It therefore suffices to bound $\|\pi\|_{L^{\infty}(\widetilde{B})}$ in terms of the values of $\pi$ in the discrete set $X_{N} \cap B_{\eta \hat{\rho}_{i}}(x)$. Towards this goal, we construct in this second step an $x_{j} \in X_{N} \cap B_{\eta \hat{\rho}_{i}}(x)$ that will be seen in the fourth step to have the property that $\left|\pi\left(x_{j}\right)\right|$ is comparable to $\|\pi\|_{L^{\infty}(\widetilde{B})}$. Choose $x_{*} \in \overline{\widetilde{B}}$ such that

$$
\|\pi\|_{L^{\infty}(\widetilde{B})}=\left|\pi\left(x_{*}\right)\right| .
$$

We claim the existence of $x_{j} \in X_{N} \cap \widetilde{B} \cap \overline{B_{3 \delta \hat{\rho}_{i}}\left(x_{*}\right)}$. To see this, we recall that $\hat{x}$ is the centre of $\widetilde{B}$ and define the auxiliary point

$$
\bar{x}_{*}:= \begin{cases}x_{*}+2 \delta \hat{\rho}_{i} \frac{1}{\left\|\hat{x}-x_{*}\right\|_{2}}\left(\hat{x}-x_{*}\right) & \text { if } x_{*} \neq \hat{x} \\ x_{*} & \text { if } x_{*}=\hat{x}\end{cases}
$$

Since $3 \delta \leq z$, elementary considerations show $\left\|\bar{x}_{*}-\hat{x}\right\|_{2}<(z-\delta) \hat{\rho}_{i}$; hence $\overline{B_{\delta_{\hat{\rho}_{i}}}\left(\bar{x}_{*}\right)} \subset \widetilde{B}$. The assumption (2.34) then implies the existence of an $x_{j} \in$ $X_{N} \cap \overline{B_{\delta \hat{\rho}_{i}}\left(\bar{x}_{*}\right)} \subset X_{N} \cap \widetilde{B}$. By the triangle inequality we furthermore get $x_{j} \in \overline{B_{3 \delta \hat{\rho}_{i}}\left(x_{*}\right)}$.
Third step: Let $x_{j}$ be the point constructed in the second step and set

$$
\zeta:=\frac{1}{\left\|x_{j}-x_{*}\right\|_{2}}\left(x_{j}-x_{*}\right) \quad \text { if } x_{j} \neq x_{*}
$$

If $x_{j}=x_{*}$, then choose an arbitrary $\zeta \in \mathbb{R}^{d}$ with $\|\zeta\|_{2}=1$. We claim:

$$
\left\{x_{*}+t \zeta \left\lvert\, t \in\left[0, \frac{1}{3} z \hat{\rho}_{i}\right]\right.\right\} \subset \overline{\widetilde{B}}
$$

To see this, we first note that the case $x_{*}=\hat{x}$ is trivial. We therefore assume that $x_{*} \neq \hat{x}$. From the second step we recall

$$
\begin{equation*}
\left\|\bar{x}_{*}-x_{j}\right\|_{2} \leq \delta \hat{\rho}_{i}, \quad\left\|\bar{x}_{*}-x_{*}\right\|_{2}=2 \delta \hat{\rho}_{i}, \tag{2.37}
\end{equation*}
$$

so that we can conclude

$$
\begin{equation*}
\left\|x_{j}-x_{*}\right\|_{2} \geq \delta \hat{\rho}_{i} . \tag{2.38}
\end{equation*}
$$

In order to see that $x_{*}+t \zeta \in \widetilde{B}$ for $t \in\left[0, \frac{1}{3} z \hat{\rho}_{i}\right]$ we write

$$
x_{j}=\bar{x}_{*}+\left(x_{j}-\bar{x}_{*}\right)=x_{*}+\frac{2 \delta \hat{\rho}_{i}}{\left\|\hat{x}-x_{*}\right\|_{2}}\left(\hat{x}-x_{*}\right)+\left(x_{j}-\bar{x}_{*}\right) .
$$

and compute

$$
\left\|x_{*}+t \zeta-\hat{x}\right\|_{2} \leq\left|\left\|x_{*}-\hat{x}\right\|_{2}-\frac{2 \delta \hat{\rho}_{i}}{\left\|x_{j}-x_{*}\right\|_{2}} t\right|+\frac{\left\|x_{j}-\bar{x}_{*}\right\|_{2}}{\left\|x_{j}-x_{*}\right\|_{2}} t
$$

Requiring

$$
\left|\left\|x_{*}-\hat{x}\right\|_{2}-\frac{2 \delta \hat{\rho}_{i}}{\left\|x_{j}-x_{*}\right\|_{2}} t\right|+\frac{\left\|x_{j}-\bar{x}_{*}\right\|_{2}}{\left\|x_{j}-x_{*}\right\|_{2}} t \leq z \hat{\rho}_{i}
$$

is equivalent to the following two inequalities:

$$
\begin{aligned}
\left\|x_{*}-\hat{x}\right\|_{2}-z \hat{\rho}_{i} & \leq \frac{2 \delta \hat{\rho}_{i}-\left\|x_{j}-\bar{x}_{*}\right\|_{2}}{\left\|x_{j}-x_{*}\right\|_{2}} t \quad \text { and } \\
t & \leq\left(\left\|x_{*}-\hat{x}\right\|_{2}+z \hat{\rho}_{i}\right) \frac{\left\|x_{j}-x_{*}\right\|_{2}}{2 \delta \hat{\rho}_{i}+\left\|x_{j}-\bar{x}_{*}\right\|_{2}}
\end{aligned}
$$

which are indeed both satisfied for $t \in\left[0, \frac{1}{3} z \hat{\rho}_{i}\right]$ in view of $\left\|x_{*}-\hat{x}\right\|_{2} \leq z \hat{\rho}_{i}$ and (2.37), (2.38).
Fourth step: We now turn to estimating $\left|\pi\left(x_{*}\right)\right|$ in terms of $\left|\pi\left(x_{j}\right)\right|$. To that end, we define with the vector $\zeta$ of the fourth step the polynomial

$$
p(t):=\pi\left(x_{*}+t \zeta\right), \quad t \in\left[0, \frac{1}{3} z \hat{\rho}_{i}\right]
$$

and note that $x_{j}=x_{*}+\tau \zeta$ for some $\tau$ with $0 \leq \tau \leq 3 \delta \hat{\rho}_{i}$ since $x_{j} \in \overline{B_{3 \delta \hat{\rho}_{i}}\left(x_{*}\right)}$. Additionally, we have (for $p \geq 1$ ) in view of the definition of $\delta$ that $\tau \leq \frac{1}{3} z$. Using Markov's inequality (see for example [33, Chap. 4, Thm. 1.4]), we can bound

$$
\begin{aligned}
\left|\pi\left(x_{*}\right)-\pi\left(x_{j}\right)\right| & =\left|p\left(\left\|x_{*}-x_{j}\right\|_{2}\right)-p(0)\right|=\left|\int_{0}^{\tau} p^{\prime}(t) d t\right| \\
& \leq \tau\left\|p^{\prime}\right\|_{L^{\infty}\left(0, \frac{1}{3} z \hat{\rho}_{i}\right)} \leq \frac{2 \tau p^{2}}{\frac{1}{3} z \hat{\rho}_{i}}\|p\|_{L^{\infty}\left(0, \frac{1}{3} z \hat{\rho}_{i}\right)} \leq \frac{18 \delta}{z} p^{2}\|\pi\|_{L^{\infty}(\widetilde{B})}
\end{aligned}
$$

Recalling now that $\left|\pi\left(x_{*}\right)\right|=\|\pi\|_{L^{\infty}(\tilde{B})}$, we get

$$
\|\pi\|_{L^{\infty}(\widetilde{B})} \leq \frac{1}{1-18 p^{2} \delta / z}\left|\pi\left(x_{j}\right)\right| .
$$

This estimate is also trivially true for $p=0$. We therefore conclude, since $x_{j} \in X_{N} \cap \widetilde{B} \subset X_{N} \cap B_{\eta \hat{\rho}_{i}}(x)$

$$
\|\pi\|_{L^{\infty}\left(B_{2 \hat{\rho}_{i}}\left(x_{i}\right)\right)} \leq\left(\frac{4}{z}\right)^{p} \frac{1}{1-18 p^{2} \delta / z} \max \left\{x_{j} \mid x_{j} \in X_{N} \cap B_{\eta \hat{\rho}_{i}}(x)\right\} .
$$

Using $\delta \leq \frac{1}{36 p^{2}} z$ and the definition of $z$, we arrive at the desired bound.

## Exercise 2.8.

Assumption 2.5 requires the function $w$ to be $k$-times continuously differentiable. Consider what assumptions (e.g. on the definition of $n(x)$ ) need to be changed if $w$ is in $C^{k-1,1}$.

### 2.4 Bibliographical Remarks

The construction of the $Q_{N}$ in the proof of Theorem 2.1 that is based on point evaluations of locally approximating polynomials is just one possible technique; variations of such constructions can be found in $[1,6]$. The proof of the stability result Theorem 2.3 follows in essence [109]. Variants can be found, for example, in $[1,41,55]$.
The moving least squares technique originates from scattered data approximation. Early references include [45, 97]. It is, however, just one way of generating shape functions that reproduce polynomials. Alternatives include the reproducing kernel particle methods (RKPM), [70,72-75].
One reason for introducing meshless methods is to alleviate the costly meshing. Completely regular meshes on the other hand are very simple to generate and have many advantages. With this in mind, the web-splines (weighted extended B-splines) were introduced in [57]. The computational domain is covered with a regular mesh on which standard splines can be defined easily. Appropriate adjustments near the boundary are made to be able to handle essential boundary conditions.

## 3 Approximation Properties of Radial Basis Functions

A second class of shape functions that can be motivated from scattered data interpolation are radial basis functions (RBFs). In scattered data interpolation the basic problem is as follows: given a norm $\|\cdot\|$ on $\mathbb{R}^{d}$, a function $\Phi: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$, distinct points $X_{N}=\left\{x_{i} \mid i=1, \ldots, N\right\} \subset \mathbb{R}^{d}$ and function values $f_{i}, i=1, \ldots, N$, the goal is to find $I f$ of the form

$$
\begin{equation*}
I f(\cdot)=\sum_{j=1}^{N} u_{j} \Phi\left(\left\|\cdot-x_{j}\right\|\right) \quad \text { such that } \quad I f\left(x_{i}\right)=f_{i} \quad i=1, \ldots, N \tag{3.1}
\end{equation*}
$$

The problem (3.1) represents a linear system of equations. Clearly, existence and uniqueness of $I f$ depends on the function $\Phi$. An important class for which this can be established is that of positive definite functions $\Phi$ :

Definition 3.1. A continuous function $\Phi: \mathbb{R}_{0}^{+} \rightarrow \mathbb{R}$ is positive definite, if for any set $X=\left\{x_{1}, \ldots, x_{M}\right\}$ of $M$ distinct points the Gram matrix $\mathbf{G} \in \mathbb{R}^{M \times M}$ with entries $\mathbf{G}_{i j}=\Phi\left(\left\|x_{i}-x_{j}\right\|\right)$ is symmetric positive definite.

Proposition 3.1. If $\Phi$ is positive definite, then the interpolation problem (3.1) is uniquely solvable.

## Proof. Exercise.

## Example 3.1.

Classically, the norm $\|\cdot\|$ on $\mathbb{R}^{d}$ is taken to be the Euclidean norm $\|\cdot\|_{2}$. Popular examples of radial basis functions $\Phi$ are the Gaussians $\left(\Phi(r)=e^{-r^{2}}\right)$, Hardy's multiquadrics $\Phi(r)=\sqrt{1+r^{2}}$, and the inverse multiquadrics $\Phi(r)=$ $\left(1+r^{2}\right)^{-1 / 2}$. It is also a widely used practise to employ scaled versions, that is, to use the function $\widetilde{\Phi}(r)=\Phi(r / h)$ with a suitable scaling parameter $h>0$. These RBFs can be used for scattered data interpolation in any dimension. Another class is obtained by taking the fundamental solution of the iterated Laplacian $\Delta^{m}$. For $2 m \geq d$, these RBFs are given by $\Phi(r)=r^{2 m-d} \ln r$ if $d$ is even and $\Phi(r)=r^{2 m-d}$ if $d$ is odd. The function $\Phi$ in the special case $m=d=2$ is called the thin-plate spline since in the Kirchhoff plate model, which is a biharmonic equation, the deflection of an infinite plate under a point load coincides with $\Phi$ (up to scaling).

The functions of Example 3.1 do not have bounded support. As was shown in $[106,107]$ it is possible to construct RBFs that have compact support:

## Example 3.2.

A class of RBFs $\Phi_{d^{\prime}, k}, k \in \mathbb{N}_{0}$ for applications in spatial dimension $d \leq d^{\prime}$ are the compactly supported RBFs of H . Wendland, $[106,107]$. A few examples of this class are:

| function | smoothness | for problems in $\mathbb{R}^{d}$ |
| :--- | :---: | :---: |
| $\Phi_{1,0}(r)=(1-r)_{+}$ | $C^{0}$ | $d=1$ |
| $\Phi_{1,1}(r)=(1-r)_{+}^{3}(3 r+1)$ | $C^{2}$ | $d=1$ |
| $\Phi_{1,2}(r)=(1-r)_{+}^{5}\left(8 r^{2}+5 r+1\right)$ | $C^{4}$ | $d=1$ |
| $\Phi_{3,0}(r)=(1-r)_{+}^{2}$ | $C^{0}$ | $d \leq 3$ |
| $\Phi_{3,1}(r)=(1-r)_{+}^{4}(4 r+1)$ | $C^{2}$ | $d \leq 3$ |
| $\Phi_{3,2}(r)=(1-r)_{+}^{6}+\left(35 r^{2}+18 r+3\right)$ | $C^{4}$ | $d \leq 3$ |

With the exception of $\Phi_{1,0}, \Phi_{3,0}$, the functions $\Phi_{k, d^{\prime}}$ satisfy Assumption 3.1 below (see [107] and Exercise 3.1) and hence are positive definite. As in Example 3.1 scaled version $\Phi_{k, d}(r / \rho)$ for a scaling parameter $\rho>0$ are frequently employed as well.

### 3.1 Analysis of a Class of RBFs

We consider the following class of RBF functions $x \mapsto \Phi\left(\|x\|_{2}\right)$ :
Assumption 3.1. The Fourier transform ${ }^{2} \psi$ of the function $x \mapsto \Phi\left(\|x\|_{2}\right)$ satisfies for some $\tau>d / 2$ and $C>0$

$$
C^{-1}\left(1+\|\xi\|_{2}^{2}\right)^{-\tau} \leq \psi(\xi) \leq C\left(1+\|\xi\|_{2}^{2}\right)^{-\tau} \quad \forall \xi \in \mathbb{R}^{d}
$$

$\overline{{ }^{2} \hat{f}(\xi)=\frac{1}{(2 \pi)^{d}}} \int_{\mathbb{R}^{d}} f(x) e^{-\mathbf{i} x \cdot \xi} d x$ denotes the Fourier transform $\hat{f}$ of a function $f$. The inversion formula takes the form $f(x)=\int_{\mathbb{R}^{d}} \hat{f}(\xi) e^{\mathbf{i} x \cdot \xi} d \xi$.

The set of RBFs that satisfy Assumption 3.1 is not empty:
Exercise 3.1.
Check that the compactly supported $\operatorname{RBF} \Phi_{1,1}$ of Example 3.2 for $d=1$ satisfies Assumption 3.1 with $\tau=2$.

The strict positivity of $\psi$ stipulated in Assumption 3.1 allows us to define an inner product $\langle\cdot,\rangle_{\Phi}$ and the corresponding Hilbert space $H_{\Phi}$, which is called the "native space":

$$
\begin{equation*}
\langle f, g\rangle_{\Phi}:=\int_{\mathbb{R}^{d}} \frac{1}{\psi} \hat{f}(\xi) \overline{\hat{g}(\xi)} d \xi, \quad H_{\Phi}:=\left\{f \mid\|f\|_{\Phi}^{2}:=\langle f, f\rangle_{\Phi}<\infty\right\} \tag{3.2}
\end{equation*}
$$

We have
Proposition 3.2. Let $\Phi$ satisfy Assumption 3.1. Then

1. $H_{\Phi} \subset C\left(\mathbb{R}^{d}\right)$.
2. $H_{\Phi}=H^{\tau}\left(\mathbb{R}^{d}\right)$ with equivalent norms.
3. $\Phi \in H_{\Phi}$.
4. $\Phi$ is positive definite.

Proof. The second assertion is just one of several equivalent definitions of the Sobolev spaces $H^{\tau}\left(\mathbb{R}^{d}\right)$. The other assertions are left as an exercise.

Theorem 3.1. Let Assumption 3.1 be valid. Then for distinct points $X_{N}=$ $\left\{x_{i} \mid i=1, \ldots, N\right\}$ and $f \in H_{\Phi}$ the scattered interpolation problem:

$$
\begin{aligned}
& \text { Find If } \in V_{N}:=\operatorname{span}\left\{\Phi\left(\left\|\cdot-x_{i}\right\|_{2}\right) \mid i=1, \ldots, N\right\} \\
& \text { such that } \quad I f\left(x_{i}\right)=f\left(x_{i}\right) \quad i=1, \ldots, N,
\end{aligned}
$$

has a unique solution, which satisfies

$$
\begin{equation*}
\langle f-I f, v\rangle_{\Phi}=0 \quad \forall v \in V_{N} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\|f-I f\|_{\Phi}=\min _{v \in V_{N}}\|f-v\|_{\Phi} \tag{3.4}
\end{equation*}
$$

Proof. Existence and unique follows from the fact that $x \mapsto \Phi\left(\|x\|_{2}\right)$ is positive definite. The orthogonality relation can be seen as follows: The function $v_{k}=\Phi\left(\left\|\cdot-x_{k}\right\|_{2}\right)$ satisfies $v_{k} \in V_{N}$ and $\widehat{v}_{k}(\xi)=\psi(\xi) e^{\mathbf{i} x_{k} \xi}$. Next,

$$
\left\langle f-I f, v_{k}\right\rangle_{\Phi}=\int_{\mathbb{R}^{d}} \frac{1}{\psi}(\hat{f}-\widehat{I f}) \psi e^{\mathbf{i} x_{k} \xi} d \xi=f\left(x_{k}\right)-I f\left(x_{k}\right)=0
$$

where the last step follows from the interpolation property. Hence, (3.3) is true. This orthogonality relation implies the best approximation result (3.4) in the $\|\cdot\|_{\Phi}$-norm in the standard way (see for example the proof of Céa's Lemma in [23, Thm. 2.8.1]).

Corollary 3.1 (stability of scattered data interpolation). Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain (or $\Omega=\mathbb{R}^{d}$ ). Let $X_{N}=\left\{x_{i} \mid i=1, \ldots, N\right\} \subset \Omega$ and suppose Assumption 3.1. Then for all $f \in H^{\tau}(\Omega)$

$$
\|f-I f\|_{H^{\tau}(\Omega)} \leq C\|f\|_{H^{\tau}(\Omega)}
$$

Proof. We will only treat the case of $\Omega$ being a Lipschitz domain. Let $E$ : $H^{\tau}(\Omega) \rightarrow H^{\tau}\left(\mathbb{R}^{d}\right)$ be the universal extension operator of Theorem A.1. Since $X_{N} \subset \Omega$, we have $E f\left(x_{i}\right)=f\left(x_{i}\right), i=1, \ldots, N$. By Proposition 3.2, the interpolant If exists and is unique. Since $H^{\tau}\left(\mathbb{R}^{d}\right)=H_{\Phi}$, we have $E f \in H_{\Phi}$. By Proposition 3.2 and Theorem 3.1 we arrive at

$$
\begin{aligned}
\|E f-I f\|_{H^{\tau}\left(\mathbb{R}^{d}\right)}^{2} & \leq C\langle E f-I f, E f-I f\rangle_{\Phi}=C\langle E f-I f, E f\rangle_{\Phi} \\
& \leq C\|E f-I f\|_{\Phi}\|E f\|_{\Phi} \leq C\|E f-I f\|_{H^{\tau}\left(\mathbb{R}^{d}\right)}\|E f\|_{H^{\tau}\left(\mathbb{R}^{d}\right)} \\
& \leq C\|E f-I f\|_{H^{\tau}\left(\mathbb{R}^{d}\right)}\|f\|_{H^{\tau}(\Omega)}
\end{aligned}
$$

We conclude $\|E f-I f\|_{H^{\tau}\left(\mathbb{R}^{d}\right)} \leq C\|f\|_{H^{\tau}(\Omega)}$. Since $E f=f$ on $\Omega$ and trivially $\|E f-I f\|_{H^{\tau}(\Omega)} \leq C\|E f-I f\|_{H^{\tau}\left(\mathbb{R}^{d}\right)}$, the proof is complete.

This stability result is the key to approximation results for the scattered data interpolant $I f$ :

Corollary 3.2. Let Assumption 3.1 be satisfied and let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain. Define the fill distance

$$
\begin{equation*}
h:=\sup _{x \in \Omega} \min _{i=1, \ldots, N}\left\|x-x_{i}\right\|_{2} . \tag{3.5}
\end{equation*}
$$

Then there exists $C>0$ such that for $f \in H^{\tau}(\Omega)$ there holds

$$
\|f-I f\|_{H^{s}(\Omega)} \leq C h^{\tau-s}\|f\|_{H^{\tau}(\Omega)}, \quad 0 \leq s \leq \tau
$$

Proof. We proceed in two steps.
First step: By Theorem 3.1, the linear operator $\operatorname{Id}-I: H^{\tau}(\Omega) \rightarrow V_{N} \subset$ $H^{\tau}(\Omega)$ satisfies $\|\operatorname{Id}-I\|_{H^{\tau}(\Omega) \rightarrow H^{\tau}(\Omega)} \leq C$. If we can show the claim for $s=0$,

$$
\|\operatorname{Id}-I\|_{H^{\tau}(\Omega) \rightarrow L^{2}(\Omega)} \leq C h^{\tau}
$$

then the desired bound $\|\operatorname{Id}-I\|_{H^{\tau}(\Omega) \rightarrow H^{s}(\Omega)} \leq C h^{\tau-s}$ for any $s \in[0, \tau]$ follows by interpolation. We are thus left with showing the special case $s=0$. Second step: Choose $p \in \mathbb{N}_{0}$ such that $\tau \leq p$. By Lemma 2.1 there exist $C$, $\hat{C}>0$ depending only on $\Omega$ such that for $\rho=C h$ we have for all balls $B_{\rho}(x)$, $x \in \Omega$ :

$$
\begin{equation*}
\|\pi\|_{L^{\infty}\left(B_{\rho}(x)\right)} \leq \hat{C} \max _{x_{i} \in B_{\rho}(x)}\left|\pi\left(x_{i}\right)\right| \quad \forall \pi \in \mathcal{P}_{p} \tag{3.6}
\end{equation*}
$$

We cover $\Omega \subset \bigcup_{x \in \Omega} \overline{B_{\rho}(x)}$. By the Besicovitch covering theorem, Theorem A.3, we can extract from the cover $\mathcal{B}=\left\{\overline{B_{\rho}(x)} \mid x \in \Omega\right\}$ a subcover
$\mathcal{B}_{j}, i=j, \ldots, M$, with the following properties: $\Omega \subset \cup_{j=1}^{M} \cup_{\bar{B} \in \mathcal{B}_{j}} \bar{B}$ and each collection $\mathcal{B}_{j}$ consists of countably many disjoint balls.
We set $z:=f-I f$ and assume for notational convenience, as we may using the extension operator of Theorem A.1, that $z$ is defined on $\mathbb{R}^{d}$ with $\|z\|_{H^{\tau}\left(\mathbb{R}^{d}\right)} \leq$ $C\|z\|_{H^{\tau}(\Omega)}$. For each ball $\bar{B}$ of $\cup_{j=1}^{M} \mathcal{B}_{j}$ we select $Q \in \mathcal{P}_{p}$ as given by the polynomial approximation result Theorem B.1. We can then bound with the triangle inequality and the polynomial inverse estimate of Theorem B. 2

$$
\|z\|_{L^{2}(B)} \leq\|z-Q\|_{L^{2}(B)}+\|Q\|_{L^{2}(B)} \leq C\left\{\rho^{\tau}\|z\|_{H^{\tau}(B)}+\rho^{d / 2}\|Q\|_{L^{\infty}(B)}\right\}
$$

Our choice of the balls $B$ in $\mathcal{B}$ guarantees (3.6). Hence, we can estimate

$$
\|Q\|_{L^{\infty}(B)} \leq \hat{C} \max \left\{\left|Q\left(x_{i}\right)\right| \mid x_{i} \in \bar{B}\right\}=C \sup \left\{\left|Q\left(x_{i}\right)\right| \mid x_{i} \in B\right\}
$$

Since $z$ vanishes in the interpolation points $x_{i}$, we get

$$
\begin{aligned}
\|Q\|_{L^{\infty}(B)} & \leq \hat{C} \sup \left\{\left|Q\left(x_{i}\right)-z\left(z_{i}\right)\right| \mid x_{i} \in B\right\} \\
& \leq \hat{C}\|z-Q\|_{L^{\infty}(B)} \leq C \rho^{\tau-d / 2}\|z\|_{H^{\tau}(B)}
\end{aligned}
$$

where we used again the approximation properties in $L^{\infty}$ ascertained in Theorem B.1. Using the fact that $\Omega \subset \cup_{j=1}^{M} \cup_{\bar{B} \in \mathcal{B}_{j}} \bar{B}$ and that for each $j \in\{1, \ldots, M\}$ the balls of the collection $\mathcal{B}_{j}$ are pairwise disjoint, we get

$$
\|z\|_{L^{2}(\Omega)}^{2} \leq \sum_{j=1}^{M} \sum_{\bar{B} \in \mathcal{B}_{j}}\|z\|_{L^{2}(B)}^{2} \leq C \rho^{2 \tau} \sum_{j=1}^{M} \sum_{\bar{B} \in \mathcal{B}_{j}}\|z\|_{H^{\tau}(B)}^{2} \leq C \rho^{2 \tau} \sum_{j=1}^{M}\|z\|_{H^{\tau}(\Omega)}^{2}
$$

This concludes the proof in view of the stability result Corollary 3.1.
It is of interest to consider functions $f \in H^{k}(\Omega)$ with $k<\tau$. Since in this case the function $f$ may not be continuous, we cannot define the scattered data interpolant; nevertheless, the space $V_{N}=\operatorname{span}\left\{\Phi\left(\left\|\cdot-x_{i}\right\|_{2}\right) \mid i=1, \ldots, N\right\}$ can still have good approximation properties. Indeed, we have the following:

Proposition 3.3. Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain. Assume that $\Phi$ satisfies Assumption 3.1. Let $X_{N}$ be a particle distribution with fill distance $h$ given by (3.5). Set $V_{N}:=\operatorname{span}\left\{\Phi\left(\left\|\cdot-x_{i}\right\|_{2}\right) \mid x_{i} \in X_{N}\right\}$. Then for $0 \leq k \leq \tau$ and real numbers $0 \leq s_{1} \leq \cdots \leq s_{m}=k$, we have for some $C>0$ independent of $h$ and $f$ :

$$
\inf _{v \in V_{N}} \sum_{j=1}^{m} h^{s_{j}}\|f-v\|_{H^{s_{j}}(\Omega)} \leq C h^{k}\|f\|_{H^{k}(\Omega)}
$$

Proof. We will prove the following, weaker statement:

$$
\begin{equation*}
\inf _{v \in V_{N}}\|f-v\|_{H^{s}(\Omega)} \leq C h^{k-s}\|f\|_{H^{k}(\Omega)}, \quad 0 \leq s \leq k \tag{3.7}
\end{equation*}
$$

The statement of the proposition then follows from (3.7) and a result on simultaneous approximation in Sobolev space, [22]. To see (3.7), fix $s$ and let $\Pi: H^{s}(\Omega) \rightarrow V_{N}$ be the $H^{s}(\Omega)$-orthogonal projection. Then by Corollary 3.2

$$
\|\operatorname{Id}-\Pi\|_{H^{s}(\Omega) \rightarrow H^{s}(\Omega)}=1, \quad\|\operatorname{Id}-\Pi\|_{H^{\tau}(\Omega) \rightarrow H^{s}(\Omega)} \leq C h^{\tau-s}
$$

Since the space $H^{k}(\Omega)$ can be obtained by interpolation between $H^{s}(\Omega)$ and $H^{\tau}(\Omega)$ we arrive at the desired bound.

### 3.2 Bibliographical Remarks

The presentation here follows [86]. The presentation is restricted to positive definite RBFs for simplicity. A very important, more general class of functions is that of conditionally positive RBFs: For given $p \in \mathbb{N}_{0}$, norm $\|\cdot\|$ on $\mathbb{R}^{d}$, a function $\Phi(\|\cdot\|)$ is called conditionally positive definite if for any set $X_{M}=\left\{x_{1}, \ldots, x_{M}\right\}$ of distinct points, the matrix $\mathbf{G} \in \mathbb{R}^{M \times M}$ defined by $\mathbf{G}_{i j}=\Phi\left(\left\|x_{i}-x_{j}\right\|\right)$ is positive definite on the set subspace $\{\mathbf{a} \in$ $\left.\mathbb{R}^{M} \mid \sum_{k=1}^{M} \mathbf{a}_{k} \pi\left(x_{k}\right)=0 \quad \forall \pi \in \mathcal{P}_{p}\right\}$. The interpolation problem (3.1) is then replaced with the problem of finding $I f$ of the form $\sum_{j=1}^{N} u_{j} \Phi\left(\left\|\cdot-x_{j}\right\|\right)+\pi$ for a $\pi \in \mathcal{P}_{p}$ such that $I f\left(x_{i}\right)=f_{i}$ for $i=1, \ldots, N$. For a detailed survey of RBF functions we refer to $[25,26,61,110]$.
The approximation theory for RBFs can be traced back to the work of Duchon, [35, 36], where in particular the RBFs $\Phi$ that are fundamental solutions of the iterated Laplacian are analyzed.
The approximation result Proposition 3.3 is just one example of a setting where the function $f$ to be approximated is not in the native space $H_{\Phi}$. We refer to [24] and the reference there for a more detailed discussion.
It should be noted that even for the compactly supported radial basis functions of Example 3.2 the Gram matrix $\mathbf{G}$ of the interpolation problem or the stiffness matrix, if they are used as shape functions in Galerkin methods, is not sparse. Multiresolution analysis ideas have been proposed and employed in the context of radial basis functions. For example, if for each level $l \in\{0, \ldots, L\}$ a collection of points $x_{i, l}, i=1, \ldots, N_{l}$, is given or constructed, one can approximate from the space $\operatorname{span}\left\{\Phi\left(\left\|\left(\cdot-x_{i, l}\right) / h_{l}\right\|_{2}\right) \mid i=\right.$ $\left.1, \ldots, N_{l}, l=0, \ldots, L\right\}$, where the scaling parameters $h_{l}$ are additional, suitably chosen parameters. We refer [61] and the references there for more details.

## 4 Partition of Unity Method and Generalized FEM

The approximation properties of the spaces discussed in Sections 2, 3 ultimately rely on the local approximation properties of polynomials. The Partition of Unity Method/generalized FEM [7, 9, 78, 79, 82, 101-103] is a generalization of the classical FEM and the above approaches in that it allows the creation of special approximation spaces that are tailored to a particular problem. As we will see in Theorem 4.1, one can construct, starting from local approximation spaces $V_{i}$, a global approximation space $V$ by means of a partition of unity, where the global space $V$ inherits the approximation properties from the local spaces $V_{i}$. As we will illustrate in Section 5, the approximation properties of the local spaces $V_{i}$ need not rely on those of polynomials.

### 4.1 Approximation Theory

Theorem 4.1. Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain and let $\left\{\psi_{i} \mid i=1, \ldots, N\right\}$ be a collection of $W^{1, \infty}(\Omega)$ functions. Set $\Omega_{i}:=\left(\operatorname{supp} \psi_{i}\right)^{\circ} \subset \Omega, h_{i}:=$ $\operatorname{diam} \Omega_{i}$, and assume

$$
\begin{array}{ll}
\left\|\psi_{i}\right\|_{L^{\infty}(\Omega)} \leq C_{\infty}, & \left\|\nabla \psi_{i}\right\|_{L^{\infty}(\Omega)} \leq \frac{C_{G}}{h_{i}} \quad i=1, \ldots, N, \\
\sum_{i=1}^{N} \psi_{i} \equiv 1 \quad \text { on } \Omega, & \sup _{x \in \Omega} \operatorname{card}\left\{i \in \mathbb{N} \mid x \in \Omega_{i}\right\} \leq M
\end{array}
$$

Assume that each $\Omega_{i}, i=1, \ldots, N$, is a Lipschitz domain as well. For each $i \in\{1, \ldots, N\}$ let $V_{i} \subset H^{1}\left(\Omega_{i}\right)$ be given and set

$$
\begin{equation*}
V:=\sum_{i=1}^{N} \psi_{i} V_{i}=\left\{\sum_{i=1}^{N} \psi_{i} v_{i} \mid v_{i} \in V_{i}\right\} . \tag{4.1}
\end{equation*}
$$

Then $V \subset H^{1}(\Omega)$.
Assume that for a given $u \in H^{1}(\Omega)$ the spaces $V_{i}$ have a local approximation property, that is there exist $v_{i} \in V_{i}$ such that

$$
\begin{equation*}
\left\|u-v_{i}\right\|_{L^{2}\left(\Omega_{i}\right)}=: \varepsilon_{1}(i), \quad\left\|\nabla\left(u-v_{i}\right)\right\|_{L^{2}\left(\Omega_{i}\right)}=: \varepsilon_{2}(i) . \tag{4.2}
\end{equation*}
$$

Then the approximant $v:=\sum_{i=1}^{N} \psi_{i} v_{i} \in V$ satisfies

$$
\begin{align*}
\|u-v\|_{L^{2}(\Omega)}^{2} & \leq M C_{\infty}^{2} \sum_{i=1}^{N}\left|\varepsilon_{1}(i)\right|^{2}  \tag{4.3}\\
\|\nabla(u-v)\|_{L^{2}(\Omega)}^{2} & \leq 2 M \sum_{i=1}^{N}\left[\left(\frac{C_{G}}{h_{i}}\right)^{2}\left|\varepsilon_{1}(i)\right|^{2}+C_{\infty}^{2}\left|\varepsilon_{2}(i)\right|^{2}\right] . \tag{4.4}
\end{align*}
$$

Proof. The assumption that the patches $\Omega_{i}$ be Lipschitz domain is required to ensure that $V \subset H^{1}(\Omega)$ as we now show: By the extension result Theorem A.1, there exist extension operators $E_{i}: H^{1}\left(\Omega_{i}\right) \rightarrow H^{1}\left(\mathbb{R}^{d}\right)$. For each $i \in\{1, \ldots, N\}$ we choose $v_{i} \in V_{i}$. We then check that $\psi_{i}\left(E_{i} v_{i}\right) \in H^{1}(\Omega)$ as the product of a Lipschitz continuous function and an $H^{1}(\Omega)$-function. Hence, $\sum_{i=1}^{N} \psi_{i} E_{i} v_{i} \in H^{1}(\Omega)$. By the support properties of the functions $\psi_{i}$ we get $\sum_{i=1}^{N} \psi_{i} v_{i}=\sum_{i=1}^{N} \psi_{i} E_{i} v_{i}$. In this way, we see that $V=\sum_{i=1}^{N} \psi_{i} V_{i} \subset H^{1}(\Omega)$. We will now prove (4.4) and leave (4.3) as an exercise. Using $\sum_{i=1}^{N} \psi_{i} \equiv 1$ on $\Omega$ we can write with the product rule

$$
\nabla\left(u-\sum_{i=1}^{N} \psi_{i} v_{i}\right)=\nabla \sum_{i=1}^{N} \psi_{i}\left(u-v_{i}\right)=\sum_{i=1}^{N}\left(u-v_{i}\right) \nabla \psi_{i}+\psi_{i} \nabla\left(u-v_{i}\right)
$$

This allows us to bound the error $e:=u-\sum_{i=1}^{N} \psi_{i} v_{i}$ by

$$
\begin{equation*}
\int_{\Omega}|e|^{2} d x \leq 2 \int_{\Omega}\left|\sum_{i=1}^{N}\left(u-v_{i}\right) \nabla \psi_{i}\right|^{2}+\left|\sum_{i=1}^{N} \psi_{i} \nabla\left(u-v_{i}\right)\right|^{2} d x \tag{4.5}
\end{equation*}
$$

The assumption $\sup _{x \in \Omega} \operatorname{card}\left\{i \mid x \in \Omega_{i}\right\} \leq M$ implies that for each fixed $x \in \Omega$ each of the sums consists of at most $M$ terms. Hence, exploiting the bound $\left(\sum_{j=1}^{M}\left|a_{j}\right|\right)^{2} \leq M \sum_{j=1}^{M}\left|a_{j}\right|^{2}$, which is valid for any finite sequence $\left(a_{j}\right)_{j=1}^{M}$, and using the bounds on the functions $\psi_{i}, \nabla \psi_{i}$, we arrive at

$$
\begin{aligned}
\left|\sum_{i=1}^{N}\left(u-v_{i}\right)(x) \nabla \psi_{i}(x)\right|^{2} & \leq M \sum_{i=1}^{N}\left|\nabla \psi_{i}(x)\right|^{2}\left|\left(u-v_{i}\right)(x)\right|^{2} \\
& \leq M C_{G}^{2} \sum_{i=1}^{N} \frac{1}{h_{i}^{2}}\left|\left(u-v_{i}\right)(x)\right|^{2} \\
\left|\sum_{i=1}^{N} \psi_{i}(x) \nabla\left(u-v_{i}\right)(x)\right|^{2} & \leq M \sum_{i=1}^{N}\left|\psi_{i}(x)\right|^{2}\left|\nabla\left(u-v_{i}\right)(x)\right|^{2} \\
& \leq M C_{\infty}^{2} \sum_{i=1}^{N}\left|\nabla\left(u-v_{i}\right)(x)\right|^{2} .
\end{aligned}
$$

Inserting these bounds in (4.5) then gives the desired estimate.

## Remark 4.1.

Theorem 4.1 is formulated for $L^{2}$-based spaces-an extension to spaces $W^{k, q}$, $1 \leq q<\infty$ is possible. If the partition of unity is smoother, that is $\psi_{i} \in$ $W^{k, \infty}(\Omega)$ and the local spaces $V_{i}$ satisfy $V_{i} \subset H^{k}\left(\Omega_{i}\right)$, then again $V \subset$ $H^{k}(\Omega)$ and analogous approximation results in $H^{k}$ can be obtained. Thus, applications requiring subspaces of $H^{k}(\Omega)$ instead of $H^{1}(\Omega)$ as approximation spaces can easily be constructed.

A prominent example of a partition of unity satisfying the assumptions of Theorem 4.1 consists of the standard basis of a FEM space:

## Example 4.1.

Let $\mathcal{T}$ be a shape-regular mesh on a domain $\Omega \subset \mathbb{R}^{d}$. Let $\left\{x_{i} \mid i=1, \ldots, N\right\}$ be the vertices of $\mathcal{T}$ and let $\left\{\psi_{i} \mid i=1, \ldots, N\right\}$ be the standard piecewise linear basis of $S^{1,1}(\mathcal{T})$. Then $\left\{\psi_{i} \mid i=1, \ldots, N\right\}$ is a partition of unity satisfying the assumptions of Theorem 4.1.

Remark 4.2.
Partitions of unity are systems of functions that reproduce polynomials of degree $p=0$. Hence, one can obtain a partition of unity with the Shephard construction of Exercise 2.4 from a collection of particles $X_{N}=\left\{x_{i} \mid i=\right.$ $1, \ldots, N\}$ and corresponding weight functions $w_{i}, i=1, \ldots, N$. As discussed in Section 2.3, the regularity of the shape functions obtained in this way is determined by the regularity of the weight functions $w_{i}$.
Of particular note in the Shephard construction is the case when each patch $\Omega_{i}$ contains an open subset $\Omega_{i}^{\prime}$ such that $\Omega_{i}^{\prime} \cap \Omega_{j}=\emptyset$ for $j \neq i$. Then $\psi_{i} \equiv 1$ on $\Omega_{i}^{\prime}$. Such a partition of unity is employed in the particle partition of unity method of [96].

For practical implementations, it is important to identify a basis of the space $V$. It appears natural to base it on bases $\mathcal{B}_{i}=\left\{b_{i, j} \mid j=1, \ldots, \operatorname{dim} V_{i}\right\}, i=$ $1, \ldots, N$, and consider the set $\mathcal{B}=\left\{\psi_{i} b_{i, j} \mid i=1, \ldots, N, j=1, \ldots, \operatorname{dim} V_{i}\right\}$. In general $\mathcal{B}$ is not a basis of $V$ as the following exercise shows:

Exercise 4.1.
Let $\Omega=(0,1)$ and $0=x_{0}<x_{1}<\cdots x_{N}=1$ be a partition of $\Omega$. let $\psi_{i}$, $i=0, \ldots, N$, be the standard piecewise linear hat function associated with node $x_{i}$. Let $V_{i}=\mathcal{P}_{p}=\operatorname{span}\left\{b_{j} \mid j=0, \ldots, p\right\}$ for each $i=0, \ldots, p$. Show by a dimension argument that $\left\{\psi_{i} b_{j} \mid i=0, \ldots, N, j=0, \ldots, p\right\}$ is not a basis of $V=\sum_{i=0}^{N} \psi_{i} V_{i}$.
If the partition of unity is suitably chosen, then the set $\mathcal{B}$ is a basis of $V$ :
Exercise 4.2.
Let the partition of unity $\left\{\psi_{i} \mid i=1, \ldots, N\right\}$ be such that for each $i$ there exists an open set $\Omega_{i}^{\prime}$ with $\Omega_{i}^{\prime} \cap \operatorname{supp} \psi_{j}=\emptyset$ for all $j \neq i$. Show: The set $\mathcal{B}$ is a basis of $V$. This fact is exploited in the particle partition of unity of [96].

### 4.2 Example: Polynomial Local Approximation Spaces

There are several ways to employ the approximation result Theorem 4.1 in a numerical scheme. One way is to use polynomials as local approximation spaces $V_{i}$; the partition of unity method could, for example, be obtained from a collection of particles and the partition of unity is based on the Shepard function of Exercise 2.4. This is approach is pursued in a series of papers
by Griebel and Schweitzer [47-51] and collected in the monograph [96]. The approximation properties of this method are comparable to the classical FEM as is shown in the following Exercises 4.3, 4.4.

Exercise 4.3.
Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain. For each patch $\Omega_{i}$ choose a polynomial degree $p_{i} \in \mathbb{N}_{0}$ and set $V_{i}:=\mathcal{P}_{p_{i}}$. For each $i \in\{1, \ldots, N\}$ let $\widetilde{B}_{i}$ be a ball of diameter $\operatorname{diam} \widetilde{B}_{i} \leq C h_{i}$ such that $\Omega_{i} \subset \widetilde{B}_{i}$. Assume additionally that the balls $\widetilde{B}_{i}$ satisfy an overlap condition, that is

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{d}}\left\{i \mid x \in \widetilde{B}_{i}\right\} \leq M \tag{4.6}
\end{equation*}
$$

Show: Under the hypotheses of Theorem 4.1 on the functions $\psi_{i}$ there holds

$$
\inf _{v \in V_{N}}\|u-v\|_{H^{1}(\Omega)}^{2} \leq C \sum_{i=1}^{N} h_{i}^{2\left(\min \left\{p_{i}+1, k\right\}-1\right)}\|u\|_{H^{k}\left(\widetilde{B}_{i}\right)}^{2}
$$

In particular, if $p_{i}=p$ for all $i$ and if we set $h:=\max h_{i}$, then

$$
\inf _{v \in V_{N}}\|u-v\|_{H^{1}(\Omega)}^{2} \leq C h^{2 \min \{p, k-1\}}\|u\|_{H^{k}(\Omega)}^{2}
$$

The size $\operatorname{diam} \widetilde{B}_{i}$ of the ball $\widetilde{B}_{i}$ in Exercise 4.3 plays the role of the local mesh size in the classical FEM. Graded meshes can also be simulated as illustrated in the following exercise.

Exercise 4.4.
Continue Exercise 4.3 for the approximation of singularity functions of the form $u(r, \varphi)=r^{\alpha} \Theta(\varphi)$ as discussed in Exercise 2.3. Let $\Omega=(0,1 / 2)^{2}$, let $X_{N}$ be the particle distribution given in Exercise 2.3 with $\beta>p / \alpha$. Let the patches $\Omega_{i}$ be such that $x_{i} \in \Omega_{i} \subset \widetilde{B}_{i}$, where $\widetilde{B}_{i}=B_{\rho_{i}}\left(x_{i}\right)$ with $\rho_{i}$ given in Exercise 2.3. Let $V_{i}=\mathcal{P}_{p}$ as in the preceding exercise. Show: (4.6) holds, and the approximation space $V$ satisfies

$$
\inf _{v \in V}\|u-v\|_{H^{1}(\Omega)} \leq C N^{-p}
$$

that is the optimal rate of convergence is achieved.

## 5 Examples of Operator Adapted Approximation Spaces

Theorem 4.1 allows us to construct approximation spaces $V$ where the global space $V$ inherits the approximation properties of the local spaces $V_{i}$. These spaces can be custom tailored to the approximation of a function $u$. We illustrate this with a few examples.


Figure 5.1. Left: Convergence of the classical FEM. Right: Convergence of the PUM.

### 5.1 A One-Dimensional Example

We consider the following one-dimensional model problem:

$$
\begin{equation*}
L u:=-\left(a(M x) u^{\prime}\right)^{\prime}+b(x) u=f \quad \text { on } \Omega=(0,1), \quad u(0)=u(1)=0 \tag{5.1}
\end{equation*}
$$

where $M \in \mathbb{N}$ and $a \in L^{\infty}(\mathbb{R})$ is 1-periodic. Additionally, we assume ellipticity, that is $0<\underline{a} \leq a(x)$ for all $x \in \mathbb{R}$ and $0 \leq b(x) \leq\|b\|_{L^{\infty}(\Omega)}$ for all $x \in \Omega$. If $M$ is large, then the coefficient $a(M \cdot)$ is highly oscillatory and so is the solution $u$. The standard FEM performs poorly in the situation, namely, convergence is only observed under the assumption of scale resolution, that is if the mesh size $h$ is sufficiently small to resolve all scales. The following example illustrates this.

## Example 5.1.

We consider the case $a=\frac{1}{2+\cos (2 \pi x)}, b \equiv 0$, and $f \equiv 1$. In the left graph in Figure 5.1 we show the convergence behaviour of the classical FEM based on the space $S_{0}^{1,1}(\mathcal{T})$ on uniform meshes. The error measure is relative error in the energy norm, that is

$$
\begin{equation*}
\frac{\left\|u-u_{N}\right\|_{E}}{\|u\|_{E}}=\sqrt{\frac{\int_{\Omega} a(M x)\left|\left(u-u_{N}\right)^{\prime}\right|^{2} d x}{\int_{\Omega} a(M x)\left|u^{\prime}\right|^{2} d x}} \tag{5.2}
\end{equation*}
$$

The solution $u$ can be computed analytically and it can be checked that $\left\|u^{\prime}\right\|_{L^{2}(\Omega)} \sim M$ and $\left\|u^{\prime \prime}\right\|_{L^{2}(\Omega)}=O\left(M^{2}\right)$. The classical FEM convergence analysis then gives

$$
\begin{equation*}
\frac{\left\|\left(u-u_{N}\right)^{\prime}\right\|_{L^{2}(\Omega)}}{\left\|u^{\prime}\right\|_{L^{2}(\Omega)}} \leq C \min \left\{1, \frac{h\left\|u^{\prime \prime}\right\|_{L^{2}(\Omega)}}{\left\|u^{\prime}\right\|_{L^{2}(\Omega)}}\right\} \leq C \min \{1, h M\} \tag{5.3}
\end{equation*}
$$

We clearly observe in Figure 5.1 the expected asymptotic first order convergence; nevertheless, the asymptotic convergence behaviour is not observed until $h \approx 1 / M$, that is, until scale resolution is reached. Note that this is in agreement with (5.3).

It is possible to design local approximation spaces that have good approximation properties for the solution of (5.1).

Lemma 5.1. Let $I=\left(x_{0}, x_{0}+h\right)$ and $\gamma<1$. Let $h^{2} \frac{\|b\|_{L^{\infty}(I)}^{a}}{\underline{a}} \leq \gamma<1$. Let $\mathcal{B}=\left\{u_{0}, u_{1}\right\}$ be a fundamental system for $L$, that is $L u_{0}=L u_{1}=0$ on $I$ and $u_{0}, u_{1}$ are linearly independent. Then there exists a $C>0$ depending only on $\underline{a},\|a\|_{L^{\infty}(I)},\|b\|_{L^{\infty}(I)}, \gamma$, such that for a solution $u \in H^{1}(I)$ of $L u=f$ there holds

$$
\inf _{v \in V}\|u-v\|_{L^{\infty}(I)}+h\left\|(u-v)^{\prime}\right\|_{L^{\infty}(I)} \leq C h^{2}\|f\|_{L^{\infty}(I)}
$$

where $V:=\operatorname{span} \mathcal{B}$.
Proof. Since $f \in L^{\infty}(I)$ and $u \in H^{1}(I)$ we get that $u$ and $a u^{\prime}$ are continuous. We then choose $v \in V$ such that $v\left(x_{0}\right)=u\left(x_{0}\right)$ and $\left(a v^{\prime}\right)\left(x_{0}\right)=\left(a u^{\prime}\right)\left(x_{0}\right)$. The error $e:=u-v$ then satisfies $e\left(x_{0}\right)=0$ and $\left(a e^{\prime}\right)\left(x_{0}\right)$ together with $L e=f$. The differential equation $L e=f$ gives us $-\left(a e^{\prime}\right)^{\prime}=f-b e$ so that

$$
\begin{aligned}
& |e(x)| \leq\left|\int_{x_{0}}^{x} e^{\prime}(t) d t\right| \leq h\left\|e^{\prime}\right\|_{L^{\infty}(I)} \\
& \left|e^{\prime}(x)\right| \leq \frac{1}{\underline{a}}\left|\left(a e^{\prime}\right)(x)\right| \leq \frac{1}{\underline{a}}\left|\int_{x_{0}}^{x} f-b e d t\right| \leq \frac{1}{\underline{a}} h\|f\|_{L^{\infty}(I)}+\frac{\|b\|_{L^{\infty}(I)}}{\underline{a}} h\|e\|_{L^{\infty}(I)}
\end{aligned}
$$

Combining these two estimates, we arrive at

$$
\left\|e^{\prime}\right\|_{L^{\infty}(I)} \leq \frac{\|f\|_{L^{\infty}(I)}}{\underline{a}} h+h^{2} \frac{\|b\|_{L^{\infty}(I)}}{\underline{a}}\left\|e^{\prime}\right\|_{L^{\infty}(I)} \leq \frac{\|f\|_{L^{\infty}(I)}}{\underline{a}} h+\gamma\left\|e^{\prime}\right\|_{L^{\infty}(I)},
$$

which allows us to conclude $\left\|e^{\prime}\right\|_{L^{\infty}(I)} \leq h\|f\|_{L^{\infty}(I)} /(\underline{a}(1-\gamma))$.

## Remark 5.1.

It should be noted that the approximation spaces constructed in Lemma 5.1 merely require $a$ and $b$ to be $L^{\infty}$-no further regularity is required.

Extensions of the approximation result Lemma 5.1 are obtained in the following exercise.

## Exercise 5.1.

(a) Construct a one-dimensional space $V_{0}=\operatorname{span}\left\{u_{0}\right\}$ such that $u_{0}\left(x_{0}\right)=0$ and $V_{0}$ satisfies, for $u\left(x_{0}\right)=0$ and $L u=f$,

$$
\inf _{v \in V_{0}}\|u-v\|_{L^{\infty}(I)}+h\left\|(u-v)^{\prime}\right\|_{L^{\infty}(I)} \leq C h^{2}\|f\|_{L^{\infty}(I)}
$$

(b) Let $u_{2}$ be such that $L u_{2}=1$. Let $u_{0}, u_{1}$ be defined in Lemma 5.1. Set $V_{2}:=\operatorname{span}\left\{u_{0}, u_{1}, u_{2}\right\}$. Show:

$$
\inf _{v \in V_{2}}\|u-v\|_{L^{\infty}(I)}+h\left\|(u-v)^{\prime}\right\|_{L^{\infty}(I)} \leq C h^{3}\left\|f^{\prime}\right\|_{L^{\infty}(I)} .
$$

(c) Construct a two-dimensional space $V_{0,2}=\operatorname{span}\left\{u_{0}, u_{1}\right\}$ such that $v\left(x_{0}\right)=$ 0 for $v \in V_{0,2}$ and $V_{0,2}$ satisfies, for $u\left(x_{0}\right)=0$ and $L u=f$,

$$
\inf _{v \in V_{0,2}}\|u-v\|_{L^{\infty}(I)}+h\left\|(u-v)^{\prime}\right\|_{L^{\infty}(I)} \leq C h^{3}\left\|f^{\prime}\right\|_{L^{\infty}(I)}
$$

## Example 5.2.

We use the partition of unity method (PUM) with a partition of unity given by the piecewise linear functions on a uniform mesh with mesh size $h$ for the approximation of the solution of (5.1) where $a=1 /(2+\cos (2 \pi x)), b \equiv$ 0 , and $f(x)=x$. We choose $M=4096$. In the first experiment the local approximation spaces are taken as the spaces $V$ constructed in Lemma 5.1 for the internal nodes and the space $V_{0}$ constructed in Exercise 5.1 for the two nodes at the boundary of $\Omega$. In view of Lemma 5.1 and Theorem 4.1 we expect convergence $O(h)$ in the energy norm (cf. (5.2)), where the constant in the $O(h)$ convergence is independent $M$. The convergence behaviour of this projection method is depicted in the graph labelled "robust $O(h)$ " in the right picture of Figure 5.1. Since the problem size $N \sim 1 / h$, the expected convergence $O(h)$ is indeed confirmed numerically.
In the second experiment, the local spaces for the internal nodes are taken as the spaces $V_{2}$ of Exercise 5.1 and the spaces $V_{0,2}$ of Exercise 5.1 for the boundary nodes. In view of Exercise 5.1 and Theorem 4.1 we expect a convergence $O\left(h^{2}\right)$ in the energy norm. This expectation is confirmed by the graph labelled "robust $O\left(h^{2}\right)$ " in the right picture of Figure 5.1. Again, the constant hidden in the $O\left(h^{2}\right)$ convergence result is independent of $M$. For more details on this one-dimensional problem, we refer to [82].

## Exercise 5.2.

The approximation properties of the space $V$ constructed in Lemma 5.1 can also be understood by transforming the problem. Consider the case $b \equiv 0$. Then

$$
V=\operatorname{span}\left\{1, \int_{x_{0}}^{x} \frac{1}{a(t)} d t\right\} .
$$

Let $f \in L^{2}(I)$ and define the change of variable $\widetilde{x}:=\int_{x_{0}}^{x} \frac{1}{a(t)} d t$. Show: The function $\widetilde{u}(\widetilde{x}):=u(x)$ is in $H^{2}$ (hint: write down a differential equation satisfied by $\widetilde{u})$. Hence it can be approximated well from $\mathcal{P}_{1}$. Infer from that approximation results for $u$ for the approximation from $V$.

Remark 5.2.
The construction in Lemma 5.1 exploits in a crucial way the fact that a onedimensional problem is considered: the solution space of homogeneous linear second order differential equations is two-dimensional. Nevertheless analogous approximation results can be shown for quasi one-dimensional cases. Exercise 5.2 illustrates an old, but powerful tool of numerical mathematics,
namely, the use of suitable transformations. This device is also the reasons for the results of [7]. In [7] problems of the form

$$
\left.-\partial_{x}\left(a(x) \partial_{x} u\right)-\partial_{y}\left(a(x) \partial_{y} u\right)\right)=f \quad \text { on }(0,1)^{2}
$$

are considered; the coefficient $a \geq \underline{a}>0$ depends on the single variable $x$ but may be merely bounded and measurable. For such problems, it is shown that local approximation space of the form

$$
V:=\operatorname{span}\left\{1, \int_{x_{0}}^{x} \frac{1}{a(t)} d t, y\right\}
$$

can lead to the optimal rate $O(h)$.

### 5.2 Laplace's Equation

We consider the two-dimensional case $\Omega \subset \mathbb{R}^{2}$ and solutions to Laplace's equation

$$
\begin{equation*}
-\Delta u=0 \quad \text { on } \Omega . \tag{5.4}
\end{equation*}
$$

It seems reasonable to try to approximate the solutions to a differential equation with systems of functions that likewise solve the differential equation. For the Laplace equation one such system is that of harmonic polynomials:

$$
\begin{equation*}
\mathcal{H} \mathcal{P}_{p}:=\operatorname{span}\left\{\operatorname{Re} z^{n}, \operatorname{Im} z^{n} \mid n=0, \ldots, p\right\} \tag{5.5}
\end{equation*}
$$

where $z=x+\mathbf{i} y \in \mathbb{C}$. Note that $\operatorname{dim} \mathcal{H} \mathcal{P}_{p}=2 p+1$. We have exponential convergence if the function $u$ to be approximated is harmonic on set that strictly contains the domain of interest:

Theorem 5.1. Let $\Omega \subset \mathbb{R}^{2}$ be a simply connected domain and let $\Omega^{\prime} \subset \subset \Omega$ be a compact subset. Let $k \in \mathbb{N}_{0}$. Let $u$ satisfy $-\Delta u=0$ on $\Omega$. Then there exist $C, b>0$ such that for all $p \in \mathbb{N}_{0}$

$$
\inf _{v \in \mathcal{H} \mathcal{P}_{p}}\|u-v\|_{W^{k, \infty}\left(\Omega^{\prime}\right)} \leq C e^{-b p}
$$

Proof. This result is due to Szegö. We refer to [80] for a proof.

## Example 5.3.

We consider the approximation of the solution $u$ of (5.4), where $\Omega=(0,1)^{2}$. The exact solution is given by

$$
u(x, y)=\operatorname{Re}\left(\frac{1}{a^{2}+z^{2}}+\frac{1}{a^{2}-z^{2}}\right), \quad a=1.05
$$

$\Omega$ is partitioned into $n^{2}$ square of equal size, and the partition of unity is taken as the standard bilinear hat functions associated with this mesh. This partition of unity is fixed and the local approximation spaces $V_{i}$ are taken as


Figure 5.2. Left: Exponential convergence of Example 5.3. Right: Algebraic convergence of Example 5.4.
$\mathcal{H} \mathcal{P}_{p}$ for different values of $p \in \mathbb{N}_{0}$. The numerical results in the left graph in Figure 5.2 present the result of the minimization problem

$$
\min \left\{\left.\frac{\|\nabla(u-v)\|_{L^{2}(\Omega)}}{\|\nabla u\|_{L^{2}(\Omega)}} \right\rvert\, v \in V:=\sum_{i=1}^{(n+1)^{2}} \varphi_{i} V_{i}\right\}
$$

in dependence on the polynomial degree $p$.
Algebraic convergence results are also available:
Theorem 5.2. Let $\Omega \subset \mathbb{R}^{2}$ be star-shaped with respect to a ball and let $\Omega$ satisfy an exterior cone condition with angle $\lambda \pi$. Let $k \geq 1$ and let $u \in H^{k}(\Omega)$ satisfy (5.4). Then there exists $C>0$ and harmonic polynomials $u_{p} \in \mathcal{H} \mathcal{P}_{p}$ such that

$$
\left\|u-u_{p}\right\|_{H^{j}(\Omega)} \leq C\left(\frac{\ln (p+2)}{p+2}\right)^{\lambda(k-j)}, \quad j=0,1
$$

Proof. See [80].

## Example 5.4.

Theorem 5.2 can be sharpened in the following situation (see [80] for a more detailed discussion of this effect): Define the sector $S_{\omega}=\{(r \cos \varphi, r \sin \varphi) \mid 0<$ $r<1,0<\varphi<\omega\}$ and let $u(x, y)=\operatorname{Re} z^{\alpha}$ or $u(x, y)=\operatorname{Im} z^{\alpha}$ for some $\alpha>0$. Then we have with $\lambda=2-\frac{\omega}{\pi}$ and any $\varepsilon>0$

$$
\inf _{v \in \mathcal{H} \mathcal{P}_{p}}\|u-v\|_{H^{1}\left(S_{\omega}\right)} \leq C_{\varepsilon} p^{-\lambda \alpha+\varepsilon}
$$

where $C_{\varepsilon}$ depends on $\alpha, \omega$, and $\varepsilon$. Figure 5.2 illustrates this convergence behaviour by plotting for different values of $\omega$ the result of the minimization
problem

$$
\min \left\{\left.\frac{\left\|\nabla\left(u_{1 / 2}-v\right)\right\|_{L^{2}\left(S_{\omega}\right)}^{2}}{\left\|\nabla u_{1 / 2}\right\|_{L^{2}\left(S_{\omega}\right)}^{2}} \right\rvert\, v \in \mathcal{H} \mathcal{P}_{p}\right\}, \quad u_{1 / 2}=\operatorname{Im} z^{1 / 2}
$$

in dependence on the polynomial degree $p$. It is noteworthy that in this particular example $\lambda$ may be bigger than 1 -this cannot be expected in the situation of Theorem 5.2.

## Remark 5.3.

The harmonic polynomials system is just one possible choice. Near corners, the solution of (5.4) has singularities, which are known. The corresponding singularity functions could be used as approximation systems. We will describe the idea of augmenting a standard FEM space with such singularity function in more detail in Section 6.

### 5.3 Helmholtz Equation

We consider for two-dimensional problems the Helmholtz equation

$$
\begin{equation*}
-\Delta u-k^{2} u=0 \quad \text { on } \Omega \subset \mathbb{R}^{2} \tag{5.6}
\end{equation*}
$$

and we discuss the following two choices of local approximation systems:

1. Systems of plane waves, $W(p)$, given by

$$
\begin{equation*}
W(p):=\operatorname{span}\left\{e^{\mathrm{i} k \omega_{n} \cdot(x, y)} \mid n=0, \ldots, p-1\right\} \tag{5.7}
\end{equation*}
$$

where the vectors $\omega_{n}$ are given by $\omega_{n}:=\left(\cos \frac{2 \pi n}{p}, \sin \frac{2 \pi n}{p}\right)^{\top}$.
2. Generalized harmonic polynomials given by

$$
\begin{equation*}
V(p):=\operatorname{span}\left\{J_{n}(k r) \sin (n \varphi), J_{n}(k r) \cos (n \varphi) \mid n=0, \ldots, p\right\} \tag{5.8}
\end{equation*}
$$

where we employed polar coordinates $(r, \varphi)$ in the definition of $V(p)$; the functions $J_{n}$ are the first kind Bessel function.

We note that $\operatorname{dim} V(p)=O(p), \operatorname{dim} W(p)=O(p)$. These spaces have the following approximation properties:

Theorem 5.3. Let $\Omega \subset \mathbb{R}^{2}$ be a simply connected domain, $\Omega^{\prime} \subset \subset \Omega$ be a compact subset. Let $u$ solve (5.6). Then there exist $C, b>0$ such that for all $p \in \mathbb{N}, p \geq 2$ :

$$
\begin{equation*}
\inf _{v \in V(p)}\|u-v\|_{H^{1}\left(\Omega^{\prime}\right)} \leq C e^{-b p}, \quad \inf _{v \in W(p)}\|u-v\|_{H^{1}\left(\Omega^{\prime}\right)} \leq C e^{-b p / \ln p} \tag{5.9}
\end{equation*}
$$

Proof. The first estimate is proved in [80]. The second one can be proved using the arguments detailed in Section C.2.

Theorem 5.4. Let $\Omega \subset \mathbb{R}^{2}$ be star-shaped with respect to a ball. Let $\Omega$ satisfy an exterior cone condition with angle $\lambda \pi$. Let $u \in H^{k}(\Omega), k \geq 1$, solve (5.6). Then there exists $C>0$ such that

$$
\begin{align*}
& \inf _{v \in V(p)}\|u-v\|_{H^{1}(\Omega)} \leq C\left(\frac{\ln (p+2)}{p+2}\right)^{\lambda(k-1)}  \tag{5.10}\\
& \inf _{v \in W(p)}\|u-v\|_{H^{1}(\Omega)} \leq C\left(\frac{\ln ^{2}(p+2)}{p+2}\right)^{\lambda(k-1)} \tag{5.11}
\end{align*}
$$

Proof. (5.10) is proved in [80]. See Section C. 2 for the proof of (5.11).
Example 5.5.
The function

$$
u(x, y)=e^{\mathrm{i} k(\cos \theta, \sin \theta)}, \quad \theta=\frac{\pi}{16}
$$

is a solution of (5.6). Let $\Omega=(0,1)$, and let $g$ be defined on $\partial \Omega$ by $g:=$ $\partial_{n} u+\mathbf{i} k u$. Then $u$ solves

$$
\begin{equation*}
-\Delta u-k^{2} u=0 \quad \text { on } \Omega, \quad \partial_{n} u+\mathbf{i} k u=g \quad \text { on } \partial \Omega . \tag{5.12}
\end{equation*}
$$

Let $\Omega$ be partitioned into $n \times n$ squares of equal size. We take as the partition of unity $\psi_{i}, i=1, \ldots,(n+1)^{2}$, the standard bilinear hat functions associated with the $(n+1)^{2}$ nodes. The approximation space $V$ is then constructed as in Theorem 4.1 with local spaces taken either as $V(p)$ (with $p$ ranging from 1 to 15 ) or as $W(p)$ (with $p \in\{2,6,10,14,18,22,26,30,34,38\}$ ). Contrary to our exposition so far, all spaces are taken as spaces over the field $\mathbb{C}$ instead of $\mathbb{R}$. The numerical approximation $u_{N}$ is obtained as the standard Galerkin approximation for problem (5.12), viz.,
find $u_{N} \in V$ s.t. $\int_{\Omega}\left(\nabla u_{N} \cdot \nabla \bar{v}-k^{2} u \bar{v}\right)+\mathbf{i} k \int_{\partial \Omega} u \bar{v}=\int_{\Omega} f \bar{v}+\int_{\partial \Omega} g \bar{v} \quad \forall v \in V$.
Theorem 5.3 suggests that an exponential rate of convergence could be achieved. The numerical results for $k=32$ are displayed in Figure 5.3. Indeed, we observe for fixed $n$ an exponential convergence in $p \sim N$ for the relative error $\left\|u-u_{N}\right\|_{H^{1}(\Omega)} / \mid u \|_{H^{1}(\Omega)}$. We refer to [79] for more details.

### 5.4 Linear Elasticity

In two-dimensional linear elasticity and in the absence of body forces, the displacement field $(u, v)$ satisfies the following system of equations:

$$
\begin{equation*}
\partial_{x} \sigma_{x}+\partial_{y} \tau_{x y}=0, \quad \partial_{x} \tau_{x y}+\partial_{y} \sigma_{y}=0 \tag{5.13}
\end{equation*}
$$

here, the stresses $\sigma_{x}, \sigma_{y}$, and $\tau_{x y}$ are defined by
$\sigma_{x}=\lambda\left(\partial_{x} u+\partial_{y} v\right)+2 \mu \partial_{x} u, \quad \sigma_{y}=\lambda\left(\partial_{x} u+\partial_{y} v\right)+2 \mu \partial_{y} v, \quad \tau_{x y}=\mu\left(\partial_{y} u+\partial_{x} v\right)$.
The material constants $\lambda, \mu$ are called the Lamé constants.


Figure 5.3. Operator adapted methods for Helmholtz equation; see Example 5.5. Local approximation space $V(p)$ (left) and $W(p)$ (right).

## Remark 5.4.

The above system is written for the so-called plane strain case. For plane stress, $\lambda$ should be replaced with $\lambda^{*}=2 \lambda \mu /(\lambda+2 \mu)$.
Let $\Omega$ be simply connected. By [85], the displacement field ( $u, v$ ) can then be expressed in terms of two holomorphic functions $\varphi, \psi$, namely,

$$
\begin{equation*}
2 \mu[u(x, y)+\mathbf{i} v(x, y)]=\kappa \varphi(z)-z \overline{\varphi^{\prime}(z)}-\bar{\psi}(z) \tag{5.14}
\end{equation*}
$$

here, we set $\kappa=(\lambda+3 \mu) /(\lambda+\mu)$. This representation is unique if we require additionally $\varphi\left(z_{0}\right)=0$ for an arbitrarily chosen point $z_{0}$. This representation suggests to use as an approximation space for the approximation of the complex function $u+\mathbf{i} v$ the space

$$
\begin{equation*}
V_{p}^{\text {elast }}:=\operatorname{span}\left\{\kappa \pi(z)-z \overline{\pi^{\prime}(z)}-\overline{\rho(z)} \mid \pi, \rho \in \mathcal{H}_{p}\right\} \tag{5.15}
\end{equation*}
$$

where $\mathcal{H}_{p}$ denote the space of (complex) polynomials of degree $p$. An approximation result analogous to Theorem 5.2 can indeed be obtained:
Theorem 5.5. Let $\Omega \subset \mathbb{R}^{2}$ be star-shaped with respect to a ball. Let $\Omega$ satisfy an exterior cone condition with angle $\hat{\lambda} \pi$. Let $m \in \mathbb{N}, s \in[0,1)$ and assume that the displacement field $(u, v) \in H^{m+s}(\Omega)$ satisfies the homogeneous elasticity equations (5.13). Then the function $\mathbf{u}:=u+\mathbf{i} v$ can be approximated from $V_{p}^{\text {elast }}$ such that

$$
\inf _{\mathbf{u}_{a p} \in V_{p}^{\text {elast }}}\left\|\mathbf{u}-\mathbf{u}_{a p}\right\|_{H^{1}(\Omega)} \leq C\left(\frac{\ln (p+2)}{p+2}\right)^{\hat{\lambda}(m+s-1)}\|\mathbf{u}\|_{H^{m+s}(\Omega)}
$$

Proof. See Section C.3.

## Remark 5.5.

The proof of Theorem 5.5 shows that the improved rate of convergence for the typical singularity functions that we observed in Example 5.4 are also obtained for the elasticity equations.

### 5.5 Further Examples

The Laplace equation and the Helmholtz equation are merely two examples of elliptic equations for which special approximation systems can be constructed. A more general theory by S. Bergman [16-18] and I.N. Vekua [105] is in fact available: For two-dimensional elliptic equations of the form

$$
\begin{equation*}
-\Delta u+a(x, y) \partial_{x} u+b(x, y) \partial_{y} u+c(x, y) u=0 \tag{5.16}
\end{equation*}
$$

where the functions $a, b, c$ are real analytic on $\Omega$, there exists a linear operator ReV that maps functions holomorphic on $\Omega$ onto solutions of solution of (5.16). Essentially, this operator is a bijection and bicontinuous in Sobolev norms. That is: regularity assertions for $u$ can be translated into regularity assertions for the corresponding holomorphic functions; this function may then be approximation by (complex) polynomials; the image of (complex) polynomials under ReV then yields a good approximation space. In some cases, the operator ReV can be computed explicitly (e.g. in the case of the Helmholtz equations, where the space $V(p)$ is precisely the image of complex polynomials under the map ReV ); we refer to Appendix C and [80] for more details on this. The representation theory of Bergman and Vekua is, due to its close link with complex analysis, largely a two-dimensional theory. Some extensions to three dimensions have been done in [28].

### 5.6 Local Approximation Spaces Obtained Numerically

In the above examples the local approximation spaces were given in closed form. They can, however, be obtained numerically as well. For example, while the form of the singularity functions of linear elasticity is known, the precise exponents have to be determined as solutions of small auxiliary problems. More in the spirit of domain decomposition is the following approach for problems of the form $L u=0$ : For each patch $\Omega_{i}$, one chooses a finite dimensional space $V_{i, \partial \Omega_{i}}=\operatorname{span}\left\{\tilde{b}_{i, j} \mid j=1, \ldots, N_{i}\right\}$ of functions that are defined on $\partial \Omega_{i}$. The space $V_{i}$ is then obtained by (numerically) solving boundary value problems

$$
L b_{i, j}=0 \quad \text { on } \Omega_{i},\left.\quad b_{i, j}\right|_{\partial \Omega_{i}}=\tilde{b}_{i, j} .
$$

The total computation is therefore done in two steps: first, many local problems are solved (which can be done completely in parallel), and in a second step a global problems is solved. Conceptually, this is the approach taken for example in [5] and $[37,58,59]$ for calculations of very heterogeneous media.
Remark 5.6.
The functions $b_{i, j}$ were computed above as solutions of Dirichlet problems. The approximation space $V_{i}$ could be determined by solving other boundary value problems, e.g. by solving Neumann problems. It has also been observed that it is advantageous to define them as solutions of boundary value problems defined on $\Omega_{i}^{\prime}$, where $\Omega_{i} \subset \subset \Omega_{i}^{\prime}$. We refer, for example, to [5] for more details on this.

Another example of a method where the approximation spaces are determined numerically in a preprocessing step is the generalized FEM of [77, 95] for problems with periodic microstructures.

### 5.7 Bibliographical Remarks

Approximation systems that are tailored to the differential operator are used by engineers, where such methods are known, among others, under the name of Trefftz methods, see for example [56,63,64]. In the context of the partition of unity method/generalized FEM special approximation systems have been used in [69] for Helmholtz problems and in [34,90] for elasticity and crack problems. The "method of particular solutions" [43], [19] (see, in particular, the references in [19]) is closely related to the ideas presented here.
We have seen the poor performance of the classical FEM in Section 5.1. Indeed, it was already shown in [10] that the classical FEM can perform arbitrarily poorly. On the other hand, the constructions in [81] show that for reasonable classes of right-hand sides, it is in principle possible to construct good approximation spaces. Such approximation spaces have to be adapted to a particular problem at hand.

## 6 Augmenting Classical FEM Spaces

The partition of unity method/generalized FEM can be viewed as a framework for incorporating information about the problem into the approximation space. The simplest such technique is to augment a standard finite element space with special functions.

### 6.1 Singular Functions

The power of augmenting a classical FEM space with special functions can be seen in the following model problem: Let $\Omega \subset \mathbb{R}^{2}$ be a polygon and consider

$$
\begin{equation*}
-\Delta u=f \quad \text { on } \Omega, \quad u=0 \quad \text { on } \partial \Omega \tag{6.1}
\end{equation*}
$$

If we denote by $A_{j}, j=1, \ldots, J$, the vertices of $\Omega$ and by $\omega_{j} \in(0,2 \pi)$ the internal angle of $\Omega$ at $A_{j}$, then it is well-known that the classical FEM-space $S_{0}^{1,1}(\mathcal{T})$ that is based on a quasi-uniform mesh $\mathcal{T}$ of mesh size $h$ performs poorly if $\max _{j=1, \ldots, J} \omega_{j}>\pi$; namely, the rate of convergence is

$$
\inf _{v \in S_{0}^{1,1}(\mathcal{T})}\|u-v\|_{H^{1}(\Omega)} \leq C h^{\alpha}, \quad \alpha=\min _{j=1, \ldots, J} \frac{\pi}{\omega_{j}}<1
$$

This is indeed observed in practise. By augmenting this FEM space by a few suitably chosen singularity functions, however, we recover the optimal rate of convergence. To this end, it is important to note the following regularity assertion for the solution $u$ of (6.1):

Lemma 6.1. Let $\Omega \subset \mathbb{R}^{2}$ be a polygon with vertices $A_{j}, j=1, \ldots, J$, and internal angles $\omega_{j}, j=1, \ldots, J$. Define for each vertex $A_{j}$ the singularity functions $S_{j, i}, i=1,2, \ldots$, by

$$
S_{j, i}\left(r_{j}, \varphi_{j}\right):= \begin{cases}r_{j}^{i \pi / \omega_{j}} \sin \left(i \frac{\pi}{\omega_{j}} \varphi_{j}\right) & \text { if i } i \pi / \omega_{j} \notin \mathbb{N}  \tag{6.2}\\ r_{j}^{i \pi / \omega_{j}}\left[\ln r_{j} \sin \left(i \frac{\pi}{\omega_{j}} \varphi_{j}\right)+\varphi_{j} \cos \left(i \frac{\pi}{\omega_{j}} \varphi_{j}\right)\right] & \text { if i i } / \omega_{j} \in \mathbb{N}\end{cases}
$$

where $\left(r_{j}, \varphi_{j}\right)$ represent polar coordinates with origin $A_{j}$ such that the two edges of $\Omega$ meeting at $A_{j}$ fall on the lines $\varphi_{j}=0$ and $\varphi_{j}=\omega_{j}$.
Let $f \in H^{-1+k}(\Omega), k>0$ and $k \notin \mathbb{N}$. Then the solution $u$ of (6.1) can be written in the form

$$
\begin{equation*}
u=\sum_{j=1}^{J} \sum_{\substack{i \in \mathbb{N} \\ i \frac{\pi}{\omega_{j}}<k}} a_{i j} S_{i j}+u_{0}, \tag{6.3}
\end{equation*}
$$

for some numbers $a_{i j} \in \mathbb{R}$ and $u_{0} \in H^{1+k}(\Omega)$.
Proof. Such decompositions can be found, for example, in [52,53].
This regularity assertion allows us to design approximation spaces that recover the optimal rate of convergence (in terms of "error vs. problem size"):

Exercise 6.1.
Fix a cut-off function $\chi_{j} \in C_{0}^{\infty}\left(\mathbb{R}^{2}\right)$ for each corner $A_{j}$ such that $\chi_{j} \equiv 1$ in a neighbourhood of $A_{j}$ and such that $\chi_{j} \equiv 0$ in a neighbourhood of the vertices $A_{i}, i \neq j$.
(a) Show: The decomposition (6.3) can take the form

$$
u=\sum_{j=1}^{J} \sum_{\substack{i \in \mathbb{N} \\ i \frac{\pi}{\omega_{j}}<k}} a_{i j} \chi_{j} S_{i j}+\tilde{u}_{0}
$$

where $\tilde{u}_{0} \in H^{1+k}(\Omega) \cap H_{0}^{1}(\Omega)$. Additionally, $\chi_{j} S_{i, j} \in H_{0}^{1}(\Omega)$.
(b) Show: The space

$$
V_{N}:=S_{0}^{p, 1}(\mathcal{T}) \oplus \operatorname{span}\left\{\chi_{j} S_{j, i} \mid j=1, \ldots, J, i \frac{\pi}{\omega_{j}}<k\right\} \subset H_{0}^{1}(\Omega)
$$

satisfies

$$
\begin{equation*}
\inf _{\in V_{N}}\|u-v\|_{H^{1}(\Omega)} \leq C h^{\min \{p, k\}} \tag{6.4}
\end{equation*}
$$

Note that $\operatorname{dim} V_{N} \sim \operatorname{dim} S_{0}^{p, 1}(\mathcal{T})$.
The purpose of the cut-off functions $\chi_{j}$ is to localize the singularity functions. This could also be achieved with the aid classical FEM functions:


Figure 6.1. Nodes marked • are augmented with singularity function. Left: $O\left(h^{-2}\right)$ nodes are augmented to ensure optimal rate of convergence. Right: augmenting very few nodes often suffices in practise.

## Exercise 6.2.

Let $\mathcal{T}$ be a quasi-uniform mesh on the polygon $\Omega \subset \mathbb{R}^{2}$. Let $\left\{\psi_{i} \mid i=\right.$ $\left.1, \ldots, N_{1}\right\}$ be set of the classical piecewise linear hat functions associated with $\mathcal{T}$ and $S^{1,1}(\mathcal{T})=\operatorname{span}\left\{\psi_{i} \mid i=1, \ldots, N_{1}\right\}$. Fix $\rho>0$ and define, for each $j \in\{1, \ldots, J\}$, the set $I_{j}:=\left\{i \mid \operatorname{supp} \psi_{i} \subset B_{\rho}\left(A_{j}\right)\right\}$. Define

$$
V_{N}:=S_{0}^{p, 1}(\mathcal{T}) \oplus \operatorname{span}\left\{\psi_{i} S_{j, m} \left\lvert\, m \frac{\pi}{\omega_{j}}<k\right., \quad i \in I_{j}, \quad j=1, \ldots, J\right\}
$$

Show: Also for this choice of approximation space the approximation property (6.4) holds. Note: $V_{N} \subset H_{0}^{1}(\Omega)$ and $\operatorname{dim} V_{N} \sim \operatorname{dim} S_{0}^{p, 1}(\mathcal{T})$.

The above construction involves only classical FEM functions and the singularity functions $S_{j, i}$. Of course, since $\rho>0$ is fixed, a rather large number of nodes is affected (see the left picture in Figure 6.1, where the nodes that require multiplication with singularity functions are denoted $\bullet$ ), namely, $O\left(h^{-2}\right)$ nodes. A variety of practitioners have therefore looked at further simplifications:

## Example 6.1.

In practise, a) only the strongest singularity functions are added (typically only $S_{j, 1}$ ), b) only those singularity functions at re-entrant corners (that is for corners $A_{j}$ where $\pi / \omega_{j}<1$ ) and c) $\rho \sim h$ is chosen (see the right picture in Figure 6.1). While the choice $\rho \sim h$ does not improve the rate of convergence, the constant is greatly improved so that in many cases good engineering accuracy is reached.

### 6.2 Crack Propagation Problems

Crack propagation problems have been put forward as an example where augmenting a standard FEM space with special functions is advantageous. In


Figure 6.2. Left: Crack problem. Right: Classical FEM mesh. Nodes • are enriched with discontinuity functions; nodes marked $\bullet$ are enriched with singularity function.
many 2D crack problems, the crack is modelled as a curve $\gamma$ (see Figure 6.2). A linear elasticity problem is solved on $\Omega \backslash \gamma$; then the so-called stress intensity factors are extracted from the FEM solution; from these stress intensity factors the crack propagation is determined according to some engineering model; finally, the crack is extended, and the next iteration of this loop is performed. Performing such a crack propagation analysis is costly since the domain $\Omega \backslash \gamma$ on which the elasticity equations have to be solved, changes in each iteration step thus requiring (at least local) remeshing. Additionally, since the solution exhibits a strong singularity at the crack tip, a strongly refined mesh is required near the crack tip to resolve this singularity and guarantee reliable results. The technique of augmenting a standard FEM space by a few special functions to overcome these two difficulties seems very attractive and has been proposed, for example, under the name X-FEM (extended FEM) in $[29,84,98]$ and in the context of the generalized FEM. We will only sketch the key ideas of the X-FEM applied to crack propagation problems. For that, we will not consider the elasticity equation but the simpler scalar case of

$$
\begin{equation*}
-\Delta u=0 \quad \text { on } \Omega \backslash \gamma, \quad \partial_{n} u=0 \quad \text { on } \gamma^{+} \text {and on } \gamma^{-} \tag{6.5}
\end{equation*}
$$

together with further boundary conditions on $\partial \Omega$. Here, $\gamma^{+}$and $\gamma^{-}$denote the upper and lower part of the curve $\gamma$ (see Figure 6.2). If $\gamma$ is sufficiently smooth, then an expansion analogous to that of Lemma 6.1 can be obtained, namely, near the crack tip (located at the origin), the solution $u$ of (6.5) takes the form

$$
u=\sum_{n=0}^{\infty} S_{n} r^{n / 2} \cos \left(\frac{n}{2} \varphi\right)
$$

here, the coefficient $S_{1} \in \mathbb{R}$ of the first singularity function is called, in analogy to the elasticity case, the stress intensity factor. The solution $u$ need not be continuous across the curve $\gamma$. It is, away from the crack tip, only piecewise smooth. The idea of the X-FEM is to employ a standard FEM space $V_{F E}$ on $\Omega$. This space ignores the crack $\gamma$ but takes care of the geometry of $\Omega$ and the boundary conditions on $\partial \Omega$. The crack $\gamma$ is then accounted for as follows: nodes near $\gamma$ but far from the crack tip are collected in the set $I_{H}$, nodes near the crack tip are collected in the set $I_{C T}$ (see Figure 6.2 where these sets are denoted • and $\mathbf{\bullet}$ ). One defines the discontinuity function

$$
H(x):= \begin{cases}1 & \text { if } x \text { is above } \gamma \\ -1 & \text { if } x \text { is below } \gamma\end{cases}
$$

and takes as approximation space

$$
V_{N}:=V_{F E} \oplus \operatorname{span}\left\{H \psi \mid i \in I_{H}\right\} \oplus \operatorname{span}\left\{\left.\psi_{i} r^{1 / 2} \cos \frac{1}{2} \varphi \right\rvert\, i \in I_{C T}\right\}
$$

This approximation space is chosen so as to account for the expected solution behaviour near the crack tip. Near the crack but away from the crack tip, the space $V_{N}$ contains discontinuous functions, reflecting the fact that the solution sought may jump across the crack $\gamma$.

## Remark 6.1.

Some extensions of this choice would be: a) add more singularity functions, b) use higher order discontinuity functions, e.g. $H(x) \pi(x)$, where $\pi \in \mathcal{P}_{p}$ (the above construction corresponds to $p=0$ ).

We will not analyze the approximation properties of the space $V_{N}$ defined above. The following exercise, however, gives an indication of what can be expected away from the crack tip.

## Exercise 6.3.

Let $\Omega=(-1,1)$ and consider a uniform mesh $\mathcal{T}$ of mesh size $h=2 /(2 N+1)$ with nodes $x_{i}=-1+i h, i=0, \ldots, 2 N+1$. Let $S^{p, 1}(\mathcal{T}) \subset C(\Omega)$ be a standard FEM space on the mesh $\mathcal{T}$ and consider the approximation of a function $u$ that is smooth on $[-1,0) \cup(0,1]$ but has a jump discontinuity at 0 . What convergence rate (in $L^{2}$ ) can be expected? Augment the nodes $x_{N}, x_{N+1}$ with the Heaviside function $H(x)=\operatorname{sign} x$, that is consider $S^{p, 1}(\mathcal{T}) \oplus \operatorname{span}\left\{\psi_{N}(x) H(x), \psi_{N+1}(x) H(x)\right\}$, where $\psi_{i}$ is the standard hat function associated with nodes $x_{i}$. What convergence rate can be expected? Consider $S^{p, 1}(\mathcal{T}) \oplus \operatorname{span}\left\{\psi_{N}(x) H(x) x^{j}, \psi_{N+1} H(x) x^{j} \mid j=0, \ldots, p-1\right\}$.

## Remark 6.2.

If only very few close neighbours of the crack tip are enriched with the singularity function, then the rate of convergence cannot be expected to be good. Nevertheless, as already pointed out in Example 6.1, good engineering accuracy can be reached.

### 6.3 Further Examples: The Generalized FEM

The generalized FEM in the form [101-103] is very similar to the X-FEM. The versatility of the generalized FEM is demonstrated in [101-103] by calculations on complicated domains, for example, domains with many holes or cracks. A classical FEM is augmented by special functions the reflect the proper behaviour of the solution near these features. Related earlier work on the generalized FEM for elasticity and crack problems can be found in $[34,90]$.

### 6.4 Bibliographical Remarks

The idea of augmenting classical FEM spaces with special functions adapted to a problem has a long history. For problems with singularities (e.g. corner singularities) it can be found in $[20,42]$.
The bilinear form $a$ in all the above examples involves an integration over $\Omega$. In practise, this integration is replaced by numerical quadrature. Based on modern adaptive quadrature techniques (possibly including adaptive order control for higher efficiency) it is possible to perform the integration in a completely black box fashion where the user merely needs to provide information whether a point $x \in \mathbb{R}^{d}$ is in $\Omega$. The "pixelation" technique of [102] can be viewed as an example of such an approach. For geometries whose boundary is piecewise smooth or piecewise affine, it can be much more efficient to deviate from the black box approach by employing local meshing near the boundary, $[48,96,101,103]$. Note that this local mesh near the boundary need not be regular since it is only used for quadrature purposes. The structure of the shape functions also greatly affects the cost of the quadrature. Consider as an example the particle partition of unity method of [96]. There, the shape functions whose support is contained in $\Omega$ are constructed such that they are piecewise smooth, where the regions of smoothness are axis parallel boxes. Clearly, this choice greatly simplifies the design of appropriate quadrature rules. We finally mention that the use of numerical quadrature entails errors; some ideas for their control are discussed in [101].

## 7 Enforcement of Essential Boundary Conditions

In many applications, essential boundary conditions have to be enforced. As a model problem we consider the classical Poisson problem: Find $u \in H_{0}^{1}(\Omega)$ such that

$$
\begin{equation*}
a(u, v):=\int_{\Omega} \nabla u \cdot \nabla v d x=F(v):=\int_{\Omega} f v, d x \quad \forall v \in H_{0}^{1}(\Omega) . \tag{7.1}
\end{equation*}
$$

The ideas how to enforce essential boundary conditions in meshless mehods are essentially the same ones as in the classical FEM. They can be split into two categories:

- Conforming methods: The approximation space $V_{N}$ is chosen as a subspace of $H_{0}^{1}(\Omega)$, that is $V_{N} \subset H_{0}^{1}(\Omega)$. This can be achieved by:
- using cut-off functions;
- combining the classical FEM near the boundary with particle methods in the interior;
- creating $H_{0}^{1}(\Omega)$-conforming spaces in the framework of the partition of unity method by properly selecting the local approximation spaces $V_{i}$ near the boundary.
- Non-conforming methods: In these methods, the variational formulation is changed. These methods include:
- Lagrange multiplier methods;
- collocation of boundary conditions;
- penalty methods;
- Nitsche's method.


### 7.1 Conforming Methods

For the model case (7.1) the approximation space $V_{N}$ has to be chosen to satisfy $V_{N} \subset H_{0}^{1}(\Omega)$.

## A Simple Approach

The simplest approach is to select from a given set $\mathcal{B}=\left\{\varphi_{i} \mid i=1, \ldots, N\right\}$ of shape functions only those that satisfy $\varphi_{i} \in H_{0}^{1}(\Omega)$, that is to take

$$
\begin{equation*}
V_{N, 0}:=\operatorname{span}\left\{\varphi_{i} \mid\left(\operatorname{supp} \varphi_{i}\right)^{\circ} \subset \Omega\right\} . \tag{7.2}
\end{equation*}
$$

Good approximation properties cannot be expected of $V_{N, 0}$, however, even if the function to be approximated is smooth:

## Exercise 7.1.

Let $V_{N}:=\operatorname{span}\left\{\varphi_{i} \mid i=0, \ldots, N\right\}$ be the space of piecewise linear functions associated with the mesh given by the points $x_{i}=-\frac{h}{2}+i h, i=0, \ldots, N$, $h=1 /(N-1)$. Consider for $\Omega=(0,1)$ the subspace $V_{N, 0} \subset V_{N}$ given by $V_{N, 0}=\operatorname{span}\left\{\varphi_{i} \mid\left(\operatorname{supp} \varphi_{i}\right)^{\circ} \subset \Omega\right\}$. Show that for the smooth function $u(x)=x(1-x) \in H_{0}^{1}(\Omega)$ we have

$$
\inf _{v \in V_{N, 0}}\|u-v\|_{H^{1}(\Omega)} \geq C \sqrt{h}
$$

## Cut-Off Function Methods

In cut-off function methods, the essential boundary conditions are enforced by multiplying an approximation space $V_{N}$ by a weight function $w$, where $w$ vanishes on $\partial \Omega$ and satisfies $w \sim \operatorname{dist}(\cdot, \partial \Omega)$. If $w$ is sufficiently smooth and $V_{N} \subset H^{1}(\Omega)$, then we obtain an $H_{0}^{1}(\Omega)$-conforming subspace $V_{w, N}$ by setting $V_{w, N}:=w V_{N} \subset H_{0}^{1}(\Omega)$. These ideas can be traced back to [67, 83] and were revived in [57]. Concerning the approximation properties of the space $V_{w, N}$ we follow [57].

Lemma 7.1. Let $k \geq 2$, and let $w \in W^{k, \infty}(\Omega)$ be such that $w \sim \operatorname{dist}(\cdot, \partial \Omega)$. Then there exists $C>0$ such that for any compact subset $\Omega^{\prime} \subset \subset \Omega$ we have for functions $u$, $v$ satisfying $u=v w$

$$
\|v\|_{H^{k}(\Omega)} \leq C \delta^{-1}\left[\|u\|_{H^{k}(\Omega)}+\|v\|_{H^{k-1}\left(\Omega^{\prime}\right)}\right], \quad\|v\|_{H^{k-1}(\Omega)} \leq C\|u\|_{H^{k}(\Omega)}
$$

where $\delta=\operatorname{dist}\left(\Omega^{\prime}, \partial \Omega\right)$.
Proof. The proof follows from Hardy's inequality. The details can be found in [57, Thm. 6.1].

Lemma 7.1 can be employed to recover the optimal rate of convergence if $u \in H^{k}(\Omega) \cap H_{0}^{1}(\Omega):$

Exercise 7.2.
Let $\Omega \subset \mathbb{R}^{d}$ have a smooth boundary. Assume the setting of Exercise 4.3. Suppose that $p_{i}=p \geq k-1 \geq 1$ for all $i$ and that $h_{i} \sim h$ for all $i$. Show, using Lemma 7.1, that the space $V_{w, N}=w V_{N}$ satisfies

$$
\inf _{v \in V_{w, N}}\|u-v\|_{H^{1}(\Omega)} \leq C h^{k-1}\|u\|_{H^{k}(\Omega)} \quad \forall u \in H^{k}(\Omega) \cap H_{0}^{1}(\Omega)
$$

here $V_{N}$ is chosen as in Exercise 4.3.

## Remark 7.1.

The existence of a weight function $w$ with the above regularity properties is closely related to the smoothness of $\partial \Omega$ : the "natural" choice $w(x):=$ $\operatorname{dist}(x, \partial \Omega)$ is only smooth if $\partial \Omega$ is.

## Combination with the Classical FEM

A technique proposed, e.g. in [68], is to combine shape functions of the classical FEM with general particle methods. In the vicinity of the boundary $\partial \Omega$, a standard mesh is defined and a standard FE space is employed. This space guarantees optimal approximation properties and gives the flexibility of the classical FEM to handle boundary conditions. For the approximation in the interior of $\Omega$, any system can be used, e.g. systems $V_{N, 0}$ of the form (7.2). These ideas can be shaped into several forms. In order to illustrate what can be expected, we present the following example:

Example 7.1.
Let $\Omega \subset \mathbb{R}^{2}$ be a polygon, and let $2 \leq k \leq p$. Let $V_{N} \subset H^{1}(\Omega)$ be an approximation space with the property

$$
\begin{equation*}
\inf _{v \in V_{N}}\|u-v\|_{L^{2}(\Omega)}+h\|u-v\|_{H^{1}(\Omega)} \leq C h^{k}\|u\|_{H^{k}(\Omega)} . \tag{7.3}
\end{equation*}
$$

Let $S_{h}:=\{x \in \Omega \mid \operatorname{dist}(x, \partial \Omega)<h\}$ be a tubular neighbourhood of $\partial \Omega$. Let $\mathcal{T}$ be an affine, quasi-uniform triangulation of mesh size $O(h)$ of a set $\Omega^{\prime} \subset \Omega$ that satisfies $S_{h} \subset \Omega^{\prime}$. Let $S^{p, 1}(\mathcal{T})$ be the standard finite element space of
piecewise polynomials of degree $p$ on the mesh $\mathcal{T}$ and set $S_{0}^{p, 1}(\mathcal{T})=S^{p, 1}(\mathcal{T}) \cap$ $H_{0}^{1}\left(\Omega^{\prime}\right)$. Note that by extending functions of $S_{0}^{p, 1}(\mathcal{T})$ by zero outside of $\Omega^{\prime}$, we may think of $S_{0}^{p, 1}(\mathcal{T})$ as a subset of $H_{0}^{1}(\Omega)$. Let $\left\{\psi_{i} \mid i \in I_{\partial \Omega}\right\} \subset S^{1,1}(\mathcal{T})$ be the standard piecewise linear hat functions associated with the nodes on $\partial \Omega$ and set

$$
\omega:=\sum_{i \in I_{\partial \Omega}} \psi_{i} .
$$

Again, by the support properties of the piecewise linear hat functions $\psi_{i}$, we may think of $\omega$ as being defined on $\Omega$. We observe:

$$
\begin{array}{ll}
\omega \equiv 1 \quad \text { on } \partial \Omega, & \omega \equiv 0 \quad \text { on } \Omega \backslash \Omega^{\prime} \\
\omega \in W^{1, \infty}(\Omega), & \|\nabla \omega\|_{L^{\infty}(\Omega)} \leq C h^{-1}
\end{array}
$$

We select as the approximation space

$$
V_{p, N}:=(1-\omega) V_{N} \oplus S_{0}^{p, 1}(\mathcal{T}) \subset H_{0}^{1}(\Omega)
$$

We claim that for $u \in H^{k}(\Omega) \cap H_{0}^{1}(\Omega)$

$$
\begin{equation*}
\inf _{v \in V_{p, N}}\|u-v\|_{H^{1}(\Omega)} \leq C h^{k-1}\|u\|_{H^{k}(\Omega)} \tag{7.4}
\end{equation*}
$$

(7.4) is shown using the same ideas as in the proof of Theorem 4.1. Let $u_{N} \in V_{N}$ be an approximation of $u$ from $V_{N}$ such that

$$
\left\|u-u_{N}\right\|_{L^{2}(\Omega)}+h\left\|u-u_{N}\right\|_{H^{1}(\Omega)} \leq C h^{k}\|u\|_{H^{k}(\Omega)} .
$$

We will take the approximant to $u$ from $V_{p, N}$ of the form $(1-\omega) u_{N}+v$, where $v \in S_{0}^{p, 1}(\mathcal{T})$ will be determined below. The error can be written as $u-(1-\omega) u_{N}-v=(1-\omega)\left(u-u_{N}\right)+(\omega u-v)$. For the first term, we calculate

$$
\left\|(1-\omega)\left(u-u_{N}\right)\right\|_{L^{2}(\Omega)}+h\left\|(1-\omega)\left(u-u_{N}\right)\right\|_{H^{1}(\Omega)} \leq C h^{k}\|u\|_{H^{k}(\Omega)}
$$

which has the desired form (7.4). We now turn to the definition of $v \in S_{0}^{p, 1}(\mathcal{T})$, which approximates $\omega u$. We select $I_{p-1} u \in S^{p-1,1}(\mathcal{T})$ by a standard FEM interpolation procedure. Then, $\left.\left(I_{p-1} u\right)\right|_{\partial \Omega}=0$ and

$$
\left\|u-I_{p-1} u\right\|_{L^{2}(K)}+h\left\|\nabla\left(u-I_{p-1} u\right)\right\|_{L^{2}(K)} \leq C h^{k}|u|_{H^{k}(K)} \quad \forall K \in \mathcal{T} .
$$

Here, we exploited the assumption $p \geq k$. As the product of a piecewise linear function and a piecewise polynomial of degree $p-1$, the function $\omega I_{p-1} u$ satisfies $\omega I_{p-1} u \in S_{0}^{p, 1}(\mathcal{T})$. We conclude using the support properties of $\omega$ and $\|\nabla \omega\|_{L^{\infty}(\Omega)} \leq C h^{-1}$

$$
\left\|\omega u-\omega I_{p-1} u\right\|_{L^{2}(\Omega)}+h\left|\omega u-\omega I_{p-1} u\right|_{H^{1}(\Omega)} \leq C h^{k} .
$$

Thus taking $v:=\omega I_{p-1} u$ gives an approximation $(1-\omega) u_{N}+\omega I_{p-1} u \in V_{p, N}$ that realizes the desired bound (7.4).

## Local Approximation Spaces Satisfying

## Essential Boundary Conditions

The previous idea of combining the classical FEM in a strip near the boundary with general approximation spaces $V_{N}$ in the interior of $\Omega$ can be viewed as a variant of the partition of unity method where the local approximation spaces $V_{i}$ for the patches $\Omega_{i}$ near the boundary are chosen such that they conform to the boundary conditions. A more general approach is the outlined in the following exercise.

## Exercise 7.3.

Assume the hypotheses of Theorem 4.1. Suppose additionally: if $\Gamma_{i, D}:=$ $\partial \Omega_{i} \cap \partial \Omega \neq \emptyset$, then $V_{i} \subset H_{D}^{1}\left(\Omega_{i}\right):=\left\{u \in H^{1}\left(\Omega_{i}\right)|u|_{\Gamma_{i, D}}=0\right\}$. Show: The space $V$ of Theorem 4.1 satisfies $V \subset H_{0}^{1}(\Omega)$, and the approximation result of Theorem 4.1 is still valid.
Local approximation spaces $V_{i}$ that satisfy the correct boundary conditions can be derived in different ways. They can be determined analytically or numerically.

## Example 7.2.

Let $u$ solve Laplace's equation and assume that $u$ vanishes on a straight line. Extending $u$ by reflection across this line yields a function (again denoted $u$ ) that is anti-symmetric with respect to this line and again solves Laplace's equation. It is shown in [78] that harmonic polynomials that are anti-symmetric with respect to this line (and hence vanish on it), can approximate the function $u$ at the same rate as the full space $\mathcal{H} \mathcal{P}_{p}$ of harmonic polynomials.
As discussed in Section 5.6, local approximation spaces $V_{i}$ can also be computed numerically. If these spaces are computed using the standard FEM, then it is easy to enforce essential boundary conditions.

### 7.2 Non-Conforming Methods: Lagrange Multiplier Methods and Collocation Techniques

The essential boundary condition could also be enforced in a weak sense. The simplest such approach is to collocate the boundary condition in a (finite) set of points $Y \subset \partial \Omega$ as was proposed, for example, in $[2,54,111]$. Such methods are, however, difficult to analyze even in the setting of the classical FEM.
Early references to the Lagrange Multiplier Method are [3,4]. One introduces a bilinear form $b: H^{1}(\Omega) \times H^{-1 / 2}(\partial \Omega)$ by

$$
b(v, \mu):=\left\langle\gamma_{0} v, \mu\right\rangle_{H^{1 / 2}(\partial \Omega) \times H^{-1 / 2}(\partial \Omega)}
$$

where $\gamma_{0}: H^{1}(\Omega) \rightarrow H^{1 / 2}(\partial \Omega)$ is the trace operator $\gamma_{0} v=\left.v\right|_{\partial \Omega}$. One then considers the problem: Find $(u, \lambda) \in H^{1}(\Omega) \times H^{-1 / 2}(\partial \Omega)$ such that

$$
\begin{align*}
a(u, v)+b(v, \lambda) & =F(v) & & \forall v \in H^{1}(\Omega), \\
b(u, \mu) & =0 & & \forall \mu \in H^{-1 / 2}(\partial \Omega) . \tag{7.5}
\end{align*}
$$

The function $u$ of the pair $(u, \lambda)$ solving (7.5) is in fact an element of $H_{0}^{1}(\Omega)$ and also a solution of the original problem (7.1). A natural discretization of (7.5) is to take subspaces $V_{N} \subset H^{1}(\Omega), M_{N} \subset H^{-1 / 2}(\partial \Omega)$ and then consider the problem: Find $\left(u_{N}, \lambda_{N}\right) \in V_{N} \times M_{N}$ such that

$$
\begin{align*}
a\left(u_{N}, v\right)+b\left(v, \lambda_{N}\right) & =F(v) & & \forall v \in V_{N}  \tag{7.6}\\
b\left(u_{N}, \mu\right) & =0 & & \forall \mu \in M_{N}
\end{align*}
$$

We mention in passing that $\langle v, \mu\rangle_{H^{1 / 2}(\partial \Omega) \times H^{-1 / 2}(\partial \Omega)}=\int_{\partial \Omega} v \mu d s$ if $\mu \in$ $L^{2}(\partial \Omega)$ so that the discrete problem (7.6) represents a linear system of equations that can be set up for any reasonable choice of space $M_{N}$ (e.g. a space of piecewise constant functions). One challenge in the Lagrange multiplier method is that the spaces $V_{N}$ and $M_{N}$ cannot be chosen independently. As is well-known the so-called "inf-sup" condition, or Babuška-Brezzi condition, needs to be satisfied: If

$$
\begin{equation*}
\inf _{\mu \in M_{N}} \sup _{v \in V_{N}} \frac{b(v, \mu)}{\|v\|_{H^{1}(\Omega}\|\mu\|_{H^{-1 / 2}(\partial \Omega)}} \geq \gamma_{N}>0 \tag{7.7}
\end{equation*}
$$

then the error $u-u_{N}$ satisfies (see for example [94, Thm. 5.13])
$\left\|u-u_{N}\right\|_{H^{1}(\Omega)} \leq C\left(1+\frac{1}{\gamma_{N}}\right) \inf _{(v, \mu) \in V_{N} \times M_{N}}\|u-v\|_{H^{1}(\Omega)}+\|\lambda-\mu\|_{H^{-1 / 2}(\partial \Omega)}$.
This bound suggests that the inf-sup constant $\gamma_{N}$ should be bounded away from zero uniformly in the discretization parameter $N$ to guarantee good performance. The condition $\gamma_{N}>0$ is indeed necessary as the following exercise shows.

Exercise 7.4.
Show: $\gamma_{N}=0$ implies that the matrix representing the linear system (7.6) is not invertible.

In the classical FEM, various combinations of spaces $V_{N}$ and $M_{N}$ are known to be "stable" in the sense that (7.6) holds for a constant independent of the mesh size; we refer to [100] for a more detailed discussion and appropriate references. In the context of the classical FEM, a key ingredient in the stability proofs for pairs $V_{N}, M_{N}$ are inverse estimates. To the knowledge of the author, such estimates are not available for meshless methods, and an analysis is therefore hard. We will encounter a similar difficulty in our analysis of Nitsche's method below; the appropriate inverse estimate is therefore stipulated as Assumption 7.1.

### 7.3 Non-Conforming Methods: Penalty Method

In the conforming FEM, one would have to choose $V_{N} \subset H_{0}^{1}(\Omega)$. In the penalty method, the essential boundary conditions are weakened by changing
the problem: Taking $V_{N} \subset H^{1}(\Omega)$ and $\psi \geq 1$ the problem is to find $u_{N} \in V_{N}$ such that

$$
\begin{equation*}
a_{\psi}\left(u_{N}, v\right):=a\left(u_{N}, v\right)+\int_{\partial \Omega} \psi u_{N} v d s=F(v) \quad \forall v \in V_{N} \tag{7.8}
\end{equation*}
$$

We recognize this as the Galerkin approximation to the following problem:

$$
\begin{equation*}
\text { Find } u_{\psi} \in H^{1}(\Omega) \text { s.t. } a_{\psi}\left(u_{\psi}, v\right)=F(v) \quad \forall v \in H^{1}(\Omega) \text {. } \tag{7.9}
\end{equation*}
$$

The strong form of this problem is:

$$
\begin{equation*}
-\Delta u_{\psi}=f \quad \text { on } \Omega, \quad \partial_{n} u_{\psi}+\psi u=0 \quad \text { on } \partial \Omega \tag{7.10}
\end{equation*}
$$

One sees that, if $\psi \rightarrow \infty$, then $u_{\psi} \rightarrow u$, where $u$ is the solution of (7.1). We will make this more precise below.

Theorem 7.1 (penalty method). Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain. Let $k \geq 2$. Assume $u \in H^{k}(\Omega)$ is the solution of (7.1). Let $\xi \in H^{k-1}(\Omega)$ solve

$$
\begin{equation*}
-\Delta \xi+\xi=0 \quad \text { on } \Omega,\left.\quad \xi\right|_{\partial \Omega}=\partial_{n} u \quad \text { on } \partial \Omega \tag{7.11}
\end{equation*}
$$

Assume that the approximation space $V_{N} \subset H^{1}(\Omega)$ satisfies:

$$
\begin{align*}
& \inf _{v \in V_{N}}\|u-v\|_{L^{2}(\Omega)}+h\|\nabla(u-v)\|_{L^{2}(\Omega)} \leq C h^{k}  \tag{7.12}\\
& \inf _{v \in V_{N}}\|\xi-v\|_{L^{2}(\Omega)}+h\|\nabla(\xi-v)\|_{L^{2}(\Omega)} \leq C h^{k-1} \tag{7.13}
\end{align*}
$$

Then there holds for a $C>0$ independent of $\psi$ and $h$

$$
\left\|u-u_{N}\right\|_{H^{1}(\Omega)} \leq C\left\{\psi^{-1}+\psi^{-1 / 2} h^{k-3 / 2}+\psi^{1 / 2} h^{k-1 / 2}+h^{k-1}\right\}
$$

Setting $\psi=h^{\sigma}$ with the optimal value $\sigma=\frac{2 k-1}{3}$ gives

$$
\left\|u-u_{N}\right\|_{H^{1}(\Omega)} \leq h^{\sigma}, \quad \sigma=\frac{2 k-1}{3}
$$

Remark 7.2.
The regularity assumption $\xi \in H^{k-1}(\Omega)$ is satisfied, for example, if $\partial \Omega$ is smooth.

Proof of Theorem 7.1. The proof follows the exposition of [3, Thm. 7.2.2]. From the Lax-Milgram Lemma (see for example [23, Thm. 2.7.7]) we have upon equipping the space $H^{1}(\Omega)$ with the norm $\|\cdot\|_{\psi}:=\sqrt{a_{\psi}(\cdot, \cdot)}$, which is equivalent to the standard $\|\cdot\|_{H^{1}(\Omega)}$ norm,

$$
\left\|u_{\psi}-u_{N}\right\|_{\psi}=\inf _{v \in V_{N}}\left\|u_{\psi}-v\right\|_{\psi}
$$

We now write

$$
u=u_{\psi}+\frac{1}{\psi} \xi+\zeta
$$

The function $\zeta$ satisfies

$$
\begin{aligned}
a_{\psi}(\zeta, v)= & \underbrace{a(u, v)}_{=0}+\psi \underbrace{\int_{\partial \Omega} u v d s}_{=0}-\underbrace{a_{\psi}\left(u_{\psi}, v\right)}_{=\int_{\Omega} f v d x}-\frac{1}{\psi} a_{\psi}(\xi, v) \\
= & \int_{\partial \Omega} \partial_{n} u v d s-\frac{1}{\psi} a(\xi, v)-\underbrace{\int_{\partial \Omega} \xi v d s}_{=\int_{\partial \Omega} \partial_{n} u v d s}=-\frac{1}{\psi} \int_{\Omega} \nabla \xi \cdot \nabla v d x .
\end{aligned}
$$

Hence, the Lax-Milgram Lemma gives us

$$
\begin{equation*}
\|\zeta\|_{\psi} \leq \frac{1}{\psi}\|\xi\|_{H^{1}(\Omega)} \tag{7.14}
\end{equation*}
$$

The function $u_{N}$ is the Galerkin approximation to $u_{\psi}$, so we get $\left\|u_{\psi}-u_{N}\right\|_{\psi}=$ $\inf _{v \in V_{N}}\left\|u_{\psi}-v\right\|_{\psi}$. Thus:

$$
\left\|u_{\psi}-u_{N}\right\|_{\psi}=\inf _{v \in V_{N}}\left\|u_{\psi}-v\right\|_{\psi} \leq \inf _{v \in V_{N}}\|u-v\|_{\psi}+\frac{1}{\psi} \inf _{v \in V_{N}}\|\xi-v\|_{\psi}+\|\zeta\|_{\psi}
$$

Using the bound $\|z\|_{L^{2}(\partial \Omega)}^{2} \leq C\|z\|_{L^{2}(\Omega)}\|z\|_{H^{1}(\Omega)}$ (see for example Theorem A.2), we can bound with our assumptions on the approximation properties of $V_{N}$

$$
\left\|u_{\psi}-u_{N}\right\|_{\psi} \leq C\left\{h^{k-1}+\psi^{1 / 2} h^{k-1 / 2}+\psi^{-1 / 2} h^{k-3 / 2}+\psi^{-1}\right\}
$$

Choosing $\psi=h^{-\sigma}$ gives

$$
\left\|u_{\psi}-u_{N}\right\|_{\psi} \leq C h^{\min \{\sigma, \sigma / 2+k-3 / 2,-\sigma / 2+k-1 / 2, k-1\}}
$$

The optimal rate of convergence is obtained for $\sigma=\frac{2 k-1}{3}$. We get

$$
\begin{aligned}
\left\|u-u_{N}\right\|_{H^{1}(\Omega)} & \leq\left\|u_{\psi}-u_{N}\right\|_{H^{1}(\Omega)}+\frac{1}{\psi}\|\xi\|_{H^{1}(\Omega)}+\|\zeta\|_{H^{1}(\Omega)} \\
& \leq\left\|u_{\psi}-u_{N}\right\|_{\psi}+C \psi^{-1}
\end{aligned}
$$

which gives the desired bound.
Remark 7.3.
In the case $k=2$, we see that the choice $\sigma=(2 k-1) / 3$ leads to the optimal rate of convergence. For $k>2$, the penalty method leads to suboptimal rates.

### 7.4 Non-Conforming Methods: Nitsche's Method

Nitsche's method was introduced in [88]; a good account that relates it to various forms of Lagrange Multiplier Methods can be found in [100]. Like the penalty method, Nitsche's method alters the variational formulation albeit in a more subtle way. For definiteness' sake, we consider again the model problem (7.1).
For simplicity, we will assume that the approximation space $V_{N}$ satisfies $V_{N} \subset H^{2}(\Omega)$, although weaker assumptions suffice ${ }^{3}$. We need to identify the shape functions $\varphi_{i}$ that are near the boundary. Hence, upon recalling the definition of patches, $\Omega_{i}=\left(\operatorname{supp} \varphi_{i}\right)^{\circ}$, we define

$$
\begin{equation*}
I_{\partial \Omega}:=\left\{i \in \mathbb{N} \mid \Omega_{i} \cap \partial \Omega \neq \emptyset\right\} \tag{7.15}
\end{equation*}
$$

For $i \in I_{\partial \Omega}$ we set

$$
\begin{equation*}
\Gamma_{i}:=\Omega_{i} \cap \partial \Omega, \quad \widetilde{h}_{i}:=\operatorname{diam} \Gamma_{i} \tag{7.16}
\end{equation*}
$$

For a penalty parameter $\gamma>0$ define

$$
\begin{equation*}
a_{N}(u, v):=a(u, v)-\int_{\partial \Omega} \partial_{n} u v d s-\int_{\partial \Omega} u \partial_{n} v d s+\gamma \sum_{i \in I_{\partial \Omega}} \widetilde{h}_{i}^{-1} \int_{\Gamma_{i}} u v d s \tag{7.17}
\end{equation*}
$$

One variant of Nitsche's method can then be formulated as:

$$
\begin{equation*}
\text { Find } \quad u_{N} \in V_{N} \text { s.t. } a_{N}\left(u_{N}, v\right)=F(v) \quad \forall v \in V_{N} \tag{7.18}
\end{equation*}
$$

In contrast to the penalty method, Nitsche's method is consistent if the exact solution is sufficiently regular:
Lemma 7.2 (consistency of Nitsche's method). Let $\Omega$ be a Lipschitz domain. If for some $\varepsilon>0$ the solution $u$ of (7.1) satisfies $u \in H^{3 / 2+\varepsilon}(\Omega)$, then $a_{N}(u, v)=F(v)$ for all $v \in V_{N}$.
Proof. By the trace theorem, the assumption $u \in H^{3 / 2+\varepsilon}(\Omega)$ guarantees that $\partial_{n} u$ is well-defined and $\partial_{n} u \in L^{2}(\partial \Omega)$. Since also the Gauss-Green theorem holds, the result now follows by inspection.
The consistency result Lemma 7.2 will allow us to obtain quasi-optimality results in appropriate norms. In order to perform this analysis, we introduce a few discrete norms on the space $H^{3 / 2+\varepsilon}(\Omega)$ :

$$
\begin{align*}
\|u\|_{1 / 2, h}^{2} & :=\sum_{i \in I_{\partial \Omega}} \widetilde{h}_{i}^{-1}\|u\|_{L^{2}\left(\Gamma_{i}\right)}^{2},  \tag{7.19}\\
\left\|\partial_{n} u\right\|_{-1 / 2, h}^{2} & :=\sum_{i \in I_{\partial \Omega}} \widetilde{h}_{i}\left\|\partial_{n} u\right\|_{L^{2}\left(\Gamma_{i}\right)}^{2},  \tag{7.20}\\
\|u\|_{1, h}^{2} & :=\|\nabla u\|_{L^{2}(\Omega)}^{2}+\|u\|_{1 / 2, h}^{2}+\left\|\partial_{n} u\right\|_{-1 / 2, h}^{2} . \tag{7.21}
\end{align*}
$$

[^1]Central to the analysis of Nitsche's method is an inverse assumption:
Assumption 7.1 (inverse assumption). There exists $C_{\mathrm{inv}}>0$ such that

$$
\left\|\partial_{n} u\right\|_{-1 / 2, h} \leq C_{\mathrm{inv}}\|\nabla u\|_{L^{2}(\Omega)} \quad \forall u \in V_{N}
$$

In the case of the classical FEM, this inverse assumption can be proved:

## Exercise 7.5.

Let $\mathcal{T}$ be a shape-regular triangulation of a polygon in $\mathbb{R}^{2}$. For the space of piecewise linears $S^{1,1}(\mathcal{T})$, let $\mathcal{E}_{\partial \Omega}$ be the set of edges that lie on $\partial \Omega$ and let $h_{e}$ be the length of edge $e \in \mathcal{E}_{\partial \Omega}$. Show: There exists $C>0$ depending solely on the shape-regularity constant of $\mathcal{T}$ such that upon setting

$$
\left\|\partial_{n} u\right\|_{-1 / 2, h}^{2}:=\sum_{e \in \mathcal{E}_{\partial \Omega}} h_{e}\left\|\partial_{n} u\right\|_{L^{2}(e)}^{2}
$$

we have $\left\|\partial_{n} u\right\|_{-1 / 2, h} \leq C_{\text {inv }}\|\nabla u\|_{L^{2}(\Omega)}$ for all $u \in S^{1,1}(\mathcal{T})$ for some suitable $C_{\text {inv }}>0$.

If the inverse Assumption 7.1 is satisfied, then the bilinear form $a_{N}$ is coercive on $V_{N}$ provided that the parameter $\gamma$ is chosen sufficiently large:
Lemma 7.3. If Assumption 7.1 is satisfied, then we have for $\gamma>2 C_{\mathrm{inv}}^{2}$

$$
\begin{align*}
& \min \left\{\frac{1}{4}, \frac{1}{4 C_{\mathrm{inv}}}, \gamma-2 C_{\mathrm{inv}}^{2}\right\}\|u\|_{1, h}^{2} \leq a_{N}(u, u) \quad \forall u \in V_{N}  \tag{7.22}\\
& \left|a_{N}(u, v)\right| \leq(1+\gamma)\|u\|_{1, h}\|v\|_{1, h} \quad \forall u, v \in H^{3 / 2+\varepsilon}(\Omega) \tag{7.23}
\end{align*}
$$

Proof. Using the fact that $\partial \Omega \subset \cup_{i \in I_{\partial \Omega}} \Gamma_{i}$, we can estimate with the CauchySchwarz inequality

$$
\left|\int_{\partial \Omega} \partial_{n} u u d s\right| \leq\left\|\partial_{n} u\right\|_{-1 / 2, h}\|u\|_{1 / 2, h} .
$$

Using next the bound $2|a b| \leq \epsilon a^{2}+\frac{1}{\epsilon} b^{2}$, which is valid for all $\epsilon>0$, we get

$$
\begin{aligned}
a_{N}(u, u) & \geq\|\nabla u\|_{L^{2}(\Omega)}^{2}-2\left\|\partial_{n} u\right\|_{-1 / 2, h}\|u\|_{1 / 2, h}+\gamma\|u\|_{1 / 2, h}^{2} \\
& \geq\|\nabla u\|_{L^{2}(\Omega)}^{2}-\epsilon\left\|\partial_{n} u\right\|_{-1 / 2, h}^{2}-\epsilon^{-1}\|u\|_{1 / 2, h}^{2}+\gamma\|u\|_{1 / 2, h}^{2} \\
& \geq\left(1-\epsilon C_{\text {inv }}^{2}\right)\|\nabla u\|_{L^{2}(\Omega)}^{2}+\left(\gamma-\epsilon^{-1}\right)\|u\|_{1 / 2, h}^{2},
\end{aligned}
$$

where we appealed to the inverse assumption. Choosing now $\epsilon=\left(2 C_{\text {inv }}^{2}\right)^{-1}$ gives the desired bound (7.22).
The bound (7.23) follows from the trace theorem.
Remark 7.4.
Lemma 7.3 shows that the problem (7.18) is well-defined and leads to a symmetric positive definite stiffness matrix, provided that the parameter $\gamma$ is chosen sufficiently large. A good estimate on $C_{\text {inv }}$ is required for that. Determining $C_{\text {inv }}$ can be formulated as an eigenvalue problem, and a numerical scheme that works well has been proposed in [51,96].

The consistency result Lemma 7.2 allows us to get quasi-optimality of the Nitsche method:

Lemma 7.4. Set $\underline{a}:=\min \left\{\frac{1}{4}, \frac{1}{4 C_{\mathrm{inv}}}, \gamma-2 C_{\mathrm{inv}}^{2}\right\}$. Assume that the solution $u$ of (7.1) satisfies $u \in H^{3 / 2+\varepsilon}(\Omega)$ for some $\varepsilon>0$. Then

$$
\left\|u-u_{N}\right\|_{1, h} \leq\left(1+\frac{1+\gamma}{\underline{a}}\right) \inf _{v \in V_{N}}\|u-v\|_{1, h} .
$$

Proof. The proof is the same as the proof of Céa's lemma, for which we refer, for example, to [23, Thm. 2.8.1].
Theorem 7.2 (Convergence of Nitsche's method). Let the solution $u$ of (7.1) satisfy $u \in H^{k}(\Omega)$ for some $k \geq 2$. Assume:
(a) the constant $\underline{a}$ of Lemma 7.4 is positive;
(b) the sets $\Gamma_{i}, i \in I_{\partial \Omega}$ satisfy an overlap condition;
(c) $h_{i} \sim h$ for all $i \in I_{\partial \Omega}$,
(d) $\inf _{v \in V_{N}}\|u-v\|_{L^{2}(\Omega)}+h\|u-v\|_{H^{1}(\Omega)}+h^{2}\|u-v\|_{H^{2}(\Omega)} \leq C h^{k}\|u\|_{H^{k}(\Omega)}$.

Then

$$
\left\|u-u_{N}\right\|_{H^{1}(\Omega)} \leq C h^{k-1} .
$$

Proof. By the quasi-optimality result Lemma 7.4 it suffices to bound the expression $\inf _{v \in V_{N}}\|u-v\|_{1, h}$. Using $h_{i} \sim h$ for all $i \in I_{\partial \Omega}$ and the overlap condition on the sets $\Gamma_{i}$ gives us for arbitrary $v \in V_{N}$

$$
\|u-v\|_{1, h}^{2} \leq\|u-v\|_{H^{1}(\Omega)}^{2}+C h\left\|\partial_{n}(u-v)\right\|_{L^{2}(\partial \Omega)}^{2}+h^{-1}\left\|\partial_{n}(u-v)\right\|_{L^{2}(\partial \Omega)}^{2} .
$$

The trace Theorem A. 2 applied to $z \in H^{2}(\Omega)$ gives in view of $\nabla z \in H^{1}(\Omega)$

$$
\begin{aligned}
\|u-v\|_{1, h}^{2} \leq & C\left\{\|u-v\|_{H^{1}(\Omega)}^{2}\right. \\
& \left.+h\|u-v\|_{H^{1}(\Omega)}\|u-v\|_{H^{2}(\Omega)}+\frac{1}{h}\|u-v\|_{L^{2}(\Omega)}\|u-v\|_{H^{1}(\Omega)}\right\} .
\end{aligned}
$$

The assumptions on the approximation properties of $V_{N}$ allow us to conclude the argument.

We required $k \geq 2$ in the proof of Theorem 7.2 for convenience only. The follow exercise shows that $k>3 / 2$ is in fact sufficient:

## Exercise 7.6.

Use Theorem A. 2 to show that the approximation result of Theorem 7.2 is true for $k \in(3 / 2,2)$ provided

$$
\inf _{v \in V_{N}}\|u-v\|_{L^{2}(\Omega)}+h\|u-v\|_{H^{1}(\Omega)}+h^{k}\|u-v\|_{H^{k}(\Omega)} \leq C h^{k}\|u\|_{H^{k}(\Omega)}
$$

## Remark 7.5.

The approximation properties of $V_{N}$ stated in Theorem 7.2 required simultaneous approximation properties of $V_{N}$ in three norms. Such results were established in Theorem 2.1 and Proposition 3.3.

## A Results from Analysis

Theorem A. 1 (universal extension operator). Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain. Then there exists a linear operator $E: L^{1}(\Omega) \rightarrow L^{1}\left(\mathbb{R}^{d}\right)$ with the following properties:
(i) $\left.(E u)\right|_{\Omega}=u$ for all $u \in L^{1}(\Omega)$.
(ii) For each $k \in \mathbb{N}_{0}, p \in[1, \infty]$, there exists $C>0$ such that

$$
\|E u\|_{W^{k, p}\left(\mathbb{R}^{d}\right)} \leq C\|u\|_{W^{k, p}(\Omega)} \text { for all } u \in W^{k, p}(\Omega) .
$$

Proof. See [99, Chap. VI.3].
Theorem A. 2 (multiplicative trace theorem). Let $\Omega \subset \mathbb{R}^{d}$ be a Lipschitz domain, $s \in(1 / 2,1]$. Then there exists a constant $C>0$ such that for all $u \in H^{s}(\Omega)$ the trace $\gamma_{0} u=\left.u\right|_{\partial \Omega}$ satisfies

$$
\left\|\gamma_{0} u\right\|_{L^{2}(\partial \Omega)} \leq C\|u\|_{L^{2}(\Omega)}^{1-1 /(2 s)}\|u\|_{H^{s}(\Omega)}^{1 /(2 s)} .
$$

Proof. The case $s=1$ is well-known (see for example [23, Prop. 1.6.3]). For the case $s \in(1 / 2,1)$, a proof that is based on elementary techniques can be found in Exercise A.1. A short proof resting on the theory of interpolation spaces is as follows. From [104, Thm. 2.9.3], we can infer the trace theorem

$$
\begin{equation*}
\left\|\gamma_{0} u\right\|_{L^{2}(\partial \Omega)} \leq C\|u\|_{B_{2,1}^{1 / 2}(\Omega)} \tag{A.1}
\end{equation*}
$$

where the Besov space $B_{2,1}^{1 / 2}(\Omega)=\left(L^{2}(\Omega), H^{1}(\Omega)\right)_{1 / 2,1}$; here, the K-method of interpolation, $[15,104]$ is employed. For $s \in(1 / 2,1]$, the reiteration theorem then allows us to recognize $B_{2,1}^{1 / 2}$ as an interpolation space between $L^{2}(\Omega)$ and $H^{s}(\Omega)$, namely, $B_{2,1}^{1 / 2}(\Omega)=\left(L^{2}(\Omega), H^{s}(\Omega)\right)_{\theta, 1}$, where $\theta=1 /(2 s)$. Inserting into (A.1) the interpolation inequality $\|u\|_{B_{2,1}^{1 / 2}(\Omega)} \leq C_{\theta}\|u\|_{L^{2}(\Omega)}^{1-\theta}\|u\|_{H^{s}(\Omega)}^{\theta}$ then gives the desired result.

Exercise A. 1 (alternative proof of Theorem A.2).
The present exercise illustrates a very useful device of analysis, namely, how scaling arguments can lead to multiplicative bounds.
For simplicity, consider the case $\Omega=(0,1)^{d}$. Write $\Gamma:=\mathbb{R}^{d-1} \times\{0\}$. Using the extension operator of Theorem A.1, we may assume $u \in H^{s}\left(\mathbb{R}^{d}\right)$. Proceed in several steps:
(a) Starting from the estimate $\|v\|_{L^{2}(\partial \Omega)} \leq C\|v\|_{H^{s}(\Omega)}$ for all $v \in H^{s}(\Omega)$, show that

$$
\begin{equation*}
\|v\|_{L^{2}(\Gamma)} \leq C\left[\|v\|_{L^{2}\left(\mathbb{R}^{d}\right)}+|v|_{H^{s}\left(\mathbb{R}^{d}\right)}\right] \quad \forall v \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right) \tag{A.2}
\end{equation*}
$$

where we recall that $|\cdot|_{H^{s}\left(\mathbb{R}^{d}\right)}$ is defined as the Slobodeckij norm (1.1).
(b) By scaling (that is considering the function $\tilde{u}(x):=u(R x)$ ) show that (A.2) has actually the form

$$
\begin{equation*}
\|v\|_{L^{2}(\Gamma)}^{2} \leq C\left[R\|v\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2}+R^{1-2 s}|v|_{H^{s}\left(\mathbb{R}^{d}\right)}^{2}\right] \quad \forall v \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right) \tag{A.3}
\end{equation*}
$$

for arbitrary $R>0$.
(c) Choose $R$ in (A.3) suitably to obtain $\|v\|_{L^{2}(\Gamma)}^{2} \leq C\|v\|_{L^{2}\left(\mathbb{R}^{d}\right)}^{2-1 / s}|v|_{H^{s}\left(\mathbb{R}^{d}\right)}^{1 / s}$.

The following theorem shows that it is possible to cover arbitrary bounded sets by balls that satisfy a finite overlap property:

Theorem A. 3 (Besicovitch covering theorem). Let $d \in \mathbb{N}$. Then there exists a constant $M_{d}>0$ (depending solely on d) with the following property: Let $\mathcal{B}$ be a collection of nondegenerate closed balls in $\mathbb{R}^{d}$ with

$$
\sup \{\operatorname{diam} B \mid B \in \mathcal{B}\}<\infty
$$

Let $A$ be the set of centres of the balls of $\mathcal{B}$. Then there exist countable collections $\mathcal{B}_{1}, \ldots, \mathcal{B}_{M_{d}} \subset \mathcal{B}$ such that each $\mathcal{B}_{i}, i=1, \ldots, M_{d}$, is a collection of disjoint balls and

$$
A \subset \bigcup_{i=1}^{M_{d}} \bigcup_{B \in \mathcal{B}_{i}} B
$$

Proof. See, for example, [112, Thm. 1.3.5] or [40, Sec. 1.5.2].

## B Properties of Polynomials

Theorem B. 1 (polynomial approximation). Let $B \subset \mathbb{R}^{d}$ be a ball of diameter $h \leq 1$. Then for each polynomial degree $p \in \mathbb{N}_{0}$ there exists a linear operator $Q_{p}: L^{1}(B) \rightarrow \mathcal{P}_{p}$ with the following properties:

$$
\begin{align*}
Q_{p} u & =u \quad \forall u \in \mathcal{P}_{p}  \tag{B.1}\\
\left\|u-Q_{p} u\right\|_{W^{s, q}(B)} & \leq C_{p, q, k} h^{(\min \{p+1, k\}-s)_{+}}\|u\|_{W^{k, q}(B)}, \quad 0 \leq s \leq k . \tag{B.2}
\end{align*}
$$

Here, the notation $(\cdot)_{+}$represents the function $x \mapsto(x)_{+}=\max \{x, 0\}$. The constant $C_{p, q, k}$ depends only on $p \in \mathbb{N}_{0}, q \in[1, \infty), d$, and $k \geq 0$. The bound (B.2) also holds for $q=\infty$ if $k$ and $s$ are restricted to integer values $s$, $k \in \mathbb{N}_{0}$.
If $q \in(1, \infty)$ and $k>d / q$ or if $q=1$ and $k \geq d$, then additionally

$$
\begin{equation*}
\left\|u-Q_{p} u\right\|_{L^{\infty}(B)} \leq \tilde{C}_{p, q, k} h^{\min \{p+1, k\}-d / q}\|u\|_{W^{k, q}(B)} \tag{B.3}
\end{equation*}
$$

where $\tilde{C}_{p, q, k}$ depends only on $p, q, d$, and $k$.

Proof. The $L^{\infty}$-bound (B.3) will be treated in the following Exercise B.1. We elaborate the arguments of [23, Chap. 4] in order to show the statements (B.1), (B.2). We proceed in several steps.

First step: Let $F: B_{1}(0) \rightarrow B$ be an affine bijection. We define $u \mapsto Q_{p} u$ by $\left(Q_{p} u\right) \circ F:=\widehat{Q}_{p}(u \circ F)$, where $\widehat{Q}_{p}: L^{1}\left(B_{1}(0)\right) \rightarrow \mathcal{P}_{p}$ is defined as in [23, Chap. 4]. From [23, Prop. 4.3.8 and Cor. 4.1.15] we have

$$
\begin{align*}
\widehat{Q}_{p} u & =u \quad \forall u \in \mathcal{P}_{p}  \tag{B.4}\\
\left\|\widehat{Q}_{p} u\right\|_{W^{m, \infty}\left(B_{1}(0)\right)} & \leq C_{m}\|u\|_{L^{1}\left(B_{1}(0)\right)} \quad \text { for any } m \in \mathbb{N}_{0} . \tag{B.5}
\end{align*}
$$

(B.4) implies (B.1). We therefore turn to the proof of (B.2). We set $\mu:=$ $\min \{p+1, k\}$, let $v \in \mathcal{P}_{p}$ be arbitrary, and calculate for $s \in[0, \mu]$ using (B.4) and the stability result (B.5)

$$
\begin{align*}
& \left\|u-\widehat{Q}_{p} u\right\|_{W^{s, q}\left(B_{1}(0)\right)} \leq\left\|u-\widehat{Q}_{p} u\right\|_{W^{\mu, q}\left(B_{1}(0)\right)} \\
& \leq\|u-v\|_{W^{\mu, q}\left(B_{1}(0)\right)}+\left\|\widehat{Q}_{p}(u-v)\right\|_{W^{\mu, q}\left(B_{1}(0)\right)} \\
& \leq\|u-v\|_{W^{\mu, q}\left(B_{1}(0)\right)}+C\|(u-v)\|_{L^{1}\left(B_{1}(0)\right)} \leq C\|u-v\|_{W^{\mu, q}\left(B_{1}(0)\right)} . \tag{B.6}
\end{align*}
$$

Second step: In order to employ scaling arguments, we have to replace the full norm on the right-hand side of (B.6) by a semi-norm. The technique for doing this can be traced back to $[21,31]$ and is based on a compactness argument: From Rellich's theorem, [39, Chap. 5.7], we have that the embedding $W^{k, q}\left(B_{1}(0)\right) \subset \subset W^{k-1, q}\left(B_{1}(0)\right)$ is compact for $k \in \mathbb{N}$; for $k=\tilde{k}+s$ with $\tilde{k} \in \mathbb{N}_{0}$ and $s \in(0,1)$ we have $W^{k, q}\left(B_{1}(0)\right) \subset \subset W^{\tilde{k}, q}\left(B_{1}(0)\right)$, [104, Sec. 1.16.4, Thm. 2]. Reasoning in the same way by contradiction as in the classical proof of the Poincaré inequality (see for example [39, Sec. 5.8.1]), we can infer for $p \in \mathbb{N}_{0}$ with $p \geq k-1$

$$
\begin{equation*}
\inf _{v \in \mathcal{P}_{p}}\|u-v\|_{W^{k, q}\left(B_{1}(0)\right)} \leq C|u|_{W^{k, q}\left(B_{1}(0)\right)} \quad \forall u \in W^{k, q}\left(B_{1}(0)\right) . \tag{B.7}
\end{equation*}
$$

Third step: Since $v \in \mathcal{P}_{p}$ in (B.6) is arbitrary and $\mu \leq p+1$, we get for $s \in[0, \mu]$

$$
\left\|u-\widehat{Q}_{p} u\right\|_{W^{s, q}\left(B_{1}(0)\right)} \leq C \inf _{v \in \mathcal{P}_{p}}\|u-v\|_{W^{\mu, q}\left(B_{1}(0)\right)} \leq C|u|_{W^{\mu, q}\left(B_{1}(0)\right)} .
$$

By transforming to $B$ and observing how the semi-norms $|\cdot|_{W^{s, q},}|\cdot|_{W^{\mu, q}}$ scale (cf. (1.1)) we obtain the desired bound (B.2) for $s \in[0, \mu]$.
Fourth step: It remains to see the bound for $\min \{p+1, k\}<s \leq k$. This can only happen for $p+1<k$. But then $p+1<s$ and an easy calculation shows that $\left|Q_{p}\right|_{W^{s, q}(B)}=0$. We conclude for the semi norm

$$
\left|u-Q_{p} u\right|_{W^{s, q}(B)} \leq|u|_{W^{s, q}(B)}+\left|Q_{p} u\right|_{W^{s, q}(B)}=|u|_{W^{s, q}(B)} \leq C\|u\|_{W^{k, q}(B)} .
$$

This allows us to obtain the desired bound (B.2) for the case $\min \{p+1, k\}<$ $s \leq k$.

Exercise B.1.
Show (B.3) by proving the following two results.
(a) Show the following generalization of (B.7) for $p+1<k$ and $\Omega:=B_{1}(0)$ :

$$
\inf _{v \in \mathcal{P}_{p}}\|u-v\|_{W^{k, q}(\Omega)} \leq C|u|_{W^{p+1, q}(\Omega)}+\sum_{\substack{j \in \mathbb{N} \\ p+2 \leq j<k}}|u|_{W^{j, q}(\Omega)}+|u|_{W^{k, q}(\Omega)}
$$

(b) The parameter $k$ in the statement of Theorem B. 1 is such that the Sobolev embedding theorem $W^{k, q}\left(B_{1}(0)\right) \subset L^{\infty}\left(B_{1}(0)\right)$ holds. By proceeding as in the proof of Theorem B. 1 show the estimate (B.3).

Theorem B. 2 (polynomial inverse estimates). Let $p \in \mathbb{N}_{0}, d \in \mathbb{N}, k \in$ $\mathbb{N}$. Then there exists a constant $C>0$ depending only on $p$, $d$, and there exists a constant $C_{k}$ depending only on $d, p, k$ such that for any ball $B \subset \mathbb{R}^{d}$ of radius $h \leq 1$ there holds for all $\pi \in \mathcal{P}_{p}$ :

$$
\begin{aligned}
\|\pi\|_{L^{\infty}(B)} & \leq C h^{-d / 2}\|\pi\|_{L^{2}(B)} \\
\|\pi\|_{H^{k}(B)} & \leq C_{k} h^{-k}\|\pi\|_{L^{2}(B)}
\end{aligned}
$$

Proof. For $h=1$ this estimate follows from the equivalence of norm of the finite dimensional space $\mathcal{P}_{p}$. The general case $h \neq 1$ follows by a scaling argument (see also [23, Lemma 4.5.3]).

Lemma B.1. Let $B_{1} \subset B_{2} \subset \mathbb{R}^{d}$ be two balls of radius $r_{1}, r_{2}$, respectively. Then

$$
\begin{equation*}
\|\pi\|_{L^{\infty}\left(B_{2}\right)} \leq\left(\frac{2 r_{2}}{r_{1}}\right)^{p}\|\pi\|_{L^{\infty}\left(B_{1}\right)} \quad \forall \pi \in \mathcal{P}_{p} \tag{B.8}
\end{equation*}
$$

Proof. To show this, we employ the following one-dimensional Bernstein estimate for $r \geq 1$, [33, Chap. 4, Thm. 2.2]:

$$
\begin{equation*}
\|\pi\|_{L^{\infty}(-r, r)} \leq r^{p}\|\pi\|_{L^{\infty}(-1,1)} \quad \forall \pi \in \mathcal{P}_{p} \tag{B.9}
\end{equation*}
$$

Let $B_{1}=B_{r_{1}}\left(x_{1}\right), B_{2}=B_{r_{2}}\left(x_{2}\right)$. Let $y \in B_{r_{2}}\left(x_{2}\right) \backslash\left\{x_{1}\right\}$ be arbitrary; let $l$ be the line passing through the points $y$ and $x_{1}$. Then the length of $l \cap B_{1}$ is $2 r_{1}$ and the length of $l \cap B_{r_{2}}\left(x_{2}\right)$ is bounded by diam $B_{r_{2}}\left(x_{2}\right)$. Since the restriction of $\pi$ to $l$ can be viewed as a univariate polynomial, the one-dimensional result (B.9) implies

$$
|\pi(y)| \leq\|\pi\|_{L^{\infty}(l)} \leq\left(\frac{\operatorname{diam} B_{r_{2}}\left(x_{2}\right)}{r_{1}}\right)^{p}\|\pi\|_{L^{\infty}\left(l \cap B_{1}\right)} \leq\left(\frac{2 r_{2}}{r_{1}}\right)^{p}\|\pi\|_{L^{\infty}\left(B_{1}\right)}
$$

Since $y \in B_{r_{2}}\left(x_{2}\right)$ was arbitrary, the desired bound (B.8) follows.

## C Approximation with Adapted Function Systems

In this appendix, we prove Theorems 5.3, 5.4, and 5.5. These results are restricted to two-dimensional problems and make use of complex variables. We will identify $\mathbb{R}^{2}$ with the complex plane $\mathbb{C}$ where appropriate without explicit mention.

## C. 1 The Theory of Bergman and Vekua

We consider equations of the form

$$
\begin{equation*}
-\Delta u+a \partial_{x} u+b \partial_{y} u+c u=0 \quad \text { on } \Omega \subset \mathbb{R}^{2} \tag{C.1}
\end{equation*}
$$

where the constants $a, b, c$ are real. The theory of S. Bergman [16] and I.N. Vekua [105] asserts the existence of a bijection between (suitably normalized) holomorphic functions and the solutions of (C.1). This bijection is even bicontinuous in Sobolev norms:

Lemma C.1. Let $\Omega \subset \mathbb{C}$ be a simply connected Lipschitz domain. Fix $z_{0} \in$ $\Omega$. Let $\mathcal{H}:=\left\{\varphi \mid \varphi\right.$ holomorphic on $\Omega$ and $\varphi\left(z_{0}\right)$ real $\}$. Then there exists a linear map ReV with the following properties:

1. $\operatorname{ReV}(\varphi)$ solves (C.1) for every $\varphi \in \mathcal{H}$.
2. For every solution $u$ of (C.1) there exists a unique $\varphi \in \mathcal{H}$ such that $\operatorname{ReV}(\varphi)=u$.
3. $\|\operatorname{ReV}(\varphi)\|_{H^{k}(\Omega)} \leq C\|\varphi\|_{H^{k}(\Omega)}$ for all $\varphi \in \mathcal{H}$ and $k \geq 0$.
4. If $u \in H^{k}(\Omega), k \geq 1$, solves (C.1), then the corresponding $\varphi=\operatorname{ReV}^{-1}(u) \in$ $\mathcal{H}$ is likewise in $H^{k}(\Omega)$ and $\|\varphi\|_{H^{k}(\Omega)} \leq C\|u\|_{H^{k}(\Omega)}$.
In the last two estimates, the constant $C$ depends on $k, \Omega$, and the differential operator.

Proof. See [80]. Corresponding bicontinuity results in Hölder spaces have been obtained in [38].

Remark C.1.
The case of Laplace's equation is particularly simple. Then ReV reduces to the operator Re, that is taking the real part of a holomorphic function. Lemma C. 1 can be generalized to the case of real analytic coefficients $a, b, c$; we refer to [80] and $[16,105]$ for the precise statements.

An important observation is that the operator ReV can also be computed for Helmholtz's equation. For $z_{0}=0$ and writing $(x, y)$ in polar coordinates, it is shown in [80] that

$$
\begin{align*}
\operatorname{ReV}\left[z^{n}\right] & =n!\left(\frac{2}{k}\right)^{n} \cos (n \varphi) J_{n}(k r)  \tag{C.2a}\\
\operatorname{ReV}\left[\mathbf{i} z^{n}\right] & =-n!\left(\frac{2}{k}\right)^{n} \sin (n \varphi) J_{n}(k r) \tag{C.2b}
\end{align*}
$$

here and in the remainder of this section $(r, \varphi)$ denotes polar coordinates, that is $x=r \cos \varphi, y=r \sin \varphi$; the functions $J_{n}$ are the first kind Bessel functions.

## C. 2 Proof of Theorems 5.3, 5.4

The approximation properties of the spaces $V(p)$ of (5.8) are proved in [80]. The purpose of the present section is to show how the approximation properties of $W(p)$ (see (5.7)) can be inferred from those of $V(p)$. To that end, we need to approximate the functions $e^{\mathbf{i} n \varphi} J_{n}(k r)$ from $W(p)$ :

Lemma C.2. Let the spaces $W(p)$ be defined by (5.7). Then there exists $C>0$ independent of $n \in \mathbb{N}_{0}$ and $p \in \mathbb{N}$ and there exists, for each $n \in \mathbb{N}_{0}$, a function $v \in W(p)$ such that for all $R \geq 1,(x, y) \in \mathbb{R}^{2}, k \geq 0$ we have

$$
\begin{aligned}
\left|e^{\mathrm{i} n \varphi} J_{n}(k r)-v(x, y)\right| & \leq C e^{n R} e^{k e^{R}(|x|+|y|)} e^{-p R / e}, \\
\left|\nabla\left(e^{\mathbf{i} n \varphi} J_{n}(k r)-v(x, y)\right)\right| & \leq C e^{n R}\left(1+k e^{R}\right) e^{k e^{R}(|x|+|y|)} e^{-p R / e} .
\end{aligned}
$$

Proof. Given $n$ and $p$, we will construct the function $v \in W(p)$ explicitly. First step: We start by deriving an integral representation for $e^{\mathrm{i} n \varphi} J_{n}(k r)$. From [46, 8.411] we have for $z \in \mathbb{C}$ the integral representation

$$
\begin{equation*}
J_{n}(z)=\frac{1}{\pi} \int_{-\pi}^{\pi} e^{-n \mathbf{i} \theta+\mathbf{i} z \sin \theta} d \theta \tag{C.3}
\end{equation*}
$$

Next, we recall $x=r \cos \varphi, y=r \sin \varphi$, and we get using the periodicity of the integrand in (C.3)

$$
\begin{align*}
& \pi e^{\mathbf{i} n \pi / 2} e^{\mathbf{i} n \varphi} J_{n}(k r)=e^{\mathbf{i} n \pi / 2} e^{\mathbf{i} n \varphi} \int_{-\pi}^{\pi} e^{-\mathbf{i} n(\theta+\varphi+\pi / 2)+\mathbf{i} k r \sin (\theta+\varphi+\pi / 2)} d \theta \\
& =\int_{-\pi}^{\pi} e^{-\mathbf{i} n \theta+\mathbf{i} k r\{\cos \theta \cos \varphi-\sin \theta \sin \varphi\}} d \theta=\int_{-\pi}^{\pi} e^{-\mathbf{i} n \theta+\mathbf{i} k\{x \cos \theta-y \sin \theta\}} d \theta \\
& =\int_{-\pi}^{\pi} e^{-\mathbf{i} n \theta+\mathbf{i} k\{x \cos \theta+y \sin \theta\}} d \theta \tag{C.4}
\end{align*}
$$

By differentiating under the integral sign with respect to $x$ and $y$, we obtain a similar expression for the gradient of $e^{\mathrm{i} n \varphi} J_{n}(k r)$.
Second step: For $\rho>0$ we define the strip $S_{\rho}:=\{z \in \mathbb{C}| | \operatorname{Im} z \mid<\rho\}$. We claim that the Fourier coefficients $g_{\nu}$ of periodic functions $g$ that are holomorphic on a strip $S_{R}$ decay exponentially. For $\rho<R$ the expression $g_{\rho}:=\sup _{z \in S_{\rho}}|g(z)|$ is finite and an $m$-fold integration by parts gives for $\nu \neq 0$

$$
g_{\nu}=\frac{1}{2 \pi} \int_{-\pi}^{\pi} e^{-\mathbf{i} \nu \theta} g(\theta) d \theta=\frac{1}{2 \pi}\left(\frac{1}{\mathbf{i} \nu}\right)^{m} \int_{-\pi}^{\pi} e^{-\mathbf{i} \nu \theta} g^{(m)}(\theta) d \theta
$$

Using the Cauchy integral representation formula we get for $\nu \neq 0$

$$
\left|g_{\nu}\right|=\left|\frac{1}{2 \pi} \frac{m!}{2 \pi \mathbf{i}}\left(\frac{1}{\mathbf{i} \nu}\right)^{m} \oint_{|t|=\rho} \int_{-\pi}^{\pi} e^{\mathbf{i} \nu \theta} \frac{g(\theta+t)}{(t)^{m+1}} d \theta d t\right| \leq C \frac{m!}{(\rho|\nu|)^{m}} g_{\rho} .
$$

The parameter $m \in \mathbb{N}_{0}$ is at our disposal. We choose it as $\lfloor|\nu| \rho / e\rfloor$ and get, using the generous bound $m!\leq m^{m}$,

$$
\frac{m!}{(\rho|\nu|)^{m}} \leq\left(\frac{m}{\rho|\nu|}\right)^{m} \leq\left(\frac{|\nu| \rho / e}{|\nu| \rho}\right)^{|\nu| \rho / e-1}=e e^{-|\nu| \rho / e}
$$

Thus, we arrive at

$$
\left|g_{\nu}\right| \leq e e^{-\rho|\nu| / e} g_{\rho} \quad \forall \nu \in \mathbb{Z}
$$

and conclude

$$
\begin{equation*}
\sum_{|\nu| \geq p}\left|g_{\nu}\right|=\frac{2 e}{1-e^{-\rho / e}} e^{-p \rho / e} g_{\rho} \tag{C.5}
\end{equation*}
$$

Third step: For $p \in \mathbb{N}$ and $\theta_{j}:=-\pi+\frac{2 \pi}{p} j, j=0, \ldots, p-1$, we denote by $T_{p}$ the trapezoidal rule for integration on the interval $(-\pi, \pi)$, that is

$$
T_{p} f:=\frac{2 \pi}{p} \sum_{j=0}^{p-1} f\left(\theta_{j}\right)
$$

The rule $T_{p}$ is exact for trigonometric polynomials of degree $p-1$, that is

$$
T_{p} f=\int_{-\pi}^{\pi} f(\theta) d \theta \quad \forall f \in \mathcal{T}_{p}:=\operatorname{span}\left\{e^{j \theta}, e^{-j \theta} \mid j=0, \ldots, p-1\right\}
$$

Hence, if the periodic function $g$ has the Fourier representation $g(\theta)=$ $\sum_{\nu \in \mathbb{Z}} g_{\nu} e^{\mathbf{i} \nu \theta}$, we can bound

$$
\begin{equation*}
\left|\int_{-\pi}^{\pi} g(\theta) d \theta-T_{p} g\right| \leq 4 \pi \inf _{v \in \mathcal{T}_{p}}\|g-v\|_{L^{\infty}(-\pi, \pi)} \leq 4 \pi \sum_{|\nu| \geq p}\left|g_{\nu}\right| . \tag{C.6}
\end{equation*}
$$

Fourth step: We observe that an approximation of $e^{\mathrm{in} \varphi} J_{n}(k r)$ from $W(p)$ can be obtained by applying the trapezoidal rule to the integral (C.4). We set

$$
g(\theta):=\frac{1}{\pi} e^{-\mathbf{i} n \pi / 2} e^{-\mathbf{i} n \theta+\mathbf{i} k\{x \cos \theta+y \sin \theta\}}
$$

and note $v:=T_{p} g \in W(p)$. It therefore remains to get bounds on the error $e^{\mathrm{i} n \varphi} J_{n}(k r)-v$. The function $g$ is entire, and we can bound for any $R>0$

$$
\begin{equation*}
\sup _{z \in S_{R}}|g(z)| \leq e^{n R} e^{k e^{R}(|x|+|y|)} \tag{C.7}
\end{equation*}
$$

Hence, we get by combining (C.5), (C.6), (C.7)

$$
\left|e^{\mathbf{i} n \varphi} J_{n}(k r)-v\right| \leq 4 \pi \sum_{|\nu| \geq p}\left|g_{\nu}\right| \leq C e^{n R} e^{k e^{R}(|x|+|y|)} e^{-p R / e}
$$

where the constant $C>0$ is independent of $n, p, R \geq 1$, and $x, y$.
Fifth step: The bound for the gradient $\nabla\left(e^{\mathrm{in} \varphi} J_{n}(k r)-v\right)$ is obtained similarly: By differentiating under the integral sign, we have the representation formula $\partial_{x} e^{\mathrm{i} n \varphi} J_{n}(k r)=\int_{-\pi}^{\pi} \partial_{x} g(\theta) d \theta$; by linearity of the operator $T_{p}$ we have $\partial_{x} v=$ $T_{p}\left(\partial_{x} g\right)$. Reasoning as above then gives the desired bound.

Proof of Theorems 5.3 and 5.4. It only remains to prove the approximation properties of the space $W(p)$. We will only show Theorem 5.4 and leave the proof of Theorem 5.3 to the reader. Let $\Omega$ be star-shaped with respect to the ball $B_{\rho}(0)$. The real and imaginary parts $u_{1}:=\operatorname{Re} u$ and $u_{2}:=\operatorname{Im} u$ of the complex-valued solution $u$ of the Helmholtz equation also solve the Helmholtz equation. Additionally, $\left\|u_{1}\right\|_{H^{k}(\Omega)}+\left\|u_{2}\right\|_{H^{k}(\Omega)} \leq C\|u\|_{H^{k}(\Omega)}$.
From the approximation properties of $V(p)$ detailed in (5.10) and the observation (C.2) we have the existence of holomorphic polynomials $P_{j} \in \mathcal{H}_{N}$ of degree $N$ such that

$$
\begin{equation*}
\left\|u_{j}-\operatorname{ReV} P_{j}\right\|_{H^{1}(\Omega)} \leq C\left(\frac{\ln N}{N}\right)^{\lambda(k-1)} \tag{C.8}
\end{equation*}
$$

Lemma C. 1 asserts that ReV is bicontinuous in Sobolev spaces, so we get

$$
\begin{equation*}
\left\|P_{j}\right\|_{H^{1}(\Omega)} \leq C\left\|\operatorname{ReV} P_{j}\right\|_{H^{1}(\Omega)} \leq C \tag{C.9}
\end{equation*}
$$

for some $C>0$ that is independent of $N$. We now approximate $\operatorname{ReV} P_{j}$ from $W(p)$. To that end, we write the polynomial $P_{j}$ as $P_{j}(z)=\sum_{n=0}^{N} a_{n, j} z^{n}$. Cauchy's integral representation then gives

$$
a_{n, j}=\frac{1}{2 \pi \mathbf{i}} \oint_{|t|=\rho / 2} \frac{P_{j}(t)}{(t)^{n+1}} d t
$$

The bound (C.9) and Lemma C. 7 then imply

$$
\left\|P_{j}\right\|_{L^{\infty}\left(B_{\rho / 2}(0)\right)} \leq \frac{1}{\sqrt{\pi} \operatorname{dist}\left(\partial B_{\rho / 2}(0), \partial B_{\rho}(0)\right)}\left\|P_{j}\right\|_{L^{2}\left(B_{\rho}(0)\right)} \leq C
$$

for some $C>0$ independent of $N$. From this, we infer for the coefficients $a_{n, j}$ of the polynomial $P_{j}$

$$
\left|a_{n, j}\right| \leq C \frac{1}{(\rho / 2)^{n}}\left\|P_{j}\right\|_{L^{2}\left(B_{\rho}(0)\right)} \leq C \frac{1}{(\rho / 2)^{n}}
$$

In view of (C.2) and Lemma C.2, we can approximate for $p \geq N$

$$
\begin{aligned}
& \inf _{v \in W(p)}\left\|\operatorname{ReV} P_{j}-v\right\|_{H^{1}(\Omega)} \\
& \leq C \sum_{n=0}^{N}\left|a_{n, j}\right| n!\left(\frac{2}{k}\right)^{n} e^{n R}\left(1+k e^{R}\right) e^{k e^{R} \operatorname{diam} \Omega} e^{-p R / e} .
\end{aligned}
$$

Here, the constant $C>0$ is independent of the parameters $R$ and $N$, both of which we will now choose. We estimate

$$
\sum_{n=0}^{N}\left|a_{n, j}\right| n!e^{n R}\left(\frac{2}{k}\right)^{n} \leq C N!e^{(\gamma+R) N}
$$

for suitable $C, \gamma>0$ independent of $N, R$. Choosing now (ignoring the complications do to rounding $p / \ln p$ to the nearest integer)

$$
\begin{equation*}
N=\frac{p}{\ln p} \tag{C.10}
\end{equation*}
$$

we can bound $\ln N!\leq N \ln N=\frac{p}{\ln p} \ln (p / \ln p) \leq p$ to arrive at

$$
\sum_{n=0}^{N}\left|a_{n, j}\right| n!e^{n R}\left(\frac{2}{n}\right)^{n} \leq C e^{\gamma^{\prime} p}
$$

for some $C, \gamma^{\prime}>0$ independent of $p$ and $R$. Hence, choosing $R>0$ sufficiently large allows us to estimate

$$
\begin{equation*}
\inf _{v \in W(p)}\left\|\operatorname{ReV} P_{j}-v\right\|_{H^{1}(\Omega)} \leq C e^{-b p} \tag{C.11}
\end{equation*}
$$

for some appropriate $b>0$ independent of $p$. The triangle inequality

$$
\left\|u_{j}-v\right\|_{H^{1}(\Omega)} \leq\left\|u_{j}-\operatorname{ReV} P_{j}\right\|_{H^{1}(\Omega)}+\left\|\operatorname{ReV} P_{j}-v\right\|_{H^{1}(\Omega)}
$$

and making use of (C.8), (C.10), (C.11) allows us to conclude the proof.

## C. 3 Two-Dimensional Elasticity

For complex-valued functions, we use the standard abbreviations $\partial_{z}=\frac{1}{2}\left(\partial_{x}-\right.$ $\left.\mathbf{i} \partial_{y}\right), \partial_{\bar{z}}=\frac{1}{2}\left(\partial_{x}+\mathbf{i} \partial_{y}\right)$. As discussed in (5.14), the displacement field $(u, v)$ can be expressed on simply connected domains in terms of two holomorphic function $\varphi, \psi$. We can then check that

$$
\begin{align*}
2 \mu \partial_{\bar{z}}^{m}(u+\mathbf{i} v) & =-z \overline{\varphi^{(m+1)}}-\overline{\psi^{(m)}}  \tag{C.12a}\\
\sigma_{x}+\sigma_{y} & =2 \operatorname{Re} \varphi^{\prime}  \tag{C.12b}\\
2 \mu \partial_{z}(u+\mathbf{i} v) & =(\kappa+1) \operatorname{Re} \varphi^{\prime}+\mathbf{i}(\kappa-1) \operatorname{Im} \varphi^{\prime} \tag{C.12c}
\end{align*}
$$

where the stresses $\sigma_{x}, \sigma_{y}$ are defined in Section 5.4. It will be convenient to combine the components of the displacement field $(u, v)$ into the complexvalued function

$$
\mathbf{u}(x, y):=u(x, y)+\mathbf{i} v(x, y) .
$$

The next lemma shows that the functions $\varphi, \psi$ appearing in the representation formula (5.14) inherit regularity from the displacement field $\mathbf{u}$ :
Lemma C.3. Let $\Omega \subset \mathbb{R}^{2}$ be star-shaped with respect to a ball $B_{\rho}\left(z_{0}\right)$. Let the displacement field $\mathbf{u}=u+\mathbf{i} v \in H^{k}(\Omega)$ for some $k \in \mathbb{N}$. Let $z_{0} \in \Omega$. Let $\varphi, \psi$ be the holomorphic functions appearing in the representation formula (5.14), which are uniquely determined by stipulating $\varphi\left(z_{0}\right)=0$. Then

$$
\|\varphi\|_{H^{k}(\Omega)}+\|\psi\|_{H^{k-1}(\Omega)} \leq C\|\mathbf{u}\|_{H^{k}(\Omega)},
$$

where $C>0$ depends only on the Lamé constants, upper bounds on $\operatorname{diam} \Omega$, and lower bounds on $\rho$.

Proof. We will only show the case $k=1$ and leave the case $k>1$ to the reader. Equation (C.12b) implies that $\operatorname{Re} \varphi^{\prime} \in L^{2}(\Omega)$ with $\left\|\operatorname{Re} \varphi^{\prime}\right\|_{L^{2}(\Omega)} \leq$ $C\|\mathbf{u}\|_{H^{1}(\Omega)}$. Equation (C.12c) then shows that also $\operatorname{Im} \varphi^{\prime} \in L^{2}(\Omega)$ with $\left\|\operatorname{Im} \varphi^{\prime}\right\|_{L^{2}(\Omega)} \leq C\|\mathbf{u}\|_{H^{1}(\Omega)}$. The condition $\varphi\left(z_{0}\right)=0$ then allows us to infer from Lemma C. 8 that $\|\varphi\|_{L^{2}(\Omega)} \leq C\left\|\varphi^{\prime}\right\|_{L^{2}(\Omega)}$ for a constant $C>0$ that depends only on upper bounds on $\operatorname{diam} \Omega$ and lower bounds on $\rho$. Finally, we use once more the representation formula (5.14) to get the desired $L^{2}$ estimate for $\psi$.

Lemma C.4. Let $\Omega \subset \mathbb{C}$ be a domain and define for $\varepsilon>0$ the set $\Omega_{\varepsilon}=$ $\left\{z \in \Omega \mid B_{\varepsilon}(z) \subset \Omega\right\}$. If $f, g$ are holomorphic on $\Omega$ and satisfy $f \in H^{s}(\Omega)$, $z \overline{f^{\prime}}+\bar{g} \in H^{s}(\Omega)$ for some $s \in[0,1]$, then

$$
\left\|z \overline{f^{\prime}}+\bar{g}\right\|_{H^{1}\left(\Omega_{\varepsilon}\right)} \leq C \varepsilon^{s-1}\left\{\|f\|_{H^{s}(\Omega)}+\left\|z \overline{f^{\prime}}+\bar{g}\right\|_{H^{s}(\Omega)}\right\}
$$

Proof. The case $s=1$ is trivial and the case $s=0$ is very similar to the case $s \in(0,1)$. We have to bound the $L^{2}\left(\Omega_{\varepsilon}\right)$-norms of

$$
\partial_{z}\left(z \overline{f^{\prime}}+\bar{g}\right)=\overline{f^{\prime}}, \quad \partial_{\bar{z}}\left(z \overline{f^{\prime}}+\bar{g}\right)=z \overline{f^{\prime \prime}}+\overline{g^{\prime}}
$$

By an interior estimate for holomorphic functions, [80, Lemma 2.4], we have for each $s^{\prime} \in[0,1]$ a constant $C_{s^{\prime}}>0$ such that for all $f \in H^{s^{\prime}}(\Omega)$ that are holomorphic on $\Omega$

$$
\begin{equation*}
\left\|f^{\prime}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)} \leq C \varepsilon^{s^{\prime}-1}|f|_{H^{s^{\prime}}(\Omega)} \tag{C.13}
\end{equation*}
$$

For the bound on $z \overline{f^{\prime \prime}}+\overline{g^{\prime}}$ we use Cauchy's integral representation formula to get for $z \in \Omega_{\varepsilon}$

$$
\begin{align*}
\overline{z \overline{f^{\prime \prime}}+\overline{g^{\prime}}}= & \frac{1}{2 \pi \mathbf{i}} \oint_{|t-z|=\varepsilon} \frac{(\bar{z}-\bar{t}) f^{\prime}(t)}{(t-z)^{2}} d t \\
& +\frac{1}{2 \pi \mathbf{i}} \oint_{|t-z|=\varepsilon} \frac{\bar{t} f^{\prime}(t)+g(t)-\left(\bar{z} f^{\prime}(z)+g(z)\right)}{(t-z)^{2}} d t . \tag{C.14}
\end{align*}
$$

For the second term, we used additionally $\oint_{|z-t|=\varepsilon} \frac{1}{(z-t)^{2}} d t=0$. For the first integral in (C.14), we observe that $|t-z|=\varepsilon$ implies $\bar{z}-\bar{t}=\frac{\varepsilon^{2}}{z-t}$ and recognize the first integral to be

$$
\frac{1}{2 \pi \mathbf{i}} \oint_{|t-z|=\varepsilon} \frac{(\bar{z}-\bar{t}) f^{\prime}(t)}{(z-t)^{2}} d t=\frac{\varepsilon^{2}}{2!} \frac{2!}{2 \pi \mathbf{i}} \oint_{|t-z|=\varepsilon} \frac{f^{\prime}(t)}{(t-z)^{3}} d t=\frac{\varepsilon^{2}}{2!} f^{\prime \prime \prime}(z) .
$$

Together with bounds on the second integral, we arrive at

$$
\left|\overline{z \overline{f^{\prime \prime}}+\overline{g^{\prime}}}\right|^{2} \leq C \varepsilon^{4}\left|f^{\prime \prime \prime}(z)\right|^{2}+C \varepsilon^{+2 s} \sup _{t \in \partial B_{\varepsilon}(z)} \frac{\mid \bar{t} f^{\prime}(t)+g(t)-\left(\bar{z} f^{\prime}(z)+\left.g(z)\right|^{2}\right.}{|z-t|^{2+2 s}}
$$

Upon integrating in $z \in \Omega_{\varepsilon}$, we can bound $\varepsilon^{2}\left\|f^{\prime \prime \prime}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)} \leq C \varepsilon^{s-1}|f|_{H^{s}(\Omega)}$ if we note $\Omega_{\varepsilon} \subset \Omega_{\varepsilon / 3} \subset \Omega_{2 \varepsilon / 3} \subset \Omega$ and use (C.13) repeatedly, namely, twice with $s^{\prime}=0$ and once with $s^{\prime}=s$. For the second term involving the supremum, we use the interior estimate (C.22) to bound the supremum and then integrate in the $z$-variable to obtain the desired result.

Lemma C.5. Let $\Omega$ be star-shaped with respect to the ball $B_{\rho}(0)$. Let $m \in \mathbb{N}$, $s \in[0,1)$. Let the displacement field $(u, v)$ be in $H^{m+s}(\Omega)$. Define the function

$$
g(t):=2 \mu(u((1-t) z)+\mathbf{i} v((1-t) z)) .
$$

Then for $t \in(0,1 / 2)$

$$
\begin{equation*}
\left\|g^{(m+1)}(t)\right\|_{L^{2}(\Omega)}+\left\|g^{(m)}(t)\right\|_{H^{1}(\Omega)} \leq C t^{-(1-s)}\|\mathbf{u}\|_{H^{m+s}(\Omega)} \tag{C.15}
\end{equation*}
$$

Proof. We will only show the bound on $g^{(m)}$, the other one being handled similarly. Using the representation formula (5.14) for $\mathbf{u}=u+\mathbf{i} v$, we write

$$
\begin{aligned}
g(t)= & -(1-t) z \overline{\varphi^{\prime}((1-t) z)}-\overline{\psi((1-t) z))}+\kappa \varphi((1-t) z), \\
g^{(m)}(t)= & {\left[-(1-t) z \overline{\varphi^{(m+1)}((1-t) z)}-\overline{\left.\psi^{(m)}((1-t) z)\right)}\right] \overline{(-z)^{m}} } \\
& +m z \overline{(-z)^{m-1} \varphi^{(m)}((1-t) z)}+\kappa(-z)^{m} \varphi^{(m)}((1-t) z), \\
\partial_{z} g^{(m)}(t)= & -(1-t) \overline{(-z)^{m} \varphi^{(m+1)}((1-t) z)}+m \overline{(-z)^{m-1} \varphi^{(m)}((1-t) z)} \\
& +\kappa \frac{d}{d z}\left[(-z)^{m} \varphi^{(m)}((1-t) z)\right], \\
\partial_{\bar{z}} g^{(m)}(t)= & (1-t)\left[-(1-t) z \overline{\varphi^{(m+2)}((1-t) z)}-\overline{\psi^{(m+1)}((1-t) z)}\right] \overline{(-z)^{m}} \\
& -m\left[-(1-t) z \overline{\varphi^{(m+1)}((1-t) z)}-\overline{\psi^{(m)}((1-t) z)}\right] \overline{(-z)^{m-1}} \\
& +m z \frac{d}{d z}\left[(-z)^{m-1} \varphi^{(m)}((1-t) z)\right] .
\end{aligned}
$$

The estimate (C.15) follows from the change of variables $\zeta=(1-t) z$, the observations (C.12), and Lemma C.3. An additional ingredient to the proof is the fact that there exists $C>0$ such that $B_{C t}(z) \subset \Omega$ for all $z \in(1-t) \Omega$ so that Lemma C. 4 can be employed.

Lemma C.6. Assume the hypotheses of Lemma C.5. Let $T_{m}$ be the Taylor polynomial of $g$ about the point $t_{0}=\varepsilon$ that is evaluated at $t=0$, that is

$$
T_{m}=\sum_{\nu=0}^{m} g^{(\nu)}(\varepsilon) \frac{(-\varepsilon)^{\nu}}{\nu!}
$$

Then $T_{m}$ is defined on $\frac{1}{1-\varepsilon} \Omega$ and

$$
\begin{align*}
\left\|T_{m}\right\|_{L^{2}\left(\frac{1}{1-\varepsilon} \Omega\right)} & \leq C\|\mathbf{u}\|_{H^{m}(\Omega)}  \tag{C.16}\\
\left\|T_{m}\right\|_{H^{1}\left(\frac{1}{1-\varepsilon / 2} \Omega\right)} & \leq C \varepsilon^{-1}\|\mathbf{u}\|_{H^{m}(\Omega)}  \tag{C.17}\\
\left\|g(0)-T_{m}\right\|_{L^{2}(\Omega)}+\varepsilon\left\|g(0)-T_{m}\right\|_{H^{1}(\Omega)} & \leq C \varepsilon^{m+s}\|\mathbf{u}\|_{H^{m+s}(\Omega)} \tag{C.18}
\end{align*}
$$

Proof. The bound (C.16) follows from the change of variables $\zeta=(1-\varepsilon) z$, an inspection of the definition of the terms $g^{(j)}, j=0, \ldots, m$, equation (C.12), and Lemma C.3. The proof of (C.17) follows along the same lines. Estimating $\partial_{z} g^{(m)}(t)$, however, requires additionally to use Lemma C. 4 and the observation that $\frac{1}{1-\varepsilon / 2} \Omega \subset\left\{z \in \frac{1}{1-\varepsilon} \Omega \left\lvert\, B_{\varepsilon^{\prime}}(z) \subset \frac{1}{1-\varepsilon} \Omega\right.\right\}$ for some $\varepsilon^{\prime} \sim \varepsilon$. In the bound (C.18), we will only show the $H^{1}(\Omega)$-estimate. We will also exclude the case $m=1, s=0$, which we leave to the reader. We choose $\delta \in(0,1 / 2)$ such that $2(m-1)-2(1-s)+2 \delta>0$ and recall the Taylor formula

$$
g(0)-T_{m}=-\frac{1}{m!}(-\varepsilon)^{m} g^{(m)}(\varepsilon)-\frac{1}{(m-1)!} \int_{\varepsilon}^{0} g^{(m)}(t)(-t)^{m-1} d t
$$

The first term can be bounded by $\varepsilon^{m+s-1}\left[\|u\|_{H^{m+s}(\Omega)}+\|v\|_{H^{m+s}(\Omega)}\right]$ by Lemma C.5. For the integral, we estimate

$$
\left\|\int_{\varepsilon}^{0} g^{(m)}(t) t^{m-1} d t\right\|_{H^{1}(\Omega)}^{2} \leq \int_{0}^{\varepsilon}\left\|g^{(m)}(t)\right\|_{H^{1}(\Omega)}^{2} t^{2(1-s-\delta)} d t \int_{0}^{\varepsilon}\left|t^{-(1-s)+\delta+m-1}\right|^{2} d t
$$

which can again be estimated in the desired fashion using Lemma C.5.

Proof of Theorem 5.5. Without loss of generality, we assume that $\Omega$ is starshaped with respect to the ball $B_{\rho}(0)$. For a parameter $\varepsilon>0$ sufficiently small, which will be chosen below in dependence on the polynomial degree $p$, we define $g$ and $T_{m}$ as in Lemmas C.5, C.6. Then $T_{m}$ is defined on $\frac{1}{1-\varepsilon} \Omega$ and, since $g(0)=\mathbf{u}$, we get from Lemma C. 6

$$
\begin{equation*}
\left\|\mathbf{u}-T_{m}\right\|_{H^{j}(\Omega)} \leq C \varepsilon^{m+s-j}\|\mathbf{u}\|_{H^{m+s}(\Omega)}, \quad j=0,1 \tag{C.19}
\end{equation*}
$$

From the representation formulae for the $g^{(j)}, j=0, \ldots, m$, in the proof of Lemma C.5, we observe that $T_{m}$ has the form $T_{m}=\kappa \varphi_{1}-z \overline{\varphi_{1}^{\prime}}-\overline{\psi_{1}}$, where $\varphi_{1}$, $\psi_{1}$ are functions holomorphic on $\frac{1}{1-\varepsilon} \Omega$ and $\varphi_{1}(0)=\varphi(0)=0$. Lemma C. 3
(together with the observation that the constant appearing in Lemma C. 3 can be made independent of $\varepsilon \in(0,1 / 2))$ and Lemma C. 6 then imply

$$
\begin{align*}
\left\|\varphi_{1}\right\|_{H^{1}\left(\frac{1}{1-\varepsilon / 2} \Omega\right)}+\left\|\psi_{1}\right\|_{L^{2}\left(\frac{1}{1-\varepsilon / 2} \Omega\right)} & \leq C\left\|T_{m}\right\|_{H^{1}\left(\frac{1}{1-\varepsilon / 2} \Omega\right)} \\
& \leq C \varepsilon^{-1}\|\mathbf{u}\|_{H^{m}(\Omega)} . \tag{С.20}
\end{align*}
$$

Since $\varphi_{1}, \psi_{1}$ are holomorphic on $\frac{1}{1-\varepsilon} \Omega$, they can be approximated on $\Omega$ by (complex) polynomials at an exponential rate. Namely, by Szegö's approximation result (see [80, Thm. 2.6]) there exist complex polynomials $\varphi_{a p}$, $\psi_{a p} \in \mathcal{H}_{p}$ of degree $p$ such that

$$
\begin{array}{ll}
\left\|\varphi_{1}-\varphi_{a p}\right\|_{W^{j, \infty}(\Omega)} \leq C h^{-\alpha}(1+h)^{-p}\left\|\varphi_{1}\right\|_{L^{2}\left(\operatorname{Int}\left(L_{4} h\right)\right)}, & j=0,1,2 \\
\left\|\psi_{1}-\psi_{a p}\right\|_{W^{j, \infty}(\Omega)} \leq C h^{-\alpha}(1+h)^{-p}\left\|\varphi_{1}\right\|_{L^{2}\left(\operatorname{Int}\left(L_{4} h\right)\right)}, & j=0,1,2 \tag{C.21b}
\end{array}
$$

here, $L_{h}=\left\{\varphi_{\Omega}(z)| | z \mid=1+h\right\}$, where $\varphi_{\Omega}: \mathbb{C} \backslash B_{1}(0) \rightarrow \mathbb{C} \backslash \Omega$ is the unique conformal map with $\varphi_{\Omega}(\infty)=\infty$ and $\varphi_{\Omega}^{\prime}(\infty)>0$. The constants $C, \alpha>0$ are independent of $h$ and $p$. By geometric considerations (see [80, Lemma 2.3]), we can ascertain the existence of $D>0$ such that for $h^{\hat{\lambda}}=D \varepsilon$ we have Int $L_{4 h} \subset \frac{1}{1-\varepsilon / 2} \Omega$. Hence, combining (C.19), (C.20), (C.21), we can conclude for $j \in\{0,1\}$

$$
\begin{aligned}
\| \mathbf{u}- & \left(-z \overline{\varphi_{a p}^{\prime}}-\overline{\psi_{a p}}+\kappa \varphi_{a p}\right) \|_{H^{j}(\Omega)} \\
& \leq C \varepsilon^{m+s-j}\|\mathbf{u}\|_{H^{m+s}(\Omega)}+\varepsilon^{-\hat{\lambda} \alpha}\left(1+(D \varepsilon)^{1 / \hat{\lambda}}\right)^{-p} \varepsilon^{-1}\|\mathbf{u}\|_{H^{m}(\Omega)}
\end{aligned}
$$

Choosing

$$
\varepsilon=K\left(\frac{\ln (p+2)}{p+2}\right)^{\hat{\lambda}}
$$

for sufficiently large $K$ gives the desired bound stated in Theorem 5.5.
Lemma C. 7 (interior estimates for holomorphic functions). Let $\Omega \subset$ $\mathbb{C}$ be a domain. Define for $\varepsilon>0$ the set $\Omega_{\varepsilon}:=\left\{z \in \Omega \mid B_{\varepsilon}(z) \subset \Omega\right\}$. Then for any function $f$ that is holomorphic on $\Omega$

$$
\begin{equation*}
\|f\|_{L^{\infty}\left(\Omega_{\varepsilon}\right)} \leq \frac{1}{\sqrt{\pi} \varepsilon}\|f\|_{L^{2}(\Omega)} . \tag{C.22}
\end{equation*}
$$

Proof. The proof can be found, for example, in [76]. For the reader's convenience, we reproduce it here: For fixed $z \in \Omega_{\varepsilon}$ we use Cauchy's integral representation theorem to write for any $r \in(0, \varepsilon)$

$$
|f(z)|=\left|\frac{1}{2 \pi \mathbf{i}} \oint_{|t|=r} \frac{f(z+t)}{-t} d t\right|=\frac{1}{2 \pi}\left|\int_{\partial B_{1}(0)} f(z+r t)\right| d t| | .
$$

Multiplying this equality by $r$ and integrating over $r$ from 0 to $\varepsilon$ gives, if we note that the right-hand side integral is then an area integral in polar
coordinates,

$$
\begin{aligned}
\frac{1}{2} \varepsilon^{2}|f(z)| & =\int_{0}^{\varepsilon} r|f(z)| d r=\frac{1}{2 \pi} \int_{0}^{\varepsilon}\left|\int_{\partial B_{1}(0)} f(z+r t)\right| d t| | r d r \\
& \leq \frac{\varepsilon}{2 \sqrt{\pi}}\left(\int_{0}^{\varepsilon} \int_{\partial B_{1}(0)}|f(z+r t)|^{2}|d t| r d r\right)^{1 / 2}=\frac{\varepsilon}{2 \sqrt{\pi}}\|f\|_{L^{2}\left(B_{\varepsilon}(z)\right)}
\end{aligned}
$$

Since $z \in \Omega_{\varepsilon}$ was arbitrary, the proof is complete.
Lemma C.8. Let $\Omega \subset \mathbb{C}^{2}$ be star-shaped with respect to 0 and assume that $B_{\rho}(0) \subset \Omega$. Then for $f \in H^{1}(\Omega)$ holomorphic on $\Omega$ we have

$$
\begin{equation*}
\|f-f(0)\|_{L^{2}(\Omega)} \leq \sqrt{2} \operatorname{diam} \Omega\left[\frac{1}{\pi}+\left(\frac{2 \operatorname{diam} \Omega}{\rho}\right)^{2}\right]^{1 / 2}\left\|f^{\prime}\right\|_{L^{2}(\Omega)} \tag{C.23}
\end{equation*}
$$

Proof. We define $\delta:=\rho /(2 \operatorname{diam} \Omega)<1$. Since $\Omega$ is star-shaped with respect to 0 , we can write for $z \in \Omega$ by integrating on the line connecting 0 and $z$

$$
f(z)-f(0)=\int_{t=0}^{1} z f^{\prime}(t z) d t=\int_{t=0}^{\delta} z f^{\prime}(t z) d t+\int_{t=\delta}^{1} z f^{\prime}(t z) d t
$$

For the first integral, we note that $t \in(0, \delta)$ and $z \in \Omega$ implies $|t z| \leq \rho / 2$. Hence, Lemma C. 7 implies

$$
\left|\int_{t=0}^{\delta} z f^{\prime}(t z) d t\right| \leq \frac{\delta \operatorname{diam} \Omega}{\sqrt{\pi} \rho / 2}\left\|f^{\prime}\right\|_{L^{2}\left(B_{\rho}(0)\right)} \leq \frac{1}{\sqrt{\pi}}\left\|f^{\prime}\right\|_{L^{2}(\Omega)}
$$

Thus,

$$
\|f-f(0)\|_{L^{2}(\Omega)}^{2} \leq 2 \frac{\operatorname{area}(\Omega)}{\pi}\left\|f^{\prime}\right\|_{L^{2}(\Omega)}^{2}+2 \int_{\Omega}\left|\int_{t=\delta}^{1} z f^{\prime}(t z) d t\right|^{2}
$$

The second term is treated as follows: First, the Cauchy-Schwarz inequality is applied to the inner integral; then the order of integration is switched, and finally a change of variables $\zeta:=t z$ is performed. This leads to

$$
\int_{\Omega}\left|\int_{t=\delta}^{1} z f^{\prime}(t z) d t\right|^{2} \leq\left(\frac{\operatorname{diam} \Omega}{\delta}\right)^{2}\left\|f^{\prime}\right\|_{L^{2}(\Omega)}^{2}
$$

Combining the above estimates leads to (C.23).
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## 1 Introduction

Many problems in fluid dynamics involve more than one material, and more than one phase. An example is the eruption of a volcano where the magma contains gas which bubbles out as the magma reaches the surface. The result is a hot gas containing liquid rock which rapidly cools to form small pieces of solid rock. Such problems are not easily solved using finite difference methods because more than one material may move through a cell and, in general, each phase or material requires a different resolution. Related problems occur in astrophysics where the particle method Smoothed Particle Hydrodynamics (SPH) was developed to solve these problems (Gingold and Monaghan (1977), Lucy (1977), for a review see Monaghan (1992)).
The basic idea behind SPH is to replace the fluid by a set of points which follow the motion of the fluid and carry information about the properties of the fluid. For the mathematician these points are just interpolation points, but to the physicist and engineer it is naturally to think of them as real material particles. Whatever viewpoint is adopted it is necessary to assign properties to the particles and derive equations which will describe how these properties change. The simplest such property is mass, and in most problems the mass of each particle will remain constant. In addition we need to know the velocity, density and position of the particles (and possibly other quantities) and how these change with time. The equations which determine these changes are the equations of fluid dynamics.
The simplest set of equations are the acceleration and density equations for an ideal gas without dissipation. These are the Euler equations. The acceleration equation is

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=-\frac{1}{\rho} \nabla P \tag{1.1}
\end{equation*}
$$

where $\mathbf{v}$ is the velocity, $\rho$ is the density, and $P$ is the pressure. In this equation the time derivative is the derivative following the motion

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=\frac{\partial \mathbf{v}}{\partial t}+\mathbf{v} \cdot \nabla \mathbf{v} \tag{1.2}
\end{equation*}
$$

In general $P$ is a function of $\rho$ and the thermal energy, but in the case where there is no dissipation the pressure can be taken as a function of $\rho$ alone.

The density (continuity) equation is

$$
\begin{equation*}
\frac{d \rho}{d t}=-\rho \nabla \cdot \mathbf{v} \tag{1.3}
\end{equation*}
$$

In these equations the rates of change of physical quantities are determined by spatial derivatives. The key step in any numerical method for the solution of these equations is to approximate these derivatives by using information from a finite number of points. In finite difference methods the points are the vertices of a mesh. In the SPH method the interpolating points are particles which move with the flow. In the next section we will study the details of this particle interpolation method which is the characteristic feature of SPH.

## 2 Integral and Summation Interpolants

Suppose we wish to interpolate some property $A$ which is a function of the spatial coordinates. $A$ could be a scalar, a vector or a tensor quantity. We begin by writing the equality

$$
\begin{equation*}
A(\mathbf{r})=\int A\left(\mathbf{r}^{\prime}\right) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \mathbf{d r}^{\prime} \tag{2.1}
\end{equation*}
$$

where $\delta(\mathbf{r})$ denotes the Dirac delta function and $\mathbf{d r}^{\prime}$ is an element of volume in the space being considered. The Dirac delta function has the property that it vanishes everywhere except where $\mathbf{r}$ vanishes where it becomes infinite in such a way that

$$
\begin{equation*}
\int \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \mathbf{d r}^{\prime}=1 \tag{2.2}
\end{equation*}
$$

As a result the integral relation for $A$ is an identity because the only non-zero contribution comes from the point where $\mathbf{r}^{\prime}=\mathbf{r}$.
A delta function can be thought of as a limit of a well behaved function $W(\mathbf{r}, h)$ which has the following properties:

$$
\begin{equation*}
\lim _{h \rightarrow 0} W(\mathbf{r}, h)=\delta(\mathbf{r}) \tag{2.3}
\end{equation*}
$$

and is normalised so that

$$
\begin{equation*}
\int W(\mathbf{r}) \mathrm{dr}^{\prime}=1 \tag{2.4}
\end{equation*}
$$

One example in one dimension is the Gaussian

$$
\begin{equation*}
W(x, h)=\frac{1}{h \sqrt{\pi}} e^{-x^{2} / h^{2}}, \tag{2.5}
\end{equation*}
$$

which is a $C^{\infty}$ function. Another example in one dimension is the spline defined as follows. If $q=|x| / h$ then

$$
W(x, h)= \begin{cases}\frac{1}{h}\left(\frac{2}{3}-q^{2}+\frac{1}{2} q^{3}\right), & \text { for } 0 \leq q \leq 1  \tag{2.6}\\ \frac{1}{6 h}(2-q)^{3}, & \text { for } 1 \leq q \leq 2 \\ 0, & \text { otherwise }\end{cases}
$$

This function has continuous second derivatives and compact support. Using such a function we can replace (2.4) by the integral interpolant

$$
\begin{equation*}
A(\mathbf{r})_{I}=\int A\left(\mathbf{r}^{\prime}\right) W\left(\mathbf{r}-\mathbf{r}^{\prime}, h\right) \mathbf{d r}^{\prime} \tag{2.7}
\end{equation*}
$$

In the following we will refer to the function $W$ as the kernel.
Suppose now we divide the volume of fluid into a set of small volume elements. The element $a$ will have a mass $m_{a}$, density $\rho_{a}$, and position $\mathbf{r}_{a}$. We denote the value of $A$ at particle $a$ by $A_{a}$. We can approximate the integral in the following way. First write the integral as

$$
\begin{equation*}
\int \frac{A\left(\mathbf{r}^{\prime}\right)}{\rho\left(\mathbf{r}^{\prime}\right)} \rho\left(\mathbf{r}^{\prime}\right) \mathbf{d r}^{\prime} \tag{2.8}
\end{equation*}
$$

An element of mass is $\rho \mathbf{d r}^{\prime}$. We can therefore approximate the integral by a summation over the mass elements. This gives us the summation interpolant

$$
\begin{equation*}
A_{s}(\mathbf{r})=\sum_{b} m_{b} \frac{A_{b}}{\rho_{b}} W\left(\mathbf{r}-\mathbf{r}_{b}, h\right) \tag{2.9}
\end{equation*}
$$

where the summation is over all the particles but, in practice, is only over near neighbours because $W$ falls off rapidly with distance. Typically, $h$ is close to the particle spacing, and the kernel $W$ is effectively zero beyond a distance $2 h$. In practice we choose kernels which have compact support i.e. they vanish at a finite distance. We will discuss the various types of kernels later.
As an example of the use of kernel estimation suppose $A$ is the density $\rho$. The interpolation formula then gives the following estimate for the density at a point $\mathbf{r}$

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{b} m_{b} W\left(\mathbf{r}-\mathbf{r}_{b}, h\right), \tag{2.10}
\end{equation*}
$$

which shows how the mass of a set of particles is smoothed to produce the estimated density. The reader who is familiar with the technique of estimating probability densities from sample points (Parzen (1962)) will see that our formula for the density is the same with $m_{b}$ replaced by $1 / N$, where $N$ is the number of sample points.
If $h$ is constant we can integrate the density estimate to give

$$
\begin{equation*}
\int \rho(\mathbf{r}) \mathrm{d} \mathbf{r}=\sum_{b} m_{b}=M \tag{2.11}
\end{equation*}
$$

which shows that mass is conserved exactly (in the probability case the kernel estimate ensures the total probability is 1 ). If we allow $h$ to vary, the integral is no longer exactly $M$ but the errors are small because the particles carry their mass unchanged.
We not only want to estimate functions we also want to estimate gradients. The SPH formulation allows us to do this with ease. If we take $W$ to be a differentiable function then we can differentiate our estimate of $A$ exactly. For example

$$
\begin{equation*}
\frac{\partial A}{\partial x}=\sum_{b} m_{b} \frac{A_{b}}{\rho_{b}} \frac{\partial W}{\partial x} \tag{2.12}
\end{equation*}
$$

However, the straightforward SPH forms of spatial derivatives are not necessarily the most accurate. The following exercise involves the simple forms of the divergence and curl. We show below how better forms of these quantities can be constructed. The reader is urged to investigate the form of the terms in the case where the kernel is a Gaussian. In particular, note that the contribution to the divergence of the velocity from a particle is negative when it is moving towards the particle of interest. Correspondingly, the contribution to the density is positive when the particle is approaching.

Exercise 2.1. Show by taking the divergence of the SPH interpolation formula for $\mathbf{v}$ that

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=\sum_{b} \frac{m_{b}}{\rho_{b}} \mathbf{v}_{b} \cdot \nabla W \tag{2.13}
\end{equation*}
$$

and that

$$
\begin{equation*}
\nabla \times \mathbf{v}=\sum_{b} \frac{m_{b}}{\rho_{b}} \mathbf{v}_{b} \times \nabla W \tag{2.14}
\end{equation*}
$$

Show also that the contribution of particle $b$ to $\nabla \cdot \mathbf{v}$ in the case of a Gaussian kernel is

$$
\begin{equation*}
-\frac{2 m_{b}}{h^{2}} \mathbf{v}_{b} \cdot\left(\mathbf{r}-\mathbf{r}_{b}\right) W \tag{2.15}
\end{equation*}
$$

which is negative if particle $b$ is moving towards $\mathbf{r}$.
In the previous exercise the simplest form of the divergence and curl were worked out in the SPH formulation. However, in general these estimates do not vanish exactly when the velocity field is zero. To guarantee that they do vanish we use the trick of subtracting a quantity which would be zero if the SPH interpolation was perfect. Thus we write

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=\nabla \cdot \mathbf{v}-\mathbf{v} \cdot \nabla 1 \tag{2.16}
\end{equation*}
$$

and we use the SPH approximation of 1, namely

$$
\begin{equation*}
1=\sum_{b} \frac{m_{b}}{\rho_{b}} W\left(\mathbf{r}-\mathbf{r}_{b}, h\right) \tag{2.17}
\end{equation*}
$$

with gradient

$$
\begin{equation*}
\nabla 1=\sum_{b} \frac{m_{b}}{\rho_{b}} \nabla W \tag{2.18}
\end{equation*}
$$

This gradient would be zero if the SPH interpolation was exact. Returning to our new expression for $\nabla \cdot \mathbf{v}$ we write the SPH form as

$$
\begin{equation*}
\nabla \cdot \mathbf{v}=\sum_{b} \frac{m_{b}}{\rho_{b}}\left(\mathbf{v}_{b}-\mathbf{v}\right) \cdot \nabla W \tag{2.19}
\end{equation*}
$$

For later reference we evaluate this expression at the position of particle $a$. We then find

$$
\begin{equation*}
(\nabla \cdot \mathbf{v})_{a}=\sum_{b} \frac{m_{b}}{\rho_{b}} \mathbf{v}_{b a} \cdot \nabla_{a} W_{a b} \tag{2.20}
\end{equation*}
$$

where $\mathbf{v}_{b a}=\mathbf{v}_{b}-\mathbf{v}_{a}$, the gradients $\nabla_{a}$ is taken with respect to the coordinates of particle $a$, and $W_{a b}=W\left(\mathbf{r}_{a}-\mathbf{r}_{b}, h\right)$.
In a similar way we get

$$
\begin{equation*}
(\nabla \times \mathbf{v})_{a}=\sum_{b} \frac{m_{b}}{\rho_{b}}\left(\mathbf{v}_{b}-\mathbf{v}_{a}\right) \times \nabla_{a} W_{a b} . \tag{2.21}
\end{equation*}
$$

Exercise 2.2. Show that the contribution of particle $b$ to $(\nabla \cdot \mathbf{v})_{a}$ in the case of a Gaussian kernel is

$$
\begin{equation*}
\frac{2 m_{b}}{h^{2}} \mathbf{v}_{a b} \cdot \mathbf{r}_{a b} W_{a b} \tag{2.22}
\end{equation*}
$$

which is negative if particles $a$ and $b$ are moving towards each other. Show also that the contribution of particle $b$ to $\nabla \times \mathbf{v}$ for particle $a$ is proportional to the relative angular momentum of the two particles.

Another way of getting more accurate formulae is to use another trick. This trick involves putting $\rho$ inside expressions and compensating by adding or subtracting a term. For example we can write $\nabla \cdot \mathbf{v}$ another way by noting

$$
\begin{equation*}
\rho \nabla \cdot \mathbf{v}=\nabla \cdot(\rho \mathbf{v})-\mathbf{v} \cdot \nabla \rho \tag{2.23}
\end{equation*}
$$

If we write the right hand side in SPH form we find

$$
\begin{equation*}
\left(\nabla \cdot \mathbf{v}_{a}\right)=-\frac{1}{\rho_{a}} \sum_{b} m_{b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{2.24}
\end{equation*}
$$

If this is compared with (2.21) it will be seen that one has $\rho$ inside and one outside. Both expressions vanish, as they should, when the velocity is constant. However, when the system involves two or more fluids with large density ratios, the expression for $\nabla \cdot \mathbf{v}$ with $\rho$ inside the summation is more accurate. The reason being that near an interface the summation for $\nabla \cdot \mathbf{v}$ for one type of fluid SPH particle involves contributions from the other fluid. If we imagine the other fluid changed for a fluid with exactly the same velocity
field, and exactly the same particle positions, but different density, we would still want the same estimate of $\nabla \cdot \mathbf{v}$. However, with (2.24) the mass elements will be changed and the estimate will be different. On the other hand, if (2.21) is used the ratio of mass to density will be invariant. In practice it turns out that either (2.21) or (2.24) can be used for density ratios less than about 2 , but for larger density ratios it is better to use (2.21).
These two tricks, one where the $\nabla 1$ is subtracted, and one where $\rho$ is put into expressions and then compensated by another term, are used frequently.

### 2.1 Errors in the Integral Interpolant

Let's go back to the integral interpolant in one dimension. We have

$$
\begin{equation*}
A_{I}(x)=\int A\left(x^{\prime}\right) W\left(x-x^{\prime}, h\right) d x^{\prime} \tag{2.25}
\end{equation*}
$$

and we assume $h$ is constant. We expand $A\left(x^{\prime}\right)$ in a Taylor series about $x$ to get
$A_{I}(x)=\int\left[A(x)+\left(x^{\prime}-x\right) \frac{d A(x)}{d x}+\frac{1}{2}\left(x^{\prime}-x\right)^{2} \frac{d^{2} A(x)}{d x^{2}}+\ldots\right] W\left(x^{\prime}-x, h\right) d x^{\prime}$.
We now assume that $W(q, h)$ is an even function of $q$. In three dimensions this means the kernels are spherical. If $W(q, h)$ is an even function of $q$ this means that the terms with odd powers of $x-x^{\prime}$ will vanish giving

$$
\begin{equation*}
A_{I}(x)=A(x)+\frac{1}{2} \frac{d^{2} A(x)}{d x^{2}} \int\left(x^{\prime}-x\right)^{2} W\left(x^{\prime}-x, h\right) d x^{\prime}+\ldots \tag{2.27}
\end{equation*}
$$

Keeping in mind the example of the Gaussian kernel it is easy to see that

$$
\begin{equation*}
\int\left(x^{\prime}-x\right)^{2} W\left(x^{\prime}-x, h\right) d x^{\prime}=\sigma h^{2} \tag{2.28}
\end{equation*}
$$

where $\sigma$ is a constant. We therefore write

$$
\begin{equation*}
A_{I}(x)=A(x)+\frac{\sigma h^{2}}{2} \frac{d^{2} A(x)}{d x^{2}}+\ldots \tag{2.29}
\end{equation*}
$$

which shows that the integral interpolant gives at least second order interpolation. The interpolation is better if $\sigma$ is zero. Then higher order terms must be included in the expansion. The third order term vanishes because of symmetry leaving a possible fourth order term. An example of a higher order kernel is

$$
\begin{equation*}
W(x, h)=\frac{1}{h \sqrt{\pi}}\left(\frac{3}{2}-\frac{x^{2}}{h^{2}}\right) e^{-x^{2} / h^{2}} \tag{2.30}
\end{equation*}
$$

For this kernel, the integral interpolant is accurate to $O\left(h^{4}\right)$. However, this example shows the general result that to achieve higher order interpolation the kernel must change sign. This may have unwanted side effects. For example the density might become negative near a very strong shock.

### 2.2 Errors in the Summation Interpolant

If the particles are equi-spaced then we can easily estimate the errors in the summation interpolant. However, in general, the particles in an SPH calculation will be disordered. Before considering this case we calculate some examples in one dimension.

Exercise 2.3. Estimate the accuracy of interpolation for particles separated by a constant distance $\Delta x$ on an infinite one dimensional line. Assume that $A$ is a constant $K$ and assign to each SPH particle a mass $m=\rho \Delta x$. Starting with the summation interpolant for any SPH point on the line

$$
\begin{equation*}
A\left(x_{a}\right)=\sum_{-\infty}^{\infty} A_{b} \Delta x W\left(x_{a}-x_{b}, h\right) \tag{2.31}
\end{equation*}
$$

show that if the kernel is a Gaussian then

$$
\begin{equation*}
A\left(x_{a}\right)=\frac{K \Delta x}{h \sqrt{\pi}}\left[1+2 e^{-q^{2}}+2 e^{-4 q^{2}}+2 e^{-9 q^{2}}+\ldots\right] \tag{2.32}
\end{equation*}
$$

where $q=\Delta x / h$. Show that

$$
A\left(x_{a}\right)= \begin{cases}1.00010 K & \text { if } q=1 \\ 0.99999 K & \text { if } q=1.5 \\ 1.170 K & \text { if } q=0.5\end{cases}
$$

The previous exercise shows that if $h>\Delta x$ the interpolation over equi-spaced particles is very good, but if $h<\Delta x$ the accuracy is poor. In this last case the kernels do not overlap sufficiently to give high accuracy.
The reader will note that in the case of equi-spaced particles the results show that the integral interpolant with a Gaussian kernel is approximated very accurately by the summation interpolant. This result is well known and reflects the fact that integrals of Gaussian functions over an infinite interval can be represented by a finite summation with errors which are $\sim$ $\exp \left(-(\pi h / \Delta x)^{2}\right)$.
Therefore, although a constant is not interpolated exactly, the errors are exponentially small. The reader will be able to confirm that the interpolation of a linear function of $x$ has the same high accuracy. It is often said that functions should be represented is such a way that completeness is satisfied. The Gaussian kernels are not complete since they never interpolate any function, even a constant, exactly. Nevertheless they give accurate interpolation. This reminds us that what we are looking for is accuracy, and although completeness might be one route to accuracy, it is not the only route. The following exercise is one way of showing that the dominant error depends on the Fourier Transform of the kernel.

Exercise 2.4. Estimate the accuracy of interpolation of a linear function $A(x)=\beta+\alpha x$ for particles separated by a constant distance $\Delta$ on an infinite one dimensional line as in the previous two problems and with a Gaussian kernel. Begin with the Poisson summation formula

$$
\begin{equation*}
\sum_{j=-\infty}^{\infty} f(j)=\int_{\infty}^{\infty} f(j) d j+2 \sum_{r=1}^{\infty} \int_{-\infty}^{\infty} f(j) \cos (2 \pi j r) d j \tag{2.33}
\end{equation*}
$$

where, in the integrals, $j$ becomes a continuous variable. The integral interpolant is approximated according to

$$
\begin{equation*}
\frac{\Delta}{h \sqrt{\pi}} \sum_{j=-\infty}^{\infty}[\beta+\alpha \Delta j] e^{-(\Delta(y-j) / h)^{2}} \tag{2.34}
\end{equation*}
$$

where we have written $x=y \Delta$. Show from the Poisson summation formula, when $x$ is on one of the points (so that $y$ is an integer), that the summation interpolant gives

$$
\begin{equation*}
(\beta+\alpha \Delta y)\left(1+\frac{2 \Delta}{h \sqrt{\pi}} \int_{-\infty}^{\infty} \cos (2 \pi q) e^{-(\Delta q / h)^{2}} d q+\ldots\right) \tag{2.35}
\end{equation*}
$$

Work out the integral and show the error is exponentially small, and is smaller as $h / \Delta$ increases. Repeat the calculation for arbitrary (non-integer) $y$.

If the kernel does not have the rapid decrease and smoothness of the Gaussian kernel the accuracy is less unless $h / \Delta$ is much larger than for the Gaussian. The following exercise illustrates this.

Exercise 2.5. Show that in one dimension the kernel $\exp (-|x| / h)$ when normalized is a possible kernel. Show also that a constant function $K$ is interpolated by the function

$$
\begin{equation*}
\frac{K \Delta x}{2 h} \frac{\left(1+e^{-q}\right)}{\left(1-e^{-q}\right)} \tag{2.36}
\end{equation*}
$$

Shoenberg (1946) showed that interpolation accuracy could be related to the properties of the Fourier Transform of the interpolating kernel. Smoothness then shows up as rapid decrease of the Fourier Transform for large $k$ and the order of accuracy shows up in the expansion of the Fourier Transform in powers of $k$. In particular, if the Fourier transform has a zero of order $m$ at $k=0$, then the kernel has continuous derivatives up to the $(m-2)$ th.
Shoenberg was concerned with interpolation when the data was noisy. For that reason he wasn't interested in the standard interpolation formula such as those due to Everett or Bessel but rather interpolation with smoothing. In Shoenberg's formalism the interpolation is written in the form

$$
\begin{equation*}
f(x)=\sum_{j} f_{j} L\left(x-x_{j}\right) \tag{2.37}
\end{equation*}
$$

which has the same as our SPH interpolation. If the points are equi-separated with spacing $\Delta$, as in a table, then the Bessel formula which interpolates quadratic functions exactly is given by the following (where $q=|x| / h$ )

$$
L(x)= \begin{cases}(1-q)\left(1+\frac{1}{4} q\right), & \text { for } 0 \leq q \leq 1  \tag{2.38}\\ \frac{1}{4}(1-q)(2-q), & \text { for } 1 \leq q \leq 2 \\ 0, & \text { otherwise }\end{cases}
$$

The first derivative of this function is not continuous everywhere. When the data is noisy it is an advantage to have smoother interpolating kernels. Shoenberg (1946) constructed a set of basic smoothing functions which he called Cardinal Splines. They can be defined by their Fourier transform. Thus, the spline with continuous $(n-2)$ derivatives, $M_{n}(x)$, (which is an even function of $x)$ is given by

$$
\begin{equation*}
M_{n}(x)=\int_{-\infty}^{\infty}\left(\frac{\sin \pi k \Delta}{\pi k \Delta}\right)^{n} \cos (2 \pi k x) d k \tag{2.39}
\end{equation*}
$$

These spline kernels all interpolate with errors of $O\left(h^{2}\right)$, but they are smoother as $n$ increases. The $M_{0}$ spline gives nearest grid point interpolation. The $M_{2}$ spline is:

$$
M_{2}(x)= \begin{cases}1-q, & \text { for } 0 \leq q \leq 1  \tag{2.40}\\ 0, & \text { for } q \geq 1\end{cases}
$$

In this, and the following expressions, $q$ denotes $|x| / \Delta . M_{2}$ gives linear interpolation but its first derivative is discontinuous.

Exercise 2.6. Work out the Fourier transform defining $M_{2}$ and show it agrees with the linear function just defined.

A commonly used kernel is the $M_{4}$ kernel (commonly called the cubic spline because it is a piecewise cubic polynomial). It has the form:

$$
M_{4}(x)= \begin{cases}\frac{1}{6}(2-q)^{3}-\frac{2}{3}(1-q)^{3}, & \text { for } 0 \leq q \leq 1  \tag{2.41}\\ \frac{1}{6}(2-q)^{3}, & \text { for } 1 \leq q \leq 2 \\ 0, & \text { for } q>2\end{cases}
$$

The SPH kernel associated with $M_{4}(x)$ is $W(x, h)=\frac{1}{h} M_{4}(x)$ where now $q=|x| / h$. These kernels have been used for SPH interpolation because they are less sensitive to particle disorder.
For reference we end with the formula for $M_{n}$ which can be determined from the Fourier Transform. Because the expressions are lengthy we use the notation

$$
X_{j}=n / 2-q-j,
$$

then

$$
(n-1)!M_{n}(x)= \begin{cases}0, & \text { for } q>n / 2  \tag{2.42}\\ X_{0}^{n-1}, & \text { for } n / 2-1 \leq q \leq n / 2 \\ X_{0}^{n-1}-C(n, 1) X_{1}^{n-1}, & \text { for } n / 2-2 \leq q \leq n / 2-1 \\ X_{0}^{n-1}-C(n, 1) X_{1}^{n-1} \\ \quad+C(n, 2) X_{2}^{n-1}, & \text { for } n / 2-3 \leq q \leq n / 2-2\end{cases}
$$

and so on where $C(n, k)=n!/(k!(n-k)!)$. The sub-ranges are continued until we reach $0 \leq q \leq 1$ if $n$ is even or $-1 / 2 \leq q \leq 1 / 2$ if $n$ is odd (though in the latter case since $q \geq 0$ we use the domain $0 \leq q \leq 1 / 2)$.
The kernel proportional to $e^{-|x| / h}$ is an example of a kernel that requires the contribution of many neighbours to give high accuracy. For example, if we are estimating a constant, and we decide to add particle contributions until the error is less that 0.001 of the first term, and we take $h=\Delta x$, then we must add contributions from 7 particles on each side of the particle of interest since $e^{-7} \sim 0.001$. This makes this kernel inefficient. The Fourier transform of this kernel is

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{e^{-|x| / h}}{2 h} e^{2 \pi k x} d x=\frac{1}{1+(2 \pi k h)^{2}} \tag{2.43}
\end{equation*}
$$

which decreases as $\sim 1 / k^{2}$ for large $k$. By comparison the Fourier transform of the Gaussian is

$$
\begin{equation*}
e^{(-\pi k h)^{2}} \tag{2.44}
\end{equation*}
$$

which decreases much faster. From Schoenberg's analysis we expect that the Gaussian kernel would be much more efficient than the exponential kernel and this is found in practice.

### 2.3 Errors when the Particles are Disordered

During the course of an SPH calculation the particles become disordered. The exact form of this disorder depends on the dynamics. When Bob Gingold and I first ran SPH calculations we thought that the disorder could be described by a probability distribution proportional to the mass density, and that the errors could be estimated in the same way as a Monte Carlo estimate. In particular we expected that the errors arising from fluctuations would be $\sim 1 / \sqrt{N}$. However, the errors were much smaller than this estimate would suggest. The reason for the smaller errors is that the probability estimates allow fluctuations which are inconsistent with the dynamics. Because the disorder depends on the dynamics it is not possible to make traditional error estimates like those used for finite differences or finite elements. For that reason estimates of SPH calculations have had to depend on comparisons with known solutions, experiments, or by studying how the error varies
with particle number for particular calculations (see for example Cleary and Monaghan (1999)). These comparisons show that it is possible to achieve very accurate results with SPH.
It is clear that the errors depend on the type of disorder. Niedereiter (1978) showed that if the points are quasi-ordered then the error of an integration in $d$ dimensions varies with the number of particles as $\ln \left(N^{d}\right) / N$ which is not very satisfactory in 1 dimension, but in 3 dimensions it means the error varies as $h^{3} \ln |h|$ which is efficient. There is a large industry working out multi dimensional integration algorithms using quasi-disordered numbers. As a simple example suppose points $x_{j}$ in $0 \leq x_{j} \leq 1$, are computed by recurrence from

$$
\begin{equation*}
x_{j+1}=x_{j}+\alpha, \quad \bmod (1) \tag{2.45}
\end{equation*}
$$

where $\alpha$ is an irrational number and $x_{0}=0$. If we wish to evaluate the integral

$$
\begin{equation*}
\int_{0}^{1} F(x) d x \tag{2.46}
\end{equation*}
$$

then we can approximate it by using the points $x_{j}$. Thus

$$
\begin{equation*}
\int_{0}^{1} F(x) d x=\frac{1}{N} \sum_{j=1}^{N} F\left(x_{j}\right)+\epsilon \tag{2.47}
\end{equation*}
$$

where $\epsilon$ is the error. We can estimate this error by using the Fourier expansion of $F(x)$. We can write

$$
\begin{equation*}
F(x)=\sum_{n=-\infty}^{\infty} C_{n} e^{2 \pi n i x} \tag{2.48}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{0}=\int_{0}^{1} F(x) d x \tag{2.49}
\end{equation*}
$$

Then we can write the integral as

$$
\begin{equation*}
\frac{1}{N} \sum_{j=0}^{N} \sum_{n=-\infty}^{\infty} C_{n} e^{2 \pi n i j \alpha} \tag{2.50}
\end{equation*}
$$

where we can replace $x_{j}$ by $j \alpha$ because the $\bmod (1)$ operation has no effect on the complex exponentials. We can write this summation as

$$
\begin{equation*}
C_{0}+\frac{2}{N} \sum_{n=1}^{\infty} C_{n} \frac{\sin (\pi \alpha n(N+1))}{\sin (\pi \alpha n)} \cos (\pi n N \alpha) \tag{2.51}
\end{equation*}
$$

This shows that the error in this case is $\propto 1 / N$ but the constant depends on how rapidly the Fourier coefficients decrease and how small $\sin (\pi n \alpha) \neq 0$ becomes (for a detailed discussion see Davis and Rabinowitz, (1967)).


Figure 2.1. The Kepler problem integrated using a 4th order Runge Kutta method. Note the orbit is not closed and spirals out.

Another reason for the accuracy of SPH despite the disorder is that it is possible to set up SPH calculations so that they conserve important quantities like momentum and energy. The importance of this conservation shows up in very simple problems. Suppose, for example, that we wish to integrate the equations for a binary star system with the stars treated as points and we are offered either a second order reversible symplectic integrator, or a standard 4th order Runge Kutta integrator. If we use the Runge Kutta scheme the orbit, instead of being an ellipse, will spiral in or spiral out with the effect being more extreme as the eccentricity gets closer to 1 . The problem arises because the standard 4th order Runge Kutta does not conserve angular momentum. On the other hand, the symplectic Verlet integrator, which is a second order integrator, gives much better results because it conserves angular momentum exactly, and conserves energy better than the Runge Kutta method. In addition it is easy to ensure that the numerical orbit is reversible. In Figure 2.1 we show the orbit for the Kepler problem with eccentricity 0.5 integrated with the Runge Kutta method. The orbit spirals out and the axis of symmetry rotates. In Figure 2.2 the orbit calculated using the symplectic Verlet method is shown. This example shows very clearly that high order does not necessarily mean that important properties of the dynamics will be retained. We will show later that the SPH equations for non-dissipative flow can be derived from a particle Lagrangian which preserves many of the invariants of


Figure 2.2. The Kepler problem integrated with the symplectic Verlet method using the same step size as for the Runge Kutta example shown in Figure 2.1. Note that the orbit is closed to high accuracy.
the original system. These include not only the additive invariants of energy, and momentum but also the integral invariants such as Liouville's theorem and Poincare invariants which involve integrations in phase space. In addition, with appropriate time integration, the reversibility of the dynamical system can be preserved. It seems, but has not been proven, that in this case it is the good approximation of the Lagrangian that is the key reason for the robustness and accuracy of the SPH equations.

## 3 Euler Equations

In the previous sections we showed how the spatial gradients could be estimated from information at the particle positions. In this section we will study how the equations of non-dissipative fluid dynamics (the Euler equations) can be approximated by SPH using expressions for the spatial derivatives.
The simplest set of equations we need to solve are the acceleration and continuity equations for an ideal gas without dissipation. These are the Euler equations. For the present we assume there are no body forces. The acceleration equation in the absence of gravity or other body forces is then

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=-\frac{1}{\rho} \nabla P \tag{3.1}
\end{equation*}
$$

where $\mathbf{v}$ is the velocity, $\rho$ is the density, $P$ is the pressure and $\mathbf{g}$ is the body force per unit mass. In this equation the time derivative is the derivative following the motion

$$
\begin{equation*}
\frac{d \mathbf{v}}{d t}=\frac{\partial \mathbf{v}}{\partial t}+\mathbf{v} \cdot \nabla \mathbf{v} \tag{3.2}
\end{equation*}
$$

The characteristics of this equation are the trajectories of the fluid elements. These trajectories will be approximated by the trajectories of the SPH particles.
In general $P$ is a function of $\rho$ and the thermal energy, but in the case where there is no dissipation the pressure can be taken as a function of $\rho$ and the entropy per unit mass $s$ which remains constant. In some cases we will assume the entropy is the same for all particles, but in general each particle could have a different entropy which does not change with time.
The density (continuity) equation is

$$
\begin{equation*}
\frac{d \rho}{d t}=-\rho \nabla \cdot \mathbf{v} \tag{3.3}
\end{equation*}
$$

and to move the particles we solve the equation

$$
\begin{equation*}
\frac{d \mathbf{r}}{d t}=\mathbf{v} \tag{3.4}
\end{equation*}
$$

In the following we will work out SPH forms of these equations which will determine how the position and density at each particle changes with time.

### 3.1 The SPH Continuity Equation

As shown in the previous section we can estimate the density at particle $a$ by the summation

$$
\begin{equation*}
\rho_{a}=\sum_{b} m_{b} W_{a b} \tag{3.5}
\end{equation*}
$$

where $W_{a b}$ denotes $W\left(\mathbf{r}_{a}-\mathbf{r}_{b}, h\right)$ and $m_{b}$ is the mass of particle $b$. If we take the time derivative of (3.5) we find

$$
\begin{equation*}
\frac{d \rho_{a}}{d t}=\sum_{b} m_{b} \frac{d W_{a b}}{d t}=\sum_{b} m_{b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{3.6}
\end{equation*}
$$

where $\mathbf{v}_{a b}=\mathbf{v}_{a}-\mathbf{v}_{b}$. We can decode the RHS of (3.6) by writing it first as

$$
\begin{equation*}
\mathbf{v}_{a} \cdot \sum_{b} m_{b} \nabla_{a} W_{a b}-\sum_{b} m_{b} \mathbf{v}_{b} \cdot \nabla_{a} W_{a b} \tag{3.7}
\end{equation*}
$$

which can be interpreted as the SPH expression for

$$
\begin{equation*}
\mathbf{v}_{a} \cdot(\nabla \rho)_{a}-(\nabla \cdot(\rho \mathbf{v}))_{a}=-(\rho \nabla \cdot \mathbf{v})_{a} \tag{3.8}
\end{equation*}
$$

Our form of the rate of change of density (3.6) is therefore what we would have arrived at by using the expression (2.24) for $\nabla \cdot \mathbf{v}$ in the continuity equation. Another form of the continuity equation follows from (2.21)

$$
\begin{equation*}
\frac{d \rho_{a}}{d t}=\rho_{a} \sum_{b} \frac{m_{b}}{\rho_{b}} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} . \tag{3.9}
\end{equation*}
$$

This equation is more accurate when there are fluids with very different densities in contact.

### 3.2 The SPH Acceleration Equation

We can convert the acceleration equation for our ideal fluid into SPH form by writing

$$
\begin{equation*}
(\nabla P)_{a}=\sum_{b} m_{b} \frac{P_{b}}{\rho_{b}} \nabla_{a} W_{a b} \tag{3.10}
\end{equation*}
$$

Our first, crude, SPH form of the acceleration equation is then

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\frac{1}{\rho_{a}} \sum_{b} m_{b} \frac{P_{b}}{\rho_{b}} \nabla_{a} W_{a b} . \tag{3.11}
\end{equation*}
$$

However, this equation doesn't conserve linear or angular momentum exactly since the force on particle $a$ due to $b$ is not equal and opposite to the force on $b$ due to $a$ or

$$
\begin{equation*}
\frac{m_{a} m_{b} P_{b}}{\rho_{a} \rho_{b}} \neq \frac{m_{a} m_{b} P_{a}}{\rho_{a} \rho_{b}} \tag{3.12}
\end{equation*}
$$

To write the acceleration equation in a form which conserves linear and angular momentum we make the force term symmetric by noting that

$$
\begin{equation*}
\frac{\nabla P}{\rho}=\nabla\left(\frac{P}{\rho}\right)+\frac{P}{\rho^{2}} \nabla \rho . \tag{3.13}
\end{equation*}
$$

Using the SPH interpolation rules we can write the first term on the right hand side as

$$
\begin{equation*}
\nabla\left(\frac{P}{\rho}\right)_{a}=\sum_{b} \frac{P_{b}}{\rho_{b}^{2}} \nabla_{a} W_{a b} \tag{3.14}
\end{equation*}
$$

and the second term as

$$
\begin{equation*}
\frac{P_{a}}{\rho_{a}^{2}}(\nabla \rho)_{a}=\frac{P_{a}}{\rho_{a}^{2}} \sum_{b} m_{b} \nabla_{a} W_{a b}, \tag{3.15}
\end{equation*}
$$

combining these we get the acceleration equation

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{P_{b}}{\rho_{b}^{2}}+\frac{P_{a}}{\rho_{a}^{2}}\right) \nabla_{a} W_{a b}, \tag{3.16}
\end{equation*}
$$

Assuming that the kernel $W_{a b}$ is a function of $\left|\mathbf{r}_{a}-\mathbf{r}_{b}\right|$ we can write its gradient in the following form

$$
\begin{equation*}
\nabla_{a} W_{a b}=\mathbf{r}_{a b} F_{a b} \tag{3.17}
\end{equation*}
$$

where $F_{a b}$ is a scalar function of $\left|\mathbf{r}_{a}-\mathrm{r}_{b}\right|$ and $F_{a b} \leq 0$. The force/mass on $a$ due to $b$ is then

$$
\begin{equation*}
m_{b}\left(\frac{P_{b}}{\rho_{b}^{2}}+\frac{P_{a}}{\rho_{a}^{2}}\right) \mathbf{r}_{a b} F_{a b} \tag{3.18}
\end{equation*}
$$

which shows that the force on $a$ due to $b$ is now equal and opposite to the force on $b$ due to $a$.

Exercise 3.1. Show that the linear momentum $\sum_{a} m_{a} \mathbf{v}_{a}$ and angular momentum $\sum_{a} m_{a} \mathbf{r}_{a} \times \mathbf{v}_{a}$ are conserved if the symmetric form of the acceleration equation is used.

### 3.3 The Thermal Energy Equation

We get the thermal energy equation from the first law of thermodynamics

$$
\begin{align*}
T d s & =d u+P d v  \tag{3.19}\\
& =d u-\frac{P}{\rho^{2}} d \rho \tag{3.20}
\end{align*}
$$

where $s$ is the entropy, and we have assumed in the last equation that all quantities are per/unit mass. If there is no source of heat we deduce

$$
\begin{equation*}
\frac{d u}{d t}=\frac{P}{\rho^{2}} \frac{d \rho}{d t}=-\frac{P}{\rho^{2}} \nabla \cdot \mathbf{v} . \tag{3.21}
\end{equation*}
$$

We can write this equation in various ways. For example

$$
\begin{equation*}
\frac{d u}{d t}=\frac{P}{\rho^{2}}(\nabla \cdot(\rho \mathbf{v})-\mathbf{v} \cdot \nabla \rho) \tag{3.22}
\end{equation*}
$$

and, in SPH form for any particle $a$, this equation becomes

$$
\begin{equation*}
\frac{d u_{a}}{d t}=\frac{P_{a}}{\rho_{a}^{2}} \sum_{b} m_{b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{3.23}
\end{equation*}
$$

Alternatively, we could make use of one of the forms of $\nabla \cdot \mathbf{v}$ from the previous section and deduce the thermal energy equation

$$
\begin{equation*}
\frac{d u_{a}}{d t}=\frac{P_{a}}{\rho_{a}} \sum_{b} \frac{m_{b}}{\rho_{b}} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{3.24}
\end{equation*}
$$

A good general principle when writing SPH equations is to be consistent. For example, if we use a particular expression for $\nabla \cdot \mathbf{v}$ in the continuity equation, we should use the same form in the energy equation.

### 3.4 Dispersion of Sound Waves

We now have a set of ordinary differential equations for the motion of a fluid when there is no dissipation. We will discuss how to integrate the equations in a later section. For the present it is useful to consider how the SPH formulation affects the dispersion relation for small amplitude waves in a gas in one dimension. We assume the initial density $\bar{\rho}$ is constant and the domain is infinite. The SPH particles have equal mass and are initially equi-spaced with spacing $\Delta x$. For convenience we assume that the equation of state is $P=K \rho^{2}$. We assume the sound waves have sufficiently small amplitude then we can write the position of particle $a$ as

$$
\begin{equation*}
x_{a}=\bar{x}_{a}+X e^{i\left(k \bar{x}_{a}-\omega t\right)}, \tag{3.25}
\end{equation*}
$$

where $\bar{x}_{a}$ is the unperturbed position of particle $a$ and the wave has frequency $\omega$ and wave number $k$. The velocity can be written as

$$
\begin{equation*}
v_{a}=V e^{i\left(k \bar{x}_{a}-\omega t\right)}, \tag{3.26}
\end{equation*}
$$

and the density

$$
\begin{equation*}
\rho_{a}=\bar{\rho}_{a}+D e^{i\left(k \bar{x}_{a}-\omega t\right)} . \tag{3.27}
\end{equation*}
$$

Because $P=K \rho^{2}$ we do not need to consider the continuity equation to obtain the dispersion relation for the SPH system. The first order perturbation to the acceleration equation gives

$$
\begin{equation*}
-i \omega v_{a}=-2 m K \sum_{b}\left(\delta x_{a}-\delta x_{b}\right) \frac{d^{2} W_{a b}}{d \bar{x}_{a}^{2}} \tag{3.28}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta x_{a}=X e^{i\left(k \bar{x}_{a}-\omega t\right)} \tag{3.29}
\end{equation*}
$$

Substituting for $v_{a}$ we get

$$
\begin{equation*}
-i \omega V=-2 m K X \sum_{b}\left[1-e^{i k\left(\bar{x}_{b}-\bar{x}_{a}\right)}\right] \frac{d^{2} W_{a b}}{d \bar{x}_{a}^{2}} \tag{3.30}
\end{equation*}
$$

From the equation for the change in position $d x_{a} / d t=v_{a}$ we get

$$
\begin{equation*}
-i \omega X=V \tag{3.31}
\end{equation*}
$$

Substituting this result into the previous equation we get the dispersion relation

$$
\begin{equation*}
\omega^{2}=2 m K \sum_{b}\left[1-e^{i k\left(\bar{x}_{b}-\bar{x}_{a}\right)}\right] \frac{d^{2} W_{a b}}{d \bar{x}_{a}^{2}}, \tag{3.32}
\end{equation*}
$$

Because the particles are equi-spaced and the line is infinite we can shift the origin in the summation to $\bar{x}_{a}$ and measure lengths from this point. We can then write (3.32) as

$$
\begin{equation*}
\omega^{2}=2 m K \sum_{b}\left[1-e^{i k \bar{x}_{b}}\right] \frac{d^{2} W\left(\bar{x}_{b}, h\right)}{d \bar{x}_{b}^{2}} \tag{3.33}
\end{equation*}
$$

If the wavelength is much large than the particle spacing we can replace the summation by an integration according to

$$
\begin{equation*}
\sum_{b=-\infty}^{\infty}\left[1-e^{i k \bar{x}_{b}}\right] \frac{d^{2} W\left(\bar{x}_{b}, h\right)}{d \bar{x}_{b}^{2}} \simeq \frac{1}{\Delta x} \int_{-\infty}^{\infty}\left[1-e^{i k b \Delta x}\right] \frac{\partial^{2} W}{\partial b^{2}} d b \tag{3.34}
\end{equation*}
$$

where we have used the fact that $\bar{x}_{b}=b \Delta x$ and, for convenience, $b$ is used to denote both the discrete and the continuous variable. Integrating by parts twice we find

$$
\begin{equation*}
\sum_{b=-\infty}^{\infty}\left[1-e^{i k \bar{x}_{b}}\right] \frac{d^{2} W\left(\bar{x}_{b}, h\right)}{d \bar{x}_{b}^{2}} \simeq k^{2} \int_{-\infty}^{\infty} W e^{i k b \Delta x} d b \tag{3.35}
\end{equation*}
$$

Since we have assumed $P=K \rho^{2}$ the speed of sound $c_{s}$ is equal to $2 K \rho=$ $2 K m / \Delta x$. We can therefore write the dispersion relation as

$$
\begin{equation*}
\omega^{2} \simeq c_{s}^{2} k^{2} \tilde{W} \tag{3.36}
\end{equation*}
$$

where $\tilde{W}$ denotes the Fourier transform of $W$

$$
\begin{equation*}
\int_{-\infty}^{\infty} W e^{i k b \Delta x} d b \tag{3.37}
\end{equation*}
$$

If the kernel is a Gaussian we can evaluate the integral to get

$$
\begin{equation*}
\omega^{2}=c_{s}^{2} k^{2} e^{-(k h / 2)^{2}} . \tag{3.38}
\end{equation*}
$$

If the $k h \ll 2$ the dispersion relation is a close approximation to the exact form $\omega^{2}=c_{s}^{2} k^{2}$, but as $k$ increases the frequency of the wave calculated using SPH drops below the correct value. The largest allowed value of $k$ is $\pi / \Delta x$ and for this $k$ the error is a maximum. However, it is not the error that is a concern for short wave lengths but rather whether or not the method remains stable. To determine the stability we evaluate the dispersion relation numerically.
Because the term $\frac{d^{2} W\left(\bar{x}_{b}, h\right)}{d x_{b}^{2}}$ in the original dispersion relation is an even function of the coordinates we can write it as

$$
\begin{equation*}
\omega^{2}=2 m K \sum_{b}\left[1-\cos k \bar{x}_{b}\right] \frac{d^{2} W\left(\bar{x}_{b}, h\right)}{d \bar{x}_{b}^{2}} . \tag{3.39}
\end{equation*}
$$

If the system is unstable the fastest growing mode is usually the one with the shortest wavelength (largest $k$ ) and this shows up as clumping. We therefore evaluate the dispersion relation for $k=\pi / \Delta x$ and get

$$
\begin{equation*}
\omega^{2}=8 m K \sum_{j=1}^{\infty} \frac{d^{2} W\left(\bar{x}_{j}, h\right)}{d \bar{x}_{j}^{2}} \tag{3.40}
\end{equation*}
$$

where the summation is over odd values of $j$. For the Gaussian kernel we get

$$
\begin{equation*}
\omega^{2}=\frac{8 m K}{h^{3} \sqrt{\pi}} \sum_{j=1}^{\infty}\left(-2+\frac{4 \bar{x}_{j}^{2}}{h^{2}}\right) e^{-\bar{x}_{j}^{2} / h^{2}} \tag{3.41}
\end{equation*}
$$

Evaluating the right hand side for $\Delta x \leq h \leq 2 \Delta x$, the usual range for SPH calculations we find it is positive, showing that $\omega$ is real and the method stable with a Gaussian kernel. In practice the time evolution is approximated by discrete steps and the stability then depends on the scheme used. We will discuss time stepping schemes later.

Exercise 3.2. If the equation of state is $P=K \rho^{\gamma}$ show that the dispersion relation is

$$
\begin{equation*}
\omega^{2}=\frac{c_{s}^{2}}{\gamma}\left(B+(\gamma-2) A^{2}\right) \tag{3.42}
\end{equation*}
$$

where

$$
\begin{equation*}
B=\Delta x \sum_{b}\left(1-\cos \left(k \bar{x}_{b}\right)\right) \frac{d^{2} W\left(\bar{x}_{b}, h\right)}{d \bar{x}_{b}^{2}} \tag{3.43}
\end{equation*}
$$

and

$$
\begin{equation*}
A=-\Delta x \sum_{b} \sin \left(k \bar{x}_{b}\right) \frac{d W\left(\bar{x}_{b}, h\right)}{d \bar{x}_{b}} \tag{3.44}
\end{equation*}
$$

In the long wave length limit replace summations by integrations and show that

$$
\begin{equation*}
B=k^{2} \quad \text { and } \quad A=k, \tag{3.45}
\end{equation*}
$$

where we have used the approximation $\tilde{W}=1$. Show that the dispersion relation becomes

$$
\begin{equation*}
\omega^{2}=c_{s}^{2} k^{2} \tag{3.46}
\end{equation*}
$$

in agreement with the exact value. As before the deviation from the correct value is a maximum for $k=\pi / \Delta x$. For this $k, A=0$ and $B \geq 0$ so that SPH is stable for arbitrary $\gamma$. This result is also true for the spline kernel.

## 4 Tests of the SPH Euler Equations

The usual tests in computational gas dynamics involve systems with rigid or periodic boundaries. In this section we consider tests where the system is a
finite region of gas held together by a simple force. In this sense, they are like model stars with the gravitational force replaced by another force which is easy to calculate. These systems are therefore called Toy Stars (Monaghan and Price (2004)). The force we consider is such that for any two elements of mass the force between them proportional to their separation and along the line of their centres. This force is the simplest many-body force. It was discovered by Newton who pointed out that if two particles attract each other with a linear force then they move as if attracted to the centre of mass of the pair (see Chandrasekhar (1995) for a modern interpretation of Newton's Principia and, in particular, Newton's proposition LXIV which discusses this force).
If there are $N$ particles attracting each other with a force proportional to the separation, and directed along the line joining pairs of particles, then each particle moves as if independent of the others. The force is a linear force towards the centre of mass of the $N$ particles. In the case of two particles the trajectories are Lissajous figures. A gaseous system with this force has a number of attractive features for testing algorithms for fluid dynamics. The modes of oscillation can be calculated easily, and there is a nonlinear solution where the velocity is a linear function of the coordinates. This solution can be calculated very accurately by integrating a small number (2 in the case of one dimension) of ordinary differential equations.
The simplest version of the Toy star assumes the pressure $P$ is given in terms of the density $\rho$ by $P=K \rho^{2}$ where $K$ is a constant. This makes the problem analogous to the problem of shallow water motion in paraboloidal basins. There is an extensive literature on this problem including the early papers of Goldsbrough (1930) and the general analysis by Holm (1991) which contains many further references.

### 4.1 The Force Law in One Dimension

Newton proposed the linear force law in the Principia but for our purposes the modern discussion by Chandrasekha (1995) is clearer. Suppose for example that we have an isolated group of $N$ particles in one dimension interacting with linear forces so that the potential energy is

$$
\begin{equation*}
\Phi=\frac{1}{4} \nu \sum_{j=1}^{N} \sum_{k=1}^{N} m_{j} m_{k}\left(x_{j}-x_{k}\right)^{2} \tag{4.1}
\end{equation*}
$$

The equation of motion of the $j^{t h}$ particle is then

$$
\begin{equation*}
m_{j} \frac{d^{2} x_{j}}{d t^{2}}=-\nu m_{j} \sum_{k} m_{k}\left(x_{j}-x_{k}\right) \tag{4.2}
\end{equation*}
$$

However, the centre of mass

$$
\begin{equation*}
\frac{\sum_{k} m_{k} x_{k}}{\sum_{k} m_{k}} \tag{4.3}
\end{equation*}
$$

can be chosen as the origin so the equation of motion becomes

$$
\begin{equation*}
\frac{d^{2} x_{j}}{d t^{2}}=-\nu M x_{j} \tag{4.4}
\end{equation*}
$$

where $M$ is the total mass. The potential can then be written

$$
\begin{equation*}
\Phi=\frac{1}{2} \nu M \sum_{j} m_{j} x_{j}^{2}, \tag{4.5}
\end{equation*}
$$

The motion of the N -body system is therefore identical to the independent motion of each particle in a harmonic potential. In the following we replace $M \nu$ by $\Omega^{2}$.

### 4.2 The Equations of Motion

The system is one dimensional with velocity $v$, density $\rho$, and pressure $P$. The acceleration equation is

$$
\begin{equation*}
\frac{d v}{d t}=-\frac{1}{\rho} \frac{\partial P}{\partial x}-\Omega^{2} x \tag{4.6}
\end{equation*}
$$

We assume the equation of state is

$$
\begin{equation*}
P=K \rho^{2} \tag{4.7}
\end{equation*}
$$

which makes our equations identical in form to those for the shallow water equations with density replacing the water depth. The acceleration equation is then

$$
\begin{equation*}
\frac{d v}{d t}=-2 K \frac{\partial \rho}{\partial x}-\Omega^{2} x \tag{4.8}
\end{equation*}
$$

The simplest case to consider is the static model. The next simplest case is to study the small oscillations about the static model. However, one of the attractive features of the toy star is that we can find an exact stable nonlinear oscillation. We now consider each of these in turn.

Exercise 4.1. Show that the static model has density

$$
\begin{equation*}
\rho=\rho_{0}-\frac{\Omega^{2} x^{2}}{4 K} . \tag{4.9}
\end{equation*}
$$

so that the radius $x_{e}$ of the static model is

$$
\begin{equation*}
x_{e}^{2}=\frac{4 K \rho_{0}}{\Omega^{2}} \tag{4.10}
\end{equation*}
$$

and the mass $M$ is $4 \rho_{0} x_{e} / 3$.

If $M, K$ and $\Omega$ are specified then $\rho_{0}$ and therefore $x_{e}$ can be calculated. To simplify the following equations we use $x_{e}$ as the unit of length, and we use $1 / \Omega$ as the unit of time. The acceleration equation then becomes

$$
\begin{equation*}
\frac{d v}{d t}=-\frac{1}{2} \frac{\partial \rho}{\partial x}-x \tag{4.11}
\end{equation*}
$$

and then the static density $\bar{\rho}$ is

$$
\begin{equation*}
\bar{\rho}=1-x^{2}, \tag{4.12}
\end{equation*}
$$

while $P=\rho^{2} / 4$ and $M=4 / 3$.

### 4.3 Oscillations

We now consider small oscillations of our toy star. We assume $v$ is small and we write the density in the form

$$
\begin{equation*}
\rho=\bar{\rho}+\eta . \tag{4.13}
\end{equation*}
$$

If we retain only quantities which are linear in the perturbations the acceleration equation becomes

$$
\begin{equation*}
\frac{\partial v}{\partial t}=-\frac{1}{2} \frac{\partial \eta}{\partial x} \tag{4.14}
\end{equation*}
$$

and the continuity equation becomes

$$
\begin{equation*}
\frac{\partial \eta}{\partial t}=-\frac{\partial(\bar{\rho} v)}{\partial x} \tag{4.15}
\end{equation*}
$$

We let the time variation be $e^{i \omega t}$ and, by combining the equations, the equation for $v$ becomes

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} v}{d x^{2}}-4 x \frac{d v}{d x}+2\left(\omega^{2}-1\right) v=0 \tag{4.16}
\end{equation*}
$$

The solutions of this equation are the Gegenbauer polynomials $G_{n}(x)$. The solution for $G_{n}(x)$ requires that

$$
\begin{equation*}
2\left(\omega^{2}-1\right)=n^{2}+3 n \tag{4.17}
\end{equation*}
$$

or

$$
\begin{equation*}
\omega^{2}=\frac{(n+1)(n+2)}{2} \tag{4.18}
\end{equation*}
$$

Typical examples of Gegenbauer polynomials are $G_{0}(x)=1, G_{1}(x)=x$, $G_{2}(x)=3\left(5 x^{2}-1\right) / 2$, and $G_{3}(x)=5\left(7 x^{3}-3 x\right) / 2$. Note that the Gegenbauer polynomials rise rapidly near the edge of the Toy Star. The standard normalization is

$$
\begin{equation*}
\int_{-1}^{1} G_{n}^{2}(x)\left(1-x^{2}\right) d x=2 \frac{(n+1)(n+2)}{2 n+3} \tag{4.19}
\end{equation*}
$$

Other properties of $G_{n}$ can be found in books on special functions e.g. Abramowitz and Stegun which is available on the Web). The equation for the density perturbation is

$$
\begin{equation*}
\left(1-x^{2}\right) \frac{d^{2} \eta}{d x^{2}}-2 x \frac{d \eta}{d x}+2 \omega^{2} \eta=0 \tag{4.20}
\end{equation*}
$$

The solution to this equation are Legendre polynomials $P_{m}(x)$. We note that

$$
\begin{equation*}
\frac{d}{d x} P_{m+1}(x)=G_{m}(x) \tag{4.21}
\end{equation*}
$$

We compare the perturbation solution with the SPH calculation below.

### 4.4 SPH Results for Small Oscillations



Figure 4.1. The velocity field for the toy star oscillating with the velocity field in the 3rd mode after 4 periods. The SPH results are shown by the filled symbols and the exact result by the circles.

To simulate the high order oscillations we need enough particles to ensure the resolution length is much smaller than the wave lengths of the modes. In the present case we use 400 particles. The toy star can be set up with the particles in the static position with initial velocity $v=0.01 C_{s} G_{n}(x)$ and solution $v=0.01 C_{s} G_{n}(x) \cos (\omega t)$, where $C_{s}$ is the speed of sound (with value
$1 / \sqrt{2}$ in our scaled units). Correspondingly the expected density perturbation is $\eta=0.02 C_{s} \omega P_{n+1} \sin (\omega t)$. A comparison between the SPH and the exact solution is shown in Figure 4.1 for the 3rd mode. Results for other modes are given by Monaghan and Price (2004).

Exercise 4.2. Show that there is an exact nonlinear solution in the form

$$
\begin{equation*}
v=A(t) x \tag{4.22}
\end{equation*}
$$

with

$$
\begin{equation*}
\rho=H(t)-C(t) x^{2}, \tag{4.23}
\end{equation*}
$$

so that the time dependent radius of the toy star is $\sqrt{h / C}$, and the mass $M$ is given by

$$
\begin{equation*}
M=2 \int_{0}^{\sqrt{H / C}} \rho d x=\frac{4}{3}\left(\frac{H^{3}}{C}\right)^{1 / 2} \tag{4.24}
\end{equation*}
$$

where the equations determining $A, H, C$ are

$$
\begin{equation*}
\dot{A}+A^{2}=C-1, \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{H}=-A H, \quad \text { and } \quad \dot{C}=-3 A C \tag{4.26}
\end{equation*}
$$

Deduce from the last two equations that $H^{3} \propto C$, which guarantees the conservation of mass. The solution of the original equations of motion therefore reduce to the solution of the two first order autonomous equations

$$
\begin{align*}
\dot{A} & =C-1-A^{2}  \tag{4.27}\\
\dot{C} & =-3 A C \tag{4.28}
\end{align*}
$$

after which $H$ can be found from $C$. The equations for $A$ and $C$ can be solved for given initial conditions on $v$ and $\rho$.

Exercise 4.3. Generalize the theory to the case where $P=K \rho^{\gamma}$ again assuming

$$
\begin{equation*}
\rho^{\gamma-1}=H(t)-C(t) x^{2}, \tag{4.29}
\end{equation*}
$$

and $v=A(t) x$. Show that

$$
\begin{equation*}
\dot{A}+A^{2}=\frac{2 K \gamma}{\gamma-1} C-1, \tag{4.30}
\end{equation*}
$$

and from the continuity equation

$$
\begin{equation*}
\dot{H}=-A H(\gamma-1), \tag{4.31}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{C}=-A C(\gamma+1) . \tag{4.32}
\end{equation*}
$$

From these last two equations deduce that $H^{\gamma+1} \propto C^{\gamma-1}$ which guarantees the conservation of mass.

The Toy stars considered here can be extended to 2 and 3 dimensions. In the 3 dimensional case there are no incompressible flow problems which are related to the Toy star. Current work on the 2 dimensional case shows again that the SPH algorithm is very stable and gives accurate results.

## 5 Lagrangian SPH

We will now discuss how to derive SPH equation from a Lagrangian (for the theory and application to mechanics see Landau and Lifshitz, Mechanics or the Feynman Lectures Vol II). The advantage of using a Lagrangian is that conservation laws are built into the equations from the beginning and this was the motivation for using Lagrangians in early papers on SPH (Gingold and Monaghan (1978), (1979), (1982)). In fact, the form of the pressure force we used previously, (3.18), was discovered by deriving the equations from a Lagrangian. For more complicated problems the Lagrangian leads to robust equations. In the case of relativistic flow a Lagrangian was used by Price and Monaghan (2001), and in the case of elasticity, Bonet and Lok (1999) showed the advantages of using a Lagrangian. A recent study of MHD simulations using SPH is based on equations derived from a Lagrangian (Price and Monaghan (2004)). Another nice feature of the Lagrangian is that other symmetries can be exploited and, if desired, the whole system of equations can be written in Hamiltonian form.

### 5.1 The Lagrangian

The Lagrangian $L$ for the non-dissipative motion of a fluid is (Eckart (1960))

$$
\begin{equation*}
L=\int \rho\left(\frac{1}{2} v^{2}-u(\rho, s)\right) \mathbf{d r}, \tag{5.1}
\end{equation*}
$$

where $v$ is the velocity, $u$ the thermal energy per unit mass, $\rho$ the density and $s$ is the entropy. We assume the entropy of each element of fluid remains constant though each particle can have a different entropy.
The SPH form of this Lagrangian is

$$
\begin{equation*}
L=\sum_{b} m_{b}\left(\frac{1}{2} v_{b}^{2}-u\left(\rho_{b}, s_{b}\right)\right) \tag{5.2}
\end{equation*}
$$

From Lagrange's equations for particle $a$

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial L}{\partial \mathbf{v}_{a}}\right)-\frac{\partial L}{\partial \mathbf{r}_{a}}=0 \tag{5.3}
\end{equation*}
$$

we find

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{\partial u}{\partial \rho}\right)_{s} \frac{\partial \rho_{b}}{\partial \mathbf{r}_{a}} \tag{5.4}
\end{equation*}
$$

From the first law of thermodynamics we find

$$
\begin{equation*}
\left(\frac{\partial u}{\partial \rho}\right)=\frac{P}{\rho^{2}} \tag{5.5}
\end{equation*}
$$

where $P_{a}$ is the pressure at particle $a$ and, from the SPH summation for the density (but assuming $h$ is constant),

$$
\begin{equation*}
\frac{\partial \rho_{b}}{\partial \mathbf{r}_{a}}=\sum_{c} m_{c} \nabla_{b} W_{b c}\left(\delta_{a b}-\delta_{a c}\right) \tag{5.6}
\end{equation*}
$$

where $\delta_{a b}$ is a Kronecker delta, and $\nabla_{a}$ denotes the gradient taken with respect to the coordinates of particle $a$.
Substituting these results into Lagrange's equation and noting that

$$
\begin{equation*}
\frac{\partial L}{\partial \mathbf{v}_{b}}=m_{b} \mathbf{v}_{b} \tag{5.7}
\end{equation*}
$$

we get

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{P_{a}}{\rho_{a}^{2}}+\frac{P_{b}}{\rho_{b}^{2}}\right) \nabla_{a} W_{a b} \tag{5.8}
\end{equation*}
$$

which agrees with the result we obtained earlier using a symmetrized form of the force. As remarked earlier this symmetrized form was discovered from Lagrange's equations.
The Lagrangian and the equation of motion can be easily generalised to the case where there is a body force which can be derived from a potential $\Phi$ which is a function of the coordinates. In this case

$$
\begin{equation*}
L=\sum_{b} m_{b}\left(\frac{1}{2} v_{b}^{2}-u\left(\rho_{b}, s_{b}\right)-\Phi\right) \tag{5.9}
\end{equation*}
$$

### 5.2 Conservation Laws

The conservation laws of fluid mechanics are intimately related to the invariance properties. The fundamental theorem is due to Emmy Noether who showed that, if the Lagrangian is invariant to infinitesimal transformations, there will be a conserved quantity. Conserved quantities can be found by playing around with the equations of motion but it is much easier to find these quantities by studying the invariance properties of the Lagrangian.

## Momentum Conservation

If the Lagrangian is invariant to a shift in the coordinate system, the momentum is conserved. To see this consider a shift in the coordinate system by the small vector $\mathbf{q}$. In this case the change in $\mathbf{r}$ is $\mathbf{q}$ and the velocity remains
unchanged. If $L$ is invariant to this change then the change in $L$, to first order, is

$$
\begin{align*}
\delta L & =\sum_{b} \frac{\partial L}{\partial \mathbf{r}_{b}} \cdot \mathbf{q}  \tag{5.10}\\
& =\mathbf{q} \cdot \sum_{b} \frac{\partial L}{\partial \mathbf{r}_{b}}  \tag{5.11}\\
& =\mathbf{q} \cdot \frac{d}{d t} \sum_{b} \frac{\partial L}{\partial \mathbf{v}_{b}}, \tag{5.12}
\end{align*}
$$

where the last equation follows from Lagrange's equations. Since $\delta L$ must vanish for arbitrary small $\mathbf{q}$ we conclude that the linear momentum

$$
\begin{equation*}
\sum m_{b} \mathbf{v}_{b} \tag{5.13}
\end{equation*}
$$

is conserved.
Suppose now that $L$ is invariant to a rotation of the coordinate system through a small angle $\phi$ about an axis in the direction $\mathbf{k}$. In this case the change in the coordinate is $\delta \mathbf{r}=\phi \mathbf{k} \times \mathbf{r}$ and the change in the velocity is $\delta \mathbf{v}=\phi \mathbf{k} \times \mathbf{v}$. The resulting change in $L$ is then

$$
\begin{equation*}
\delta L=\sum_{b}\left(\frac{\partial L}{\partial \mathbf{r}_{b}} \cdot \delta \mathbf{r}+\frac{\partial L}{\partial \mathbf{v}_{\mathbf{b}}} \cdot \delta \mathbf{v}\right) \tag{5.14}
\end{equation*}
$$

If we use Lagrange's equation and note that

$$
\begin{equation*}
\delta \mathbf{v}=\frac{d}{d t} \delta \mathbf{r} \tag{5.15}
\end{equation*}
$$

we can write

$$
\begin{align*}
\delta L & =\frac{d}{d t} \sum_{b} \frac{\partial L}{\partial \mathbf{v}_{b}} \cdot \delta \mathbf{r}_{b}  \tag{5.16}\\
& =\phi \mathbf{k} \cdot \frac{d}{d t} \sum_{b} \mathbf{r}_{b} \times \frac{\partial L}{\partial \mathbf{v}_{b}} . \tag{5.17}
\end{align*}
$$

But $\delta L$ must vanish for arbitrary small $\phi \mathbf{k}$. We therefore conclude that

$$
\begin{equation*}
\sum_{b} \mathbf{r}_{b} \times \frac{\partial L}{\partial \mathbf{v}_{b}}=\sum_{b} m_{b} \mathbf{r}_{b} \times \mathbf{v}_{b} \tag{5.18}
\end{equation*}
$$

is constant. This quantity is the angular momentum.
Exercise 5.1. Suppose a charged particle moves in the field of a wire bent into a uniform helix. The potential has the following symmetry: if a shift is made along the axis of the helix by $\alpha$ and simultaneously, a rotation by $\phi$ is made about the axis where $\phi=p \alpha$ (the constant $p$ is determined by the winding of the helix) show that the invariant quantity is a linear combination of the angular momentum about the axis of symmetry and the linear momentum along the axis of symmetry.

## Circulation

Another interesting conservation law is circulation. Suppose we consider a fluid where all the particles have the same mass. Imagine a necklace of particles like those illustrated in Figure 2.1. If the particles have the same entropy (so the necklace lies in a constant entropy surface) then nothing will change if each particle is shifted to its neighbour's positions always moving in the same sense around the necklace. The dynamics should therefore be unchanged. We can interpret this as requiring the change in the Lagrangian to be zero.
In this case, if the particles on the necklace are denoted by $\ell$ then the change in position and velocity of the $\ell$ th particle will be $\left(\mathbf{r}_{\ell+1}-\mathbf{r}_{\ell}\right)$ and $\left(\mathbf{v}_{\ell+1}-\mathbf{v}_{\ell}\right)$ respectively. The change in the Lagrangian to first order is then

$$
\begin{equation*}
\delta L=\sum_{\ell}\left(\frac{\partial L}{\partial \mathbf{r}_{\ell}} \cdot \delta \mathbf{r}_{\ell}+\frac{\partial L}{\partial \mathbf{v}_{\ell}} \cdot \delta \mathbf{v}_{\ell}\right) \tag{5.19}
\end{equation*}
$$

where now the summation only applies to the particles around the necklace. Using the previous expressions for $\delta \mathbf{r}$ and $\delta \mathbf{v}$ together with Lagrange's equations results in

$$
\begin{equation*}
\delta L=\frac{d}{d t} \sum_{\ell} \mathbf{v}_{\ell} \cdot\left(\mathbf{r}_{\ell+1}-\mathbf{r}_{\ell}\right)=0 \tag{5.20}
\end{equation*}
$$

and we deduce that

$$
\begin{equation*}
C=\sum_{j} \mathbf{v}_{\ell} \cdot\left(\mathbf{r}_{\ell+1}-\mathbf{r}_{\ell}\right) \tag{5.21}
\end{equation*}
$$

is constant and this is true regardless of the necklace in the constant entropy surface. This result is a discrete version of the conservation of circulation of Kelvin's theorem which states that for a fluid which has no dissipation, and the pressure is a function of the density, the circulation

$$
\begin{equation*}
C_{K}=\oint \mathbf{v} \cdot \mathbf{d r}, \tag{5.22}
\end{equation*}
$$

is constant. The integration is around any closed loop. Therefore, by contrast with the conservation of momentum, the circulation invariant is really an infinite number of invariants, one for each loop. Our result is, in general, only approximate because the changes in position and velocity to get from one place in the necklace to its neighbour are discrete whereas exact conservation is only true when infinitesimal transformations are relevant.

Exercise 5.2. Show that we get the same result, but with opposite sign, by going around the necklace in the opposite sense. Combine the two and take account of sign to show that

$$
\begin{equation*}
\frac{1}{2} \sum_{\ell} \mathbf{v}_{\ell} \cdot\left(\mathbf{r}_{\ell+1}-\mathbf{r}_{\ell-1}\right) \tag{5.23}
\end{equation*}
$$

which is a more accurate estimate of the circulation.


Figure 5.1. The necklace transformation.

Although our expression for the circulation is only approximate it is exactly true in some circumstances as shown in the following exercise.

Exercise 5.3. Suppose the pressure is zero and the fluid moves in a quadratic potential $\Phi$ analogous to the Toy star potential considered in the previous section. We define the $i$ th coordinate of any particle by $x^{i}$ and define the potential by

$$
\begin{equation*}
\Phi=\frac{1}{2} \sum_{i} \sum_{j} A^{i j} x^{i} x^{j}, \tag{5.24}
\end{equation*}
$$

where $A^{i j}$ denote the coefficients of a symmetric matrix. These coefficients may depend on time but, if they do, energy is no longer conserved. The equation of motion for particle $\ell$ is then

$$
\begin{equation*}
m \frac{d v_{\ell}^{j}}{d t}=-A^{i j} x_{\ell}^{j} \tag{5.25}
\end{equation*}
$$

Use the definition of $C$ to show that

$$
\begin{equation*}
\frac{d C}{d t}=-\sum_{\ell} A^{i j} x_{\ell}^{j}\left(x_{\ell+1}^{i}-x_{\ell-1}^{i}\right)+\sum_{\ell} v_{\ell}^{i}\left(v_{\ell+1}^{i}-v_{\ell-1}^{i}\right) . \tag{5.26}
\end{equation*}
$$

Show that this vanishes.

The previous analysis assumes that each particle in the necklace has the same entropy. What happens if the necklace has particles with different entropies, and these entropies remain fixed during the motion? If we consider the shift of particles around the necklace the particle $\ell$ will have to change its entropy when it gets to the neighbouring position. As a consequence $\delta L$ contains the following entropy term

$$
\begin{equation*}
\sum_{\ell} \frac{\partial L}{\partial s} \delta s=-\sum_{\ell}\left(\frac{\partial u}{\partial s}\right)_{\rho} \delta s=-\sum_{\ell} T_{\ell}\left(s_{\ell+1}-s_{\ell}\right) \tag{5.27}
\end{equation*}
$$

where $T$ is the temperature.
If, following Eckart (1960), we define a quantity $\kappa$ by

$$
\begin{equation*}
\frac{d \kappa}{d t}=T \tag{5.28}
\end{equation*}
$$

The extra term can be written, recalling that the entropy of each particle is constant, as

$$
\begin{equation*}
\frac{d}{d t} \sum_{\ell} \kappa_{\ell}\left(s_{\ell+1}-s_{\ell}\right) \tag{5.29}
\end{equation*}
$$

As before we can take advantage of the fact that we can go around the necklace in either direction, to write this as

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \sum_{\ell} \kappa_{\ell}\left(s_{\ell+1}-s_{\ell-1}\right) \tag{5.30}
\end{equation*}
$$

From the fact that $\delta L$ should vanish for the necklace transformation we infer the conservation of

$$
\begin{equation*}
\frac{1}{2} \sum_{\ell} \mathbf{v}_{\ell} \cdot\left(\mathbf{r}_{\ell+1}-\mathbf{r}_{\ell-1}\right)-\frac{1}{2} \sum_{\ell} \kappa_{\ell}\left(s_{\ell+1}-s_{\ell-1}\right) \tag{5.31}
\end{equation*}
$$

where the second term may be called the thermodynamic circulation. The continuum limit of this conserved quantity is

$$
\begin{equation*}
C=\oint \mathbf{v} \cdot \mathbf{d r}-\oint \kappa d s \tag{5.32}
\end{equation*}
$$

The quantity $\kappa$ is monotonically increasing. Therefore, if we consider $C$ for a loop that involves particles with different entropies, the thermal contribution will force the normal velocity based circulation to change continually. This suggests that such systems can become unstable quite easily.

### 5.3 The Lagrangian with Constraints

In the simplest form of the SPH equations $\rho$ is defined by a summation over kernels and this means it is a function of the coordinates leading to
the equations of motion given above. However, as we have seen earlier, there may be advantages in working with the continuity equation written in a nonstandard way. For example, we can write the SPH continuity equation as

$$
\begin{equation*}
\frac{d \rho_{a}}{d t}=-\rho_{a} \sum_{b} \frac{m_{b}}{\rho_{b}} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{5.33}
\end{equation*}
$$

Suppose now we want to use our Lagrangian (5.9). If we go back to the original action principle it requires that the action

$$
\begin{equation*}
S=\int L d t \tag{5.34}
\end{equation*}
$$

is stationary for arbitrary and infinitesimal variations $\delta \mathbf{r}$ in the coordinates and corresponding variations $\delta \mathbf{v}$ in the velocities. These variations are related by

$$
\begin{equation*}
\frac{d \delta \mathbf{r}}{d t}=\delta \mathbf{v} \tag{5.35}
\end{equation*}
$$

Suppose then that the only non-zero variation is $\delta \mathbf{r}_{a}$. The first order change in $S$ is

$$
\begin{equation*}
\delta S=\int\left(m_{a} \mathbf{v}_{a} \cdot \delta \mathbf{v}_{a}-\sum_{b} m_{b} \frac{\partial u\left(\rho_{b}, s\right)}{\partial \rho_{b}} \frac{\delta \rho_{b}}{\delta \mathbf{r}_{a}} \cdot \delta \mathbf{r}_{a}\right) d t \tag{5.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\delta \rho_{b}}{\delta \mathbf{r}_{a}} \tag{5.37}
\end{equation*}
$$

denotes the Lagrangian change in $\rho_{b}$ when the position of particle $a$ changes by $\delta \mathbf{r}_{a}$ at time $t$. From (5.33) we get

$$
\begin{equation*}
\delta \rho_{b}=-\rho_{b} \sum_{c} \frac{m_{c}}{\rho_{c}}\left(\delta \mathbf{r}_{b}-\delta \mathbf{r}_{c}\right) \cdot \nabla_{b} W_{b c} \tag{5.38}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{\delta \rho_{b}}{\delta \mathbf{r}_{a}}=-\rho_{b} \sum_{c} \frac{m_{c}}{\rho_{c}}\left(\delta_{a b}-\delta_{a c}\right) \nabla_{b} W_{b c} \tag{5.39}
\end{equation*}
$$

where $\delta_{a b}$ is the Kronecker delta which is 1 if $a$ equals $b$ and zero otherwise. If we substitute this expression into the integral for $\delta S$, we find

$$
\begin{equation*}
\delta S=\int\left(m_{a} \mathbf{v}_{a} \cdot \delta \mathbf{v}_{a}-m_{a} \sum_{b} m_{b} \frac{\left(P_{a}+P_{b}\right)}{\rho_{a} \rho_{b}} \nabla_{a} W_{a b} \cdot \delta \mathbf{r}_{a}\right) d t \tag{5.40}
\end{equation*}
$$

If we now integrate the velocity term by parts recalling that $d(\delta \mathbf{r}) / d t=\delta \mathbf{v}$, we get

$$
\begin{equation*}
\delta S=m_{a} \int\left(-\frac{d \mathbf{v}_{a}}{d t}-\sum_{b} m_{b} \frac{\left(P_{a}+P_{b}\right)}{\rho_{a} \rho_{b}} \nabla_{a} W_{a b}\right) \cdot \delta \mathbf{r}_{a} d t \tag{5.41}
\end{equation*}
$$

Since this must vanish for arbitrary $\delta \mathbf{r}_{a}$ we conclude that

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} m_{b} \frac{\left(P_{a}+P_{b}\right)}{\rho_{a} \rho_{b}} \nabla_{a} W_{a b} . \tag{5.42}
\end{equation*}
$$

This is the acceleration equation that is consistent with the continuity equation (5.33). The Lagrangian basis for this choice of the SPH acceleration equation was first pointed out by Bonet.

Exercise 5.4. Generalize this procedure by writing the continuity equation as

$$
\begin{equation*}
\frac{d \rho}{d t}=-\left(\frac{\rho}{\Phi}\right) \Phi \nabla \cdot \mathbf{v} \tag{5.43}
\end{equation*}
$$

where $\Phi$ is an arbitrary function. Show that

$$
\begin{equation*}
\frac{d \rho}{d t}=-\frac{\rho}{\Phi}(\nabla \cdot(\Phi \mathbf{v})-\mathbf{v} \cdot \nabla \Phi) \tag{5.44}
\end{equation*}
$$

The SPH form of this equation is

$$
\begin{equation*}
\frac{d \rho_{a}}{d t}=-\frac{\rho_{a}}{\Phi_{a}} \sum_{b} \frac{m_{b}}{\rho_{b}} \Phi_{b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{5.45}
\end{equation*}
$$

If the effect of this constraint on the Lagrangian is calculated following the previous example we find that the acceleration equation consistent with the continuity equation is

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} \frac{m_{b}}{\rho_{a} \rho_{b}}\left(\frac{P_{a} \Phi_{b}}{\Phi_{a}}+\frac{P_{b} \Phi_{a}}{\Phi_{b}}\right) \nabla_{a} W_{a b} \tag{5.46}
\end{equation*}
$$

If we choose $\Phi=\rho$ then we recover our first form of the equation of the acceleration equation. If we choose $\Phi=1$ we recover the second form. If we choose $\Phi=\sqrt{P}$, then the acceleration equation becomes

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-2 \sum_{b} m_{b} \frac{\sqrt{P_{a} P_{b}}}{\rho_{a} \rho_{b}} \nabla_{a} W_{a b}, \tag{5.47}
\end{equation*}
$$

which was used by Springel and Hernquist (2002), but they used an inconsistent continuity equation.

### 5.4 Resolution Varying in Space and Time

In the SPH formulation the density of particle $a$ can be written

$$
\begin{equation*}
\rho_{a}=\sum_{b} m_{b} W_{a b}\left(h_{a}\right) . \tag{5.48}
\end{equation*}
$$

In many SPH simulations $h_{a}$ is chosen so that a particle $a$ has a specified number of neighbours. However, to retain the Lagrangian formulations we need to specify $h$ as a function of the coordinates, and this is most easily done by assuming $h_{a}$ is a function of $\rho_{a}$ which we denote by $H\left(\rho_{a}\right)$ or $H_{a}$. In many astrophysical calculations $H_{a} \propto\left(1 / \rho_{a}^{1 / d}\right)$ where the number of dimensions is $d$, but a more general function could be used. For example, to prevent arbitrarily large $h$ when $\rho$ becomes very small we could choose

$$
H_{a}=\frac{A}{1+B \rho_{a}^{1 / d}},
$$

where $A$ and $B$ are constants. Furthermore, while the usual practice is to estimate $\rho_{a}$ at a given time using the value of $h_{a}$ from a previous time, it would be possible to calculate $\rho_{a}$ from (5.48) with $h_{a}$ a function of $\rho_{a}$. This idea was suggested recently by Bonet (2001), and when implemented it gives $\rho_{a}$ and $h_{a}$ as functions of the coordinates. Equation (5.48) is a nonlinear function for $\rho_{a}$ and it can be solved by any standard root solving algorithm using, for example, the value at the previous time step as a first estimate. As an example Figure 5.2 shows the SPH density calculated in this self consistent way for the case of a Gaussian density

$$
\begin{equation*}
\rho(x)=\frac{1}{\sqrt{\pi}} e^{-x^{2}}, \tag{5.49}
\end{equation*}
$$

with total mass 1 . We set up 51 SPH particles with equal mass $m$ in the following way. The first particle was placed at $x_{0}=0$ and given $h_{0}=1.3 \mathrm{~m} / \rho(0)$. The next particle was placed at a distance $\Delta x_{1}=m / \rho(0)$, then particle 2 at a distance $\Delta x_{2}$ to the right of particle 1 where

$$
\begin{equation*}
\rho(1)\left(\Delta x_{1}+\Delta x_{2}\right)=m \tag{5.50}
\end{equation*}
$$

and this was continued up to particle 26 . Finally the coordinates of all particles except particle 1 were reflected about the origin. The values of $h_{j}=1.3 \Delta x_{j}$. The factor 1.3 could easily be replaced by any number between 1 and 1.5. With these values of $h$ we can expect an SPH sum to give a good estimate of the density by means of the SPH summation. For the self consistent estimate we choose

$$
\begin{equation*}
h=1.3 \mathrm{~m} / \rho . \tag{5.51}
\end{equation*}
$$

All the initial estimates of $h$ at the particles use this formula with the exact density which we can expect to differ slightly from the SPH estimate. The estimates of $\rho$ and therefore $h$ for each particle were found by finding the solution of the equation (5.48) with a Newton-Raphson method. To get convergence to 5 figures no more than 2 iterations were needed. The results are shown in Figure 2.2 where the solid line denotes the exact density.


Figure 5.2. The self consistent density is chosen for a set of SPH particles. The line denotes the exact Gaussian density.

The equations of motion follow from varying the action keeping the entropy constant. From Lagrange's equations for particle $a$ we find

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{\partial u}{\partial \rho}\right)_{s} \frac{\partial \rho_{b}}{\partial \mathbf{r}_{a}} \tag{5.52}
\end{equation*}
$$

From (5.1)

$$
\begin{equation*}
\frac{\partial \rho_{b}}{\partial \mathbf{r}_{a}}=\sum_{c} m_{c} \nabla_{a} W_{a c}\left(h_{a}\right) \delta_{a b}-m_{a} \nabla_{b} W_{a b}\left(h_{b}\right)+\sum_{c} m_{c} \frac{\partial W_{b c}}{\partial h_{b}} \frac{\partial h_{b}}{\partial \mathbf{r}_{a}} \tag{5.53}
\end{equation*}
$$

which we can write as

$$
\begin{equation*}
\Omega_{b} \frac{\partial \rho_{b}}{\partial \mathbf{r}_{a}}=\sum_{c} m_{c} \nabla_{a} W_{a c}\left(h_{a}\right) \delta_{a b}-m_{a} \nabla_{b} W_{a b}\left(h_{b}\right), \tag{5.54}
\end{equation*}
$$

where the gradient of $W_{a b}$ is taken keeping $h$ constant and

$$
\begin{equation*}
\Omega_{b}=1-H_{b}^{\prime} \sum_{c} m_{c} \frac{\partial W_{b c}\left(h_{b}\right)}{\partial h_{b}} . \tag{5.55}
\end{equation*}
$$

Here $H_{b}^{\prime}$ denotes $\partial H_{b} / \partial \rho_{b}$. If the density variation is smooth then $\Omega=1+$ $O\left(h^{2}\right)$.

Using the first law of thermodynamics the acceleration equation (5.52) with (5.54) becomes

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{P_{a}}{\Omega_{a} \rho_{a}^{2}} \nabla_{a} W_{a b}\left(h_{a}\right)+\frac{P_{b}}{\Omega_{b} \rho_{b}^{2}} \nabla_{a} W_{a b}\left(h_{b}\right)\right) . \tag{5.56}
\end{equation*}
$$

As in the case where $h$ was held constant, this equation conserves linear and angular momentum as we would expect from the symmetry of the Lagrangian. The equation of motion (5.9) is exactly the same as the equation of motion due to Springel and Hernquist (2001) who introduce constraints on $h$ with a Lagrange multiplier. The important point to note is that despite the fact that the resolution can vary, the equation of motion is not much more complicated than before. The only extra work is to calculate $h$ and $\rho$ self consistently but this can usually be done efficiently because the Newton-Raphson method can be used and a good starting value is always available from the previous step.

## 6 SPH Heat Conduction

The previous sections have been concerned with non-dissipative dynamics. While there are many interesting problems which involve no dissipation, many of the most important problems involving fluids depend on dissipation which may take the form of heat conduction, diffusion of matter, viscous processes, ohmic heating or friction. In this section we consider the first. In working out SPH forms of the equations we will be guided, as before, by satisfying general physical principles rather than focus on the order of the errors. The first of these principles is that all dissipative processes result in an increase in the entropy of the system. Second, provided the boundaries are sealed the system will conserve energy and matter. Our aim is to design SPH equations which incorporate these principles. The principal applications we have in mind are the shock dynamics of gases.
The equations describing these dissipative processes are parabolic equations which involve second derivatives of spatially varying quantities such as temperature. In an SPH simulation the particles become disordered and calculating second derivatives by differentiating the interpolation formula often results in unacceptable error. To get around this difficulty we return once more to integral interpolants, this time with the aim of constructing second derivatives which are not sensitive to particle disorder. We will find it possible to do this and retain the physical principles mentioned earlier.
The heat conduction equation is

$$
\begin{equation*}
\frac{d u}{d t}=\frac{1}{\rho} \nabla(\kappa \nabla T) \tag{6.1}
\end{equation*}
$$

where $u$ is the thermal energy per unit mass, $T$ is the absolute temperature, $\rho$ the density, $\kappa$ the coefficient of thermal conductivity (which in general varies
in space), and $d / d t$ is the derivative following the motion. For simplicity we assume that $d u$ can be replaced by $\mathcal{C}_{p} d T$ where $\mathcal{C}_{p}$ is the specific heat at constant pressure. We will assume that $\mathcal{C}_{p}$ is constant. The heat conduction equation then takes the form

$$
\begin{equation*}
\mathcal{C}_{p} \frac{d T}{d t}=\frac{1}{\rho} \nabla(\kappa \nabla T) \tag{6.2}
\end{equation*}
$$

We could approximate this equation by working out spatial derivatives using the interpolation formula given earlier. However, as mentioned above, this can lead to significant errors.

### 6.1 Derivatives from Integrals

An alternative SPH form of this equation for the change of temperature $T_{a}$ at particle $a$ can be found by constructing the second derivative term $\nabla(\kappa \nabla T)$ using an integral. To see this consider the integral

$$
\begin{equation*}
\int\left(\kappa(x)+\kappa\left(x^{\prime}\right)\right)\left(T\left(\mathbf{r}^{\prime}\right)-T(\mathbf{r})\right) \frac{\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \cdot \nabla W\left(\mathbf{r}-\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{2}} \mathbf{d r}^{\prime} \tag{6.3}
\end{equation*}
$$

where $\mathbf{d r}^{\prime}$ denotes a volume element.
For convenience we set $\mathbf{q} F(|\mathbf{q}|)=\nabla W(\mathbf{q}, h)$, and we note that $F \leq 0$. The integral then becomes

$$
\begin{equation*}
\int\left(\kappa(x)+\kappa\left(x^{\prime}\right)\right)\left(T\left(\mathbf{r}^{\prime}\right)-T(\mathbf{r})\right) F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \mathbf{d r}^{\prime} \tag{6.4}
\end{equation*}
$$

If we expand the functions of $\mathbf{r}^{\prime}$ about $\mathbf{r}$, and keep the dominant terms, the integral reduces to $-\nabla \cdot(\kappa \nabla T)$. In making this approximation the reader will note that, for example in two dimensions, integrals like

$$
\begin{equation*}
\int\left(\frac{\partial^{2} T}{\partial x^{2}}\left(x-x^{\prime}\right)^{2}+\frac{\partial^{2} T}{\partial y^{2}}\left(y-y^{\prime}\right)^{2}\right) F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \mathbf{d r}^{\prime} \tag{6.5}
\end{equation*}
$$

occur. From symmetry in a two dimensional space we can equate the integrals as follows
$\int\left(x-x^{\prime}\right)^{2} F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \mathbf{d r}^{\prime}=\int\left(y-y^{\prime}\right)^{2} F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \mathbf{d r}^{\prime}=\frac{1}{2} \int\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2} F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \mathbf{d r}^{\prime}$.
Substituting these results into the expression (6.5) it becomes

$$
\begin{equation*}
\frac{1}{2} \nabla^{2} T \int\left(\mathbf{r}-\mathbf{r}^{\prime}\right)^{2} F\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right) \mathrm{dr}^{\prime} \tag{6.7}
\end{equation*}
$$

If we define $\mathbf{q}=\mathbf{r}^{\prime}-\mathbf{r}$, and make use of the definition of $F(|\mathbf{q}|)$ we can write the integral in the previous expression as

$$
\begin{equation*}
\int \mathbf{q} \cdot \nabla_{q} W(\mathbf{q}, h) \mathbf{d q}=-\int W \nabla \cdot \mathbf{q} \mathbf{d q}=-d \tag{6.8}
\end{equation*}
$$

where $d$ is the number of dimensions which in this case is 2 which cancels the $1 / 2$ from the series expansion. In 3 dimensions a similar cancellation occurs. If we now write the integral using the usual rule for integral interpolants we find that the heat conduction equation becomes

$$
\begin{equation*}
\mathcal{C}_{p, a} \frac{d T_{a}}{d t}=\sum_{b} m_{b} \frac{\left(\kappa_{a}+\kappa_{b}\right)\left(T_{a}-T_{b}\right)}{\rho_{a} \rho_{b}} F_{a b} \tag{6.9}
\end{equation*}
$$

The errors in the integral formulation is $O\left(h^{2}\right)$, but there are further errors due to approximating the integral by a summation. The following exercise is an elementary example of the equations satisfying a physical principle.

Exercise 6.1. Does heat travel from a hot particle to a cold particle? From the fact that the contribution of particle $b$ to the rate of change of temperature of particle $a$ is

$$
\begin{equation*}
m_{b} \frac{\left(\kappa_{a}+\kappa_{b}\right)\left(T_{a}-T_{b}\right)}{\rho_{a} \rho_{b}} F_{a b} . \tag{6.10}
\end{equation*}
$$

Show that, if $T_{a}>T_{b}$ then heat flows from $a$ to $b$ as expected physically (that is the temperature of $a$ decreases and that of $b$ increases). Note that if we had constructed the heat conduction equation by second derivatives of an interpolated temperature we could not guarantee this.

### 6.2 Does the Entropy Increase?

We can also check if the change in the entropy per unit mass $s$ increases. Assuming there are no other processes operating we can write the change of $s_{a}$ as

$$
\begin{equation*}
T_{a} \frac{d s_{a}}{d t}=\frac{d Q}{d t}=\sum_{b} m_{b} \frac{\left(\kappa_{a}+\kappa_{b}\right)\left(T_{a}-T_{b}\right)}{\rho_{a} \rho_{b}} F_{a b} \tag{6.11}
\end{equation*}
$$

where $Q$ denotes the heat per unit mass. Multiplying by $m_{a}$ and summing gives the change in the total entropy

$$
\begin{equation*}
\frac{d S}{d t}=\sum_{a} m_{a} \frac{d s_{a}}{d t}=\sum_{a} \sum_{b} m_{a} m_{b} \frac{\left(\kappa_{a}+\kappa_{b}\right)\left(T_{a}-T_{b}\right)}{\rho_{a} \rho_{b} T_{a}} F_{a b} \tag{6.12}
\end{equation*}
$$

In the summation we can interchange the dummy suffices $a$ and $b$. If this is added to the original summation, compensating by a factor $1 / 2$, we get

$$
\begin{equation*}
\frac{d S}{d t}=\sum_{a} m_{a} \frac{d s_{a}}{d t}=\frac{1}{2} \sum_{a} \sum_{b} m_{a} m_{b} \frac{\left(\kappa_{a}+\kappa_{b}\right)}{\rho_{a} \rho_{b}}\left[\left(T_{a}-T_{b}\right)\left(\frac{1}{T_{a}}-\frac{1}{T_{b}}\right)\right] F_{a b} \tag{6.13}
\end{equation*}
$$

The factor is square brackets is $\leq 0$ and since $F_{a b}$ is also $\leq 0$, the terms in the summation are all positive. The entropy therefore increases as a result of heat conduction regardless of the position and temperature of the particles.

Exercise 6.2. The total thermal energy $E_{t h}$ is

$$
\begin{equation*}
\sum_{a} m_{a} C_{p, a} T_{a} \tag{6.14}
\end{equation*}
$$

Show that

$$
\begin{equation*}
\frac{d E_{t h}}{d t}=\sum_{a} \sum_{b} m_{b} m_{b} \frac{\left(\kappa_{a}+\kappa_{b}\right)\left(T_{a}-T_{b}\right)}{\rho_{a} \rho_{b}} F_{a b} \tag{6.15}
\end{equation*}
$$

which vanishes because the summed quantity is antisymmetric in $a$ and $b$. The equation therefore conserves energy.

The result of the previous exercise means is that if we have a set of SPH particles exchanging heat amongst themselves the total thermal energy remains constant because what we have described is an adiabatic enclosure. To lose heat the SPH particles must communicate with other particles which convey heat away or bring it in. A typical way to do this is to suppose the SPH particles are in a container with walls kept at a fixed temperature. The walls can be simulated by SPH particles. Imagine that we solve our heat conduction equation by some suitable time stepping scheme. At each step the temperature of the wall particles will change corresponding to a loss or gain of heat from the system. We can then set the temperature of the wall particles back to the prescribed value at the end of each step. The heat loss or gain of the entire system can be easily determined by summing the changes which occurred for each wall particle. If the wall, or part of the wall, is adiabatic the wall particles are treated like other particles of the fluid system.

### 6.3 Discontinuous Thermal Conductivity

When there is more than one material the thermal conductivity may jump discontinuously. The thermal boundary condition at the interface between the two materials is that the flux of heat is continuous and, in finite difference methods, this requires solving the difficult problem of estimating the gradient at a surface which may pass through the cells and vary with time. In the SPH calculation Cleary and Monaghan (1999) showed that the same result could be achieved by replacing the term

$$
\begin{equation*}
\kappa_{a}+\kappa_{b}, \tag{6.16}
\end{equation*}
$$

by

$$
\begin{equation*}
\frac{4 \kappa_{a} \kappa_{b}}{\kappa_{a}+\kappa_{b}} . \tag{6.17}
\end{equation*}
$$

That is, an arithmetic mean is replaced by an harmonic mean. The reason for this is as follows. For convenience suppose that we are using a finite difference scheme in one dimension with the interface at $x=0$. Let $\kappa$ be $\kappa_{L}$ for $x<0$ and $\kappa_{R}$ for $x>0$ and assign the temperature $T^{*}$ to the interface between
point $j$ (the last point of the material on the left) and $(j+1)$ which is the first point of the material on the right of the interface. These two points are assumed to be separated by $\Delta x$ with the interface half way between them. Then, for the heat flux to be continuous, we require

$$
\begin{equation*}
\kappa_{L} \frac{T^{*}-T_{j}}{\Delta x / 2}=\kappa_{L} \frac{T_{j+1}-T^{*}}{\Delta x / 2} . \tag{6.18}
\end{equation*}
$$

Solving this for $T^{*}$ we get

$$
\begin{equation*}
T *=\frac{\kappa_{L} T_{j+1}+\kappa_{R} T_{j}}{\kappa_{L}+\kappa_{R}} . \tag{6.19}
\end{equation*}
$$

To solve the heat conduction equation for the material with $x<0$ we approximate the finite difference heat conduction equation by

$$
\begin{equation*}
C_{p} \frac{d T}{d t}=\kappa_{L}\left(\frac{T^{*}-T_{j}}{\Delta x / 2}-\frac{T_{j}-T_{j-1}}{\Delta x / 2}\right) . \tag{6.20}
\end{equation*}
$$

If we now substitute for $T^{*}$ this equation becomes

$$
\begin{equation*}
C_{p} \frac{d T}{d t}=\left(\frac{2 \kappa_{L} \kappa_{R}}{\kappa_{L}+\kappa_{R}} \frac{T_{j+1}-T_{j}}{\Delta x / 2}-\kappa_{L} \frac{T_{j}-T_{j-1}}{\Delta x / 2}\right) . \tag{6.21}
\end{equation*}
$$

This equation shows that to preserve heat flux all we need to do is include the first point of the adjoining region and replace the coefficient of thermal conductivity. The SPH conduction equation then becomes

$$
\begin{equation*}
\mathcal{C}_{p, a} \frac{d T_{a}}{d t}=\sum_{b} m_{b} \frac{4 \kappa_{a} \kappa_{b}}{\left(\kappa_{a}+\kappa_{b}\right)} \frac{\left(T_{a}-T_{b}\right)}{\rho_{a} \rho_{b}} F_{a b} . \tag{6.22}
\end{equation*}
$$

We can use this form of the equation to deal with heat conduction of two fluids with an interface that may have complicated geometry and may change with time. A simple application of the SPH algorithm is to calculate the temperature conduction in a composite one dimensional medium. In Figure 6.1 we show the temperature distance variation when the density and specific heats are the same, but the thermal conductivity for $x<0$ is 1.0 and for $x \geq 0$ is 10.0 . The temperature at the end points is fixed. At $x=-1$ the temperature is 0.1 and at $x=1.0$ the temperature is 1 . The results are shown after 100 times steps (using a predictor corrector time stepping scheme Cleary and Monaghan (1999)). The continuous line shows the exact results (taken from Carslaw and Jaeger (1990)) and the symbols show the SPH results. The agreement is clearly very good.

### 6.4 Diffusion of Matter

The diffusion of matter is similar to the diffusion of heat. We consider a liquid which contains dissolved salt. The molecules of salt will diffusion from


Figure 6.1. The temperature distance variation in a composite one dimensional system, where the thermal conductivity on the right is 10 times that on the left, and the left and right boundaries are kept at constant temperature.
places of high concentration to places of low concentration. We denote the concentration of salt by $C$ so that the mass of salt in a mass $M$ of liquid is $C M$. The diffusion of the salt is given by an equation similar in form to the heat conduction equation namely

$$
\begin{equation*}
\frac{d C}{d t}=\frac{1}{\rho} \nabla(D \nabla C) . \tag{6.23}
\end{equation*}
$$

where $D$ is the diffusion coefficient with dimensions of $\mathrm{kg} /(\mathrm{m} \mathrm{s})$. The SPH form of this equation is

$$
\begin{equation*}
\frac{d C_{a}}{d t}=\sum_{b} m_{b} \frac{4 D_{a} D_{b}}{\left(D_{a}+D_{b}\right)} \frac{\left(C_{a}-C_{b}\right)}{\rho_{a} \rho_{b}} F_{a b} . \tag{6.24}
\end{equation*}
$$

where $m_{a}$ is the mass of the liquid particle that contains the salt and $D$ is the coefficient of diffusion. Note that we have written the diffusion coefficients to ensure that the flux of material across an interface is constant in the same way as done previously for the flux of heat.
The total amount of matter in an isolated region is

$$
\begin{equation*}
\sum_{a} m_{a} C_{a} \tag{6.25}
\end{equation*}
$$

and the SPH equation shows that this remains constant.

Exercise 6.3. When the composition changes there is a further contribution to the entropy. To deduce this by divide (6.26) by $C_{a}$ then sum over $a$ followed by an interchange of labels. Show that

$$
\begin{equation*}
\frac{d}{d t} \sum_{a} m_{a} \ln C_{a}=-\sum_{a} \sum_{b} m_{a} m_{b} \frac{4 D_{a} D_{b}}{\left(D_{a}+D_{b}\right)}\left(\frac{1}{C_{a}}-\frac{1}{C_{b}}\right) \frac{\left(C_{a}-C_{b}\right)}{\rho_{a} \rho_{b}} F_{a b} \geq 0 \tag{6.26}
\end{equation*}
$$

which is the increase of entropy resulting from composition changes.

## $7 \quad$ Viscosity

We now consider how to include viscosity in the SPH equations. We begin by deriving an artificial viscosity which is suitable for shock calculations. As before we will be guided by physical principles of which the first are the conservation of linear and angular momentum. In addition we will require that the contributions of viscous dissipation to the thermal energy and the entropy are always positive. Our first viscosity was constructed by comparison with actual gas viscosities. However, for shock problems it is useful to take the Riemann type dissipative terms as a guide (Monaghan (1997)) and this has the advantage of reducing some of the arbitrary features of the first viscosity. Both forms of the viscosity are similar.

### 7.1 A Simple Artificial Shock Viscosity

In one dimension the Navier-Stokes acceleration equation is

$$
\begin{equation*}
\frac{d v}{d t}=-\frac{1}{\rho} \frac{\partial P}{\partial x}+\frac{1}{\rho} \frac{\partial}{\partial x}\left(\mu \frac{\partial v}{\partial x}\right) \tag{7.1}
\end{equation*}
$$

where $\mu$ is the coefficient of viscosity. For a gas

$$
\begin{equation*}
\mu \sim \frac{1}{3} \rho \lambda c_{s} \tag{7.2}
\end{equation*}
$$

where $\lambda$ is the mean free path of the gas molecules and $c_{s}$ is the speed of sound. We can write the equation of motion in the form

$$
\begin{equation*}
\frac{d v}{d t}=-\frac{1}{\rho} \frac{\partial}{\partial x}\left(P-\mu \frac{\partial v}{\partial x}\right) \tag{7.3}
\end{equation*}
$$

which shows that when $\partial v / \partial x<0$ that is, when the density is increasing, the viscous term acts like a positive pressure. When the density is decreasing, the viscous term acts as a negative pressure. With this result as a guide, we now write the SPH acceleration equation in the form

$$
\begin{equation*}
\frac{d v_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{P_{a}}{\rho_{a}^{2}}+\frac{P_{b}}{\rho_{b}^{2}}+\Pi_{a b}\right) \frac{\partial}{\partial x_{a}} W_{a b}, \tag{7.4}
\end{equation*}
$$

where $\Pi_{a b}$ is the SPH viscous dissipation term. From our previous discussion we clearly need

$$
\begin{equation*}
\Pi \sim \frac{\mu}{\rho^{2}} \frac{\partial v}{\partial x} \tag{7.5}
\end{equation*}
$$

We guess that

$$
\begin{equation*}
\frac{\partial v}{\partial x} \sim \frac{v_{a}-v_{b}}{x_{a}-x_{b}}, \tag{7.6}
\end{equation*}
$$

and that instead of the actual $\mu$ for the gas we can take

$$
\begin{equation*}
\mu=\alpha \rho_{a} c_{a} h \tag{7.7}
\end{equation*}
$$

since the natural length scale for communication is not the mean free path but the interaction distance of the SPH particles. The constant $\alpha$ is expected to be $\sim 1$ and, if our intuition is correct, we should be able to choose $\alpha$ in a way which is independent of the particular shock problem. Our first guess for the artificial viscosity is therefore

$$
\begin{equation*}
\Pi_{a b}=-\left(\frac{\alpha h c_{a}}{\rho_{a}}\right)\left(\frac{v_{a}-v_{b}}{x_{a}-x_{b}}\right) . \tag{7.8}
\end{equation*}
$$

However, to get conservation of momentum we need $\Pi_{a b}$ to be symmetric in $a$ and $b$. This is easy to do. We replace $c_{a}, h$ and $\rho_{a}$ as follows

$$
\begin{align*}
c_{a} & \rightarrow \frac{1}{2}\left(c_{a}+c_{b}\right)=\bar{c}_{a b}  \tag{7.9}\\
\rho & \rightarrow \frac{1}{2}\left(\rho_{a}+\rho_{b}\right)=\bar{\rho}_{a b}  \tag{7.10}\\
h & \rightarrow \frac{1}{2}\left(h_{a}+h_{b}\right)=\bar{h}_{a b} . \tag{7.11}
\end{align*}
$$

To prevent numerical problems when $v_{a} \neq v_{b}$ but $x_{a}=x_{b}$, we can write (with $v_{a b}=v_{a}-v_{b}$ and with the same notation for $x_{a b}$ )

$$
\begin{equation*}
\frac{v_{a}-v_{b}}{x_{a}-x_{b}} \rightarrow \frac{v_{a b} x_{a b}}{x_{a b}^{2}+\eta^{2}} \tag{7.12}
\end{equation*}
$$

and this form is commonly used. The constant $\eta \sim 0.001 h^{2}$ serves to smooth out any singularities resulting from $x_{a}=x_{b}$. However, it is simpler to just set the viscous term to zero if $x_{a}=x_{b}$ which, in practice, occurs rarely.
We can generalise to an arbitrary number of dimensions and write

$$
\begin{equation*}
\Pi_{a b}=-\left(\frac{\alpha \bar{h}_{a b} \bar{c}_{a b}}{\bar{\rho}_{a b}}\right)\left(\frac{\mathbf{v}_{a b} \cdot \mathbf{r}_{a b}}{r_{a b}^{2}+\eta^{2}}\right) . \tag{7.13}
\end{equation*}
$$

A further generalization, which gives a higher order viscosity, is to multiply the previous viscosity by any power of

$$
\begin{equation*}
\frac{\mathbf{v}_{a b} \cdot \mathbf{r}_{a b}}{\bar{c}_{a b}} \tag{7.14}
\end{equation*}
$$

Finally we note that, for shock tube problems, it is usual to turn the viscosity on for approaching particles and turn it off for receding particles. In this way the viscosity is used for shocks and not rarefactions. Unfortunately in astrophysical calculations this rule means that the viscosity is turned on when the density is increasing in shock free regions, for example when gravity pulls gas together.
When the viscosity term $\Pi_{a b}$ was first used (Monaghan and Gingold (1983)) it was found to work well for shocks of moderate strength. However, in astrophysical calculations involving colliding gas clouds, where the Mach number can be very high, it was found that particles from one cloud could stream between the particles of the other cloud. Generally this streaming is limited to a few particle spacings, and is therefore not a severe problem, but it should not occur at all. To prevent it an extra term was added to $\Pi_{a b}$ which then took the form

$$
\begin{equation*}
\Pi_{a b}=-\left(\frac{\bar{h}_{a b} \mathbf{v}_{a b} \cdot \mathbf{r}_{a b}}{\bar{\rho}_{a b}\left(r_{a b}^{2}+\eta^{2}\right)}\right)\left(\alpha \bar{c}_{a b}-\beta \mu_{a b}\right) \tag{7.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{a b}=\frac{\bar{h}_{a b} \mathbf{v}_{a b} \cdot \mathbf{r}_{a b}}{r_{a b}^{2}+\eta^{2}} \tag{7.16}
\end{equation*}
$$

Good results have been obtained with the choice $\alpha=1$ and $\beta=2$.
Another form of the viscosity for shock problems can be found using ideas from Riemann solvers as a guide. This viscosity uses

$$
\begin{equation*}
\Pi_{a b}=-\frac{K v_{\mathrm{sig}}(a, b) \mathbf{v}_{a b} \cdot \mathbf{r}_{a b}}{\bar{\rho}_{a b}\left|\mathbf{r}_{a b}\right|} \tag{7.17}
\end{equation*}
$$

where $K$ is a constant (typically 0.5 ) and $v_{\text {sig }}(a, b)$ is a signal velocity (Monaghan (1997)). This signal velocity automatically includes a term equivalent to the $\beta$ term in the previous viscosity.

### 7.2 Invariance Properties

A fundamental property of the fluid dynamical equations is that they are Galilean invariant. That is, if we shift to a coordinate frame moving with constant velocity $\mathbf{V}$ the equations should be unchanged. This is the case for $\Pi_{a b}$ because it involves differences of velocity and the shift to the new frame simply replaces $\mathbf{v}_{a}$ by $\mathbf{v}_{a}-\mathbf{V}$ and $\mathbf{v}_{b}$ is replaced in the same way. The difference $\mathbf{v}_{a b}$ is unchanged. Similarly if we shift the origin of the coordinate system to $\mathbf{R}$ the equations are unchanged.
If the fluid is rigidly rotating $\mathbf{v}_{a}=\Omega \times \mathbf{r}_{a}$, where $\Omega$ is the angular velocity. Substitution into $\Pi_{a b}$ shows that the viscous term disappears in this case as expected.

### 7.3 Effective Pressure and Viscosity

If particles $a$ and $b$ are approaching each other

$$
\begin{equation*}
\mathbf{v}_{a b} \cdot \mathbf{r}_{a b} \leq 0, \tag{7.18}
\end{equation*}
$$

and $\Pi_{a b} \geq 0$ and the contribution to the pressure terms is positive. The viscosity therefore acts to slow down approaching particles. The reverse happens for receding particles.

Exercise 7.1. Take the dot product of the acceleration equation with $\mathbf{v}_{a}$, followed by multiplying by $m_{a}$ and summing to get

$$
\begin{equation*}
\sum_{a} m_{a} \mathbf{v}_{a} \cdot \frac{d \mathbf{v}_{a}}{d t}=-\sum_{a} \sum_{b} m_{a} m_{b}\left(\frac{P_{a}}{\rho_{a}^{2}}+\frac{P_{b}}{\rho_{b}^{2}}+\Pi_{a b}\right) \mathbf{v}_{a} \cdot \nabla_{a} W_{a b} \tag{7.19}
\end{equation*}
$$

Note that the left hand side is the rate of change of total kinetic energy so the right hand side must be minus the rate of change of total thermal energy. By interchanging $a$ and $b$ on the right hand side and combining the result with the original right hand side (compensating by a factor $1 / 2$ ) show that the thermal energy equation is

$$
\begin{equation*}
\frac{d u_{a}}{d t}=\frac{P_{a}}{\rho_{a}^{2}} \sum_{b} m_{b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b}+\frac{1}{2} \sum_{a} m_{a} \sum_{b} m_{b} \Pi_{a b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} . \tag{7.20}
\end{equation*}
$$

### 7.4 The Sign of the Dissipation Term

To determine the sign of the SPH dissipation term obtained in the previous exercise we begin by noting that we can write $\nabla_{a} W_{a b}=\mathbf{r}_{a b} F_{a b}$ where $F_{a b} \leq 0$. Then

$$
\begin{equation*}
\Pi_{a b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b}=\Pi_{a b} \mathbf{v}_{a b} \cdot \mathbf{r}_{a b} F_{a b} . \tag{7.21}
\end{equation*}
$$

Referring now to the definition of $\Pi_{a b}$, for example to (5.39), we find the viscous dissipation is

$$
\begin{equation*}
\Pi_{a b}=-\left(\frac{\alpha \bar{h}_{a b} \bar{c}_{a b}}{\bar{\rho}_{a b}}\right) \frac{F_{a b}\left(\mathbf{v}_{a b} \cdot \mathbf{r}_{a b}\right)^{2}}{r_{a b}^{2}+\eta^{2}} \tag{7.22}
\end{equation*}
$$

which is $\geq 0$. This confirms that our SPH dissipation increases the thermal energy as it should.

Exercise 7.2. Show that the rate of change of entropy, $s$, due to viscous dissipation is positive. Begin with the thermodynamic equation

$$
\begin{equation*}
T \frac{d s}{d t}=d u-\frac{P}{\rho^{2}} d \rho \tag{7.23}
\end{equation*}
$$

whose SPH form this becomes

$$
\begin{equation*}
T_{a} \frac{d s_{a}}{d t}=\frac{1}{2} \sum_{b} m_{b} \Pi_{a b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{7.24}
\end{equation*}
$$

We showed above that the right hand side is $\geq 0$. Since the temperature $T$ is positive, the change to the entropy of any particle due to viscous dissipation is positive.

## 8 Applications to Shock and Rarefaction Problems

We now have a set of equations which can be used for shock and rarefaction problems. In this section we show the result of applying these equations using a simple predictor corrector time stepping scheme (see Section 7 for details of this and other time stepping schemes).

### 8.1 Rarefaction Waves

The first case we consider is the rarefaction wave. This can be set up by placing SPH particles in the region $-0.5 \leq x \leq 0.5$. The separation $\Delta x$ is uniform and the density $\rho=1$. For this example we use 200 particles and set $\gamma=1.4$, and the initial $h=1.5 \Delta x$, and the thermal energy/mass to be 2 . We integrate the SPH acceleration, continuity and thermal energy equation. The viscosity is turned off for the rarefaction wave. In Figure 8.1 we show the velocity field for $x \geq 0$. The exact velocity field in the wave is a linear function of $x$ shown by the solid line. The SPH velocity is very close to a linear function, and the slope is within $\sim 2$ percent of the exact slope.
In Figure 8.2 we show the SPH density. This follows the exact curve (shown by the solid line) except in the low density region where an oscillation appears. In addition the last particle shows a jump in density. In Figure 8.3 we show the results for a higher resolution ( 500 particles in the domain $-0.5 \leq x \leq 0.5$ ). The oscillation and the jump in density remains. In Figure 8.4 we show the density calculated by integrating the continuity equation on odd steps and from the summation on even steps. The jump in density and small oscillations have now disappeared.

### 8.2 The Sod Shock Tube

We now consider the shock tube used by Sod (1978) as a test for numerical techniques. The system is one dimensional with uniform conditions one each side of a diaphragm which breaks at $t=0$. To the left of the diaphragm $(x<0)$ the conditions are $\rho, P, v, \gamma=1.0,1.0,0.0,1.4$ and to the right ( $0.125,0.1,0.0,1.4$ ). The evolved system consists of (from the left), the undisturbed original conditions, a rarefaction, a contact discontinuity and


Figure 8.1. The velocity field for the one dimensional rarefaction waves from the expansion of uniform gas initially in the region $-0.5 \leq x \leq 0.5$. We show the results for the right half $x \geq 0$. The exact velocity field is shown by the solid line and the SPH results by the solid diamonds


Figure 8.2. The density in the rarefaction waves calculated using the continuity equation. The exact run of density with distance is shown by the solid line and the SPH results by the solid diamonds. Note the jump in density for the last particle and the oscillation in the low density region.


Figure 8.3. The density in the rarefaction waves calculated using the continuity equation with the same conditions as for the previous density but calculated with 500 particles over the domain.


Figure 8.4. The density in the rarefaction waves calculated by using the continuity equation on odd steps and the summation on even steps. Note that the jump in density for the last particle and the oscillation in the low density region have disappeared.
a shock. Between the shock and the rarefaction the pressure and velocity are constant. The density and thermal energy change discontinuously at the contact discontinuity.
We use the viscosity (7.15) with $\alpha=1$ and $\beta=2$. Because the density changes we can choose to have the particles equi-spaced or equi-mass, or some other combination. For the present simulations we use equi-mass particles with spacing $\Delta x=0.005$ on the far right hand side and spacing 0.125 this on the far left hand side. The mass of each particle is then $\rho_{+} \Delta x=0.62510^{-3}$. Because there is an initial discontinuity in all the properties other than the velocity, and because SPH is based on smoothing, we smooth the density and thermal energy at the interface. This means that to be consistent with the particles having constant mass and the density being smoothed we must smooth the spacing.
A simple way to smooth the variables is to define for any quantity $A$ a value on the left $A_{\ell}$, and on the right $A_{r}$ and then define the smoothed $A_{S}$ by

$$
\begin{equation*}
A_{S}=\frac{A_{\ell}+A_{r} e^{-x k}}{1+e^{-x k}} \tag{8.1}
\end{equation*}
$$

where $k=1 / \Delta x, \Delta x$ is the particle spacing on the far right (low density region), and we assume the discontinuity is at $x=0$. The particle spacing is chosen in the following way. The initial space available to particle $j$ is

$$
\begin{equation*}
\frac{1}{2}\left(x_{j+1}-x_{j}\right)+\frac{1}{2}\left(x_{j}-x_{j-1}\right)=\frac{1}{2}\left(x_{j+1}-x_{j-1}\right) \tag{8.2}
\end{equation*}
$$

and, with density $\rho_{j}$ for this particle we require that

$$
\begin{equation*}
\frac{1}{2} \rho_{j}\left(x_{j-1}-x_{j-2}\right)=m \tag{8.3}
\end{equation*}
$$

The smoothing (8.1) is satisfactory, but it doesn't guarantee that the system will start with the correct conditions for the shock and we should not be surprised to find there is a perturbation to the solution due to the initial state.
In Figure 8.5 we show the exact and SPH velocity variation with distance $x$. The exact post-shock velocity is 0.926 . The SPH value is 0.921 , an error of 0.5 percent. The small bump in the velocity is to an unwanted change in the pressure across the contact discontinuity. The shock front is spread over several particle spacings, but because $h$ and the spacing change across the shock the shock front is 3 of the particle spacings on the low density side. In Figure 8.6 we show the exact and SPH density $\rho$. The density between the contact discontinuity and the shock front is 0.263 to be compared with the exact value of 0.265 .
In Figure 8.7 we show the thermal energy. The post shock thermal energy is 0.284 compared with the exact value of 0.286 and the exact and SPH values to between the rarefaction and the contact discontinuity are 1.78 and


Figure 8.5. The velocity in the Sod shock tube problem. Note the slight deviation in the velocity associated with the small perturbation to the pressure at the contact discontinuity.


Figure 8.6. The density in the Sod shock tube problem.


Figure 8.7. The thermal energy in the Sod shock tube with particle spacing on the right of the diaphragm 0.002 . The exact run of thermal energy with distance is shown by the solid line. The solid diamonds are the SPH results. Note the sharpening in the SPH profiles compared with the previous figure.
1.79 respectively. In Figure 8.7 we show the thermal energy with the initial resolution ( $\Delta x=0.002$ to the right of the diaphragm). The results are in good agreement with the exact results although there is still significant diffusion near the contact discontinuity.
All of these results are very satisfactory though, for the resolution used the results are not as accurate as those from finely tuned Riemann solvers.

Exercise 8.1. Work out an SPH equation for the rate of change of energy per unit mass $\hat{e}$ defined by

$$
\begin{equation*}
\hat{e}=\frac{1}{2} v^{2}+u . \tag{8.4}
\end{equation*}
$$

Begin with the acceleration equation

$$
\begin{equation*}
\frac{d \mathbf{v}_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{P_{a}}{\rho_{a}^{2}}+\frac{P_{b}}{\rho_{b}^{2}}\right) \nabla_{a} W_{a b} \tag{8.5}
\end{equation*}
$$

and dot it with $\mathbf{v}_{a}$ to get

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t} \mathbf{v}_{a}^{2}=-\sum_{b} m_{b}\left(\frac{P_{a}}{\rho_{a}^{2}}+\frac{P_{b}}{\rho_{b}^{2}}\right) \mathbf{v}_{a} \cdot \nabla_{a} W_{a b} \tag{8.6}
\end{equation*}
$$

Combine this with the thermal energy equation

$$
\begin{equation*}
\frac{d u_{a}}{d t}=\frac{P_{a}}{\rho_{a}^{2}} \sum_{b} m_{b} \mathbf{v}_{a b} \cdot \nabla_{a} W_{a b} \tag{8.7}
\end{equation*}
$$

to show

$$
\begin{equation*}
\frac{d \hat{e}_{a}}{d t}=-\sum_{b} m_{b}\left(\frac{P_{a} \mathbf{v}_{b}}{\rho_{a}^{2}}+\frac{P_{b} \mathbf{v}_{a}}{\rho_{b}^{2}}\right) \cdot \nabla_{a} W_{a b} \tag{8.8}
\end{equation*}
$$

If we decode this SPH equation we find it is the SPH form of

$$
\begin{equation*}
\frac{d \hat{e}}{d t}=-\frac{P}{\rho^{2}} \nabla \cdot(\rho \mathbf{v})-\mathbf{v} \cdot\left(\frac{P}{\rho}\right)=-\frac{1}{\rho} \nabla \cdot P \mathbf{v} \tag{8.9}
\end{equation*}
$$

and we could have started with this equation and derived the equivalent SPH equation.

In our discussion we have only considered an SPH viscosity suitable for shocks. In many problems we want to mimic physical viscosities. To do this we can make use of the previous viscosity but note that the effective kinematic viscosity is $\alpha h c_{s} / 6$ in two dimensions (but the numerical coefficient depends on the kernel). We can then write

$$
\begin{equation*}
\Pi_{a b}=-\frac{12 \mu_{a} \mu_{b}}{\rho_{a} \rho_{b}\left(\mu_{a}+\mu_{b}\right)} \frac{\mathbf{v}_{a b} \cdot \mathbf{r}_{a b}}{\left|\mathbf{r}_{a b}\right|} \tag{8.10}
\end{equation*}
$$

where $\mu=\nu \rho$. This form of the viscosity has been used by Cleary (1998) to model more than one fluid with large differences in viscosity.
Other SPH viscosity calculations are described by Morris et al. (1997), Chaniotis et al. (2002) and Sigalotti et al. (2003). SPH has been used for many other applications. These include elastic fracture (Benz and Asphaug (1995)), relativistic calculations (Chow and Monaghan (1997)) and MHD simulations (Price and Monaghan (2004)).
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#### Abstract

In these introductory notes, we focus on the efficient implementation and parallelization of meshfree methods. Even though there exist a large number of different meshfree methods, e.g. smoothed particle hydrodynamics (SPH), reproducing kernel particle methods (RKPM), element free Galerkin methods (EFGM), radial basis functions (RBF), generalized finite element methods (GFEM), and partition of unity methods (PUM), the computational challenges are very similar for many of these approaches. Some of the key issues involved with meshfree Galerkin discretization techniques are the fast construction of the shape functions, the assembly of the stiffness matrix and the load vector, i.e. numerical integration, the treatment of essential boundary conditions, and the efficient solution of the arising linear systems. We shall consider these issues in the context of the PUM, however, the concepts presented are applicable to most meshfree Galerkin approaches.


## 1 Introduction

Mesh based methods like the finite element method (FEM) [15, 21, 77], the finite difference method (FDM) [48] or the finite volume method (FVM) [13] are classical techniques for the numerical treatment of partial differential equations (PDEs). They exhibit good convergence properties in strong norms and their use is well established in various fields of application such as computational structural mechanics or computational fluid dynamics. However, all mesh based methods are rather involved when it comes to time dependent problems with complicated geometries since they rely on the availability of an appropriate discretization of the domain by a mesh. The construction of good quality meshes is not an easy task and a large portion of the overall computational time is often spent for mesh generation.
Particle schemes [64-67] on the other hand stem directly from physics applications such as Boltzmann equations [1,36]. They are Lagrangian techniques where the domain of interest is discretized by a set of particles without any fixed connection between them; i.e. they are completely independent of a mesh. Here, the PDE on the computational domain is transformed into a system of ordinary differential equations (ODEs), the equations of motion
for the particles. Then, after time discretization, we obtain a certain particle distribution for each time step and define an approximate solution of the PDE via a density function for the respective particle distribution. Hence, the implementation of particle methods seems to be straightforward and less involved than the implementation of mesh based numerical schemes. However, particle methods generally only exhibit poor convergence properties in weak norms.
Meshfree methods are hybrid schemes which try to merge the best of both worlds. A meshfree method should have the strong convergence properties of a FEM or FDM. For instance, it should allow for a higher order approximation where we utilize the smoothness of the solution to reduce the degrees of freedom. Yet at the same time, the method should be independent of a mesh; i.e. it should not require any fixed connections between the degrees of freedom of the discretization and should only involve minimal assumptions on the distribution of the degrees of freedom.
The approaches to the design and development of meshfree methods are manifold, see e.g. $[4,30,44,45,55]$ and the references therein. However, the computational challenges in most meshfree methods are very similar. In these introductory notes we focus on the particle-partition of unity method (PUM) [38-43,76] which is a meshfree Galerkin technique and can be viewed as a generalized finite element method (GFEM). The three key issues we address are

1. The fast construction of the shape functions, which corresponds in some sense to the mesh generation problem in the FEM or the problem of finding all interacting particles in a particle scheme.
2. The development of a suitable weak formulation of the PDE, especially for problems involving essential boundary conditions, and an appropriate numerical integration scheme for the PUM.
3. The fast multilevel solution of the arising linear system.

We present efficient numerical techniques to tackle each of these computational challenges in the context of the PUM. However, the fundamental ideas and concepts (as well as some of the presented algorithms) are applicable to a wide range of mesh based and meshfree methods. The techniques and data structures used for the parallelization of our PUM for instance are also used in parallel particle methods with long range potentials [24, 37, 56, 81, 82] as well as in parallel mesh based multilevel method [86].
The remainder of this paper is organized as follows. In section 2 we review the abstract setting of the PUM. We focus on the construction of the shape functions, their properties and the realization of essential boundary conditions. ${ }^{1}$ The efficient implementation of the PUM is discussed in detail in Section 3. There, we present computational techniques and algorithms for the fast construction of the shape functions, for the numerical integration of the weak

[^2]form as well as an efficient multilevel solver for our PUM. The parallelization of the overall method is subject of Section 4.

## 2 Partition of Unity Method

In the following, we consider a general partition of unity method (PUM) for a meshfree discretization of an elliptic partial differential equation. The approach is roughly as follows: The discretization is stated only in terms of points $x_{i}$. To obtain a trial and test space $V^{\mathrm{PU}}$, a patch or volume $\omega_{i} \subset \mathbb{R}^{d}$ is attached to each point $x_{i}$ such that the union of these patches form an open cover $C_{\Omega}=\left\{\omega_{i}\right\}$ of the domain $\Omega$, i.e. $\bar{\Omega} \subset \bigcup \omega_{i}$. Now, with the help of weight functions $W_{i}: \mathbb{R}^{d} \rightarrow \mathbb{R}$ with $\operatorname{supp}\left(W_{i}\right)=\overline{\omega_{i}}$ local shape functions $\varphi_{i}$ are constructed by Shepard's method. The functions $\varphi_{i}$ form a partition of unity (PU). Then, each partition of unity function $\varphi_{i}$ is multiplied by a sequence of local approximation functions $\psi_{i}^{n}$ to assemble higher order shape functions. These product functions $\varphi_{i} \psi_{i}^{n}$ are finally plugged into the weak form to set up a linear system of equations via a Galerkin discretization.

### 2.1 Construction of a Partition of Unity Space

Necessary conditions for a trial and test space to perform well in a Galerkin method are local approximability and inter-element continuity. Here, local approximability means that the shape functions can approximate the exact solution well locally, and interelement continuity means that any linear combination of shape functions satisfies some global continuity condition. In the finite element method we have piecewise polynomial shape functions $\phi$ where the restriction $\left.\phi\right|_{E}$ on an element $E$ is a polynomial. Furthermore, there are certain constraints imposed on these local polynomials on the element boundary $\partial E$ so that the shape function $\phi$ fulfills the interelement continuity condition. In the partition of unity approach $[7-9,76]$ we focus on the fulfillment of the condition of interelement continuity via the choice of an appropriate partition of unity $\left\{\varphi_{i}\right\}$ subordinate to a cover $C_{\Omega}:=\left\{\omega_{i}\right\}$. Local expansion of the functions $\varphi_{i}$ by the multiplication with local (unconstrained) approximation spaces $V_{i}^{p_{i}}=\operatorname{span}\left\langle\left\{\psi_{i}^{n}\right\}\right\rangle$ of order $p_{i}$ defined on $\omega_{i}=\operatorname{supp}\left(\varphi_{i}\right)$ causes the generated space

$$
V^{\mathrm{PU}}:=\sum_{i} \varphi_{i} V_{i}^{p_{i}}=\sum_{i} \varphi_{i} \operatorname{span}\left\langle\left\{\psi_{i}^{n}\right\}\right\rangle=\operatorname{span}\left\langle\left\{\varphi_{i} \psi_{i}^{n}\right\}\right\rangle
$$

to fulfill the condition of local approximability. Note that the superscript $n$ only denotes a counting index. The global approximation space $V^{\mathrm{PU}}$ inherits the approximation quality of the local spaces $V_{i}^{p_{i}}$. Furthermore the space $V^{\mathrm{PU}}$ inherits the smoothness of the partition of unity. Here, the approximation property of the space $V^{\mathrm{PU}}$ may either be achieved by the smallness of the patches ( $h$-version) or by the approximation quality of $V_{i}^{p_{i}}$ ( $p$-version).


Figure 2.1. Example of an open cover $C_{\Omega}$ of a domain $\Omega$.

The starting point for any meshfree discretization approach is a collection of $N$ independent points

$$
P:=\left\{x_{i} \in \mathbb{R}^{d} \mid x_{i} \in \bar{\Omega}, i=1, \ldots, N\right\} .
$$

In our PUM, we then attach to each point $x_{i}$ a $d$-rectangular patch ${ }^{2}$

$$
\omega_{i}=\left\{x \in \mathbb{R}^{d}| | x_{i}^{l}-x^{l} \mid<h_{i}^{l}, l=1, \ldots, d\right\}=\bigotimes_{l=1}^{d}\left(x_{i}^{l}-h_{i}^{l}, x_{i}^{l}+h_{i}^{l}\right)
$$

The construction of appropriate patches $\omega_{i}$ from a given set of points $P=$ $\left\{x_{i}\right\}$ is a first crucial step in the discretization process. Keeping in mind that these patches will be the supports of the trial and test functions in a Galerkin method, the most basic property these patches have to fulfill is that they cover the complete domain $\bar{\Omega} \subset \bigcup_{i=1}^{N} \omega_{i} .{ }^{3}$ In other words, for any point $x \in \bar{\Omega}$ there exists at least one patch $\omega_{i}$ which contains $x$. Figure 2.1 gives an example of an open cover $C_{\Omega}=\left\{\omega_{i}\right\}$ of a domain $\Omega$ with $d$-rectangular patches $\omega_{i}$. Note that the cover $C_{\Omega}$ also determines the sparsity pattern of the stiffness matrix via the geometric neighbour relations $\omega_{i} \cap \omega_{j} \neq \emptyset$ and thus the number of integrals that have to be evaluated in the Galerkin discretization. The influence on the overall computational cost of our PUM is therefore substantial and special attention should be paid to the appropriate design of a cover $C_{\Omega}$ for general point sets $P$, see Section 3.1 and $[39,40,76]$.

[^3]
## Shepard Partition of Unity

Let us assume that we have constructed such a $d$-rectangular cover $C_{\Omega}$. Then we can define a partition of unity $\left\{\varphi_{i}\right\}$ via data fitting techniques [51]. In general, a data fitting method is used to construct special shape functions $\varphi_{i}$ for the approximation of a function $u$ from discrete data (e.g. from sampling). Then, a so-called scattered data approximation $\tilde{u}$ usually is defined as

$$
\tilde{u}(x):=\sum_{i=1}^{N} u_{i} \varphi_{i}(x)
$$

where $u_{i}$ are given data or are derived from that. Shepard's method uses inverse distance weighting for the construction of these shape functions. Here, the shape functions $\varphi_{i}$ are defined as

$$
\varphi_{i}(x):=\frac{W_{i}(x)}{\sum_{j=1}^{N} W_{j}(x)},
$$

with weight functions $W_{i}(x)=\left\|x-x_{i}\right\|^{-\beta}$ with $\beta>0$ where $\|\cdot\|$ is the classical Euclidean norm. But since these weight functions $W_{i}$ have global support also the shape functions $\varphi_{i}$ have global support. Hence, the evaluation of a single shape function $\varphi_{i}$ involves all weight functions $W_{j}$; i.e. each function evaluation requires $O(N)$ operations. Furthermore, the use of globally supported shape functions in a Galerkin method would lead to a dense stiffness matrix and a quadratic storage complexity. We therefore use a localized version of Shepard's approach; i.e. $\operatorname{supp}\left(W_{i}\right)=\overline{\omega_{i}} \Subset \mathbb{R}^{d}$. Then, we can restrict the summation of the weight functions to direct neighbours, i.e.

$$
\begin{equation*}
\varphi_{i}(x)=\frac{W_{i}(x)}{\sum_{\omega_{k} \in C_{i}} W_{k}(x)}, \tag{2.1}
\end{equation*}
$$

where $C_{i}:=\left\{\omega_{j} \in C_{\Omega} \mid \omega_{i} \cap \omega_{j} \neq \emptyset\right\}$ denotes the local neighbourhood of a particular Shepard function $\varphi_{i}$, i.e. of its associated patch $\omega_{i}$. This reduces the complexity of a function evaluation to $O(1)$ and gives a sparse matrix for the stiffness. Here, the neighbourhoods $C_{i}$ determine the sparsity pattern. There are basically two variants for this localization: In [54] a locally supported singular weight function such as

$$
W_{i}(x)=L_{i}(x)\left\|x-x_{i}\right\|^{-\beta}, \text { where } L_{i} \in \mathcal{C}^{\infty} \text { and } \operatorname{supp}\left(L_{i}\right)=\overline{\omega_{i}}
$$

is used. This approach generates an interpolatory partition of unity, i.e. $\varphi_{i}\left(x_{j}\right)=\delta_{i j}$. Another approach is to employ a locally supported smooth weight function $W_{i}$ on a patch $\omega_{i}$, e.g. $W_{i}$ is chosen to be a B-spline [51]. The first approach is especially suitable for a collocation discretization, whereas
the latter approach is more suitable for the construction of shape functions for a Galerkin method since the evaluation of singular functions near their singularity is avoided. We are interested in a Galerkin discretization and therefore employ the latter approach in our method.
Since we restrict ourselves to the use of $d$-rectangular cover patches $\omega_{i}$, i.e. the $\omega_{i}$ are products of intervals, the most natural choice for a weight function $W_{i}$ is a product of univariate functions, i.e.

$$
W_{i}(x)=\prod_{l=1}^{d} W_{i}^{l}\left(x^{l}\right)=\prod_{l=1}^{d} \mathcal{W}\left(\frac{x-x_{i}^{l}+h_{i}^{l}}{2 h_{i}^{l}}\right)
$$

with $\operatorname{supp}(\mathcal{W})=[0,1]$ such that $\operatorname{supp}\left(W_{i}\right)=\overline{\omega_{i}}$. It is sufficient for this construction to choose a compactly supported univariate weight function $\mathcal{W}$ which is non-negative. ${ }^{4}$
Since we postulate that the union $\bigcup \omega_{i}$ of the patches $\omega_{i}$ covers the domain $\Omega \subset \bigcup \omega_{i}$ we are at least able to reproduce constant functions by (2.1); i.e. the functions $\varphi_{i}$ form a partition of unity. Therefore, we obtain a consistency order of one in the $L^{2}$-norm.

## Local Enrichment

First order consistency, however, is not sufficient for the discretization of a second order partial differential equation. Hence, some effort is necessary to improve the order. Here, the moving least squares method $[11,27,28,30$, 31] allows for the construction of shape functions with higher reproduction and consistency orders but it increases the computational effort dramatically. Furthermore one has to impose severe geometric restrictions on the cover [31] to make the method work at all. Therefore we use a different approach. We use the partition of unity to collect local approximation spaces $V_{i}^{p_{i}}$ of order $p_{i}$ defined on the cover patches $\omega_{i}$, which generates a global approximation space

$$
\begin{equation*}
V^{\mathrm{PU}}:=\sum_{i} \varphi_{i} V_{i}^{p_{i}}=\sum_{i} \varphi_{i} \operatorname{span}\left\langle\left\{\psi_{i}^{n}\right\}\right\rangle=\operatorname{span}\left\langle\left\{\varphi_{i} \psi_{i}^{n}\right\}\right\rangle \tag{2.2}
\end{equation*}
$$

on the domain $\Omega$. Hence, the overall shape functions $\varphi_{i} \psi_{i}^{n}$ in a PUM are product functions. Note that the local spaces $V_{i}^{p_{i}}$ can be chosen completely independently of each other. In general, the global space $V^{\mathrm{PU}}$ may only reproduce the constant, but the error estimates for the PUM $[8,9,61]$ show that the consistency order of the global space $V^{\mathrm{PU}}$ is nevertheless the same as the consistency order of the local spaces $V_{i}^{p_{i}}$, see below. If the local spaces $V_{i}^{p_{i}}$ are polynomials of degree $\leq p_{i}$ the resulting global space $V^{\mathrm{PU}}$ reproduces polynomials of degree $\min _{i} p_{i}$.
Since we only use $d$-rectangular patches $\omega_{i}$, a local tensor product space is the most natural choice. We usually employ products of univariate Legendre

[^4]polynomials as local approximation spaces $V_{i}^{p_{i}}$; i.e. we choose
\[

$$
\begin{equation*}
V_{i}^{p_{i}}=\operatorname{span}\left\langle\left\{\psi_{i}^{n} \mid \psi_{i}^{n}=\prod_{l=1}^{d} \mathcal{L}_{i}^{\hat{n}_{l}},\|\hat{n}\|_{1}=\sum_{l=1}^{d} \hat{n}_{l} \leq p_{i}\right\}\right\rangle \tag{2.3}
\end{equation*}
$$

\]

where $\hat{n}$ is the multi-index of the polynomial degrees $\hat{n}_{l}$ of the univariate Legendre polynomials $\mathcal{L}_{i}^{\hat{n}_{l}}:\left[x_{i}^{l}-h_{i}^{l}, x_{i}^{l}+h_{i}^{l}\right] \rightarrow \mathbb{R}$, and $n$ is the counting index associated with the product function $\psi_{i}^{n}=\prod_{l=1}^{d} \mathcal{L}_{i}^{\hat{n}_{l}}$. The use of more general product spaces is nonetheless possible and can improve the overall approximation properties or the computational complexity of the method; e.g. we can use anisotropic spaces or complete tensor product spaces where we use other (generalized) norms instead of $\|\cdot\|_{1}$ in (2.3). If some a priori knowledge about a particular behaviour of the solution (local or global) is available, we can utilize that knowledge in the selection of appropriate local approximation spaces $[3,6,61,76]$. Note that the selection of the local approximation spaces in our PUM is completely unconstrained, we can use any local space with any basis anywhere in the computational domain without introducing any restriction on the choice of the local spaces elsewhere in the domain.
In summary we can view the construction given above as

$$
\left(\begin{array}{c}
\left\{x_{i}\right\} \\
\mathcal{W} \\
\left\{p_{i}\right\}
\end{array}\right) \rightarrow\left(\begin{array}{c}
\left\{\omega_{i}\right\} \\
\left\{W_{i}\right\} \\
\left\{V_{i}^{p_{i}}=\operatorname{span}\left\langle\psi_{i}^{n}\right\rangle\right\}
\end{array}\right) \rightarrow\binom{\left\{\varphi_{i}\right\}}{\left\{V_{i}^{p_{i}}\right\}} \rightarrow V^{\mathrm{PU}}=\sum \varphi_{i} V_{i}^{p_{i}},
$$

where the set of points $P=\left\{x_{i}\right\}$, the generating weight function $\mathcal{W}$ and the local approximation orders $p_{i}$ are assumed to be given. Following this construction we can construct approximate solutions $u^{\mathrm{PU}} \in V^{\mathrm{PU}}=\operatorname{span}\left\langle\varphi_{i} \psi_{i}^{n}\right\rangle$ of any order and regularity without additional constraints on the cover $C_{\Omega}$. The extension to vector-valued PUM spaces is straightforward. We simply change the definition of our local approximation spaces to $V_{i}^{p_{i}}=\operatorname{span}\left\langle\psi_{i}^{n, l}\right\rangle=$ $\operatorname{span}\left\langle\psi_{i}^{n} \boldsymbol{e}_{l}\right\rangle$ where $\boldsymbol{e}_{l}$ denotes an appropriate unit vector in $\mathbb{R}^{d}$, but keep the scalar partition of unity functions $\varphi_{i} .{ }^{5}$

## Properties

The resulting approximation space $V^{\mathrm{PU}}$ and the shape functions $\varphi_{i} \psi_{i}^{n}$ are quite different from their finite element counterparts and have some notable properties.

1. The global PUM space $V^{\mathrm{PU}}$ inherits the approximation properties of the local enrichment spaces $V^{p_{i}}$. Let $u \in H^{1}(\Omega)$ be the function to be approximated. Assume that the local approximation spaces $V_{i}^{p_{i}}$ have the following approximation properties: On each patch $\Omega \cap \omega_{i}$, the function $u$

[^5]can be approximated by a function $v_{i} \in V_{i}^{p_{i}}$ such that $\left\|u-v_{i}\right\|_{L^{2}\left(\Omega \cap \omega_{i}\right)} \leq$ $\hat{\epsilon}_{i}$, and $\left\|\nabla\left(u-v_{i}\right)\right\|_{L^{2}\left(\Omega \cap \omega_{i}\right)} \leq \tilde{\epsilon}_{i}$ hold. Then the function
$$
u^{\mathrm{PU}}:=\sum_{i} \varphi_{i} v_{i} \in V^{\mathrm{PU}} \subset H^{1}(\Omega)
$$
satisfies the estimates
\[

$$
\begin{aligned}
\left\|u-u^{\mathrm{PU}}\right\|_{L^{2}(\Omega)} & \leq C_{1}\left(\sum_{i=1}^{N} \hat{\epsilon}_{i}^{2}\right)^{\frac{1}{2}} \\
\left\|\nabla\left(u-u^{\mathrm{PU}}\right)\right\|_{L^{2}(\Omega)} & \leq C_{2}\left(\sum_{i=1}^{N} \frac{C_{3}}{\left(\operatorname{diam}\left(\omega_{i}\right)\right)^{2}} \hat{\epsilon}_{i}^{2}+C_{4} \tilde{\epsilon}_{i}^{2}\right)^{\frac{1}{2}},
\end{aligned}
$$
\]

where $C_{1}, C_{2}, C_{3}$, and $C_{4}$ only depend on the partition of unity used, see [8,9] for details.
2. The partition of unity functions $\varphi_{i}$ are (in general) non-interpolatory. Furthermore, there are more degrees of freedom in a PUM space than there are points $x_{i} \in P$ due to the use of (multidimensional) local approximation spaces $V_{i}^{p_{i}}$. Therefore, the implementation of essential boundary conditions is not straightforward in the PUM.
3. The PUM shape functions are piecewise rational functions due to the use of piecewise polynomial weights in (2.1) which makes numerical integration more challenging than in the FEM.
4. The regularity of the shape functions $\varphi_{i} \psi_{i}^{n}$ is independent of the number of local degrees of freedom. All shape functions $\varphi_{i} \psi_{i}^{n}$ inherit the regularity of the respective partition of unity function $\varphi_{i}$ (if we assume that the local approximation spaces $V_{i}^{p_{i}}$ are at least of the same regularity). The partition of unity functions again inherit the smoothness of the weight functions $W_{i}$ used in (2.1) since $\left(W_{i} \in \mathcal{C}^{k}\left(\mathbb{R}^{d}\right) \wedge \forall x \sum_{i} W_{i}(x) \neq 0\right) \Rightarrow$ $\varphi_{i} \in \mathcal{C}^{k}\left(\mathbb{R}^{d}\right)$ holds. Therefore, we can improve the regularity of an approximation $u^{\mathrm{PU}}$ by changing the generating weight function $\mathcal{W}$ independent of the local approximation spaces $V_{i}^{p_{i}}$. Note that this is different from finite element methods. In a FEM the global regularity of an approximation is given by the element regularity which on the other hand is implemented by constraints imposed on the local degrees of freedom. Hence, a higher order regularity may only be achieved by increasing the number of degrees of freedom within an element.
5. The distribution of the point set $P=\left\{x_{i}\right\}$ and the cover $C_{\Omega}=\left\{\omega_{i}\right\}$ significantly influence the computational effort necessary to evaluate the functions $\varphi_{i}$, since the definition of $\varphi_{i}$ in (2.1) involves the weights $W_{k}$ of all geometric neighbours $\omega_{j} \in C_{i}=\left\{\omega_{k} \mid \omega_{i} \cap \omega_{k} \neq \emptyset\right\}$ of $\omega_{i}$. The neighbour relations $\omega_{j} \in C_{i}$ of the cover $C_{\Omega}$ also define the sparsity pattern of the stiffness matrix. Furthermore, the diameters of the overlaps $\omega_{i} \cap \omega_{j}$ for $\omega_{j} \in C_{i}$ have a significant effect on the smoothness of $\varphi_{i}$ [39, 40]. If the cover is minimal; i.e. there is exactly one patch $\omega_{j}$ for every
$x \in \bar{\Omega}$ with $x \in \overline{\omega_{j}}$, the partition of unity degenerates to the characteristic functions $\varphi_{i}=\chi_{\overline{\omega_{i}}}$ independently of the chosen weight functions $W_{i}$. Thus we see that small overlaps will cause large gradients of $\varphi_{i}$ close to the boundary of the respective support $\omega_{i}$. Hence, the diameter of the overlap $\omega_{i} \cap \omega_{j}$ of two neighbouring patches $\omega_{i}, \omega_{j}$ should be bounded, i.e.

$$
\begin{equation*}
\operatorname{diam}\left(\omega_{i} \cap \omega_{j}\right) \geq C \min \left(\operatorname{diam}\left(\omega_{i}\right), \operatorname{diam}\left(\omega_{j}\right)\right) \tag{2.4}
\end{equation*}
$$

so that the gradients $\nabla \varphi_{i}$ and $\nabla \varphi_{j}$ of the PU functions $\varphi_{i}$ and $\varphi_{j}$ are bounded.
Note that in our PUM we use a rather small overlap. In the FEM for instance the overlap of two supports $\operatorname{supp}\left(\phi_{i}\right) \cap \operatorname{supp}\left(\phi_{j}\right)$ is the size of an element, whereas in many meshfree methods the overlap is usually three to five times larger. Hence, in the FEM we obtain a stiffness matrix with approximately $3^{d}$ entries per row but in many meshfree methods the stiffness matrix is much more dense e.g. $7^{d}$ entries per row and more. In our PUM, however, we allow for an overlap which is even smaller than in the FEM (but fulfills (2.4)) and obtain a stiffness matrix with a similar sparsity pattern as the FEM.
6. The PUM shape functions $\varphi_{i} \psi_{i}^{n}$ are not shape equivalent due to the meshfree construction. The shape of each single PUM function $\varphi_{i} \psi_{i}^{n}$ is dependent on the geometric neighbour relations $\omega_{i} \cap \omega_{j} \neq \emptyset$, the associated weight functions $W_{j}$ and the local basis $\left\{\psi_{i}^{n}\right\}$. Hence, the numerical integration (in general) cannot be carried out in a single reference configuration as we have in the FEM but it must rather be carried out in the physical space for each entry of the stiffness matrix.
7. In very special situations the shape functions $\varphi_{i} \psi_{i}^{n}$ can be linearly dependent which makes the solution of the resulting linear system more involved than in the FEM. For instance, the GFEM [2-5, 78, 79], where the PU comes from an $h$-version FEM, leads to linearly dependent shape functions $\varphi_{i} \psi_{i}^{n}$ (the so-called nullity of the method). This is essentially due to the fact that in the GFEM the partition of unity functions $\varphi_{i}$ already reconstruct the linear polynomials. Consider the one-dimensional situation, where we have one element, i.e. a single interval, and two nodes (the interval boundaries) with their associated linear shape function as $\varphi_{i}$. Assume that we use linear polynomials as local approximations spaces $V_{i}^{p_{i}}$. The shape functions $\varphi_{i} \psi_{i}^{n}$ are (global) polynomials due to this construction. The number of shape functions is four and the maximal polynomial degree is two. Since the quadratic polynomials in one dimension can be generated by three basis functions, we see that the GFEM shape functions are linearly dependent. Hence, the solution of the arising linear system is a very challenging task in the GFEM.
Note also that the construction of approximations with a higher degree of regularity in the GFEM requires the use of a more complex elements for the construction of the PU. With our general Shepard approach for the

PU construction we can construct a PU with a higher degree of regularity simply by a change of the generating weight function $\mathcal{W}$. Furthermore, we can easily avoid the linear dependence of the shape functions by enforcing $\varphi_{i} \equiv 1$ on $\tilde{\omega}_{i} \subset \omega_{i}$ with $\operatorname{vol}\left(\omega_{i}\right) \leq C \operatorname{vol}\left(\tilde{\omega}_{i}\right)$.
8. In general a smooth coefficient vector does not correspond to a smooth function since the coefficients are not directly related to the function value due to the non-interpolatory character of the shape functions. Furthermore, the choice of the local basis functions $\psi_{i}^{n}$ and their ordering determine e.g. the discrete representation of the constant function. This can have a significant impact on the iterative solution of the resulting linear system since e.g. an algebraic multigrid method [80] (usually) assumes that the constant vector represents the constant function.

### 2.2 Variational Formulation and Boundary Conditions

We are interested in the approximate solution of an elliptic boundary value problem of the type

$$
\begin{align*}
& L u=f \text { in } \Omega \subset \mathbb{R}^{d}, \\
& B u=g \text { on } \partial \Omega, \tag{2.5}
\end{align*}
$$

where $L$ is a symmetric partial differential operator of second order and $B$ expresses suitable boundary conditions. Here, we are faced with two major computational tasks: We need to discretize the partial differential operator efficiently and we need to deal with boundary conditions properly.
Our PUM shape functions $\varphi_{i} \psi_{i}^{n}$ are non-interpolatory since the partition of unity functions $\varphi_{i}$ are (in general) non-interpolatory, i.e. $\varphi_{i}\left(x_{j}\right) \neq \delta_{i j}$. Furthermore, the use of local approximation spaces $V_{i}^{p_{i}}$ with $\operatorname{dim}\left(V_{i}^{p_{i}}\right)>1$ generates an approximation space $V^{\mathrm{PU}}=\sum_{i} \varphi_{i} V_{i}^{p_{i}}$ with more degrees of freedom than interpolation nodes $x_{i}$. Therefore, we have to cope with the problem: How do we fulfill the boundary conditions?
First consider (2.5) with $L=-\Delta$ and Neumann boundary conditions $B u=$ $u_{\nu}:=\partial u / \partial \nu:=\nabla u \cdot \nu=g$ on $\partial \Omega$, where $\nu$ denotes the outer normal. Then the continuous and elliptic bilinear form induced by $L$ on $H^{1}(\Omega)$ is given by $a(u, v)=\langle\nabla u, \nabla v\rangle_{L^{2}}$ and we learn from the variational formulation

$$
\begin{equation*}
F(v):=\frac{1}{2} a(v, v)-\langle f, v\rangle_{L^{2}}-\int_{\partial \Omega} g v \rightarrow \min \left\{v \in H^{1}(\Omega)\right\}, \tag{2.6}
\end{equation*}
$$

that the trial functions $v$ have to fulfill no additional constraint besides being from the definition space $H^{1}(\Omega)$ of the differential operator $L$ in its weak form. The boundary conditions are not imposed explicitly on the function space. Therefore, the basis of a finite-dimensional subspace $V \subset H^{1}(\Omega)$ used to approximate the solution of (2.6) may be compiled of arbitrary functions $v \in H^{1}(\Omega)$. The basis functions do not need to be interpolatory. Hence, we may use our functions $\varphi_{i} \psi_{i}^{n}$ as trial and test functions in a Galerkin procedure without any modification.

However, Dirichlet boundary conditions $B u=u=g$ on $\partial \Omega$ explicitly impose the values of the solution $u$ on the boundary $\partial \Omega$. Therefore, the trial space of the usual weak formulation

$$
\text { Find } u \in H_{g}^{1}(\Omega): \quad a(u, v)=\langle f, v\rangle_{L^{2}} \text { for all } v \in H_{0}^{1}(\Omega)
$$

is not the complete space $H^{1}(\Omega)$ but $H_{g}^{1}(\Omega):=\left\{v \in H^{1}(\Omega) \mid u=g\right.$ on $\left.\partial \Omega\right\}$, whereas the test space is $H_{0}^{1}(\Omega)$. Note that we can enforce vanishing Dirichlet boundary conditions within the PUM by the selection of appropriate local approximation spaces $V_{i}^{p_{i}}$; i.e. we need $\left.\psi_{i}^{n}\right|_{\partial \Omega} \equiv 0$ for all local basis functions $\psi_{i}^{n}[2,31]$. But the implementation of a trial space $V \subset H_{g}^{1}(\Omega)$ with $g \not \equiv 0$ by the selection of appropriate local approximation spaces is not feasible.
There are many different approaches to the treatment of Dirichlet boundary conditions with meshfree methods $[2,31,39,46,50,53,58,61,76]$. From our point of view, however, the most natural approach seems to be Nitsche's method [68] which is a variational technique that allows for the use of subspaces $V_{N} \subset H^{1}(\Omega)$ which do not have to fulfill the boundary conditions explicitly, yet it gives the optimal rate of convergence. The main advantages of Nitsche's method over other techniques are:

1. It does not introduce constraints on the distribution of the points $x_{i} \in P$.
2. The problem formulation only involves a single function space $V_{N}$ defined on $\Omega$. There is no need for an additional appropriate function space on the boundary $\partial \Omega$.
3. The method leads to symmetric positive definite linear systems. We do not need to be concerned with linear solvers for saddle-point problems.

Let us consider the Poisson problem

$$
\begin{align*}
-\Delta u & =f \text { in } \Omega \subset \mathbb{R}^{d}, \\
u & =g \text { on } \partial \Omega \tag{2.7}
\end{align*}
$$

for reasons of simplicity. We are interested in finding an approximate solution $u_{N} \in V_{N} \subset H^{1}(\Omega)$ to (2.7) — within optimal error bounds. Nitsche proposed in [68] to minimize the functional

$$
J_{N}(w):=\int_{\Omega}|\nabla w|^{2}-2 \int_{\partial \Omega} w w_{\nu}+\beta_{N} \int_{\partial \Omega} w^{2}
$$

for the error $w=v-u$ among all $v \in V_{N}$ where $u$ is the solution of (2.7), and $\beta_{N}>0$ only depends on the subspace $V_{N}$; i.e. the approximation $u_{N}$ is given by $J\left(u_{N}-u\right) \stackrel{!}{=} \inf _{v \in V_{N}} J_{N}(v-u)$. Note that the subscript $\nu$ denotes the normal derivative, i.e. $w_{\nu}=\nabla w \cdot \nu$, whereas the subscript $N$ indicates a dependence on the discretization space $V_{N} \subset H^{1}(\Omega)$. The minimizer $u_{N} \in V_{N}$ can be computed from the input data $f$ and $g$ of (2.7) since

$$
\begin{aligned}
J_{N}(v-u) & =J_{N}(v)+J_{N}(u)-2\left(\int_{\Omega} \nabla v \nabla u+\int_{\partial \Omega} \beta_{N} u v-v u_{\nu}-u v_{\nu}\right) \\
& =J_{N}(v)+J_{N}(u)-2\left(\int_{\Omega} f v+\int_{\partial \Omega} \beta_{N} g v-g v_{\nu}\right) .
\end{aligned}
$$

The corresponding weak formulation is given by $a_{N}\left(u_{N}, v\right)=l_{N}(v)$ for all $v \in V_{N}$ where

$$
\begin{aligned}
a_{N}(w, v) & :=\int_{\Omega} \nabla v \nabla w-\int_{\partial \Omega} v w_{\nu}-\int_{\partial \Omega} w v_{\nu}+\beta_{N} \int_{\partial \Omega} v w \\
l_{N}(v) & :=\int_{\Omega} f v-\int_{\partial \Omega} g v_{\nu}+\beta_{N} \int_{\partial \Omega} g v .
\end{aligned}
$$

Although the bilinear form $a_{N}(\cdot, \cdot)$ is indefinite on the space $H^{1}(\Omega)$ it is symmetric positive definite on the subspace $V_{N}$ under the assumptions that

$$
\begin{equation*}
\left\|v_{\nu}\right\|_{L^{2}(\partial \Omega)} \leq C_{N}\|\nabla v\|_{L^{2}(\Omega)} \tag{2.8}
\end{equation*}
$$

holds for all $v \in V_{N}$ with $C_{N}>0$ and that $\beta_{N}>2 C_{N}^{2}$ since

$$
\begin{aligned}
a_{N}(v, v) & =\|\nabla v\|_{L^{2}(\Omega)}^{2}-2 \int_{\partial \Omega} v v_{\nu}+\beta_{N}\|v\|_{L^{2}(\partial \Omega)}^{2} \\
& \geq\|\nabla v\|_{L^{2}(\Omega)}^{2}-2 C_{N}\|v\|_{L^{2}(\partial \Omega)}\|\nabla v\|_{L^{2}(\Omega)}+\beta_{N}\|v\|_{L^{2}(\partial \Omega)}^{2} \\
& \geq \frac{1}{2}\|\nabla v\|_{L^{2}(\Omega)}^{2}+\left(\beta_{N}-2 C_{N}^{2}\right)\|v\|_{L^{2}(\partial \Omega)}^{2} .
\end{aligned}
$$

Nitsche furthermore proved optimal error estimates if the relation

$$
\begin{equation*}
C_{N}^{2}=O\left(\operatorname{diam}(\operatorname{supp}(\phi))^{-1}\right) \tag{2.9}
\end{equation*}
$$

for $C_{N}$ in (2.8) holds for all basis functions $\phi \in V_{N}$ and the respective approximation property in $V_{N}$ is given. The proportionality (2.9) is valid e.g. if we have estimates of the form

$$
\begin{equation*}
\int_{\partial \Omega}\left|\phi_{\nu}\right|^{2} \leq C_{N, 1}(\operatorname{diam}(\operatorname{supp}(\phi)))^{d-1} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega}|\nabla \phi|^{2} \geq C_{N, 2}(\operatorname{diam}(\operatorname{supp}(\phi)))^{d} \tag{2.11}
\end{equation*}
$$

for all basis functions $\phi \in V_{N}$ with $\operatorname{supp}(\phi) \cap \partial \Omega \neq \emptyset$. Note that (2.10) and (2.11) essentially introduce some geometric constraints on the intersections $\operatorname{supp}(\phi) \cap \Omega$ and $\operatorname{supp}(\phi) \cap \partial \Omega$; i.e. in our meshfree context on the cover $C_{\Omega}$ or in the finite element context on the regularity of the mesh.
In general a proof of (2.9) is simplified when we only need to consider a regular reference configuration; i.e. where the map to the reference configuration is affine. Here, we find

$$
\begin{aligned}
\frac{\int_{\partial \operatorname{supp}(\phi)}\left|\phi_{\nu}\right|^{2}}{\int_{\operatorname{supp}(\phi)}|\nabla \phi|^{2}} & =\frac{\operatorname{det}\left(J_{\partial T}\right) \int_{\partial \omega_{\mathrm{ref}}}\left|\phi_{\nu} \circ \partial T\right|^{2}}{\operatorname{det}\left(J_{T}\right) \int_{\omega_{\mathrm{ref}}}|\nabla \phi \circ T|^{2}}=\frac{\operatorname{det}\left(J_{\partial T}\right)}{\operatorname{det}\left(J_{T}\right)} C_{N, \text { ref }} \\
& \approx(\operatorname{diam}(\operatorname{supp}(\phi)))^{-1} C_{N, \text { ref }}
\end{aligned}
$$

where $C_{N, \text { ref }}$ only depends on the polynomial degree of the shape function $\phi$. So if we limit ourselves to the use of uniform covers and a fixed local approximation space we only need to consider very few reference cases (depending on the number of edges of $\operatorname{supp}\left(\varphi \psi_{i}^{n}\right) \cap \partial \Omega$ and the local polynomial degree $p_{i}$ of $V_{i}^{p_{i}}$ ). But for the general situation where we have an irregular point distribution and locally varying approximation spaces this approach cannot be pursued. Furthermore, from a computational point of view we must be interested in the value of $C_{N}$ in (2.8), not only the type of the proportionality (2.9). Only a large enough value of $C_{N}$ will lead to a definite problem formulation. Yet, a wrong choice of the regularization parameter may have an impact on the condition number of the linear system or other adverse effects on the applicability of certain linear solvers. Since the parameter $C_{N}$ is not only dependent on the support sizes but also on the selected local basis functions $\psi_{i}^{n}$ for the spaces $V_{i}^{p_{i}}$ and the local approximation orders $p_{i}$, we need to be concerned with the automatic computation of a reliable estimate of $C_{N}$. Here, we decided to approach condition (2.8) as a generalized eigenvalue problem

$$
\begin{equation*}
\mathcal{A} x=\lambda \mathcal{B} x \tag{2.12}
\end{equation*}
$$

where

$$
\mathcal{A}_{(i, n),(j, m)}:=\int_{\partial \Omega}\left(\varphi_{j} \psi_{j}^{m}\right)_{\nu}\left(\varphi_{i} \psi_{i}^{n}\right)_{\nu}
$$

and

$$
\mathcal{B}_{(i, n),(j, m)}:=\int_{\Omega} \nabla\left(\varphi_{j} \psi_{j}^{m}\right) \nabla\left(\varphi_{i} \psi_{i}^{n}\right)
$$

for all index pairs $(i, n)$, and $(j, m)$ which correspond to shape functions which overlap the boundary $\partial \Omega$; i.e. $\omega_{i} \cap \partial \Omega \neq \emptyset$ and $\omega_{j} \cap \partial \Omega \neq \emptyset$. Solving (2.12) for the maximal eigenvalue $\lambda_{\max }$ we get a good estimate for $C_{N}^{2}$. Hence, a choice of $\beta_{N}=w \lambda_{\max }$ with $w>2$ will lead to a symmetric positive definite system.
Note that the assembly of the matrices $\mathcal{A}$ and $\mathcal{B}$ does not introduce a significant amount of additional computational cost. The entries of $\mathcal{B}$ are needed for the stiffness matrix and can be reused. The remaining additional cost associated with the computation of the regularization parameter $\beta_{N}$ come from the solution of the eigenvalue problem (2.12). The eigenvalue $\lambda_{\max }$ can be computed very efficiently by a simultaneous Rayleigh-quotient minimization method $[14,57]$ due to the similar structure of the matrices $\mathcal{A}$ and $\mathcal{B}$. On average we need about five to ten conjugate gradient iterations to compute $\lambda_{\max }$ with five digits accuracy. Here, the minimization of $\frac{x^{T} \mathcal{B} x}{x^{T} \mathcal{A} x}$ involves only matrix-vector-products. We do not need to solve a linear system. Furthermore, the eigenvalue problem (2.12) involves only boundary degrees of freedom and is therefore of smaller dimension. Hence, the computational cost associated with the assembly of a Dirichlet problem are comparable to the cost associated with the respective Neumann problem.

For the sake of completeness, we give the weak formulation of a Poisson problem

$$
\begin{align*}
-\Delta u & =f \quad \text { in } \Omega \subset \mathbb{R}^{d}, \\
u & =g_{D} \text { on } \Gamma_{D} \subset \partial \Omega,  \tag{2.13}\\
u_{\nu} & =g_{N} \text { on } \Gamma_{N}=\partial \Omega \backslash \Gamma_{D},
\end{align*}
$$

with mixed boundary conditions where the Dirichlet boundary conditions are realized with Nitsche's method and the Neumann boundary conditions are implemented in the standard fashion as an additional surface term on the right-hand side. The respective weak formulation $a(u, v)=l(v)$ is given by

$$
\begin{align*}
a(u, v) & :=\int_{\Omega} \nabla u \nabla v+\int_{\Gamma_{D}} u\left(\beta v-v_{\nu}\right)-u_{\nu} v \\
l(v) & :=\int_{\Omega} f v+\int_{\Gamma_{D}} g_{D}\left(\beta v-v_{\nu}\right)+\int_{\Gamma_{N}} g_{N} v \tag{2.14}
\end{align*}
$$

where $\beta$ now denotes the respective regularization parameter.
The extension of Nitsche's method to vector-valued problem is straightforward. Let us consider the Navier-Lamé equations

$$
-\mu \boldsymbol{\Delta} u-(\lambda+\mu) \nabla \operatorname{div}(u)=f \quad \text { in } \quad \Omega \subset \mathbb{R}^{d}, \quad d=2,3
$$

together with suitable boundary conditions $u_{D}=g_{D}$ on $\Gamma_{D} \subset \partial \Omega$ and $\boldsymbol{\sigma}(u)$. $\nu=g_{N}$ on $\Gamma_{N}=\partial \Omega \backslash \Gamma_{D}$ where $\boldsymbol{\sigma}(u):=\lambda \operatorname{div}(u) \mathbb{I}+2 \mu \boldsymbol{\epsilon}(u)$ denotes the symmetric stress tensor, $\mathbb{I}$ is the identity operator and $\boldsymbol{\epsilon}(u):=\frac{1}{2}\left(\partial_{i} u_{j}+\right.$ $\left.\partial_{j} u_{i}\right)$ the strain tensor associated with the displacement field $u=\left(u_{i}\right), i=$ $1, \ldots, d .{ }^{6}$ The associated bilinear form arising from Nitsche's approach is given by
$a(u, v)=\int_{\Omega} \boldsymbol{\sigma}(u): \boldsymbol{\epsilon}(v)+\int_{\Gamma_{D}} 2 \mu \beta_{\boldsymbol{\epsilon}} u \cdot v+\lambda \beta_{\operatorname{div}}(u \cdot \nu)(v \cdot \nu)-((\boldsymbol{\sigma}(u) \cdot \nu) \cdot v+u \cdot(\boldsymbol{\sigma}(v) \cdot \nu))$
where $\boldsymbol{\sigma}(u): \boldsymbol{\epsilon}(v):=\sum_{i, j} \boldsymbol{\sigma}(u)_{i, j} \boldsymbol{\epsilon}(v)_{i, j}$. The linear form on the right-hand side is given by
$l(v)=\int_{\Omega} f \cdot v+\int_{\Gamma_{N}} g_{N} \cdot v+\int_{\Gamma_{D}} 2 \mu \beta_{\boldsymbol{\epsilon}} g_{D} \cdot v+\lambda \beta_{\mathrm{div}}\left(g_{D} \cdot \nu\right)(v \cdot \nu)-g_{D} \cdot(\boldsymbol{\sigma}(v) \cdot \nu)$.
Here, we compute the regularization parameter $\beta_{\boldsymbol{\epsilon}}=w C_{\epsilon}$ associated with the strain term from the generalized eigenvalue problem

$$
\mathcal{A} x=\int_{\partial \Omega}(\boldsymbol{\epsilon}(u) \cdot \nu) \cdot(\boldsymbol{\epsilon}(v) \cdot \nu) \leq C_{\epsilon} \int_{\Omega} \boldsymbol{\epsilon}(u): \boldsymbol{\epsilon}(v)=C_{\boldsymbol{\epsilon}} \mathcal{B} x .
$$

[^6]The regularization parameter $\beta_{\text {div }}=w C_{\text {div }}$ for the divergence term is computed with the help of

$$
\mathcal{A} x=\int_{\partial \Omega} \operatorname{div}(u) \operatorname{div}(v) \leq C_{\operatorname{div}} \int_{\Omega} \operatorname{div}(u) \operatorname{div}(v)=C_{\operatorname{div}} \mathcal{B} x
$$

Note that the use of Nitsche's method for the implementation of Dirichlet boundary conditions leads to a so-called level dependent weak formulation; i.e. the bilinear form as well as the linear form on the right-hand side involve regularization parameters which depend on the discretization space used. Hence, if we change the discretization space, for instance by increasing the resolution via refinement, we obtain a different weak formulation $a(u, v)=$ $l(v)$.

### 2.3 Galerkin Discretization

The PUM is a meshfree generalized finite element method, hence we discretize a partial differential equation using the respective weak formulation $a(u, v)=$ $l(v)$ and a Galerkin approach. That is, we need to compute the entries of the stiffness matrix

$$
A=\left(A_{(i, n),(j, m)}\right), \text { with } A_{(i, n),(j, m)}=a\left(\varphi_{j} \psi_{j}^{m}, \varphi_{i} \psi_{i}^{n}\right)
$$

and the entries of the right-hand side vector

$$
\hat{f}=\left(\hat{f}_{(i, n)}\right), \text { with } \hat{f}_{(i, n)}=l\left(\varphi_{i} \psi_{i}^{n}\right)
$$

to set up the respective linear system $A \tilde{u}=\hat{f}$, where $\tilde{u}=\left(\tilde{u}_{(i, n)}\right)$ denotes a coefficient vector and $\hat{f}$ denotes a moment vector. Let us now consider this assembly step for (2.14). Here we have to compute the integrals

$$
\int_{\Omega} f \varphi_{i} \psi_{i}^{n}+\int_{\Gamma_{D}} g_{D}\left(\beta \varphi_{i} \psi_{i}^{n}-\left(\left(\varphi_{i} \psi_{i}^{n}\right)_{\nu}\right)+\int_{\Gamma_{N}} g_{N} \varphi_{i} \psi_{i}^{n}\right.
$$

for the right-hand side $\hat{f}$, and the integrals

$$
\begin{equation*}
\int_{\Omega} \nabla \varphi_{i} \psi_{i}^{n} \nabla \varphi_{j} \psi_{j}^{m}+\int_{\Gamma_{D}} \varphi_{i} \psi_{i}^{n}\left(\beta \varphi_{j} \psi_{j}^{m}-\left(\varphi_{j} \psi_{j}^{m}\right)_{\nu}\right)-\left(\varphi_{i} \psi_{i}^{n}\right)_{\nu} \varphi_{j} \psi_{j}^{m} \tag{2.15}
\end{equation*}
$$

for the stiffness matrix $A$. Recall that $\varphi_{i}$ is defined by (2.1), i.e.

$$
\varphi_{i}(x)=\frac{W_{i}(x)}{\sum_{\omega_{k} \in C_{i}} W_{k}(x)}=\frac{W_{i}(x)}{\sum_{k=1}^{N} W_{k}(x)}
$$

Now we carry out the differentiation in (2.15). With the notation $\mathcal{S}:=$ $\sum_{k=1}^{N} W_{k}, \mathcal{T}:=\sum_{k=1}^{N} \nabla W_{k}$ and $\mathcal{G}_{i}:=\nabla W_{i} \mathcal{S}-W_{i} \mathcal{T}$ we end up with the integrals

$$
\begin{align*}
a\left(\varphi_{j} \psi_{j}^{m}, \varphi_{i} \psi_{i}^{n}\right)= & \int_{\Omega} \mathcal{S}^{-4} \mathcal{G}_{i} \psi_{i}^{n} \mathcal{G}_{j} \psi_{j}^{m}+\int_{\Omega} \mathcal{S}^{-2} W_{i} \nabla \psi_{i}^{n} W_{j} \nabla \psi_{j}^{m} \\
& +\int_{\Omega} \mathcal{S}^{-3}\left(\mathcal{G}_{i} \psi_{i}^{n} W_{j} \nabla \psi_{j}^{m}+W_{i} \nabla \psi_{i}^{n} \mathcal{G}_{j} \psi_{j}^{m}\right) \\
& -\int_{\Gamma_{D}} \mathcal{S}^{-3}\left(\mathcal{G}_{i} \psi_{i}^{n} W_{j} \psi_{j}^{m}+W_{i} \psi_{i}^{n} \mathcal{G}_{j} \psi_{j}^{m}\right) \cdot \nu  \tag{2.16}\\
& -\int_{\Gamma_{D}} \mathcal{S}^{-2}\left(W_{i} \nabla \psi_{i}^{n} W_{j} \psi_{j}^{n}+W_{i} \psi_{i}^{n} W_{j} \nabla \psi_{j}^{m}\right) \cdot \nu \\
& +\int_{\Gamma_{D}} \beta \mathcal{S}^{-2} W_{i} \psi_{i}^{n} W_{j} \psi_{j}^{m}
\end{align*}
$$

for the stiffness matrix and the integrals

$$
\begin{align*}
l\left(\varphi_{i} \psi_{i}^{n}\right)= & \int_{\Omega} \mathcal{S}^{-1} W_{i} \psi_{i}^{n} f+\int_{\Gamma_{N}} \mathcal{S}^{-1} W_{i} \psi_{i}^{n}+\int_{\Gamma_{D}} \beta \mathcal{S}^{-1} W_{i} g_{D}  \tag{2.17}\\
& -\int_{\Gamma_{D}}\left(\mathcal{S}^{-2} \mathcal{G}_{i} \psi_{i}^{n}+\mathcal{S}^{-1} W_{i} \nabla \psi_{i}^{n}\right) g_{D} \cdot \nu
\end{align*}
$$

for the right-hand side. The functions $\mathcal{T}$ and $\mathcal{G}_{i}$ may have a large number of jumps (or kinks) due to the overlap of the support patches $\omega_{i}$ and the use of piecewise polynomial weights $W_{i}$ in (2.1). Therefore, the integrals (2.16) and (2.17) should not be computed by a simple quadrature scheme which does not respect these discontinuities and the algebraic structure of the shape functions. ${ }^{7}$ The numerical integration of the weak form is a major computational task in any meshfree Galerkin discretization [10, 19, 20, 29, 39, 40]. Furthermore, we must be aware that an inappropriate solution to the integration problem can lead to stability problems.

### 2.4 Solution of Resulting Linear System

Finally, it remains to solve the discrete system of linear equations $A \tilde{u}=\hat{f}$. For our PUM space we have dof $=O\left(N p^{d}\right)$ where $N=\operatorname{card}\left(C_{\Omega}\right)$ denotes the number of patches $\omega_{i}$ and $p$ the order of approximation. The number of nonzeros nnz of the stiffness matrix $A$ is of the order $O\left(N p^{2 d}\right)$. The stiffness matrix is sparse with respect to $N$ due to the compactness of the cover patches $\omega_{i}$ and the sparsity pattern is given by the local neighbourhoods $C_{i}$. The higher order $p$-dependence is due to the use of multi-dimensional local

[^7]approximation spaces $V_{i}^{p_{i}}$. Overall, the stiffness matrix is a sparse blockmatrix with dense matrix blocks $A_{i, j}=\left(A_{(i, n),(j, m)}\right)$. A single block $A_{i, j}$ corresponds to a local discretization of the PDE on the domain $\omega_{i} \cap \omega_{j} \cap$ $\Omega$. The blocks $A_{i, j}$ are dense matrices and may have different dimensions corresponding to the dimensions of the local approximation spaces $V_{j}^{p_{j}}$ and $V_{i}^{p_{i}}$.

Note that the use of an inappropriate solver can drive up the computational time as well as the storage demand dramatically. For an optimal scalability of the overall methods, the linear solver used should have a complexity of $O(\mathrm{nnz})$. Classical direct solvers for dense matrices like Gaussian elimination or LU-decomposition have a storage requirement of $O\left(\operatorname{dof}^{2}\right)$ and the number of operations even scales with $O\left(\right.$ dof $\left.^{3}\right)$, where dof denotes the number of degrees of freedom. More advanced direct solvers for sparse linear systems can reduce these complexities to some extend only. In the special case of regular meshes in two dimensions for instance, a nested dissection solver requires $O\left(\mathrm{dof}^{3 / 2}\right)$ operations and $O($ dof $\ln (\mathrm{dof}))$ storage [32] whereas the optimal complexity is $O$ (dof) $=O(\mathrm{nnz})$ with nnz being the number of nonzeros of the matrix $A$. Hence, the optimal storage and operation complexity will be lost when a direct solver is employed.

With the classical iterative schemes like the Jacobi- or Gauss-Seidel method we do not have a significant increase in the storage requirements, but the number of operations necessary to obtain the solution of the linear system does not scale with the optimal complexity. A class of sophisticated iterative methods which not only show an optimal scaling in the storage demand but also in the operation count is the class of the so-called multilevel iterative solvers [83] or multigrid methods [47]. These solvers, however, are not general algebraic methods but involve a substantial amount of information about the discretization and possibly the PDE. ${ }^{8}$ Hence, we cannot expect an existing multilevel solver which was designed for a completely different type of discretization to solve our linear system from a PUM discretization. We rather need to translate the essential multigrid ideas to the meshfree setting. However, the design of an efficient multilevel solver for meshfree methods is complicated by the fact that it is in general not feasible to construct a sequence of nested function spaces.
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## 3 Efficient Implementation

In the following we focus on the efficient implementation of the PUM. According to the presentation given above, the three major issues in the realization of the PUM, and many other mesh-based and meshfree methods, are:

1. The fast construction of the shape functions; i.e. the construction of an appropriate cover $C_{\Omega}=\left\{\omega_{i}\right\}$ of the domain $\Omega$ and the computation of the local neighbourhoods $C_{i}=\left\{\omega_{j} \mid \omega_{i} \cap \omega_{j} \neq \emptyset\right\}$.
2. The efficient and reliable integration of the weak form to set up a valid approximation of the stiffness matrix $A$ and right-hand side $\hat{f}$.
3. The fast solution of the resulting linear system $A \tilde{u}=\hat{f}$.

We present specialized algorithms for each of these challenges. Even though these algorithms are specifically designed for the PUM, the underlying concepts are applicable to a number of meshfree (and mesh-based) numerical methods. The tree-based cover construction algorithm we present in the following for instance can be modified easily to be suitable for mesh generation [12], for the implementation of an adaptive multilevel FEM [86] or Lagrangian particle schemes [24, 37, 56, 81, 82].

### 3.1 Cover Construction

Following the construction given in Section 2.1, the first critical step in the implementation of the PUM is the efficient construction of an appropriate cover $C_{\Omega}$ for a general given point set. Here, we need to consider not only the construction of patches $\omega_{i}$ which cover the domain $\Omega$ but the respective neighbourhoods $C_{i}$ which significantly influence the overall computational cost. Hence, our cover construction should have the following properties:

1. The only input data are the domain $\Omega$ and a set of points $P=\left\{x_{i} \in\right.$ $\left.\mathbb{R}^{d}\right\}$. There are no assumptions on the distribution of the points $x_{i}$. The construction is independent of the dimension $d$.
2. The union of the constructed cover patches $\omega_{i}$ covers the complete domain $\Omega$ including the boundary $\partial \Omega$, i.e. $\bigcup_{i} \omega_{i} \supset \bar{\Omega}$.
3. The number of constructed cover patches is minimal, i.e. $\operatorname{card}\left(C_{\Omega}\right)=$ $O(\operatorname{card}(P))$. The geometric shape of a cover patch $\omega_{i}$ is simple and all patches are shape-regular.
4. The neighbourhood $C_{i}=\left\{\omega_{j} \in C_{\Omega} \mid \omega_{i} \cap \omega_{j} \neq \emptyset\right\}$ of a particular patch is easily computable.
5. The size of the overlaps $\omega_{i} \cap \omega_{j}$ can be controlled and the number of neighbours card $\left(C_{i}\right)$ is of the order $O(1)$ and can be controlled.

Many different geometric algorithms have been used for the construction of a suitable cover. The nearest neighbour or direct covering for instance has been used in $[31,39,40,76]$. With this cover construction, however, the
covering property is not ensured automatically for a general point set and an explicit validation procedure is necessary. Furthermore, the problem of finding all neighbouring patches $\omega_{j} \in C_{i}$ remains. The computation of the neighbourhoods $C_{i}$ is essentially a geometric search problem [75]. Hence, treebased techniques which have been used successfully for searching and sorting problems in many areas [52,74] can be used to tackle this problem. But if such a tree-based algorithm must be employed to compute the neighbourhoods $C_{i}$ even when we have a cover $C_{\Omega}$, the question arises, if we can use a tree-based method also for the construction of $C_{\Omega}$ itself.
We have developed a hierarchical cover construction algorithm [40,76] based on $d$-binary trees (quadtrees, octrees) which allows us to construct a valid cover $C_{\Omega}$ and enables us to compute the local neighbourhoods $C_{i}$ very efficiently using a single data structure. In the following we denote the set of points $x_{i}$ which are used for the partition of unity construction by $P$ whereas we denote a given initial point set by $\tilde{P}$ since these two sets may differ. Our tree-based cover construction algorithm employs a decomposition approach for the domain $\Omega$ to assign patches $\omega_{i} \subset \mathbb{R}^{d}$ to the points $x_{i}$ of a newly constructed point set $P \supset \tilde{P}$ in such a way that these patches cover the complete domain $\Omega \subset \bigcup \omega_{i}$. Note that this hierarchical algorithm does not need any additional input besides the point set $\tilde{P}$ and the domain $\Omega$. Furthermore, there is no need for an explicit validation of the covering property $\bar{\Omega} \subset \bigcup \omega_{i}$.


Figure 3.1. Hierarchical cover construction with Algorithm 3.1 in two dimensions. The cell decomposition induced by $\tilde{P}$ (upper left) and its corresponding tree representation (upper right, white: INNER tree nodes, gray shaded: LEAF tree nodes) after step 3 of Algorithm 3.1. Here, the leaves of the tree correspond to the points $x_{i} \in \tilde{P}$. The final cell decomposition with all points $x_{L} \in P$ (lower left) and its tree representation (lower right) after the completion of Algorithm 3.1. Now, the leaves of the tree correspond to the points $x_{L} \in P$.

## Algorithm 3.1. Hierarchical Cover Construction

1. Given the domain $\Omega \subset \mathbb{R}^{d}$, a bounding box $R_{\Omega}=\bigotimes_{i=1}^{d}\left[l_{\Omega}^{i}, u_{\Omega}^{i}\right] \supset \bar{\Omega}$ and a scalar $\alpha \geq 1$.
2. Given the initial point set $\tilde{P}=\left\{x_{j} \mid x_{j} \in \bar{\Omega}, j=1, \ldots, \tilde{N}\right\}$.
3. Build a $d$-binary tree ${ }^{9}$ over $R_{\Omega}$ such that per leaf $L$ at most one $x_{i} \in \tilde{P}$ lies within the associated cell $\mathcal{C}_{L}:=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]$; see Figure 3.1.
4. Set $P=\emptyset, C_{\Omega}=\emptyset$.
5. For the root cell $\mathcal{C}_{L}=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]=R_{\Omega}$ :
(a) If current tree cell $\mathcal{C}_{L}$ is an INNER tree node and $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Descend tree for all successors $\mathcal{C}_{S}$ of $\mathcal{C}_{L} .(\rightarrow 5(\mathrm{a}))$
ii. Set patch $\omega_{L}$ such that $\bigcup \omega_{S} \subset \omega_{L}$.
(b) Else if $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. If $x_{k} \in \mathcal{C}_{L}$ for a $x_{k} \in \tilde{P}$ : Set $x_{L}=x_{k}$.
ii. Else:

Choose $x_{L} \in \mathcal{C}_{L}$, e.g. $x_{L}^{i}=l_{L}^{i}+\frac{1}{2}\left(u_{L}^{i}-l_{L}^{i}\right)$.
iii. Set $h_{L}^{i}=\alpha \max \left\{u_{L}^{i}-x_{L}^{i}, x_{L}^{i}-l_{L}^{i}\right\}$.
iv. Set patch $\omega_{L}=\bigotimes_{i=1}^{d}\left[x_{L}^{i}-h_{L}^{i}, x_{L}^{i}+h_{L}^{i}\right] \supset \mathcal{C}_{L}$.
v. Set $P=P \cup\left\{x_{L}\right\}, C_{\Omega}=C_{\Omega} \cup\left\{\omega_{L}\right\}$.

With this hierarchical cover construction algorithm we have $P=\tilde{P} \cup Q$ where $Q$ is an automatically constructed set of additional points. ${ }^{10}$
We ensure not only the covering property $\bar{\Omega} \subset \bigcup \omega_{i}$ without additional input data with Algorithm 3.1, but also some control over the neighbourhoods $C_{i}$; i.e. the nonzero blocks of the stiffness matrix, and to some extent we can regulate the smoothness of the functions $\varphi_{i}$. Furthermore, we can easily compute the neighbourhoods $C_{i}$ with the help of the tree of patches by Algorithm 3.2.

Algorithm 3.2. Computation of Neighbourhood $C_{i}$
For the root cell $\mathcal{C}_{L}=\bigotimes_{j=1}^{d}\left[l_{L}^{j}, u_{L}^{j}\right]=R_{\Omega}$ :

1. If current tree cell $\mathcal{C}_{L}$ is an INNER tree node and $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
(a) If for current patch $\omega_{L} \cap \omega_{i} \neq \emptyset$ :

Descend tree for all successors $\mathcal{C}_{S}$ of $\mathcal{C}_{L} .(\rightarrow 1)$
2. Else if $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
(a) If for current patch $\omega_{L} \cap \omega_{i} \neq \emptyset$ :

Set $C_{i}=C_{i} \cup\left\{\omega_{L}\right\}$.
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Figure 3.2. Points of an initial $\operatorname{Halton}(2,3)$ point set $\tilde{P}$ with $\tilde{N}=\operatorname{card}(\tilde{P})=64$ points distributed in $R_{\Omega}=\Omega=[0,1]^{2}$ (left), the points of the generated point set $P$ with $N=\operatorname{card}(P)=106$ (centre) after Algorithm 3.1, and the constructed cover $C_{\Omega}$ (right) with $\alpha=1.25$.

Note that the number of neighbours $\operatorname{card}\left(C_{i}\right)$ of a particular cover patch $\omega_{i}$ constructed by Algorithm 3.1 is small, yet the amount of overlap of any two neighbouring patches is of significant size. Certainly, these features do come at a price we have to pay: The constructed point set $P$ is larger than the given point set $\tilde{P}$; see Figures 3.1 and 3.2. This increases the number of cover patches $N=\operatorname{card}\left(C_{\Omega}\right)$; i.e. the number of block-rows of the stiffness matrix, and seemingly the overall computational cost. However, the total number of nonzero blocks of a stiffness matrix based on our hierarchical algorithm is comparable to the number of nonzero blocks of a stiffness matrix based on the direct covering for uniformly distributed point sets $\tilde{P}$ and it is substantially less for highly irregular point sets $\tilde{P}$, see $[40,76]$. Furthermore, the proposed algorithm enables the user to control the amount of overlap $\omega_{i} \cap \omega_{j}$ of two neighbouring patches completely by the choice of $x_{L} \in C_{L}$ in step 5 (b)ii, and the choice of the parameter $\alpha$ in step $5(\mathrm{~b})$ iii. ${ }^{11}$ Hence, this construction leads to smoother PU functions $\varphi_{i}$ and allows for the use of cheaper quadrature schemes (compared with the nearest neighbour covering) during the assembly of the stiffness matrix. Note however, that the functions $\varphi_{i}$ are still more complex than FE shape functions (see Figure 3.3).

Note that we obtain $d$-rectangular cover patches $\omega_{i}$ independent of the shape of the bounding box $R_{\Omega}$. However, the aspect ratios are bounded; see Figure 3.2. In Section 3.2 we present a regularized version of Algorithm 3.1 which
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Figure 3.3. The PU functions $\varphi_{i}$ on $\Omega \cap \omega_{i}$ generated by Algorithm 3.1 with the input data from Figure 3.2 for an interior point (left), a boundary point (centre), and a corner point (right) using linear B-splines in the Shepard construction (2.1).
guarantees the shape-regularity of the cover patches where all patches inherit the geometry and aspect ration of the bounding box $R_{\Omega}$.

Remark 3.1.
Note that we usually use a very small overlap parameter $\alpha \in(1,2]$ in our PUM. Here, a choice of $\alpha=2$ leads to an overlap with $\operatorname{diam}\left(\omega_{i} \cap \omega_{j}\right) \approx$ $\operatorname{diam}\left(\mathcal{C}_{i}\right)$ which corresponds to the amount of overlap of two finite element shape functions in a mesh-based method. Hence, we have a similar neighbour structure and sparsity pattern as in a FEM with a choice of $\alpha \in(1,2]$. This is in contrast to many other meshfree methods where a rather large overlap is chosen.

## Remark 3.2.

The extension of Algorithm 3.1 for a least squares approximation or a Lagrangian particle method is straightforward. We only need to change step $5(\mathrm{~b})$ where we introduce additional points $x_{L}$ in empty tree cells $\mathcal{C}_{L}$ and have to choose the overlap parameter $\alpha$ with respect to the interaction potential of the particles.

## Computational Complexity

The computational complexity of our tree-based algorithm is of order $O(N J)$ where $N=\operatorname{card}(P)=\operatorname{card}\left(C_{\Omega}\right)$ and $J$ denotes the resulting depth of the tree, i.e. the number of levels of the tree, after all card $(\tilde{P})$ insert operations. For uniformly distributed point sets $\tilde{P}$ we have $N=\operatorname{card}(P)=O(\operatorname{card}(\tilde{P}))$ and $J=O(\ln N)$ such that the overall complexity of our tree-based cover construction algorithm is $O(N \ln N)$.
Note that the patches $\omega_{L}$ associated with INNER tree nodes in Algorithm 3.1 are used for the efficient neighbour search in the computation of the neighbourhoods $C_{i}$ only, see Algorithm 3.2. They are not used for the construction of the partition of unity. If we assign patches $\omega_{L} \supset \bigcup \omega_{S}$ of minimal size to INNER tree nodes in step 5(a)ii, the computation of the local neighbourhood $C_{i}$ of a particular patch $\omega_{i}$ with Algorithm 3.2 in general only requires $O(J)$ operations. Hence, for uniform point sets $\tilde{P}$ the computation of all neighbourhoods can be completed in $O(N \ln N)$ operations.


Figure 3.4. Surface plots of $\nabla \varphi_{i} \nabla \varphi_{i}$ for a partition of unity function based on a cover from Algorithm 3.1 using a linear spline as generating weight function $\mathcal{W}$ and an overlap parameter of $\alpha=1.1$ (left), $\alpha=1.3$ (centre), and $\alpha=1.5$ (right).

### 3.2 Numerical Integration

In the following we focus on the efficient assembly of the stiffness matrix; i.e. on the numerical integration problem. Let us assume that the PU is given by an $h$-mesh construction like we have in the GFEM. Then, we know how to resolve the piecewise character of the integrands: We subdivide the integration domains $\omega_{i j}:=\omega_{i} \cap \omega_{j} \cap \Omega$ with the help of the geometric elements of the $h$-mesh to obtain smooth (polynomial) integrands on the integration cells/elements. With our general PUM, however, we do not have a mesh or geometric elements. But we have support patches $\omega_{i}$ and weight functions $W_{i}$ which define the partition of unity functions $\varphi_{i}$ by (2.1). From this information only, we have to find an appropriate subdivision of the support patches $\omega_{i}$ and subsequently the integration domains. Furthermore, we have to cope with rational integrands on the cells of such a subdivision in our general PUM due to (2.1), cf. Figure 3.4.
We can obtain a suitable decomposition $D_{\omega_{i j}}$ of the integration domains $\omega_{i j}$ into disjoint integration cells $D_{\omega_{i j}}^{s}$ utilizing the product structure of the cover patches $\omega_{i}$ and the product structure of the weight functions $W_{i}$ used during the construction (2.1) of the partition of unity $\left\{\varphi_{i}\right\}$ [39, 40]. The resulting decomposition $D_{\omega_{i j}}:=\left\{D_{\omega_{i j}}^{s}\right\}$ is optimal in the sense that all discontinuities of the derivatives of the partition of unity functions, see (2.16), are resolved ${ }^{12}$ with a minimal number of cells. Since the integrands are smooth on the disjoint integration cells a higher order quadrature rule can be successfully used. A reduction in the computational cost associated with the numerical integration requires the construction of partition of unity functions with simpler algebraic structure; i.e. which allow for a decomposition with less integration cells. To this end, we later present a regularized version of our cover construction which reduces the computational cost substantially, but requires only some minor changes to Algorithm 3.1.
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Figure 3.5. Integration domain $\Omega_{i j}=\omega_{i} \cap \omega_{j}$ (left). The decomposition $E_{\omega_{i j}}$ of the integration domain $\omega_{i j}$ via the subdivision induced by the weight functions $W_{i}$ and $W_{j}$ (right). Here, the weights are products of quadratic B-splines.

Let us consider the integration domain $\omega_{i j}=\omega_{i} \cap \omega_{j} \subset \Omega$ which is a product of intervals since our cover patches $\omega_{i}, \omega_{j}$ are products of intervals, see Figure 3.5 (left). Moreover, the weight functions used $W_{k}$ are products of normalized B-splines of order $l$, i.e. they are piecewise polynomials of degree $l$. Therefore, the weight function $W_{k}$ induces a subdivision of the respective cover patch $\omega_{k}$ into $(l+1)^{d}$ sub-patches $\omega_{k}^{q}$ on which $\left.W_{k}\right|_{\omega_{k}^{q}}$ is polynomial. Furthermore, these sub-patches $\omega_{k}^{q}$ are also products of intervals. With the help of the sub-patches $\omega_{i}^{q}, \omega_{j}^{q}$ we can define a first decomposition $E_{\omega_{i j}}=\left\{E_{\omega_{i j}}^{s}\right\}$ of $\omega_{i j}$, see Figure 3.5 (right). On the cells $E_{\omega_{i j}}^{s}$ of this decomposition we have that $\left.W_{i}\right|_{E_{\omega_{i j}}^{s}}$ and $\left.W_{j}\right|_{E_{\omega_{i j}}^{s}}$ are polynomials of degree $l$, but the weights $\left.W_{k}\right|_{E_{\omega_{i j}}^{s}}$ for all other neighbours $\omega_{k} \in C_{i j}:=C_{i} \cap C_{j}$ may still be piecewise polynomial only. Therefore, we further refine the decomposition $E_{\omega_{i j}}$ by subdividing the cells $E_{\omega_{i j}}^{s}$ with the help of the $\omega_{k}^{q}$ sub-patches for all $\omega_{k} \in C_{i j}$, see Figure 3.6. The resulting decomposition $D_{\omega_{i j}}=\left\{D_{\omega_{i j}}^{s}\right\}$ consists of $d$-rectangular cells $D_{\omega_{i j}}^{s}$ on which all weight functions $\left.W_{k}\right|_{D_{\omega_{i j}}^{s}} ^{s}$ are polynomials of degree $l$. The number of cells $\operatorname{card}\left(D_{\omega_{i j}}\right)$ of the decomposition $D_{\omega_{i j}}=\left\{D_{\omega_{i j}}^{s}\right\}$ depends on the polynomial degree $l$ of the weight functions $W_{k}$ used during the Shepard construction (2.1) for the partition of unity, the number of neighbours $\operatorname{card}\left(C_{i j}\right)$ and their geometric location.

Since all weights $W_{k}$ are polynomial on the cells $D_{\omega_{i j}}^{s}$, the functions $\mathcal{T}$ and $\mathcal{G}_{i}$ (see Section 2.3) are non-singular rational functions on $D_{\omega_{i j}}^{s}$. Hence, any standard quadrature rule for smooth functions is applicable for the numerical integration of the weak form e.g. (2.16) and (2.17) on the cells $D_{\omega_{i j}}^{s}$ (if we assume that the local basis functions $\psi_{i}^{n}$ and $\psi_{j}^{m}$ are smooth on $\omega_{i j}$ ). Independently of the local quadrature rule used on $D_{\omega_{i j}}^{s}$ we can utilize the product structure of the shape functions $\varphi_{i} \psi_{i}^{n}$ to reduce the computational cost of an


Figure 3.6. Refinement of the decomposition $E_{\omega_{i j}}$ of the integration domain $\omega_{i j}$ via the subdivision induced by the weight function $W_{k}$ (product of quadratic Bsplines) of one neighbouring patch $\omega_{k}$ (left). The resulting decomposition $D_{\omega_{i j}}$ after the refinement step for the neighbouring weight function $W_{k}$ (right).
evaluation of the weak form at a quadrature point. To this end we evaluate the complete block $A_{i, j}=a\left(\varphi_{j} \psi_{j}^{m}, \varphi_{i} \psi_{i}^{n}\right) \in \mathbb{R}^{\operatorname{dim}\left(V_{i}^{p_{i}}\right) \times \operatorname{dim}\left(V_{j}^{p_{j}}\right)}$ of the stiffness matrix simultaneously rather than evaluating every single scalar entry $A_{(i, n),(j, m)}=a\left(\varphi_{j} \psi_{j}^{m}, \varphi_{i} \psi_{i}^{n}\right) \in \mathbb{R}$ for fixed $n$ and $m$. Thereby, we reduce the number of (relatively expensive) evaluations of the PU functions $\varphi_{i}$ and $\varphi_{j}$. Furthermore, this block-approach also allows for a hierarchical evaluation of the local basis functions $\psi_{i}^{n}$ and $\psi_{j}^{m}$ (which is available for the chosen Legendre polynomials) which reduces the computational cost of an evaluation of the weak form significantly (especially for higher order approximations).
A further reduction of the computational cost associated with the assembly of the stiffness matrix can be achieved by the simultaneous integration of a complete block-row of the discrete operator. Here, we evaluate all blockentries of the form $A_{i, .}=a\left(\cdot, \varphi_{i} \psi_{i}^{n}\right)$ simultaneously. ${ }^{13}$ Thereby, we reduce the number of evaluations of the weight functions $W_{l}$ for $\omega_{l} \in C_{i}$. This approach is possible due to our decomposition scheme. Since the decomposition $D_{\omega_{i j}}$ of an integration domain $\omega_{i j}$ involves all neighbouring patches $\omega_{l} \in C_{i} \cap C_{j}$ it is clear that each cell $D_{\omega_{i j}}^{\tilde{s}}$ of such a decomposition $D_{\omega_{i j}}$ is also a cell $D_{\omega_{i i}}^{s}$ of the decomposition $D_{\omega_{i i}}$ for the diagonal block-entry, i.e. $D_{\omega_{i j}} \subset D_{\omega_{i i}}$ for all $\omega_{j} \in C_{i}$. Furthermore, the evaluation of the partition of unity function $\varphi_{i}$ on the test side of the weak form already involves all non-vanishing weight functions $W_{l}$ for $\omega_{l} \in C_{i}$. Therefore, we can compute the values for all nonvanishing PU functions $\varphi_{l}$ for $\omega_{l} \in C_{i}$ simultaneously; i.e. we can evaluate all PU functions $\varphi_{j}$ on the trial side from the data necessary for the computation of the value of the PU function $\varphi_{i}$ on the test side of the weak form. Hence,

[^12]every non-vanishing weight function $W_{l}$ is evaluated only once per quadrature point independent of the quadrature rule used.
For the selection of an appropriate quadrature rule on the cells $D_{\omega_{i j}}^{s}$ we now can assume the smoothness of the integrands due to our decomposition approach. But still the quadrature rule has to be applicable to general situations (general covers, weights and local basis functions $\psi_{i}^{n}$, etc.). Hence, we have to find a fast converging, cheap quadrature rule on $D_{\omega_{i j}}^{s}$ which allows for a reliable dynamic stopping criterion for a wide range of integrands.
So-called sparse grid quadrature [33] rules are multidimensional interpolatory rules with a substantially smaller number of integration nodes compared with a tensor product rule. They are defined as special products of one-dimensional interpolatory quadrature rules. Although the number of evaluations of the integrand is significantly less for a sparse grid quadrature rule, the order of the approximation is comparable to that of a full tensor product rule. Here, we only state the fundamental construction principles and error bounds, see [33] and the references cited therein for further details.
Consider a sequence of nested one-dimensional quadrature rules $\left\{Q_{l}^{1} \mid Q_{l}^{1} f:=\right.$ $\left.\sum_{i=1}^{n_{l}^{1}} w_{l i} f\left(x_{l i}\right), n_{l}^{1}=O\left(2^{l}\right)\right\}$ for univariate functions $f: \mathbb{R} \rightarrow \mathbb{R}$ with weights $w_{l i}$, nodes $x_{l i}$ and an error bound $\left|Q_{l}^{1} f-\int f\right|=O\left(2^{-l r}\right)$ where $f$ is assumed to be $r$-times continuously differentiable. These assumptions hold for example for the Clenshaw-Curtis and Gauss-Patterson [71] rules. With the help of the difference quadrature rules $\Delta_{k}^{1}$
$$
\Delta_{k}^{1} f:=\left(Q_{k}^{1}-Q_{k-1}^{1}\right) f \quad \text { with } \quad Q_{0}^{1} f:=0
$$
we can define the sparse grid quadrature rule $Q_{l}^{d}$ on level $l$ in $d$ dimensions as
\[

$$
\begin{aligned}
Q_{l}^{d} f:= & \sum \sum\left(\Delta_{k_{1}}^{1} \otimes \cdots \otimes \Delta_{k_{d}}^{1}\right) f \\
& \sum_{i=1}^{d} k_{i} \leq l+d-1
\end{aligned}
$$
\]

with $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ now denoting a multivariate function, $l \in \mathbb{N}$ and $k=$ $\left(k_{i}\right)_{i=1}^{d} \in \mathbb{N}^{d}$. Due to the restriction $\sum_{i=1}^{d} k_{i} \leq l+d-1$ in the summation, the number $n_{l}^{d}$ of quadrature points $x_{i}^{d}$ of the resulting sparse grid quadrature rule $Q_{l}^{d}$ is only

$$
n_{l}^{d}=O\left(2^{l} l^{d-1}\right) .
$$

Hence, the number of function evaluations for a sparse grid quadrature rule is dramatically less (see Figure 3.7) than for a full tensor product rule where the integrand has to be evaluated at $O\left(2^{l d}\right)$ quadrature points. This reduction of the computational cost, however, does not compromise the approximation quality significantly for smooth functions. When $f$ is assumed to be $r$-times continuously differentiable the following estimate holds:

$$
\left|Q_{l}^{d} f-\int f\right|=O\left(2^{-l r} l^{(d-1)(r+1)}\right)
$$



Figure 3.7. Quadrature nodes of two sparse grid Gauss-Patterson rules, level $l=6$ with 769 nodes in two dimension (left) and level $l=5$ with 1023 nodes in three dimension (right).

In summary, sparse grid quadrature rules are not only cheaper to evaluate (especially in higher dimensions) compared with tensor product rules, but rather their overall efficiency with respect to accuracy is significantly better. In [33] the fast convergence of sparse grid quadrature rules based on GaussPatterson rules (see Figure 3.7) is shown for a wide variety of function classes. In fact, they have a polynomial exactness of $3 \cdot 2^{l-1}-1$ and converge exponentially for smooth integrands. Since, our integrands are smooth on the cells $D_{\omega_{i j}}^{s}$ of the constructed decomposition $D_{\omega_{i j}}$ we use Gauss-Patterson sparse grid rules for the numerical integration of the entries of the stiffness matrix. To ensure a reliable accuracy of our quadrature scheme, we use a simple three level dynamic stopping criterion [69]. The quadrature on a cell $D_{\omega_{i j}}^{s}$ is stopped if
$\left|Q_{l-1}^{d} f-Q_{l-2}^{d} f\right| \leq c_{1} \epsilon_{a}+c_{2} \epsilon_{r}\left|Q_{l-1}^{d} f\right| \quad$ and $\quad\left|Q_{l}^{d} f-Q_{l-1}^{d} f\right| \leq \epsilon_{a}+c_{3} \epsilon_{r}\left|Q_{l}^{d} f\right|$
hold for all the integrals $A_{(i, n),(j, m)}$ of each block $A_{i, j}$. Here, $c_{1}, c_{2}$ and $c_{3}$ are non-negative constants and $\epsilon_{a}$ and $\epsilon_{r}$ are user supplied absolute and relative tolerances. These tolerances which determine the accuracy of the integration have to be chosen with respect to the approximation space. Here, the diameters $\operatorname{diam}\left(\omega_{i}\right), \operatorname{diam}\left(\omega_{j}\right)$ of the cover patches $\omega_{i}, \omega_{j}$, the number of integration cells $\operatorname{card}\left(D_{\omega_{i j}}\right)$, their respective diameters $\operatorname{diam}\left(D_{\omega_{i j}}^{s}\right)$ and the local approximation orders $p_{i}$ and $p_{j}$ have to be considered. An automatic selection of the tolerances $\epsilon_{a}$ and $\epsilon_{r}$ which minimizes the computational work but at the same time does not compromise the accuracy of the discretization [77] is an open problem. Note that we limit the stopping criterion to the integrals $A_{(i, n),(i, m)}$ associated with the block-diagonal entry $A_{i, i}$ of the stiffness matrix if we compute all integrals of a complete block-row simultaneously. The overall numerical scheme for the assembly of the stiffness matrix is given in Algorithm 3.3. Note that in step 4(b)iii we need to evaluate all weight functions $W_{j}$ only once per integration node $p_{l}$.

Algorithm 3.3. Assembly of Stiffness Matrix $A=\left(A_{i, j}\right)=\left(A_{(i, n),(j, m)}\right)$ For all $i=1, \ldots, N$ :

1. For all $\omega_{j} \in C_{i}$ :

Set $A_{i, j}=0$.
2. Compute decomposition $D_{\omega_{i i}}=\left\{D_{\omega_{i i}}^{s}\right\}$ of patch $\omega_{i}$ via neighbouring patches $\omega_{j} \in C_{i}$ and respective weight functions $W_{j}$.
3. Compute decomposition $D_{\omega_{j i}}^{\Omega}=\left\{D_{\omega_{i i}}^{s, \Omega}\right\}$ of integration domain $\omega_{i} \cap \Omega$.
4. For all integration cells $D_{\omega_{i i}}^{s, \Omega^{i}} \in D_{\omega_{1 i}}^{\Omega}$ i
(a) Set transformation $T_{\omega_{i i}}^{\omega_{i i}}:[-1,1]^{d} \rightarrow D_{\omega_{i i}}^{s, \Omega}$.
(b) For all $\omega_{j} \in C_{i}$ with $\omega_{j} \cap D_{\omega_{i i}}^{s, \Omega} \neq \emptyset$ :
i. Set integration level $l=1$.
ii. Set $A_{i, j}^{s, \Omega}=0$.
iii. For all integration points $p_{l}$ on level $l$ :

Set $p_{l}^{\omega_{i i}}=T_{\omega_{i i}}\left(p_{l}\right)$.
Set $A_{i, j}^{s, \Omega}=A_{i, j}^{s, \Omega}+a\left(\varphi_{j}\left(p_{l}^{\omega_{i i}}\right) \psi_{j}^{m}\left(p_{l}^{\omega_{i i}}\right), \varphi_{i}\left(p_{l}^{\omega_{i i}}\right) \psi_{i}^{n}\left(p_{l}^{\omega_{i i}}\right)\right)$.
iv. If stopping criteria for all $A_{i, j}^{s, \Omega}$ are fulfilled:

Set $A_{i, j}=A_{i, j}+A_{i, j}^{s, \Omega} .(\rightarrow 4)$
v. Else:

If $l<6$ : Increase integration level $l=l+1$. ( $\rightarrow$ 4(b)ii)
Else: Refine $D_{\omega_{i i}}^{s, \Omega}$. $(\rightarrow 4)$

## Remark 3.3.

In step 4(b)ii of Algorithm 3.3 we need to employ a volume integration rule as well as a surface integration rule since the bilinear form $a(\cdot, \cdot)$ in general consists of volume and surface integrals due to Nitsche's approach. To this end, we use the sparse grid construction in $d$ dimensions for the volume terms and in $d-1$ dimensions for the surface terms.

## Remark 3.4.

From the product construction of the sparse grid quadrature rules it is obvious that the proposed numerical integration scheme will be most effective for PUM shape functions $\varphi_{i} \psi_{i}^{n}$ where the higher order approximation function $\psi_{i}^{n}$ is a product function itself; e.g., a tensor product of local univariate polynomials. If we use other approximation functions with radial characteristic or augment a local polynomial space by singular or other custom functions $[3,6,7,61]$ we may need to employ other quadrature rules (at least for the singular shape functions) in step 4(b)iii of Algorithm 3.3. But since the local basis $\left\{\psi_{i}^{n}\right\}$ used on patch $\omega_{i}$ is known in advance we can select an appropriate quadrature rule prior to the assembly of the stiffness matrix.

Remark 3.5.
Since the discontinuities of the derivatives of the partition of unity functions $\varphi_{i}$ are located on the boundaries $\partial D_{\omega_{i i}}^{s, \Omega}$ of the integration cells $D_{\omega_{i i}}^{s, \Omega}$, the local quadrature scheme (for the volume terms) should not involve integration nodes $p_{l}$ on the boundary $\partial D_{\omega_{i i}}^{s, \Omega}$ of the integration cells; i.e. so-called open rules like the Gauss-Patterson rules should be used.


Figure 3.8. Tree-based approximation of a spherical domain (left), a smooth nonconvex domain (centre), and a quarter of a spherical domain with a spherical hole (right) on level $k=5$ (upper row) and level $k=7$ (lower row).

Note that in step 3 we assume that we can easily compute the intersection of the $d$-rectangular cell $D_{\omega_{i i}}^{s}$ with the domain $\Omega$. Furthermore, in step 4 we assume that a (smooth) transformation $T_{\omega_{i i}}:[-1,1]^{d} \rightarrow D_{\omega_{i i}}^{s, \Omega}$ exists for each integration cell $D_{\omega_{i i}}^{s, \Omega}=D_{\omega_{i i}}^{s} \cap \Omega$. These assumptions are essentially due to the use of integration schemes based on products of univariate quadrature rules. In general, they can only be fulfilled if we employ an appropriate approximation to the domain $\Omega$. With the help of our tree construction we can obtain such an approximation without much additional work.

## Domain Approximation

Recall that in steps 5(a)ii and 5(b)iv of Algorithm 3.1 we only consider tree cells $\mathcal{C}_{L}$ which intersect the computational domain $\Omega$; i.e. we need to define shape functions on a patch $\omega_{L}$ only if for the respective tree cell $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ holds. Then we set the respective patches $\omega_{L}$ in such a way that they cover their associated tree cell $\mathcal{C}_{L}$, i.e. $\omega_{L} \supset \mathcal{C}_{L}$. Hence, the cover patches do not only cover the computational domain $\Omega$ but also the union of all tree cells $\mathcal{C}_{L}$ with $\mathcal{C}_{L} \cap \Omega \neq \emptyset$. Therefore, the cover $C_{\Omega}=\left\{\omega_{L}\right\}$ is a valid cover for $\Omega$ as well as for $\Omega_{A}:=\bigcup_{L} \mathcal{C}_{L}$ with $\mathcal{C}_{L} \cap \Omega \neq \emptyset$. The approximation $\Omega_{A} \supset \Omega$ can be simplified with the help of the tree to only consist of a minimal number of cells. To this end, we assign to each tree node the information if the respective
tree cell $\mathcal{C}_{L}$ is completely contained in the domain $\Omega$ or if it intersects the boundary $\partial \Omega$. With these data we can easily obtain an approximation to the domain $\Omega$ and its boundary $\partial \Omega$ with a minimal number of cells by descending the tree only for those nodes which intersect the boundary $\partial \Omega$, see Figure 3.8. By construction the cells of this approximation are $d$-rectangular so that the assumptions in Algorithm 3.3 are automatically fulfilled.

## Remark 3.6.

Other approximation techniques for the computational domain can also be used within the PUM. Note, however, that appropriate quadrature rules must be available for the respective domain cells. For instance, if the domain is approximated via a triangulation then quadrature rules on triangles must be used in Algorithm 3.3.

## Remark 3.7.

The tree-based approximation $\Omega_{A}$ given above can also serve as a base for a triangulation $\mathcal{T}_{h}$ of the domain $\Omega$, see e.g. [12].

The overall computational cost of Algorithm 3.3 depends on the number of cells $\operatorname{card}\left(D_{\omega_{i i}}\right)$ of the decomposition, i.e. on the order $l$ of the weight functions, the geometric location of the neighbours $\omega_{j} \in C_{i}$, their number $\operatorname{card}\left(C_{i}\right)$, and the local quadrature rule used on the integration cells. The order $l$ of the spline weight function is determined by the global continuity requirements. We always use the smallest allowable order $l$ to minimize the computational work, i.e. for a PDE of second order we use a linear spline weight function so that $l=1$ and $\varphi_{i} \in \mathcal{C}^{0}$. Due to our tree construction and the small overlap parameter $\alpha \in(1,2]$ we obtain small neighbourhoods $C_{i}$ which limits the number of integration cells necessary to resolve the discontinuities of the derivatives of $\varphi_{i}$. Furthermore, the use of sparse grid rules on each integration cell reduces the computational cost with respect to a single integration cell significantly compared with tensor product rules.

## Regularized Cover Construction

A further reduction of the computational cost associated with the assembly of the stiffness matrix can be achieved only by reducing the number of cells of the decomposition $D_{\omega_{i j}} .{ }^{14}$ This can be attained by the alignment of the cover patches $\omega_{k}$ and their subdivisions $\left\{\omega_{k}^{q}\right\}$. Taking into account that we limit ourselves to the use of tensor product B-splines as weight functions $W_{i}$ in the

[^13]construction of the PU (2.1) we can align the cover patches to simplify the algebraic structure of the resulting partition of unity functions $\varphi_{i}$. Here, we eliminate some of the flexibility in step 5(b) of Algorithm 3.1 for the choices of $x_{L}$ and $\alpha$. This, however, does not lead to a significantly larger number of neighbours. Hence, the number of nonzero blocks of the stiffness matrix stays (almost) constant. Yet, the number of integration cells $\operatorname{card}\left(D_{\omega_{i j}}\right)$ is substantially reduced by this modification, see $[40,76]$ for details.
Recall that we split the integration domain $\omega_{i j}$ into several cells by its intersections $\omega_{i j} \cap \omega_{k}^{q}$ with the cells $\omega_{k}^{q}$ of the subdivision induced by the weight $W_{k}$ on $\omega_{k} \in C_{i j}$ during the construction of the decomposition $D_{\omega_{i j}}$. Hence, we align these intersections $\omega_{i j} \cap \omega_{k}^{q}$, which subsequently induce at least one integration cell $D_{\omega_{i j}}^{s}$, if we align the neighbouring cover patches $\omega_{k}$ with respect to their subdivisions $\left\{\omega_{k}^{q}\right\}$. Therefore, many of the $\omega_{i j} \cap \omega_{k}^{q}$ will lead to the same integration cell $D_{\omega_{i j}}^{s}$, and the overall number of integration cells $\operatorname{card}\left(D_{\omega_{i j}}\right)$ will be reduced significantly. This alignment of the cover patches $\omega_{k}$ and their subdivisions $\left\{\omega_{k}^{q}\right\}$ is achieved by the following algorithm where we make changes to the original Algorithm 3.1 only in step $5(\mathrm{~b}) .{ }^{15}$ However, we give the overall algorithm for the sake of completeness.

## Algorithm 3.4. Regular Hierarchical Cover Construction

1. Given the domain $\Omega \subset \mathbb{R}^{d}$ and a bounding box $R_{\Omega}=\bigotimes_{i=1}^{d}\left[l_{\Omega}^{i}, u_{\Omega}^{i}\right] \supset \bar{\Omega}$.
2. Given the initial point set $\tilde{P}=\left\{x_{j} \mid x_{j} \in \bar{\Omega}, j=1, \ldots, \tilde{N}\right\}$.
3. Build a $d$-binary tree over $R_{\Omega}$ such that per leaf $L$ at most one $x_{i} \in \tilde{P}$ lies within the associated cell $\mathcal{C}_{L}:=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]$; see Figure 3.1.
4. Set $P=\emptyset, C_{\Omega}=\emptyset$.
5. For the root cell $\mathcal{C}_{L}=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]=R_{\Omega}$ :
(a) If current tree cell $\mathcal{C}_{L}$ is an INNER tree node and $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Descend tree for all successors $\mathcal{C}_{S}$ of $\mathcal{C}_{L} .(\rightarrow 5(\mathrm{a}))$
ii. Set patch $\omega_{L}$ such that $\bigcup \omega_{S} \subset \omega_{L}$.
(b) Else if $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Set patch $\omega_{L}=\bigotimes_{i=1}^{d}\left[x_{L}^{i}-h_{L}^{i}, x_{L}^{i}+h_{L}^{i}\right] \supset \mathcal{C}_{L}$ where $h_{L}^{i}=\frac{\alpha_{t}}{2}\left(u_{L}^{i}-\right.$ $\left.l_{L}^{i}\right), x_{L}^{i}=l_{L}^{i}+\frac{1}{2}\left(u_{L}^{i}-l_{L}^{i}\right)$, and $\alpha_{t}>1$.
ii. Set $P=P \cup\left\{x_{L}\right\}, C_{\Omega}=C_{\Omega} \cup\left\{\omega_{L}\right\}$.

The parameter $\alpha_{t} \in(1,2]$ in the computation of the support size in step $5(\mathrm{~b}) \mathrm{i}$ is dependent only on the weight function used in (2.1); i.e. the order $t$ of the B-spline. By construction the one-dimensional distances from a point $x_{L} \in P$ to its direct neighbouring point $x_{j} \in P$, i.e. the point $x_{j}$ corresponding to the sibling tree cell $C_{j}=\bigotimes_{i=1}^{d}\left[l_{j}^{i}, u_{j}^{i}\right]$, are $\left|x_{L}^{i}-x_{j}^{i}\right|=u_{L}^{i}-l_{L}^{i}=u_{j}^{i}-l_{j}^{i}$, where $C_{L}=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]$ is the cell associated with $x_{L}$. Hence, if we choose $\alpha_{t}$ in such a way that condition (3.1) is fulfilled, we align not only the patch $\omega_{L}$ with its direct neighbouring patch $\omega_{j}$ but rather also their corresponding

[^14]

Figure 3.9. Points of an initial Halton $(2,3)$ point set $\tilde{P}$ with $\tilde{N}=\operatorname{card}(\tilde{P})=64$ points distributed in $R_{\Omega}=\Omega=[0,1]^{2}$ (left), the points of the generated point set $P$ with $\operatorname{card}(P)=106$ (centre) after Algorithm 3.4, and the constructed cover $C_{\Omega}$ with $\alpha_{t}=2$ (right).
subdivisions $\left\{\omega_{L}^{q}\right\}$ and $\left\{\omega_{j}^{q}\right\}$ induced by the weight functions $W_{L}$ and $W_{j}$; see Figure 3.9. Moreover, this alignment of the patches does not increase the number of neighbours $\operatorname{card}\left(C_{L}\right)$. With the notation $h_{t}^{i}:=\frac{\alpha_{t}}{t+1}\left(u_{L}^{i}-l_{L}^{i}\right)$ for the B-spline interval size, the condition reads

$$
\begin{equation*}
x_{L}^{i}+\frac{t+1}{2} h_{t}^{i}=x_{j}^{i}-\left(\frac{t+1}{2}-m\right) h_{t}^{i}=x_{L}^{i}+\left(u_{L}^{i}-l_{L}^{i}\right)-\left(\frac{t+1}{2}-m\right) h_{t}^{i} \tag{3.1}
\end{equation*}
$$

for the $i$ th coordinate with $i=1, \ldots, d$. Here, the parameter $m \in \mathbb{N}$ indicates the amount of overlap $\omega_{L} \cap \omega_{j} \sim \bigotimes_{i=1}^{d} m h_{t}^{i}$ for the neighbour $\omega_{j} \in C_{L}$. Any integer $m$ with $1 \leq m \leq \frac{t+1}{2}$ leads to minimal neighbourhoods $C_{L}$ and minimal decompositions $D_{\omega_{L j} j}$; i.e. the number of nonzero entries of the stiffness matrix $\sum_{L} \operatorname{card}\left(C_{L}\right)$ and the number of integration cells $\sum_{L, j} \operatorname{card}\left(D_{\omega_{L j}}\right)$ are (almost) constant. Therefore, it is advisable to choose the largest such integer to control the gradients of the PU function $\varphi_{i}$. Solving (3.1) for $\alpha_{t}$ we have

$$
\alpha_{t}=\frac{t+1}{t+1-m}
$$

With the choice of $t=2 n-1$ and maximal $m=n$, this yields $\alpha_{t}=2$; in general, we have $1<\alpha_{t} \leq 2$. Due to this construction many of the points $x_{i} \in P$ are covered only by the corresponding $\omega_{i}$. Therefore, we have $\varphi_{i}\left(x_{j}\right)=$ $\delta_{i j}$ for many PU functions $\varphi_{i}$ and points $x_{j} \in P$; see Figure 3.10. In fact, $\varphi_{i}(x)=1$ holds not only for the point $x=x_{i}$ if we have $\alpha_{t}<2$ but rather on a subpatch $\tilde{\omega}_{i} \subset \omega_{i}$ with $x_{i} \in \tilde{\omega}_{i} \sim \bigotimes_{i=1}^{d} h_{t}^{i}$; i.e. $\left.\varphi_{i}\right|_{\tilde{\omega}_{i}} \equiv 1$; see Figure 3.10. When we compare the covers $C_{\Omega}$ (Figures 3.2 and 3.9), the partition of unity functions $\varphi_{i}$ (Figures 3.3 and 3.10), and the respective integrands (Figures 3.4 and 3.11) generated by Algorithms 3.1 and 3.4, we clearly see the effect of the alignment of the cover patches.
Note also that the cover patches $\omega_{L}$ constructed with Algorithm 3.4 and the bounding box $R_{\Omega}$ always have the same aspect ratio; see Figure 3.9. If we apply the algorithm given above to $\Omega=R_{\Omega}=[0,1]^{d}$ with $\alpha_{t}=2$ to


Figure 3.10. The PU functions $\varphi_{i}$ on $\Omega \cap \omega_{i}$ generated by Algorithm 3.4 with the input data from Figure 3.9 for an interior point (left), a boundary point (centre), and a corner point (right) using linear B-splines ( $t=1, \alpha_{t}=2$ ) in the Shepard construction (2.1).
a uniformly distributed set of points $\tilde{P}$, we construct a uniform grid (or at least an $r$-irregular grid with very small $r$ depending only on the quality of the initial point set $\tilde{P}$; see Figure 3.9). Here, also the cells $D_{\omega_{i j}}^{s}$ of the decomposition $D_{\omega_{i j}}$ are (geometrically) identical to a bilinear finite element. Furthermore, the $\mathrm{PU}\left\{\varphi_{i}\right\}$ generated by (2.1) will again be piecewise linear for $t=1$ just like their finite element counterpart in the GFEM (see Figure 3.10). Hence, in this situation our method does reconstruct functions $\varphi_{i}$ that are identical to bilinear finite element functions, and also our general decomposition algorithm will recover the corresponding geometric elements. Hence, the number of integrals to be evaluated in this situation with our method or a FEM/GFEM are the same.

So far we were only concerned with the computational cost during the integration and the influence the shape functions $\varphi_{i} \psi_{i}^{n}$ have on the computational efficiency of our PUM. Another important issue, however, is the stability of the basis of our PUM space. Here, we also have to address the question of whether the functions $\varphi_{i} \psi_{i}^{n}$ are indeed a basis. In the case of $t=1$ and $\alpha_{t}=2$ the alignment of the cover patches $\omega_{i}$ and their respective weight subdivisions $\left\{\omega_{i}^{q}\right\}$ leads to the reconstruction of the finite element hat functions for the PU. Hence, our PUM reduces to the GFEM in this situation. It is well-known $[8,9,78]$ that the GFEM (in general) generates linearly dependent shape functions $\varphi_{i} \psi_{i}^{n}$, the so-called nullity of the method. This is essentially due to the fact that in the GFEM the PU functions $\varphi_{i}$ already reconstruct the linear polynomial. With our approach, the $\varphi_{i}$ only reconstruct the linear polynomial away from the boundary; close to the boundary we have $\varphi_{i} \equiv 1$. Therefore, the shape functions are not linearly dependent. However, since the small boundary layer where $\varphi_{i} \equiv 1$ decreases with larger $N$, the condition number $\kappa$ of the mass matrix is dependent on $N$; i.e. the basis is not stable. A simple cure for this stability problem is to use $m<1$ in (3.1) when we have $t=1$; i.e. we limit ourselves to $1<\alpha_{t}<2$ when $t=1$. With $\alpha_{t}<2$ we can find a subpatch $\tilde{\omega}_{i} \subset \omega_{i}$ with $\operatorname{vol}\left(\omega_{i}\right) \leq C \operatorname{vol}\left(\tilde{\omega}_{i}\right)$, where $\left.\varphi_{i}\right|_{\tilde{\omega}_{i}} \equiv 1$ for many $i$. Therefore, the PU functions $\varphi_{i}$ no longer reconstruct the linear polynomial independent of $N$, and the resulting shape functions form a stable basis. We therefore allow for any value $1<\alpha_{t}<2$ in Algorithm 3.4


Figure 3.11. Surface plots of $\nabla \varphi_{i} \nabla \varphi_{i}$ for a partition of unity function based on a cover from Algorithm 3.4 using a linear spline as generating weight function $\mathcal{W}$ and an overlap parameter of $\alpha=1.1$ (left), $\alpha=1.3$ (centre), and $\alpha=1.5$ (right).
if $t=1 .{ }^{16}$ The number of integration cells increases somewhat due to this generalization. The patches $\omega_{i}$ are still aligned, but their respective weight subdivisions are not. However, a comparison of the average number of integration cells required to resolve the piecewise character of the resulting PU functions $[40,76]$ showed that we still need substantially fewer integration cells compared with the covers from Algorithm 3.1.
Note that with Algorithm 3.4 we now may have $P \cap \tilde{P}=\emptyset$. However, this is admissible due to the non-interpolatory character of the PUM shape functions $\varphi_{i} \psi_{i}^{n}$. We can interpret this change in the point set $P$ as a change of the weight functions $W_{k}$ used during the Shepard construction (2.1). So far the weight functions $W_{k}$ and the cover patches $\omega_{k}$ were assumed to be centred on the given point $x_{k}$ (cf. Section 2.1), this, however, is not a necessary condition for the PUM to work. Note that the constructed point set $P$ is only part of the implementation of the function space. The given point set $\tilde{P}$ is still the set of all relevant points for the resolution of the function space and the approximation of the domain. We can either store a separate copy of the initial point set $\tilde{P}$ which is used in time dependent settings to generate covers for future time steps [39] or allow for the associated patch $\omega_{k}$ and weight function $W_{k}$ to be centered at a point other than $x_{k}$, e.g. with Algorithm 3.4 the weight functions $W_{k}$ and cover patches $\omega_{k}$ are now centered at $l_{L}+\frac{1}{2}\left(u_{L}-l_{L}\right)$ rather than $x_{k} .{ }^{17}$ This leaves the given points at their original location and as before we have $P=\tilde{P} \cup Q$ with Algorithm 3.1.

## Computational Complexity

The optimal computational complexity associated with the assembly of the stiffness matrix $A$ corresponds to the number of nonzeros of $A$, in our case $O\left(N p^{2 d}\right)$. If numerical integration is used this optimal complexity can hardly be realized. First of all, we need an a priori estimate on the allowable error due to numerical integration [77] to establish a stable approximation.

[^15]For the PUM and most meshfree Galerkin methods this is an open problem, see Remark 3.8 below. Hence, we currently employ a dynamic stopping criterion with user supplied relative and absolute tolerances for our numerical integration scheme which makes the analysis of the computational cost associated with the assembly of the stiffness matrix very challenging. ${ }^{18}$ Under some reasonable assumptions, however, we can attain an estimate of the computational work.
In general the cost $\mathcal{C}_{\mathrm{NI}}$ associated with the numerical integration of a single entry of the stiffness matrix $A$ is given by

$$
\mathcal{C}_{\mathrm{NI}}=O\left(n_{\mathrm{IC}} n_{\mathrm{IN}} \mathcal{C}_{\mathrm{EI}}\right)
$$

where $n_{\mathrm{IC}}$ denotes the number of integration cells, $n_{\mathrm{IN}}$ the number of integration nodes per cell, and $\mathcal{C}_{\text {EI }}$ the cost associated with the evaluation of the integrand. The number of integration cells $n_{\text {IC }}$ in our implementation, see Algorithm 3.3, is determined by the number of jumps of the derivatives of $\varphi_{i}$. Due to our regularized cover construction, see Algorithm 3.4, we have $n_{\mathrm{IC}}=O\left(3^{d}(t+1)^{d}\right)$ where $t$ denotes the order of the spline weight functions $\mathcal{W}$ used.
On each of the integration cells the integrands are smooth so that a higher order scheme can be used. We use a sparse grid Gauss-Patterson scheme with $n_{\text {IN }}=O\left(2^{q} q^{d-1}\right)$ integration nodes where $q$ denotes the refinement level of the univariate Gauss-Patterson rule which has a polynomial exactness of $3 \cdot 2^{q-1}-1$. Note that the sparse grid construction preserves this exactness for higher dimensions $d$.
Due to our regularized cover construction we may make the assumption that a partition of unity function $\varphi_{i}$ can be well approximated by a piecewise polynomial of degree $l$, cf. Figure 3.10. If we further assume that the coefficients of $a(\cdot, \cdot)$ are piecewise constant functions, we can approximate all integrands by a polynomial of degree $(p+t)^{2}$ on each integration cell and we can choose the refinement level $q \approx \ln (p+t)$ for the sparse grid Gauss-Patterson scheme. Under these assumptions we can estimate the computational cost $\mathcal{C}_{\mathrm{A}, \mathrm{NI}}$ associated with the assembly of the stiffness matrix by

$$
\mathcal{C}_{\mathrm{A}, \mathrm{NI}}=O\left(N(p+t)(\ln (p+t))^{d-1}\left(d p+p^{d}+p^{2 d}\right)\right)
$$

Hence, $\mathcal{C}_{\mathrm{A}, \mathrm{NI}}$ is optimal up to factor of $O\left(p(\ln p)^{d-1}\right)$ for a fixed weight function $\mathcal{W}$.
Remark 3.8.
An open problem in the PUM and most meshfree methods is the question of selecting an appropriate accuracy for the stopping criterion in the numerical integration of the entries of the stiffness matrix. Here, the goal is to allow for the largest admissible integration error to reduce the computational cost, yet

[^16]to maintain the order of approximation of the overall discretization [77]. Since the size of an integration cell in Algorithm 3.3 may not be comparable to the support size it is not an easy task to obtain an estimate which balances the error due to integration and the approximation error without very restrictive assumptions on the distribution of the points $x_{i} \in P$.

## Remark 3.9.

The alignment of the cover patches $\omega_{i}$ in Algorithm 3.4 leads to partition of unity functions with simpler algebraic structure, see Figure 3.10. Moreover, this alignment generates regions in the domain where the neighbourhoods $C_{i}$ of the respective patches $\omega_{i}$ are geometrically equivalent. Hence, the associated partition of unity functions $\varphi_{i}$ are only shifted versions of the same function $\tilde{\varphi}$. Therefore, the respective entries in the stiffness matrix are identical if the PDE has constant coefficients and if the same local basis functions are employed on these shifted patches. In this case, we can reduce the number of integrals that need to be evaluated dramatically; i.e. we only compute a specific stencil once and reuse the computed values for equivalent patches.

## Remark 3.10.

In a FEM the integrals associated with the right hand-side vector $\hat{f}$ are often not evaluated directly. If a coefficient vector $\tilde{f}$ of the right hand-side $f$ of the PDE is available it is sufficient to approximate $\hat{f}$ by the product $M \tilde{f}$ of the mass matrix $M$ and the coefficient vector $\tilde{f}$. This can reduce the computational cost substantially especially when the same problem is solved for multiple right hand-sides. Often an interpolation of $f$ is used to obtain a coefficient vector $\tilde{f}$. Since the shape functions of the PUM are noninterpolatory we need to find a different approach to attain an acceptable approximation to $\tilde{f}$. The construction of this approximation, however, must be very efficient so that the overall computational cost are in fact reduced. In Section 3.3 we present a very cheap localized projection technique which can be used to obtain such a valid approximation $\tilde{f}$.
Note that in our PUM not only need the mass matrix $M$ but also more general moment matrices $M_{\partial \Omega}$ on the boundary to approximate the surface terms due to Nitsche's method. The caching technique discussed in Remark 3.9 can be used for the mass and the moment $M_{\partial \Omega}$ matrices on the boundary.

## Remark 3.11.

With Algorithm 3.3 we implicitly define a particular integration scheme for a certain bilinear form. For a different bilinear form we may obtain a different decomposition and might employ local integration rules on a different level $l$. Hence, if we use Algorithm 3.3 for instance for the assembly of the stiffness matrix associated with a Poisson problem like (2.7) and for the assembly of the respective mass matrix independently, the two resulting approximations may be incompatible; i.e. they are evaluated at different integration nodes $p_{l}$. If multiple operators, i.e. bilinear forms, need to be assembled for a single simulation it is advisable to evaluate all operators simultaneously using
the same integration nodes. To this end, we can either modify Algorithm 3.3 to deal with multiple bilinear forms simultaneously or we can implement a modification where a pre-computed decomposition is reused. Here, the stopping criteria should be evaluated for the highest order term. Similarly, the right hand-side should also be evaluated at the same integration nodes as the operator on the respective left hand-side.

Remark 3.12.
Note that the assembly of the stiffness matrix $A$ does not make explicit use of the tree data structure. Here, we employ a sparse matrix data structure (for sparse block-matrices with dense blocks) to store the matrix $A$. Once the neighbourhoods $C_{i}$ are known the evaluation of a partition of unity function and the matrix assembly are independent of the tree construction.

### 3.3 Multilevel Solution of Linear System

For a PUM discretization in $d$ dimensions, the number of degrees of freedom is of the order dof $=O\left(N p^{d}\right)$ where $N$ denotes the number of cover patches and $p$ is the approximation order. The number of nonzeros nnz of the stiffness matrix is of the order $O\left(N p^{2 d}\right)$. To allow for an efficient and scalable meshfree simulation the employed linear solver should have a similar complexity. Since there is no such optimal solver based on general algebraic methods, non-optimal (sparse) direct solvers are often employed in meshfree methods or generalized finite element methods [79]. Our goal is the development of an iterative multilevel solver with optimal complexity for the PUM; i.e. the number of iterations required to solve the linear system should be independent of the number of points $N$ and the approximation order $p$, and the computational cost associated with a single iteration should be close to $O\left(N p^{2 d}\right)$.
Multigrid [47] and multilevel methods [83] have been developed in the late 1970s and early 1980s for the efficient solution of linear systems derived from grid-based discretizations. The fundamental observation which led to the development of multigrid methods was that classical iterative schemes like the Jacobi- or the Gauss-Seidel method reduce oscillatory error components very efficiently but their convergence behaviour breaks down for smooth errors. Such smooth errors, however, can be approximated very well on a coarser mesh. Furthermore, these formerly smooth functions (with respect to the original mesh-width) are now again more oscillatory (with respect to the coarser mesh-width). Hence, a classical iterative scheme on the coarser mesh will again start to converge very efficiently. Now, we can either apply this idea recursively or we can use a direct solver on the coarser mesh since the number of degrees of freedom is smaller than on the original mesh. Finally, we only need to correct the current iterate on the original mesh by the computed solution on the coarse mesh to obtain a better approximation to the solution of the linear system on the fine level. Hence, a multigrid method essentially consist of two operations: the application of a classical iterative
method (the so-called smoother) on the current mesh and the transfer of information between two successive meshes (the so-called interlevel transfer). Obviously, certain properties of these two components and their interplay are the key to the optimal convergence of multigrid methods [16]. The standard prerequisites and basic assumptions for a multilevel algorithm are:

1. Let $V_{0}, \ldots, V_{J}$ be a sequence of (nonnested) finite dimensional vector spaces where $V_{J}$ is the finest discretization space.
2. Assume that we have a linear prolongation operator $I_{k-1}^{k}: V_{k-1} \rightarrow V_{k}$ for $k=1, \ldots, J$.
3. Assume that we have a linear restriction operator $I_{k}^{k-1}: V_{k} \rightarrow V_{k-1}$ for $k=1, \ldots, J$.
4. Assume that we have a symmetric positive definite bilinear form $a(\cdot, \cdot)$ on the function space $V$ and its respective representation $A_{k}$ on the discretization spaces $V_{k}$ for $k=0, \ldots, J$.
5. Assume that we have linear smoothing operators $S_{k}^{\text {pre }}: V_{k} \times V_{k} \rightarrow V_{k}$ and $S_{k}^{\text {post }}: V_{k} \times V_{k} \rightarrow V_{k}$ on the spaces $V_{k}$ for $k=1, \ldots, J$.

With these spaces and operators we can define an abstract multiplicative multilevel iteration, see Algorithm 3.5.

Algorithm 3.5. Multilevel Iteration $M_{\gamma}^{\nu_{1}, \nu_{2}}\left(k, x_{k}, b_{k}\right)$

1. if $k>0$ :
(a) For $l=1, \ldots, \nu_{1}$ :

Set $x_{k}=S_{k}^{\text {pre }}\left(x_{k}, b_{k}\right)$.
(b) Set $d_{k-1}:=I_{k}^{k-1}\left(b_{k}-A_{k} x_{k}\right)$.
(c) Set $e_{k-1}:=0$.
(d) For $i=1, \ldots, \gamma: e_{k-1}=M_{\gamma}^{\nu_{1}, \nu_{2}}\left(k-1, e_{k-1}, d_{k-1}\right)$.
(e) Set $x_{k}=C_{k}\left(x_{k}, e_{k-1}\right):=x_{k}+I_{k-1}^{k} e_{k-1}$.
(f) For $l=1, \ldots, \nu_{2}$ :

Set $x_{k}=S_{k}^{\text {post }}\left(x_{k}, b_{k}\right)$.
2. else:
(a) Set $x_{k}=A_{k}^{-1} b_{k}$.

The parameter $\gamma$ in Algorithm 3.5 determines the recursive cycling scheme of the algorithm and thereby its overall computational complexity. The multilevel algorithm $M_{\gamma}^{\nu_{1}, \nu_{2}}\left(k, x_{k}, b_{k}\right)$ with $\gamma=1$ is referred to as the $V$-cycle, and for a choice of $\gamma=2$ we get the so-called $W$-cycle [18].
Let us now turn to the question of how we can design a multilevel solver for our partition of unity method. According to the multigrid motivation given above there are essentially three major issues we need to address: First, the question of how to construct an appropriate sequence of partition of unity space $V_{k}^{\mathrm{PU}}$. Then, we must consider the transfer of information between two partition of unity spaces $V_{k-1}^{\mathrm{PU}}$ and $V_{k}^{\mathrm{PU}}$ on different scales. Finally, the selection of an appropriate smoother for our multilevel partition of unity method is the last crucial decision.

## Construction of a Sequence of PUM Spaces

The hierarchical construction of a (fine level) cover $C_{\Omega}=C_{\Omega}^{J}$ enables us to define a sequence of covers $C_{\Omega}^{k}$ for $k=0, \ldots, J$ with similar properties at no significant extra cost. This sequence of covers $C_{\Omega}^{k}$ can then be used to define the sequence of PUM spaces $V_{k}^{\mathrm{PU}}$ needed for our multilevel solver. To this end, we need to set appropriate patches $\omega_{i, k}$ on coarser levels $k<J$, i.e. for INNER tree nodes, and to specify the respective polynomial degrees $p_{i, k}$.
Recall that the amount of overlap $\omega_{i, k} \cap \omega_{j, k}$ of two neighbouring patches $\omega_{i, k}$ and $\omega_{j, k}$ have significant impact on the smoothness of the PU functions $\varphi_{i, k}$ and $\varphi_{j, k}$. Hence, it is not sufficient to choose coarser patches $\omega_{i, k}$ for $k<J$ which only cover their respective successor patches $\omega_{S, k+1}$; compare step 5 (a)ii of Algorithm 3.4. A coarser cover patch must be larger than the union of its successor patches to control the size of the gradients of the partition of unity functions. Hence, we choose the size of a coarser cover patch to be twice as large as the size of its successor patches; i.e. we fix the ratio of $\operatorname{diam}\left(\omega_{i, k}\right)$ and $\operatorname{diam}\left(\omega_{i, k} \cap \omega_{j, k}\right)$ independent of the level $k$.

Algorithm 3.6. Multilevel Cover Construction

1. Given the domain $\Omega \subset \mathbb{R}^{d}$ and a bounding box $R_{\Omega}=\bigotimes_{i=1}^{d}\left[l_{\Omega}^{i}, u_{\Omega}^{i}\right] \supset \bar{\Omega}$.
2. Given the initial point set $\tilde{P}=\left\{x_{j} \mid x_{j} \in \bar{\Omega}, j=1, \ldots, \tilde{N}\right\}$.
3. Build a $d$-binary tree over $R_{\Omega}$ such that per leaf $L$ at most one $x_{i} \in \tilde{P}$ lies within the associated cell $\mathcal{C}_{L}:=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]$.
4. Set $J$ to the finest refinement level of the tree.
5. Set $P_{k}=\emptyset, C_{\Omega}^{k}=\emptyset$ for $k=0, \ldots, J$.
6. For the root cell $\mathcal{C}_{L}=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]=R_{\Omega}$ :
(a) If current tree cell $\mathcal{C}_{L}$ is an INNER tree node and $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Descend tree for all successors $\mathcal{C}_{S}$ of $\mathcal{C}_{L} .(\rightarrow 6(\mathrm{a}))$
ii. Set patch $\omega_{L}=\bigotimes_{i=1}^{d}\left[x_{L}^{i}-h_{L}^{i}, x_{L}^{i}+h_{L}^{i}\right] \supset \mathcal{C}_{L}$ where $x_{L}=\frac{1}{2^{d}} \sum x_{S}$ is the centre of its successors points $x_{S}$ and $h_{L}^{i}=2 \max h_{S}^{i}$ is twice the maximum radius of its successors $h_{S}^{i}$.
iii. Set active levels $l_{L}^{\min }=l_{L}^{\max }=\min l_{S}^{\min }-1$ and update for all successors $l_{S}^{\min }=\min l_{S}^{\min }$.
iv. Set polynomial degree $p_{L}:=\min p_{S}$ to minimal degree of its successors.
(b) Else if $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Set patch $\omega_{L}=\bigotimes_{i=1}^{d}\left[x_{L}^{i}-h_{L}^{i}, x_{L}^{i}+h_{L}^{i}\right] \supset \mathcal{C}_{L}$ where $h_{L}^{i}=\frac{\alpha_{t}}{2}\left(u_{L}^{i}-\right.$ $\left.l_{L}^{i}\right), x_{L}^{i}=l_{L}^{i}+\frac{1}{2}\left(u_{L}^{i}-l_{L}^{i}\right)$, and $\alpha_{t}>1$.
ii. Set active levels $l_{L}^{\min }=l_{L}^{\max }=J$.
iii. Set polynomial degree to some given value $p_{L}$.
iv. Set $P_{J}=P_{J} \cup\left\{x_{L}\right\}, C_{\Omega}^{J}=C_{\Omega}^{J} \cup\left\{\omega_{L}\right\}$.
7. For $k=0, \ldots, J-1$ :
(a) Set $P_{k}=\left\{x_{L} \mid l_{L}^{\min } \leq k \leq l_{L}^{\max }\right\}$.
(b) Set $C_{\Omega}^{k}=\left\{\omega_{L} \mid l_{L}^{\min } \leq k \leq l_{L}^{\max }\right\}$.


Figure 3.12. Multilevel cover construction with Algorithm 3.6 in two dimensions. The cell decompositions and its respective tree representation (upper right, white: INNER tree nodes, gray shaded: LEAF tree nodes) for the fine level point set $P_{J}=P_{4}$ (upper row), and two coarser level point sets $P_{3}$ (centre row) and $P_{2}$ (lower row). The leaves of the tree correspond to the points $x_{L} \in P_{k}$.

Note that the active (discretization) levels $k$ with $l_{L}^{\min } \leq k \leq l_{L}^{\max }$ of a particular patch $\omega_{L}$ can be completely unrelated to the respective tree refinement level, see steps 6(a)iii and 6(b)ii. With this algorithm ${ }^{19}$ we define a coarser cover $C_{\Omega}^{k-1}$ to a cover $C_{\Omega}^{k}$ by collapsing those leaves of the tree into its parent tree node whose siblings are also leaves (with respect to the current level $k$ ), see Figure 3.12. Note however that the corresponding coarser patch $\omega_{j, k-1}$ is not the agglomerate of its successor patches $\omega_{i, k}$. A coarser patch needs to be slightly larger than that to control the amount of overlap on coarser levels, i.e. to control the gradients of coarser partition of unity functions $\varphi_{j, k-1}$. Furthermore, the described cell agglomeration principle does not translate (in general) to a nested sequence of function spaces $V_{k}^{\mathrm{PU}}$ due to the Shepard construction (2.1) for the partition of unity. Each PUM space $V_{k}^{\mathrm{PU}}$ with $k=0, \ldots, J$ is defined according to the single level construction presented in
${ }^{19}$ We can also construct a sequence of more general covers (Algorithm 3.1) by changing step 6(b)i accordingly. The definition of coarser patches in step 6(a)ii is not affected by such a change.

Section 2.1; i.e. starting from the respective cover $C_{\Omega}^{k}$ we set up the Shepard partition of unity $\left\{\varphi_{i, k}\right\}$ via (2.1) and define the global PUM space

$$
V_{k}^{\mathrm{PU}}:=\sum \varphi_{i, k} \operatorname{span}\left\langle\left\{\psi_{i, k}^{p_{i, k}}\right\}\right\rangle=\operatorname{span}\left\langle\left\{\varphi_{i, k} \psi_{i, k}^{p_{i, k}}\right\}\right\rangle .
$$

Note that a geometric patch $\omega_{L}$ may be resident on several (discretization) levels $k$, e.g. $\omega_{L}=\omega_{i, k}=\omega_{j, k-1}$ so that $\omega_{L} \in C_{\Omega}^{k}$ and $\omega_{L} \in C_{\Omega}^{k-1}$, see Figure 3.12. Nevertheless, the corresponding shape functions on level $k$ may differ from those on level $k-1$. Since the geometric neighbourhoods $C_{i, k}$ and $C_{j, k-1}$ and the weight functions of the respective neighbours on different levels can change, the corresponding partition of unity function may change, i.e. $\varphi_{i, k} \neq \varphi_{j, k-1}$. Hence, the shape functions $\varphi_{i, k} \psi_{i, k}^{n}$ associated with $\omega_{i, k}=$ $\omega_{L}$ on level $k$ are different from those $\varphi_{j, k-1} \psi_{j, k-1}^{n}$ on level $k-1$, even if the local approximation space $V_{i, k}^{p_{i, k}}=V_{j, k-1}^{p_{j, k-1}}=V_{L}^{p_{L}}$ on the cover patch $\omega_{i, k}=\omega_{j, k-1}=\omega_{L}$ is not changed between levels $k$ and $k-1$. Therefore, the PUM spaces $V_{k}^{\mathrm{PU}}$ and $V_{k-1}^{\mathrm{PU}}$ on two successive levels $k$ and $k-1$ are in general nonnested, i.e. $V_{k}^{\mathrm{PU}} \not \supset V_{k-1}^{\mathrm{PU}}$.

## Remark 3.13.

Note that the tree construction of the cover patches $\omega_{i, k}$ leads to a sequence of covers $C_{\Omega}^{k}$ where for each cover patch $\omega_{i, k} \in C_{\Omega}^{k}$ on level $k$ we have exactly one cover patch $\omega_{\tilde{i}, k-1} \in C_{\Omega}^{k-1}$ such that $\omega_{i, k} \subseteq \omega_{\tilde{i}, k-1}$. Every cover patch $\omega_{L}$ corresponds to a tree-cell $C_{L}$ and vice versa. Either a fine cover patch $\omega_{i, k}$ is also element of the coarse cover $C_{\Omega}^{k-1}$, then we have $\omega_{i, k}=\omega_{\tilde{i}, k-1}$, or the cover patch $\omega_{\tilde{i}, k-1}$ which corresponds to the parent tree-cell of $\omega_{i, k}$ is element of $C_{\Omega}^{k-1}$ and is the only coarse patch $\omega_{l, k-1}$ that fulfills $\omega_{l, k-1} \supseteq \omega_{i, k}$; i.e. in this case $\omega_{j, k-1} \supset \omega_{i, k}$ holds, see Figure 3.12.
Remark 3.14.
The neighbourhoods $C_{i, k}:=\left\{\omega_{j, k} \in C_{\Omega}^{k} \mid \omega_{i, k} \cap \omega_{j, k} \neq \emptyset\right\}$ on all levels $k$ can be computed with Algorithm 3.2 if we extend step 2(a) to include a test of the active level $l_{L}^{\min } \leq k \leq l_{L}^{\max }$.
Now that we have a sequence of PUM function spaces $V_{k}^{\mathrm{PU}}$ which are in general nonnested, i.e.

$$
V_{0}^{\mathrm{PU}} \not \subset V_{1}^{\mathrm{PU}} \not \subset V_{2}^{\mathrm{PU}} \not \subset \cdots \not \subset V_{J}^{\mathrm{PU}}
$$

the next step in the development of a multilevel solver is the design of appropriate interlevel transfer operators

$$
I_{k-1}^{k}: V_{k-1}^{\mathrm{PU}} \rightarrow V_{k}^{\mathrm{PU}} \quad \text { and } \quad I_{k}^{k-1}: V_{k}^{\mathrm{PU}} \rightarrow V_{k-1}^{\mathrm{PU}}
$$

## Interlevel Transfer

In addition to the fact that coarser shape functions $\varphi_{i, k-1} \psi_{i, k-1}^{n}$ cannot be represented exactly on finer levels, i.e.

$$
\varphi_{i, k-1} \psi_{i, k-1}^{n} \neq \sum \beta_{j, k}^{m} \varphi_{j, k} \psi_{j, k}^{m}
$$



Figure 3.13. Uniform cells on level $l$ and support of a single shape function (dark gray shaded) on level $l$ which overlaps $3^{d}$ cells (left). The support of a coarser shape function (gray shaded) on level $l-1$ overlaps $4^{d}$ cells on level $l$ (right).
due to the nonnestedness of the spaces $V_{k}^{\mathrm{PU}}$, we also have to deal with noninterpolatory shape functions $\varphi_{i, k-1} \psi_{i, k-1}^{n}$ and $\varphi_{j, k} \psi_{j, k}^{m}$. Therefore, the two classical approaches to the interlevel transfer problem, natural injection and interpolation, are not available for our multilevel partition of unity method. One approach toward the construction of the prolongation operators $I_{k-1}^{k}$ for our nonnested spaces is the use of $L^{2}$-projections $\Pi_{k-1}^{k}: V_{k-1}^{\mathrm{PU}} \rightarrow V_{k}^{\mathrm{PU}}$ as prolongations $I_{k-1}^{k}$ from $V_{k-1}^{\mathrm{PU}}$ onto $V_{k}^{\mathrm{PU}}$ which are given by

$$
\Pi_{k-1}^{k}=\left(M_{k}^{k}\right)^{-1}\left(M_{k-1}^{k}\right)
$$

where the storage requirement of $\Pi_{k-1}^{k}$ is given by the sparsity patterns of the mass matrix $M_{k}^{k}$ on level $k$ and the interlevel mass matrix $M_{k-1}^{k}$. Therefore, we need to be concerned with the number of interlevel neighbours $\operatorname{card}\left(C_{j, k-1, k}\right)$, where

$$
C_{j, k-1, k}:=\left\{\omega_{i, k} \in C_{\Omega}^{k} \mid \omega_{i, k} \cap \omega_{j, k-1} \neq \emptyset\right\} .
$$

Let us assume for now that the tree in our cover construction is fully saturated; i.e. all tree cells correspond to grid cells of a uniformly refined grid with mesh-width $h_{k}=2^{-k}$, i.e. $\omega_{i, k}=\bigotimes_{l=1}^{d}\left(x_{i, k}^{l}-\alpha \frac{h_{k}}{2}, x_{i, k}^{l}+\alpha \frac{h_{k}}{2}\right)$. Then it is easy to see that the number of interlevel neighbours $\operatorname{card}\left(C_{j, k-1, k}\right)=4^{d}$ is even larger than the number of (intralevel) neighbours $\operatorname{card}\left(C_{i, k}\right)=3^{d}$, see Figure 3.13. Hence, it becomes clear that the global projection $\Pi_{k-1}^{k}$ suffers from three major drawbacks:

1. The mass matrix $M_{k}^{k}$ has to be inverted. Although the global basis $\left\{\varphi_{j, k} \psi_{j, k}^{m}\right\}$ is stable with respect to the number of cover patches $\operatorname{card}\left(C_{\Omega}^{k}\right)$, see Section 2.1, the condition number $\kappa_{k}$ of $M_{k}^{k}$ is dependent on the local approximation orders $p_{j, k}$.
2. The sparsity pattern of the mass matrix $M_{k}^{k}$ is identical to that of the operator matrix $A_{k}$ and therefore the storage requirement per level $k$ is doubled.
3. The sparsity pattern of the interlevel mass matrix $M_{k-1}^{k}$ is given by the geometric neighbour relations $\omega_{i, k} \cap \omega_{j, k-1} \neq \emptyset$. Due to the overlap of the cover patches the number of interlevel neighbours is rather large which further increases the storage requirement per level.

These issues make the use of the global $L^{2}$-projection $\Pi_{k-1}^{k}$ too expensive in practice. We need to find a way to avoid the inversion of the mass matrix $M_{k}^{k}$ and we also have to reduce the overall storage demand associated with the interlevel transfer.
Within the PUM context we can construct a very cheap prolongation operator based on a localized $L^{2}$-projection approach, see $[41,76]$ for details. The localization of the $L^{2}$-projection $\Pi_{k-1}^{k}$ consists of two steps. At first consider the basic PUM error estimate $[8,9]$

$$
\begin{equation*}
\left\|v-v^{\mathrm{PU}}\right\|_{L^{2}(\Omega)}^{2} \leq C \sum_{i}\left\|v-v_{i}\right\|_{L^{2}\left(\omega_{i} \cap \Omega\right)}^{2} \tag{3.2}
\end{equation*}
$$

where $v^{\mathrm{PU}}:=\sum_{i} \varphi_{i} \sum_{n} u_{i}^{n} \psi_{i}^{n}$ and $v_{i}:=\sum_{n} u_{i}^{n} \psi_{i}^{n}$. From (3.2) we know that it is sufficient to control the local errors $\left\|v-v_{i}\right\|_{L^{2}\left(\omega_{i} \cap \Omega\right)}$ on each cover patch $\omega_{i}$. Now choose $v=u_{k-1}^{\mathrm{PU}}=\sum_{j} \varphi_{j, k-1} u_{j, k-1}=\sum_{j} \varphi_{j, k-1} \sum_{m} u_{j, k-1}^{m} \psi_{j, k-1}^{m}$ and $v^{\mathrm{PU}}=I_{k-1}^{k} u_{k-1}^{\mathrm{PU}}=\sum_{i} \varphi_{i, k} u_{i, k}=\sum_{i} \varphi_{i, k} \sum_{n} u_{i, k}^{n} \psi_{i, k}^{n}$ so that (3.2) reads

$$
\begin{equation*}
\left\|u_{k-1}^{\mathrm{PU}}-I_{k-1}^{k} u_{k-1}^{\mathrm{PU}}\right\|_{L^{2}(\Omega)}^{2} \leq C \sum_{i}\left\|u_{k-1}^{\mathrm{PU}}-u_{i, k}\right\|_{L^{2}\left(\omega_{i, k} \cap \Omega\right)}^{2} \tag{3.3}
\end{equation*}
$$

Hence, we observe that we can approximate the global coarse function $u_{k-1}^{\mathrm{PU}}$ locally on the fine cover patches $\omega_{i, k}$ using the local basis functions $\psi_{i, k}^{n}$, rather than approximating $u_{k-1}^{\mathrm{PU}}$ by the global shape functions $\varphi_{i, k} \psi_{i, k}^{n}$ on the finer level $k$. Now in a second step we establish an upper bound for each of the terms on the right-hand side of (3.3) utilizing the geometric hierarchy of our tree. Due to our tree-based cover construction we can find exactly one coarse patch $\omega_{\tilde{i}, k-1}$ for every fine patch $\omega_{i, k}$ such that $\omega_{i, k} \subset \omega_{\tilde{i}, k-1}$ holds, see Remark 3.13. Hence, we can introduce the respective coarse local function $u_{\tilde{i}, k-1}$ associated with the unique coarse patch $\omega_{\tilde{i}, k-1}$ into each term $\left\|u_{k-1}^{\mathrm{PU}}-u_{i, k}\right\|_{L^{2}\left(\omega_{i, k} \cap \Omega\right)}$ of (3.3) so that we obtain the estimate

$$
\begin{align*}
\left\|u_{k-1}^{\mathrm{PU}}-u_{i, k}\right\|_{L^{2}\left(\omega_{i, k} \cap \Omega\right)} \leq & \left\|u_{k-1}^{\mathrm{PU}}-u_{\tilde{i}, k-1}\right\|_{L^{2}\left(\omega_{i, k} \cap \Omega\right)}  \tag{3.4}\\
& +\left\|u_{\tilde{i}, k-1}-u_{i, k}\right\|_{L^{2}\left(\omega_{i, k} \cap \Omega\right)}
\end{align*}
$$

by the triangle inequality. This estimate allows us to approximate each coarse local function $u_{\tilde{i}, k-1}$, independent of all other local components $u_{j, k-1}$ of $u_{k-1}^{\mathrm{PU}}$, on the respective fine cover patch $\omega_{i, k}$ with $\omega_{i, k} \subset \omega_{\tilde{i}, k-1}$ since the first term of (3.4) is small by definition of $u_{k-1}^{\mathrm{PU}}$. Hence, we can set up our prolongation operators $I_{k-1}^{k}$ via the so-called local-to-local $L^{2}$-projection. To this end, we project each local approximation $u_{i, k-1}$ on level $k-1$ independently
to the finer level $k$ using the hierarchical condition $\omega_{i, k} \subseteq \omega_{\tilde{i}, k-1}$ instead of the geometric neighbour relation $\omega_{i, k} \cap \omega_{j, k-1} \neq \emptyset$ only. The respective matrix representation of this prolongation is given by

$$
\begin{aligned}
I_{k-1}^{k}:=\widetilde{\Pi}_{k-1}^{k} & :=\left(\widetilde{M}_{k}^{k}\right)^{-1}\left(\widetilde{M}_{k-1}^{k}\right) & \text { with } \\
\left(\widetilde{M}_{k}^{k}\right)_{(i, n),(i, m)} & :=\left\langle\psi_{i, k}^{m}, \psi_{i, k}^{n}\right\rangle_{L^{2}\left(\omega_{i, k} \cap \Omega\right)} & \text { and } \\
\left(\widetilde{M}_{k-1}^{k}\right)_{(i, n),(\widetilde{i}, m)} & :=\left\langle\psi_{\tilde{i}, k-1}^{m}, \psi_{i, k}^{n}\right\rangle_{L^{2}\left(\omega_{i, k} \cap \Omega\right) .} &
\end{aligned}
$$

The storage requirement of $I_{k-1}^{k}=\widetilde{\Pi}_{k-1}^{k}$ is minimal. We only need to store a single block-entry $\left(\widetilde{M}_{k}^{k}\right)_{i, i}^{-1}\left(\widetilde{M}_{k-1}^{k}\right)_{i, i}$ for each patch $\omega_{i, k}$ on level $k$ since $I_{k-1}^{k}=\widetilde{\Pi}_{k-1}^{k}$ and $I_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{T}$ involve the hierarchical neighbours

$$
\begin{aligned}
C_{j, k-1, k}^{H} & :=\left\{\omega_{i, k} \in C_{\Omega}^{k} \mid \omega_{i, k} \subseteq \omega_{j, k-1}\right\} \\
C_{i, k, k-1}^{H} & :=\left\{\omega_{j, k-1} \in C_{\Omega}^{k-1} \mid \omega_{i, k} \subseteq \omega_{j, k-1}\right\}
\end{aligned}
$$

rather than all neighbours $C_{i, k-1, k}$. Moreover, the respective integrals only involve the local basis functions $\psi_{i, k-1}^{m}$ and $\psi_{i, k}^{n}$ and can be computed very efficiently. Overall, the projection operator $\widetilde{\Pi}_{k-1}^{k}$ can be computed with $O\left(N p_{\max }^{3 d}\right)$ operations in general (and with $O\left(N p_{\max }^{d}\right.$ ) if we use orthogonal polynomials locally) where $p_{\max }=\max _{i} p_{i, k}$. Furthermore, it is exact for polynomials of degree $p_{\min }=\min _{i} p_{i, k}$ and therefore suitable also for higher order approximations. Note that the construction is symmetric so that the prolongation $I_{k-1}^{k}=\widetilde{\Pi}_{k-1}^{k}$ as well as the restriction operators $I_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{T}$ are wellsuited for multilevel schemes for general PUM spaces with varying local basis functions [76].

## Smoothing Operators

The remaining ingredients for our multilevel solver, Algorithm 3.5, are the smoothers $S_{k}^{\text {pre }}$ and $S_{k}^{\text {post }}$. Recall that a smoother should damp highly oscillatory error components, so that the smoothed error can be well-approximated on a coarser level. Note that we only coarsen the $h$-components of our PUM approximation space, i.e. the partition of unity functions, independent of the polynomial degree $p$. Hence, the quality of our multilevel solver with respect to the approximation order $p$ is essentially determined by the quality of the smoother; i.e. we need to employ a $p$-robust smoother to obtain a $p$-robust multilevel solver.
Smoothers usually are classical iterative schemes like the Jacobi- or GaussSeidel iteration. These classical smoothing schemes as well as overlapping domain decomposition methods and even multigrid methods can be interpreted in the framework of subspace correction methods (SCM) [17, 23, 49, 70, 83, 84]. Hence, let us shortly review the abstract setting of an SCM.
The general idea is as follows: First, we write the discretization space $\mathcal{V}=$ $\sum_{j=1}^{\mathcal{N}} \mathcal{V}_{j}$ as the sum ${ }^{20}$ of subspaces $\mathcal{V}_{j}$ with maps $P_{j}: \mathcal{V}_{j} \rightarrow \mathcal{V} .{ }^{21}$ Then, we

[^17]choose symmetric positive definite bilinear forms $b_{j}(\cdot, \cdot)$ on each $\mathcal{V}_{j}$ represented by operators $B_{j}$ such that solutions to the systems of linear equations $B_{j} u_{j}=f_{j}$ on $\mathcal{V}_{j}$ are easily computable, and $B_{j}^{-1}$ can be considered as an approximate inverse to the restriction of $A$ to $\mathcal{V}_{j}$. Finally, we combine these local approximate inverses $B_{j}^{-1}$ appropriately to define a global approximate inverse to $A$ on the discretization space $\mathcal{V}$. There are essentially two approaches to the definition of an approximate inverse of $A$ by the $B_{j}^{-1}$, the additive approach and the multiplicative approach.
In the so-called parallel subspace correction ( $P S C$ ) or additive Schwarz method we set up an iterative solution process via the operator
\[

$$
\begin{equation*}
M_{P S C}:=\mathbb{I}-\omega \sum_{j=1}^{\mathcal{N}} P_{j} T_{j}=\mathbb{I}-\omega\left(\sum_{j=1}^{\mathcal{N}} P_{j} B_{j}^{-1} R_{j}\right) A \tag{3.5}
\end{equation*}
$$

\]

where $\omega$ is a relaxation parameter and the operators involved are defined by

$$
\begin{array}{r}
a(u, v)=\langle A u, v\rangle_{\mathcal{V}}, \quad b_{j}\left(u_{j}, v_{j}\right)=\left\langle B_{j} u_{j}, v_{j}\right\rangle_{\mathcal{V}_{j}}, \\
\left\langle R_{j} u, v_{j}\right\rangle_{\mathcal{V}}=\left\langle u, P_{j} v_{j}\right\rangle_{\mathcal{V}}, b_{j}\left(T_{j} u, v_{j}\right)=a\left(u, P_{j} v_{j}\right) .
\end{array}
$$

The iteration operator of the successive subspace correction (SSC) or multiplicative Schwarz method is given by

$$
\begin{equation*}
M_{S S C}:=\prod_{j=1}^{\mathcal{N}}\left(\mathbb{I}-P_{j} T_{j}\right)=\prod_{j=1}^{\mathcal{N}}\left(\mathbb{I}-P_{j} B_{j}^{-1} R_{j} A\right) \tag{3.6}
\end{equation*}
$$

Note that the PSC operator (3.5) can also be interpreted as a preconditioned Richardson iteration where the preconditioner is given by

$$
\begin{equation*}
\mathcal{C}_{P S C}:=\sum_{j=1}^{\mathcal{N}} P_{j} B_{j}^{-1} R_{j} . \tag{3.7}
\end{equation*}
$$

Let us now restrict ourselves to the case of $B_{j}:=\left.A\right|_{\mathcal{V}_{j}}$ which means that we only consider exact subspace solvers. Then, we have two degrees of freedom in the design of our smoothing scheme: The splitting of the discretization space and the type of the iteration, namely the additive scheme (3.5) or the multiplicative scheme (3.6). For instance the classical Jacobi- or the Gauss-Seidel iteration is based on a splitting into one-dimensional subspaces; i.e. each single shape function $\varphi_{i, k} \psi_{i, k}^{n}$ defines a particular subspace. Such a splitting in to one-dimensional subspaces, however, is not very natural for our PUM due to the specific product structure of the shape functions. The subspace splitting should respect the product structure of the PUM shape functions $\varphi_{i, k} \psi_{i, k}^{n} \in V_{k}^{\mathrm{PU}}$. For the ease of notation we assume $p_{i, k}=p$ and omit the level index $k$ in the following.


Figure 3.14. Sub-domains (light gray shaded) associated with the subspaces $\widehat{\mathcal{V}}_{n}$ (left), $\mathcal{V}_{i}$ from (3.8) (centre), and $\widetilde{\mathcal{V}}_{l}$ from (3.9) (right) and the support of the shape functions $\varphi_{i} \psi_{i}^{n}$ (dark gray shaded) based on a cover with $\alpha=1.5$.

The product structure of the shape functions $\varphi_{i} \psi_{i}^{n}$ implies two natural subspace definitions. For instance, we can define the subspaces

$$
\widehat{\mathcal{V}}_{n}:=\operatorname{span}_{i}\left\langle\varphi_{i} \psi_{i}^{n}\right\rangle:=\left\{v \in V^{\mathrm{PU}} \mid v=\sum_{i} \varphi_{i} v_{i}^{n} \psi_{i}^{n}\right\}
$$

These subspaces, however, contain functions with global support on the domain $\Omega$, see Figure 3.14 (left), and the dimension of each subspace is of the order $O(N)$. Therefore, a direct solution of $\left.A\right|_{\widehat{\mathcal{V}}_{n}}$ is not feasible. We would need to resort to fast iterative solution techniques for these subspace problems. Furthermore, we are interested in smoothing schemes $S_{k}$ for Algorithm 3.5 based on our multilevel cover sequence $C_{\Omega}^{k}$. Hence, there is no additional benefit from the fact that the solutions to $\left.A\right|_{\widehat{\mathcal{V}}_{n}}$ contain global information and the computational cost associated with the solution of the subspace problems make this splitting unsuitable for our construction. A more appropriate subspace definition is given by

$$
\begin{equation*}
\mathcal{V}_{i}:=\varphi_{i} V_{i}^{p}=\operatorname{span}_{n}\left\langle\varphi_{i} \psi_{i}^{n}\right\rangle:=\left\{v \in V^{\mathrm{PU}} \mid v=\sum_{n} \varphi_{i} v_{i}^{n} \psi_{i}^{n}\right\} \tag{3.8}
\end{equation*}
$$

These spaces contain functions only with local supports, see Figure 3.14 (centre). Furthermore, the dimension of the subspace $\mathcal{V}_{i}$ is given by the dimension $O\left(p^{d}\right)$ of the local approximation spaces $V_{i}^{p}$. Hence, we can compute the inverse $\left(A \mid \nu_{i}\right)^{-1}$ of each of the subspace problems with acceptable complexity of $O\left(p^{3 d}\right)$; i.e. one iteration of a $P S C$ or $S S C$ iteration based on this splitting is of the order $O\left(N p^{3 d}\right)$.
Note that both subspace definitions lead to a direct splitting of our PUM function space $V^{\mathrm{PU}}=\sum_{i} \mathcal{V}_{i}=\sum_{n} \widehat{\mathcal{V}}_{n}$; i.e. every basis function $\varphi_{i} \psi_{i}^{n}$ is contained in exactly one subspace. In terms of the index pairs $(i, n)$ we have a disjoint decomposition of the index set $\{(i, n)\}$ which induces a specific partitioning of the PUM stiffness matrix $A=\left(A_{(i, n),(j, m)}\right)$. A $P S C$ iteration (3.5) based on the direct splitting $V^{\mathrm{PU}}=\sum_{i} \mathcal{V}_{i}$ corresponds to the classical block-Jacobi iteration and the $S S C$ iteration (3.6) corresponds to the block-Gauss-Seidel iteration $(B G S)$ where we only have a small overlap between the
supports of functions from different subspaces, see Figure 3.14 (centre). Even though we consider a direct splitting and employ an exact solver $\left(\left.A\right|_{\mathcal{V}_{i}}\right)^{-1}$ within a specific subspace $\mathcal{V}_{i}$ there are still couplings between the subspaces due to the overlap of the supports via the global problem $A$. The quality of the PSC and SSC iterations is obviously determined by the strength of these couplings. The two parameters within our PUM which can influence the strength of the couplings between two different subspaces $\mathcal{V}_{i}$ and $\mathcal{V}_{j}$, and hence the quality of the iterations, are the overlap parameter $\alpha$ used in our cover construction and the polynomial degree $p$. Therefore, the BGS smoothing scheme will not be robust with respect to $p$; i.e. the quality of the smoother will depend on $p$, see Figure 3.15.
One approach to overcome this $p$-dependence is to consider subspace splittings $V^{\mathrm{PU}}=\sum_{l} \widetilde{\mathcal{V}}_{l}$ which are no longer direct splittings, i.e. a basis function $\varphi_{i} \psi_{i}^{n}$ may belong to several subspaces $\widetilde{\mathcal{V}}_{l}$. Consider the subspace definition

$$
\begin{equation*}
\tilde{\mathcal{V}}_{l}:=\sum_{\omega_{i} \cap \omega_{l} \neq \emptyset} \mathcal{V}_{i}=\operatorname{span}_{(i, n), i \in C_{l}}\left\langle\varphi_{i} \psi_{i}^{n}\right\rangle \tag{3.9}
\end{equation*}
$$

where $C_{l}:=\left\{i \mid \omega_{i} \cap \omega_{l} \neq \emptyset\right\}$ denotes the neighbourhood of the cover patch $\omega_{l}$, see Figure 3.14 (right). The subspace $\widetilde{\mathcal{V}}_{l}$ contains all functions $\varphi_{i} \psi_{i}^{n}$ whose support $\omega_{i}$ has a non-vanishing intersection with the patch $\omega_{l}$. Hence, when we solve the subspace problem $\left.A\right|_{\tilde{\mathcal{V}}_{l}}$ we resolve all couplings involving the basis functions $\varphi_{l} \psi_{l}^{q}$. Therefore, for each patch $\omega_{l}$ there is one subspace problem $\left.A\right|_{\tilde{\mathcal{V}}_{l}}$ which resolves all couplings involving the associated basis functions $\varphi_{l} \psi_{l}^{q}$ independent of the overlap parameter $\alpha$ and the polynomial degree $p$.
Since the subspace splitting into $\widetilde{\mathcal{V}}_{l}$ is not a direct splitting it does not correspond to a simple partitioning scheme of the stiffness matrix $A$. Here, we have to assemble the (discrete) local subproblems $A_{l, l}$ from the global linear system via the Galerkin products $A_{l, l}:=P_{l}^{T} A P_{l}$ where $P_{l}$ denotes the discrete extension operator which embeds the subspace $\widetilde{\mathcal{V}}_{l}$ in the global PUM space $V^{\mathrm{PU}}$. In our case $P_{l}$ is just a mask matrix, i.e. a reduced identity matrix. With the matrices $A$ and $P_{l}$ the application of the $S S C$ iteration operator (3.6) to a linear system $A \tilde{u}=\hat{f}$ can be realized by Algorithm 3.7. In the following this iteration referred to as a multiplicative overlapping Schwarz (MOS) smoother.

Algorithm 3.7. Successive subspace correction method
For all $l=1, \ldots, N$ :

1. Compute local residual $\hat{f}_{l}:=P_{l}^{T}(\hat{f}-A \tilde{u})$.
2. Solve subspace problem $\left(P_{l}^{T} A P_{l}\right) \tilde{u}_{l}=A_{l, l} \tilde{u}_{l}=\hat{f}_{l}$.
3. Update global iterate $\tilde{u}=\tilde{u}+P_{l} \tilde{u}_{l}$.

In Figure 3.15 we give the smoothing results obtained after one iteration of the $B G S$ and the $M O S$ smoother for $p=1$ and $p=5$. From these surface plots we can clearly observe that the $M O S$ smoother gives much smoother


Figure 3.15. Random valued initial guess (left) and smoothing results using a block-Gauss-Seidel (centre) and a multiplicative overlapping Schwarz smoother (right). Depicted are the current iterates after a single application of the smoother. The discretization was based on a uniform node arrangement on level 5 and employed polynomials of degree $p=1$ (upper row) and $p=5$ (lower row).
iterates than the $B G S$ smoother. More notably, the quality of the $B G S$ smoother deteriorates for higher order approximations. The results for $p=5$ are not as smooth as for $p=1$. For the $M O S$ smoother we find a completely different behaviour. There is no deterioration in the quality for larger $p$. In fact it even seems that the results for $p=5$ are better than for $p=1$.

## Computational Complexity

To estimate the computational cost associated with the multilevel iteration operator $M_{\gamma}^{\left(\nu_{1}, \nu_{2}\right)}$, see Algorithm 3.5, we need to consider the assembly of the prolongation $I_{k-1}^{k}$ and restriction $I_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{T}$ operators, and the setup of the smoothing schemes $S_{k}^{\text {pre }}$ and $S_{k}^{\text {post }}$ on all levels.
The local-to-local projection $I_{k-1}^{k}=\widetilde{\Pi}_{k-1}^{k}$ on a particular level $k$ can in general be computed with $O\left(N_{k} p^{3} d_{k}\right)$ operations where $N_{k}=\operatorname{card}\left(C_{\Omega}^{k}\right)$ and $p_{k}=\max _{i} p_{i, k}$. Similarly, the $B G S$ and the $M O S$ smoothers require $O\left(N_{k} p_{k}^{3 d}\right)$ operations due to the computation of $A_{i, i}^{-1}$ for all $i=1, \ldots, N_{k}$. The application of the prolongation operator $I_{k-1}^{k}=\widetilde{\Pi}_{k-1}^{k}$, the restriction operator $I_{k}^{k-1}=\left(I_{k-1}^{k}\right)^{T}$, and the smoothers $S_{k}^{\text {pre }}=S_{k}^{\text {post }}$ requires only order $O\left(N_{k} p_{k}^{2 d}\right)$ operations.
Hence, one iteration of our multilevel solver is of optimal complexity with respect to the number of patches $N_{J}=\operatorname{card}\left(C_{\Omega}^{J}\right)$ if the series

$$
\begin{equation*}
\sum_{k=0}^{J} \gamma^{k} \frac{N_{J-k}}{N_{J}}<\infty \quad \text { for } \quad J \rightarrow \infty \tag{3.10}
\end{equation*}
$$

converges. If the number of patches $N_{k}=\operatorname{card}\left(C_{\Omega}^{k}\right)$ is reduced at a constant rate from level to level, (3.10) holds and our multilevel iteration $M_{\gamma}^{\left(\nu_{1}, \nu_{2}\right)}$ can be applied with $O\left(N_{J}\right)$ operations.
With respect to the polynomial degree $p=\max _{i, k} p_{i, k}$, the optimal complexity is $O\left(p^{2 d}\right)$ since the local matrix blocks $A_{i, j}$ are generally dense. Yet, due to the direct solves for the diagonal blocks $A_{i, i}$ one iteration of our multilevel solver $M_{\gamma}^{\left(\nu_{1}, \nu_{2}\right)}$ is optimal up to a factor of $O\left(p^{d}\right)$ only. Therefore, we obtain the solution of a linear system $A \tilde{u}=\hat{f}$ up to a prescribed relative accuracy $\epsilon$ with $O\left(\ln (1 / \epsilon) N_{J} p^{3 d}\right)$ operations if the rate of convergence of the solver is independent of the number of patches $N_{J}$ and independent of the polynomial degree $p$. The results presented in $[41,76]$ show that the $V(1,1)$-cycle, i.e. the $M_{1}^{(1,1)}$ iteration, converges with a rate which is independent of $N_{J}$ for the $B G S$ smoother. However, the rate is not independent of the polynomial degree $p$. On the other hand the $V(1,1)$-cycle with the $M O S$ smoother converges with a rate which is independent of the number of patches $N_{J}$ and the polynomial degree $p$ [38]. However, the $M O S$ smoother is much more expensive since it involves a rather large constant so that for a practical range of $N_{J}$ and $p$ the multigrid solver Algorithm 3.5 with the $B G S$ smoother may give a faster solver with respect to actual computational time.

## 4 Parallelization

With the algorithms given in the previous section we can carry out simulations with several hundred thousand degrees of freedom efficiently on a single processor. However, the storage limitations of a single processor machine in general render a simulation with millions of degrees of freedom not feasible. For very large simulations we must resort to distributed memory parallel computers. Hence, we need to parallelize the algorithms given above to be able to deal with large scale problems.
Our parallelization follows the data decomposition approach. Here, the main ingredients are a parallel key-based tree implementation and a space filling curve load balancing scheme. The overall method can be split into three major steps: The initial tree construction and load balancing step, the assembly step where we set up the stiffness matrices $A_{k}$ on all levels $k=0, \ldots, J$ and the interlevel transfers $I_{k}^{k-1}$ and $I_{k-1}^{k}$, and finally the solution step where we use a multiplicative multilevel iteration to solve the linear system $A_{J} \tilde{u}_{J}=\hat{f}_{J}$. The load balancing step as well as the assembly step require some information about the neighbouring patches. The neighbour search in parallel computations is the most challenging task since we need to determine the communication pattern and have to exchange the appropriate data between the processors. This is further complicated by our multilevel construction and the necessary increase in the support sizes on coarser levels, see Section 4.4.

### 4.1 Parallel Data Decomposition

In general there are two main tasks associated with the efficient parallelization of any numerical computation on distributed memory computers. The first is to split up the data evenly among the participating processors; i.e. the associated computational work should be well-balanced. The second is to allow for an efficient access to data stored by another processor; i.e. on distributed memory parallel computers also the amount of remote data needed by a processor should be small.
In a data decomposition approach we partition the data, e.g. the computational domain or mesh, among the participating processors [72]. Then, we simply restrict the operations of the global numerical method to the assigned part of the data/domain. A processor has read and write access to its local data but only read access to remote data it may need to complete its local computation. On distributed memory machines these required data have to be exchanged explicitly in distinct communication steps.
The quality of the partition of the domain/data essentially determines the efficiency of the resulting parallel computation. The local parts of the data assigned to each processor should induce a similar amount of computational work so that each processor needs roughly the same time to complete its local computation. Here, a processor may need to access the data of the neighbouring sub-domains to solve its local problem. Hence, the geometry of the sub-domains should be simple to limit the number of communication steps and the communication volume. The number of neighbouring processors (which determines the number of communication steps) should be small and the geometry of the local boundary (which strongly influences the communication volume) should be simple, i.e. its size should be small.

## Key Based Tree Implementation

In a classical tree implementation the topology of the tree is explicitly encoded via pointers from a tree node to its successors. Such a pointer based implementation, however, is not easily parallelized especially on distributed memory machines. Hence, we use a different implementation of a d-binary tree $[76,81,82]$. Here, the tree is realized with the help of a hashed associative container. To this end, a unique label is assigned to each possible tree cell and instead of linking a cell directly to its successor cells, the labelling scheme implicitly defines the topology of the tree and allows for the easy access to successors and ancestors of a particular tree cell. Furthermore, we can randomly access any cell of the tree via its unique label. This allows us to catch accesses to non-local data in parallel computations and we can easily compute the communication pattern and send and receive all necessary data to complete the local computation.
The labelling scheme must encode the topology of the tree. To this end, the labelling scheme maps tree cells $\mathcal{C}_{L}=\bigotimes_{i=1}^{d}\left[c_{L}^{i}, c_{L}^{i}+h_{L}^{i}\right] \subset \mathbb{R}^{d}$ to a single integer value $\mathrm{k}_{L} \in \mathbb{N}_{0}$, the key. For instance, we can use the d-binary path as the key value $\mathrm{k}_{L}$ associated with a tree cell $\mathcal{C}_{L}$. The $d$-binary path $\mathrm{k}_{L}$ is

| successor cell | binary key value | integer key value |
| :---: | :---: | :---: |
| $\left[c_{L}^{1}, c_{L}^{1}+\frac{1}{2} h_{L}^{1}\right] \times\left[c_{L}^{2}, c_{L}^{2}+\frac{1}{2} h_{L}^{2}\right]$ | $\mathrm{k}_{L} 00$ | $4 \mathrm{k}_{L}$ |
| $\left[c_{L}^{1}, c_{L}^{1}+\frac{1}{2} h_{L}^{1}\right] \times\left[c_{L}^{2}+\frac{1}{2} h_{L}^{2}, c_{L}^{2}+h_{L}^{2}\right]$ | $\mathrm{k}_{L} 01$ | $4 \mathrm{k}_{L}+1$ |
| $\left[c_{L}^{1}+\frac{1}{2} h_{L}^{1}, c_{L}^{1}+h_{L}^{1}\right] \times\left[c_{L}^{2}, c_{L}^{2}+\frac{1}{2} h_{L}^{2}\right]$ | $\mathrm{k}_{L} 10$ | $4 \mathrm{k}_{L}+2$ |
| $\left[c_{L}^{1}+\frac{1}{2} h_{L}^{1}, c_{L}^{1}+h_{L}^{1}\right] \times\left[c_{L}^{2}+\frac{1}{2} h_{L}^{2}, c_{L}^{2}+h_{L}^{2}\right]$ | $\mathrm{k}_{L} 11$ | $4 \mathrm{k}_{L}+3$ |

Table 4.1. Path key values for the successor cells of a tree cell $\mathcal{C}_{L}=\bigotimes_{i=1}^{d}\left[c_{L}^{i}, c_{L}^{i}+\right.$ $h_{L}^{i}$ ] with associated key $\mathrm{k}_{L}$ in two dimensions.
defined by the search path that has to be completed to find the respective cell in the tree. Starting at the root of the tree, we set $\mathrm{k}_{L}=1$ and descend the tree in the direction of the cell $\mathcal{C}_{L}$. Here we concatenate the current key value $\mathrm{k}_{L}$ (in binary representation) and the $d$ Boolean values 0 and 1 associated with the decisions to which successor cell the descent continues to reach the respective tree cell $\mathcal{C}_{L}$. In Table 4.1 we give the resulting path key values $\mathrm{k}_{L}$ for a two dimensional example. Note that the key value $\mathrm{k}_{L}=1$ for the root cell is essentially a stop bit which is necessary to ensure the uniqueness of the key values.

## Parallel Key Based Tree Implementation

The data structure which describes the computational domain in our PUM is a $d$-binary tree (quadtree, octree) used for the cover construction and the fast neighbour search for the evaluation of the Shepard PU functions (2.1). The use of a global unique integer key for each cell of the tree allows for a simple description of a partitioning of the computational domain. The set of all admissible ${ }^{22}$ keys $\left\{0,1, \ldots, \mathrm{k}_{\max }\right\}$ is simply split into $\wp$ subsets which are then assigned to the $\wp$ processors. We subdivide the range of keys into $\wp$ intervals

$$
0=r_{0} \leq r_{1} \leq \cdots \leq r_{\wp}=\mathrm{k}_{\max }
$$

and assign the interval $\left[r_{q}, r_{q+1}\right)$ to the $q$ th processor, i.e. the set of tree cells assigned to the $q$ th processor is $\left\{\mathcal{C}_{L} \mid \mathrm{k}_{L} \in\left[r_{q}, r_{q+1}\right)\right\}$. With this very simple decomposition each processor can identify which processor stores a particular tree cell $\mathcal{C}_{L}$. A processor has to compute only the key value $\mathrm{k}_{L}$ for the tree cell $\mathcal{C}_{L}$ and the respective interval $\left[r_{q}, r_{q+1}\right)$ with $\mathrm{k}_{L} \in\left[r_{q}, r_{q+1}\right)$ to determine the processor $q$ which stores this tree cell $\mathcal{C}_{L}$. The question now arises if such a partition of the domain with the path keys $\mathrm{k}_{L}$ (see Section 3 is a reasonable choice? Obviously the partitioning of the tree should be done in such a way that complete sub-trees are assigned to a processor to allow for efficient tree traversals. But the path key labelling scheme given above orders the tree cells rather horizontally (see Figure 4.1) instead of vertically. Therefore, we need to transform the path keys $\mathrm{k}_{L}$ to so-called domain keys $\mathrm{k}_{L}^{D}$.
A simple transformation which leads to a vertical ordering of the tree cells is the following: First, we remove the leading bit (the initial root key value)
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Figure 4.1. Horizontal ordering of a tree induced by the path key values k.
from the key's binary representation. Then we shift the remaining bits all the way to the left so that the leading bit of the path information is now stored in the most significant bit. ${ }^{23}$ Assume that the key values are stored as an 32 bit integer and that we are in two dimensions. Then this simple transformation of a path key value $k_{L}$ to a respective domain key value $k_{L}^{D}$ is given by

$$
\begin{align*}
\mathrm{k}_{L} & =000000000000000000000001 \underbrace{01110010}_{\text {path }} \\
\mathrm{k}_{L}^{D} & =\underbrace{01110010}_{\text {path }} 0000000000000000000000000 . \tag{4.1}
\end{align*}
$$

With these domain keys $k_{L}^{D}$ the tree is now ordered vertically and we can assign complete sub-trees to a processor using the simple interval domain description $\left[r_{q}, r_{q+1}\right)$.

## Remark 4.1.

Note that the transformed keys are no longer unique and cannot be used as the key value for the associative container to store the tree itself. Obviously, a successor cell $\mathcal{C}_{S}$ of a tree cell $\mathcal{C}_{L}$ can be assigned the same domain key as the tree cell, i.e. $\mathrm{k}_{S}^{D}=\mathrm{k}_{L}^{D}$. Hence, we use the unique path keys $\mathrm{k}_{L}$ for the container and the associated domain keys $k_{L}^{D}$ for the domain description, i.e. for the associated interval boundaries $\left[r_{q}, r_{q+1}\right)$.

Note that the description of the data partition via the intervals $\left[r_{q}, r_{q+1}\right)$ defines a minimal refinement stage of the tree which has to be present on all processors to ensure the consistency of the tree. In the following we refer to this top part of the tree as the common global tree. The leaves $\mathcal{C}_{L}$ of the common global tree are characterized by the fact that they are the coarsest tree cells for which all possible successor cells are stored on the same processor, see Figure 4.2. The domain key values $\mathrm{k}_{S}^{D}$ of all possible successor cells $\mathcal{C}_{S}$ lie in the same interval $\left[r_{q}, r_{q+1}\right)$ as the domain key $\mathrm{k}_{L}^{D}$. We therefore refer to the leaves of the common global tree as local sub-tree roots.

[^19]

Figure 4.2. Common global tree (dashed, gray shaded) for a partition onto three processors. Local sub-tree roots (dark gray shaded) and the local sub-tree cells (white) for the first (left), second (centre) and third processor (right).

The order of the tree cells induced by the domain keys $k_{L}^{D}$ given above is often referred to as bit-interleaving, the Morton-order, the Z-order or the N order. The curve induced by mapping the domain keys to the associated cell centres corresponds to the Lebesgue curve (Figure 4.3 (upper left)) which is a space filling curve [73]. There are many space filling curves with different properties which might be more suitable for our needs; e.g. the sub-domains generated by the Lebesgue curve may be not connected [86] even for a $d$ rectangle, see Figure 4.3 (upper right). This increases the size of the local boundary and thereby the communication volume and possibly the number of communication steps.


Figure 4.3. The Lebesgue curve (upper left) and the constructed sub-domains (upper right) for a partition onto three processors. The sub-domains are not connected since the curve does not have the locality property. The Hilbert curve (lower left) and the constructed sub-domains (lower right) for a partition onto three processors. The sub-domains are connected due to the locality property of the curve.


Figure 4.4. A partition of the point set $P_{J}$ onto four processors (colour coded) using the domain keys $k_{L}^{D}$ based on the Lebesgue curve (left), and the domain keys $\mathrm{k}_{L}^{D}$ based on the Hilbert curve (right).

### 4.2 Load Balancing with Space Filling Curves

The properties of space filling curves with respect to partitioning data for parallel computations have been studied in [85, 86]. Here, it turns out that the Hilbert curve (Figure 4.3 (lower left)) is more suitable for partitioning irregular data than the Lebesgue curve, see Figure 4.4. It provides a better data locality, e.g. the constructed sub-domains for a $d$-rectangle are connected (Figure 4.3 (lower right)) and the size of the local boundaries is of optimal order. Hence, we use the Hilbert curve instead of the Lebesgue curve to order the tree in our implementation; i.e. we use a different transformation than (4.1) to map the path keys $\mathrm{k}_{L}$ to domain keys $\mathrm{k}_{L}^{D}$. This transformation of the path key values to Hilbert curve keys is more involved than the transformation (4.1) to Lebesgue curve keys, but it can also be realized with fast bit manipulations, see [76, Appendix B] for details. ${ }^{24}$
By changing the interval boundaries $\left\{r_{q} \mid q=0, \ldots, \wp\right\}$, which describe the decomposition of our tree, we can balance the load among the processors. To this end we assign estimated work loads $w_{L}$ as weights to the leaves $\mathcal{C}_{L}$ of the tree. Then we compute the current load estimate $w^{\hat{q}}=\sum w_{L}$ on every processor $\hat{q}$ and gather all remote load estimates $w^{q}$ with $q \neq \hat{q}$. In the next step, the global load estimate $w=\sum_{q=0}^{\wp-1} w^{q}$, and the balanced load distribution $w_{b}^{q}=\frac{q w}{\wp}$ are computed. Then, every processor $\hat{q}$ iterates over its current set of leaves $\mathcal{C}_{L}$ of the tree in ascending order of the domain keys $\mathrm{k}_{L}^{D}$ and sets new (intermediate and inconsistent) local interval boundaries $\left\{\tilde{r}_{q}^{\widehat{q}} \mid q=0, \ldots, \wp\right\}$ accordingly. Finally, a reduction operation over all (local

[^20]intermediate) sets $\left\{\tilde{r}_{q}^{\tilde{q}} \mid q=0, \ldots, \wp\right\}$ of the $\wp$ participating processors $\tilde{q}$ gives the new (global and consistent) interval boundaries $\left\{r_{q} \mid q=0, \ldots, \wp\right\}$ which balance the estimated load $w$. Note that this load balancing scheme itself is completed in parallel.

## Algorithm 4.1. Load Balancing

1. For all local leaves $\mathcal{C}_{L}$ of the tree:

Assign estimated work load $w_{L}$.
2. Compute local estimate $w^{\hat{q}}=\sum_{L} w_{L}$ (on processor $\hat{q}$ ).
3. Gather remote estimates $w^{q}$ with $q=0, \ldots, \wp-1$ and $q \neq \hat{q}$.
4. Compute global load estimate $w=\sum_{q=0}^{\wp-1} w^{q}$.
5. Set local estimate $w_{g}^{\hat{q}}=\sum_{q=0}^{q<\hat{q}} w^{q}$ (on processor $\hat{q}$ ).
6. Set balanced load distribution $w_{b}^{q}=\frac{q w}{\wp}$ for $q=0, \ldots, \wp$.
7. For all local leaves $\mathcal{C}_{L}$ (in ascending order of domain keys $\mathrm{k}_{L}^{D}$ ):

Set local intermediate interval boundary $\tilde{r}_{q}^{\hat{q}}=k_{L}^{D}$ (on processor $\hat{q}$ ) where $q \in\{0, \ldots, \wp\}$ is the smallest integer with $w_{g}^{\hat{q}} \leq w_{b}^{q}$ and update estimate $w_{g}^{\hat{q}}=w_{g}^{\hat{q}}+w_{L}$.
8. Set (global) interval boundaries $r_{q}=\max _{\tilde{q}} \tilde{r}_{q}^{\tilde{q}}$ for all $q \in\{0, \ldots, \wp\}$ by reducing the set of all (local) intermediate boundaries $\left\{\tilde{r}_{q}^{\tilde{q}}\right\}$ over all processors $\tilde{q}$, force $r_{0}=0$ and $r_{\wp}=\mathrm{k}_{\max }$.

The quality of the load balancing scheme is essentially determined by the local load estimate $w_{L}$. With respect to the finest level $J$ we can estimate the computational work associated with a particular patch $\omega_{i, k}$ for instance by the number of degrees of freedom assigned to the patch. Such an estimate is very cheap to compute, however, its quality is rather poor. We can obtain a very accurate estimate of the local computational work by considering the number of integration points used on a particular patch. Since we use a dynamic stopping criterion in the assembly of the stiffness matrix, such an estimate however cannot be attained with reasonable effort. Yet, if we assume that the integration of all nonzero entries of the stiffness matrix can be computed with a similar amount of work, we can use the number of nonzeros per block-row as our load estimate, i.e.

$$
w_{L}=w_{i, J}=\operatorname{dim}\left(V_{i, J}^{p_{i, J}}\right) \sum_{\omega_{k} \in C_{i, J}} \operatorname{dim}\left(V_{k, J}^{p_{k, J}}\right) .
$$

If all polynomial degrees $p_{i, J}=p$ we can use $w_{L}=w_{i, J}=\operatorname{card}\left(C_{i, J}\right)$. Hence, to balance the load with this work load estimate, we need to compute all neighbourhoods $C_{i, J}$ (in parallel) on the finest level $J$ (in the unbalanced tree). Therefore, the computation of an accurate load estimate for parallel simulations is already a challenging task.

Remark 4.2.
The computational cost associated with the estimation of the current load
can often be reduced. In a time dependent setting or in adaptive refinement we usually have a pretty good load estimate from a previous time step or a coarser level without extra computations. This estimate can either be used directly to partition the data or it can be updated with only a few operations. Furthermore, we typically have to redistribute only a small amount of data in these situations.

## Remark 4.3.

With the load balancing scheme given in Algorithm 4.1 we balance the load with respect to only the finest level $J$. For our PUM discretization this is sufficient, since the largest amount of work is due to the finest level and we already assume that we coarsen the number of patches at a constant rate from level to level to obtain an optimal complexity multilevel iteration. However, sometimes it might be necessary to balance the load with respect to all levels simultaneously. Then, we need to modify the load balancing scheme in such a way that we consider all nodes of the tree rather than only the leaves. Note, however, that the design of an appropriate load estimate is somewhat more involved in such cases.

## Remark 4.4.

In the case of a PDE with (piecewise) constant coefficients we can employ a caching technique due to our regularized cover construction, see Remark 3.9 , in some regions of the domain. Hence, not all integrals associated with the stiffness matrix are computed explicitly, many entries are computed only once and reused in the assembly. Therefore, when this caching technique is employed we need to update our load estimate to account for this change in computational work. Yet, we must be aware that the load has to balanced also with respect to the solution phase, i.e. the scalability of a single matrix-vector product should be retained.

### 4.3 Parallel Cover Construction

Now that the computational domain is partitioned in an appropriate fashion among the processors we turn to the algorithmic changes for our parallel implementation, e.g. the computation of the communication pattern. The first task in our PUM is the multilevel cover construction (cf. Section 3.3) which is essentially a post-order tree operation. Due to our tree decomposition which assigns complete sub-trees to processors most work can be done completely in parallel. When we reach elements of the common global tree we need to gather the respective tree cells from remote processors. Then, all processors can complete the cover construction on the common global tree. The parallel version of the multilevel cover construction algorithm (cf. Algorithm 3.6) reads as:

## Algorithm 4.2. Parallel Multilevel Cover Construction

1. Given the domain $\Omega \subset \mathbb{R}^{d}$ and a bounding box $R_{\Omega}=\bigotimes_{i=1}^{d}\left[l_{\Omega}^{i}, u_{\Omega}^{i}\right] \supset \bar{\Omega}$.
2. Given the interval boundaries $\left\{r_{q} \mid q=0, \ldots, \wp\right\}$ and the local part $\tilde{P}_{\hat{q}}$ of the initial point set $\tilde{P}=\left\{x_{j} \mid x_{j} \in \bar{\Omega}, j=1, \ldots, \tilde{N}\right\}$, i.e. $\mathrm{k}_{j}^{D} \in\left[r_{\hat{q}}, r_{\hat{q}+1}\right)$ for all $x_{j} \in \tilde{P}_{\hat{q}} .{ }^{25}$
3. Initialize the common global $d$-binary tree (quadtree, octree) according to the $\wp$ intervals $\left[r_{q}, r_{q+1}\right)$.
4. Build parallel $d$-binary sub-trees over local sub-tree roots, such that per leaf $L$ at most one $x_{i} \in \tilde{P}_{\hat{q}}$ lies within the associated cell $\mathcal{C}_{L}:=$ $\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]$.
5. Set $J$ to the finest refinement level of the tree.
6. For all local sub-tree roots $\mathcal{C}_{L}=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]$ :
(a) If current tree cell $\mathcal{C}_{L}$ is an INNER tree node and $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Descend tree for all successors $\mathcal{C}_{S}$ of $\mathcal{C}_{L} .(\rightarrow 6(\mathrm{a}))$
ii. Set patch $\omega_{L}=\bigotimes_{i=1}^{d}\left[x_{L}^{i}-h_{L}^{i}, x_{L}^{i}+h_{L}^{i}\right] \supset \mathcal{C}_{L}$ where $x_{L}=\frac{1}{2^{d}} \sum x_{S}$ is the centre of its successors points $x_{S}$ and $h_{L}^{i}=2 \max h_{S}^{i}$ is twice the maximum radius of its successors $h_{S}^{i}$.
iii. Set active levels $l_{L}^{\min }=l_{L}^{\max }=\min l_{S}^{\min }-1$ and update for all successors $l_{S}^{\min }=\min l_{S}^{\min }$.
iv. Set polynomial degree $p_{L}:=\min p_{S}$ to minimal degree of its successors.
(b) Else if $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Set patch $\omega_{L}=\bigotimes_{i=1}^{d}\left[x_{L}^{i}-h_{L}^{i}, x_{L}^{i}+h_{L}^{i}\right] \supset \mathcal{C}_{L}$ where $x_{L}^{i}=l_{L}^{i}+$ $\frac{1}{2}\left(u_{L}^{i}-l_{L}^{i}\right)$ and $h_{L}^{i}=\frac{\alpha_{t}}{2}\left(u_{L}^{i}-l_{L}^{i}\right)$.
ii. Set active levels $l_{L}^{\min }=l_{L}^{\max }=J$.
iii. Set polynomial degree to some given value $p_{L}$.
iv. Set $P_{J \hat{q}}=P_{J \hat{q}} \cup\left\{x_{L}\right\}, C_{\Omega \hat{q}}^{J}=C_{\Omega \hat{q}}^{J} \cup\left\{\omega_{L}\right\}$.
7. Broadcast patches $\omega_{L}$ associated with local sub-tree roots $\mathcal{C}_{L}$ to all processors.
8. For the common global root cell $\mathcal{C}_{L}=\bigotimes_{i=1}^{d}\left[l_{L}^{i}, u_{L}^{i}\right]=R_{\Omega}$ :
(a) If current tree cell $\mathcal{C}_{L}$ is not the root of any complete processor subtree, and an INNER tree node with $\mathcal{C}_{L} \cap \Omega \neq \emptyset$ :
i. Descend tree for all successors of $\mathcal{C}_{L} .(\rightarrow 8(\mathrm{a}))$
ii. Set patch $\omega_{L}=\bigotimes_{i=1}^{d}\left[x_{L}^{i}-h_{L}^{i}, x_{L}^{i}+h_{L}^{i}\right] \supset \mathcal{C}_{L}$ where $x_{L}=\frac{1}{2^{d}} \sum x_{S}$ is the centre of its successors points $x_{S}$ and $h_{L}^{i}=2 \max h_{S}^{i}$ is twice the maximum radius of its successors $h_{S}^{i}$.
iii. Set active levels $l_{L}^{\min }=l_{L}^{\max }=\min l_{S}^{\min }-1$ and update for all successors $l_{S}^{\min }=\min l_{S}^{\min }$.
iv. Set polynomial degree $p_{L}:=\min p_{S}$ to minimal degree of its successors.
9. For $k=0, \ldots, J-1$ :
(a) Set $P_{k \hat{q}}=\left\{x_{L} \mid l_{L}^{\min } \leq k \leq l_{L}^{\max }\right.$ and $\left.\mathrm{k}_{L}^{D} \in\left[r_{\hat{q}}, r_{\hat{q}+1}\right)\right\}$.
(b) Set $C_{\Omega \hat{q}}^{k}=\left\{\omega_{L} \mid l_{L}^{\min } \leq k \leq l_{L}^{\max }\right.$ and $\left.\mathrm{k}_{L}^{D} \in\left[r_{\hat{q}}, r_{\hat{q}+1}\right)\right\}$.
[^21]Note that the main difference between this parallel cover construction algorithm and Algorithm 3.6 is the use of different entry points for insert operations into the (global) tree. With Algorithm 3.6 we always insert points starting at the (global) root of the tree whereas in parallel each processor will essentially insert points into one of its local sub-tree roots only. Therefore, Algorithm 4.2 will yield the same sequence of covers $C_{\Omega}^{k}$ as Algorithm 3.6 only if the initial common global tree of step 3 (which is induced by the interval boundaries of step 2) is reasonable, cf. Section 4.1. Otherwise there can be slight differences in the constructed covers using different processor numbers $\wp$ for small initial point sets $\tilde{P}$.

### 4.4 Parallel Neighbour Search

Although most neighbours $\omega_{j, k}$ of a patch $\omega_{i, k}$ are stored on the local processor, the patch $\omega_{i, k}$ may well overlap patches which are stored on a remote processor. Hence, a processor may need copies of certain patches from a remote processor for the assembly of its assigned block-rows of the global stiffness matrices $A_{k}$. The computation of a single block-entry $\left(A_{k}\right)_{i, j}$ involves $\varphi_{i, k}$ and $\varphi_{j, k}$. Hence, it seems that we not only need remote patches $\omega_{j, k}$ but also all their neighbours $\omega_{l, k} \in C_{j, k}$ for the evaluation of the integrands involved in the block-row corresponding to the local patch $\omega_{i, k}$. This would significantly increase the communication volume and storage overhead due to parallelization. But since all function evaluations of $\varphi_{j, k}$ are restricted to the support of $\varphi_{i, k}$-recall that the integration domain for the block entry is $\Omega \cap \omega_{i, k} \cap \omega_{j, k}$ - every neighbouring patch $\omega_{l, k} \in C_{j, k}$ that contributes a nonzero weight $W_{l, k}$ to the PU function $\varphi_{j, k}$ (on the integration domain) must also be a neighbour of $\omega_{i, k}$. Hence, it is sufficient to store copies of remote patches $\omega_{j, k}$ which are direct neighbours of a local patch $\omega_{i, k}$. There is no need to store neighbours of neighbours for the assembly of the stiffness matrix.
But how does a processor detect which neighbours $\omega_{j, k}$ exist on a remote processor? In fact, a processor cannot determine which patches to request from a remote processor. But a processor can certainly determine which of its local patches $\omega_{i, k}$ overlap the remote sub-trees with the help of the leaves of the common global tree. Hence, a processor can compute which local patches a remote processor may need to complete its neighbour search. Therefore, we need to perform only a parallel communication step where a processor sends its local patches which overlap the remote sub-trees prior to the computation of the neighbourhoods $C_{i, k}$.
Our cover construction algorithm constructs patches with increasing overlap on coarser levels $k<J$ to control the gradients $\nabla \varphi_{i, k}$ for $k<J$. Hence, many local patches $\omega_{i, \hat{k}}$ will overlap a remote sub-tree root patch $\omega_{j, \tilde{k}}$. But for the computation of the neighbourhoods $C_{j, \hat{k}}$ on level $\hat{k}>\tilde{k}$ the remote processor may not need the local patch $\omega_{i, \hat{k}}$. The remote patches $\omega_{j, \hat{k}}$ on level $\hat{k}$ might
not overlap $\omega_{i, \hat{k}}$, even though the coarser patch $\omega_{j, \tilde{k}}$ with $\tilde{k}<\hat{k}$ does overlap $\omega_{i, \hat{k}}$. Hence, the patch $\omega_{i, \hat{k}}$ is not needed by the remote processor to complete its computation and $\omega_{i, \hat{k}}$ should not be sent. This problem can be cured if we first compute a minimal coarse cover. Here, the patches associated with the tree cells are computed without increasing the overlap from level to level. Recall that in the single-level cover construction with Algorithm 3.1 and Algorithm 3.4 we already computed such a cover. There, we assigned patches $\omega_{L}$ to INNER tree nodes which only cover the union of their respective successor patches $\omega_{S}$. But for the multilevel cover construction it was necessary to increase the size of these coarser patches in Algorithm 3.6 to control the size of the gradients of the associated partition of unity functions. Now in parallel computations we need to employ both types of coarse patches. We need the minimal patches for the partitioning of the domain, and we need the larger PUM patches for the construction of the shape functions. Note however that we only need the minimal patches for the common global tree. Therefore, we compute a minimal coarse cover, essentially with a parallel version of Algorithm 3.4, and then we store separate copies of the computed minimal patches associated with the leaves of the common global tree before we compute the correct PUM cover sequence with Algorithm 4.2. A processor can now test its local PUM patches against the minimal patches associated with remote sub-tree roots to compute the correct overlap with respect to the finest level $J$.
For the computation of the neighbourhoods $C_{i, k}$ on coarser levels $k<J$ we have to keep in mind that the complete tree is coarsened from level to level. Hence, we need to coarsen the common global tree as well. Furthermore, we also have to update the minimal patches associated with the coarser cells of the common global tree to compute the current overlaps. ${ }^{26}$ After the exchange of the respective overlaps the neighbour search can be completed on each processor as before with Algorithm 3.2.

## Remark 4.5.

The precise estimation of the communication volume is essential to obtain a scalable parallel implementation. It is very important to employ a conservative estimate, i.e. to over-estimate the amount of data, since all required data should be exchanged in a single communication step. However, if too many unnecessary data are sent and too many copies are stored locally we may lose the optimal complexity of the original algorithm due to an unsuitable non-optimal parallelization.

[^22]
### 4.5 Parallel Matrix Assembly

Now that we have constructed the covers $C_{\Omega}^{k}$ in a distributed fashion, we come to the Galerkin discretization of a PDE in parallel. Here, we simply restrict the assembly of the stiffness matrix (and the transfer operators) on each of the $\wp$ processors to the block-rows associated with its assigned patches $\omega_{i, k}$. A processor $\hat{q}$ computes all block-entries

$$
\begin{equation*}
\left(A_{k}\right)_{i, j}=\left(A_{k(i, n),(j, m)}\right), \text { with } A_{k(i, n),(j, m)}=a\left(\varphi_{j, k} \psi_{j, k}^{m}, \varphi_{i, k} \psi_{i, k}^{n}\right), \tag{4.2}
\end{equation*}
$$

where $\varphi_{i, k}$ is the PU function associated with one of its assigned patches $\omega_{i, k}$, i.e. the domain key $\mathrm{k}_{i, k}^{D}=\mathrm{k}_{i}^{D}$ associated with the patch $\omega_{i, k}$ is element of $\left[r_{\hat{q}}, r_{\hat{q}+1}\right)$. The block-sparsity pattern of the respective block-row is determined by the neighbourhood $C_{i, k}=\left\{\omega_{j, k} \in C_{\Omega}^{k} \mid \omega_{i, k} \cap \omega_{j, k} \neq \emptyset\right\}$. Hence, a processor needs to access all geometric neighbours $\omega_{i, k} \cap \omega_{j, k} \neq \emptyset$ of its patches $\omega_{i, k}$ to compute its assigned part of the stiffness matrix $A_{k}$ on level $k$. These neighbourhoods $C_{i, k}$ need to be computed prior to the assembly of the stiffness matrix $A_{k}$ on level $k$ so that during the assembly of the stiffness matrix $A_{k}$ local copies of all neighbouring patches are available. After the exchange of all required neighbours $\omega_{j, k} \in C_{i, k}$ we can use Algorithm 3.3 for the assembly of the stiffness matrix without any modification. Note that the neighbourhoods $C_{i, k}$ are needed to pre-allocate the correct storage for the sparse block-matrix $A_{k}$ as well as for each function evaluation of $\varphi_{i, k}$. Hence, we compute all $C_{i, k}$ only once and store them, i.e. the respective keys $\mathrm{k}_{i, k}$, in a separate sparse data structure.

### 4.6 Parallel Multilevel Solution

The first challenge we encounter in the parallelization of our multilevel solver is the question of smoothing in parallel. Recall that our smoothing schemes, namely the $B G S$ and $M O S$ iterations, are $S S C$ methods. Hence, they are inherently sequential and their efficient parallelization is in general not feasible. Therefore, we need to modify the smoothing schemes in parallel computations. A common approach to circumvent the complete parallelization of $S S C$ iterations is the domain decomposition approach, i.e. a sub-domainblocking approach. Here, the $S S C$ iteration is only applied locally within a processor's assigned sub-domain and these local iterates are then merged using an outer PSC iteration, i.e. by a sub-domain-block-Jacobi iteration. Note that this approach may lead to a change in the subspace splitting and in the overall iteration for different numbers of sub-domains, i.e. varying processor numbers $\wp$. For the MOS iteration for instance we now define the subspaces

$$
\tilde{\mathcal{V}}_{l, q}:=\operatorname{span}_{(i, n), i \in C_{l} \cap C_{\Omega_{q}}}\left\langle\phi_{i} \psi_{i}^{n}\right\rangle
$$

where $C_{\Omega q}$ denotes the set of all patches assigned to processor $q$. The respective composite iteration can then be carried out with Algorithm 4.3.


Figure 4.5. Smoothing results obtained with one iteration of the $B G S$ smoother (left) and the composite PSC-BGS smoother (centre: with 4 sub-domains, right: with 16 sub-domains).


Figure 4.6. Smoothing results obtained with one iteration of the $M O S$ smoother (left) and the composite PSC-MOS smoother (centre: with 4 sub-domains, right: with 16 sub-domains).

## Algorithm 4.3. Composite PSC-SSC iteration

1. Exchange coefficients $\tilde{u}$ required for parallel matrix-vector product $A \tilde{u}$.
2. For all local $l \in C_{\Omega q}$ on processor $q$ :
(a) Compute local residual $\hat{f}_{l, q}:=P_{l, q}^{T}(\hat{f}-A \tilde{u})$.
(b) Solve subspace problem $\left(P_{l, q}^{T} A P_{l, q}\right) \tilde{u}_{l, q}=\hat{f}_{l, q}$.
(c) Update iterate $\tilde{u}=\tilde{u}+P_{l, q} \tilde{u}_{l, q}$.

Note that the computation of the residual in step 2(a) employs an inconsistent coefficient vector $\tilde{u}$ since we exchange the coefficients only once per iteration; i.e. in step 2(c) we update coefficients $k \in C_{\Omega_{q}}$ on processor $q$ but we do not update the respective copies stored on other processors.
The error reduction rate of such a composite $P S C-S S C$ iteration is somewhat reduced compared with the rate obtained by the original $S S C$ scheme but it is often still superior to that of the respective $P S C$ scheme (for large sub-domains). Since we are interested in a parallel smoothing scheme for our multilevel solver, however, we must also be interested in the global smoothness of the respective iterates. From the plots depicted in Figures 4.5 and 4.6 we can observe that the composite $P S C-B G S$ smoother with $\wp=4$ and $\wp=16$ sub-domains gives iterates with similar smoothness as the sequential $B G S$ smoother $(\wp=1)$. However, for the composite $P S C$-MOS smoother


Figure 4.7. Smoothing results obtained with the $M O S$ smoother (left) and a multiplicative smoother, i.e. an $S S C$ iteration, based on the subspaces $\tilde{\mathcal{V}}_{l, q}$ (centre: with 4 sub-domains, right: with 16 sub-domains).
this is not the case. Here, we can clearly see the artifacts introduced by the sub-domain splitting. In the interior of each processor sub-domain we have the excellent error reduction and smoothing property of the $M O S$ scheme. But close to the boundary of the processor sub-domain we lose the error reduction property and hence the global smoothness of the iterates. Note that the subspaces $\tilde{\mathcal{V}}_{l, q}$ near the sub-domain boundary become very similar to the non-overlapping subspaces $\mathcal{V}_{l}$ employed in a $B G S$ smoother. Furthermore, the quality of the $M O S$ smoother relies very much on the fact that smoothing is done in a successive fashion in the entire domain. In Figure 4.7 we give the iterates obtained by a multiplicative iteration, i.e. an $S S C$ iteration, using the subspace splitting $\tilde{\mathcal{V}}_{l, q} \cdot{ }^{27}$ From these plots we see that the iterates are much smoother than those obtained with the composite PSC$M O S$ smoother. Hence, the outer $P S C$ iteration seems to be the main reason for the substantial loss in the quality of the smoother composite $P S C-M O S$ smoother. Note that the loss in smoothing for the composite $P S C-M O S$ iteration is so severe that the respective multilevel iteration may diverge. Hence, for the parallelization of the $M O S$ smoother we cannot pursue a simple subdomain blocking approach together with an outer PSC iteration. Here, a more involved parallelization approach using multi-colour strategies must be taken [22]. However, the implementation of such techniques for unstructured data is rather cumbersome and sometimes even not feasible.
Since the $M O S$ smoother is rather expensive and not easily parallelizable we usually employ the composite $P S C-B G S$ smoother in our parallel multilevel solver. The computational complexity of this parallel smoother with respect to the number of operations, the storage requirements and the communication demands is comparable to that of a parallel matrix-vector product.
The second basic operation of our multilevel iteration is the application of the prolongation and restriction operators. In our implementation we completely assemble the prolongation as well as the restriction operators in an analogous

[^23]fashion as described above for the stiffness matrices $A_{k}$. This increases somewhat the storage overhead but on the other hand we do not need an explicit transposition or a transpose matrix-vector-product in parallel. We need only a parallel matrix-vector-product to transfer information between levels. Since we assign complete sub-trees to a processor most block-coefficients per processor are stored locally. Therefore the communication volume in the smoother as well as in the interlevel transfer is small. Here, the local-to-local projection has an especially simple communication demand due to its minimal blocksparsity pattern and our tree partitioning scheme. The $i$ th block-row of the restriction operator $I_{k}^{k-1}$ only consists of a single block-entry $I_{k}^{k-1}{ }_{i, j}$ which corresponds to the coarser cover patch $\omega_{j, k-1} \in C_{i, k, k-1}^{H}$ associated with the ancestor tree-cell of the current fine level patch $\omega_{i, k}$ (cf. Section 3.3). Most of these ancestors are located on the same processor as the current patch due to our partition of the tree. Hence, the application of a local-to-local transfer operator involves very little communication.

### 4.7 Computational Complexity

The complexity of the parallel multilevel cover construction including the setup of the tree is given by $O\left(\frac{N}{\wp} J+\wp \log \wp\right)$, where $N=\operatorname{card}\left(P_{J}\right)$ and $P_{J}$ is the point set for our PUM space $V_{J}^{\mathrm{PU}}$ on the finest level $J$, i.e. $\operatorname{card}\left(P_{J}\right)$ corresponds to the number of leaves of the tree, and $\wp$ is the number of processors. For the load balancing step we need to compute the neighbourhoods $C_{i, J}$ as the local load estimate. If we assume that the load imbalance is not too severe, this estimate can be computed with $O\left(\frac{N}{\wp} J\right)$ operations. The complexity of the necessary overlap computation is given by $O\left(J(\log \wp)^{2}\right)$ and the respective communication volume is of the order $O\left(\left(\frac{N}{\wp}\right)^{\frac{d-1}{d}}\right) .{ }^{28}$ Hence, the complexity of the tree construction and load balancing step is given by $O\left(\frac{N}{\wp} J+\left(\frac{N}{\wp}\right)^{\frac{d-1}{d}}+J(\log \wp)^{2}+\wp \log \wp\right)$.
Note that in our implementation we pre-compute the neighbourhoods $C_{i, k}$ on all levels $k=0, \ldots, J$ prior to the assembly of the stiffness matrices $A_{k}$. Again, the complexity of the neighbourhood computation is given by $O\left(\frac{N}{\wp} J\right)$. These neighbourhoods, i.e. the respective keys, are stored in an additional sparse data structure since they determine not only the sparsity pattern of the stiffness matrix but they are also needed for the function evaluation of the PU functions $\varphi_{i, k}$. Hence, we compute the neighbourhoods $C_{i, k}$ only once and utilize the $O(1)$ random access capabilities of our key-based tree implementation so that the single function evaluation of $\varphi_{i, k}$ is of the order $O(1)$. Hence, the assembly of the stiffness matrices does not involve any searching operations so that its complexity is of the order $O\left(\frac{\mathcal{C}_{\mathrm{A}, \mathrm{NI}}}{\wp}\right)$ in parallel.

[^24]The computation of the hierarchical neighbourhoods $C_{i, k, l}^{H}$ does not involve a complete search process. Here, we only need to check the active levels of the particular patch $\omega_{i, k}$. Either the patch itself is the only element of $C_{i, k, l}^{H}$ or we can directly compute the key for the ancestor patch (or the successor patches) with a constant number of operations. Therefore, we can assemble the local-to-local transfers also with $O\left(\frac{\mathcal{C}_{\widetilde{\mathrm{n}}, \mathrm{NI}}^{\wp}}{\wp}\right)$ operations.
Finally, we need to consider the complexity of our multiplicative multilevel solver in parallel. In essence, the iteration given in Algorithm 3.5 consists of three operations: the application of a smoothing scheme, a matrixvector product and a scalar product. Since our parallel $P S C-B G S$ smoothing scheme has a similar complexity as a parallel matrix-vector product, we only need to consider the complexities of the parallel matrix-vector product and the parallel scalar product. Obviously, a scalar product can be computed in parallel with $O\left(\frac{N}{\wp}+\log p\right)$ operations and communication steps. A parallel matrix-vector product (for sparse matrices) has a parallel complexity of $O\left(\frac{N}{\wp}+\left(\frac{N}{\wp}\right)^{\frac{d-1}{d}}\right)$. To obtain the overall complexity of our parallel multilevel solver we need to consider that we apply these operations on all levels. Note that the overall number of arithmetic operation is not effected by the multilevel structure. ${ }^{29}$ However, we need to communicate on each level $k=0, \ldots, J$. Hence, the overall complexity of our parallel multilevel solver is given by $O\left(\frac{N}{\wp}+\left(\frac{N}{\wp}\right)^{\frac{d-1}{d}}+J+\log \wp\right)$.
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[^0]:    ${ }^{1} \mathrm{~A}$ set $Y \subset \mathbb{R}^{d}$ is $\mathcal{P}_{p}$-unisolvent, if $\pi \in \mathcal{P}_{p}$ and $\pi(y)=0$ for all $y \in Y$ implies $\pi \equiv 0$.

[^1]:    $\overline{{ }^{3}}$ One has to be able to define the conormal derivative $\partial_{n} u$ for $u \in V_{N}$ as an element of $H^{-1 / 2}(\partial \Omega)$ in a meaningful way. In view of practical computations, one would like $\partial_{n} u \in L^{2}(\partial \Omega)$. For example, $V_{N} \subset H^{s}(\Omega)$ for some $s>3 / 2$ suffices.

[^2]:    ${ }^{1}$ For a study of the approximation properties of the PUM we refer to e.g. $[8,9,61]$.

[^3]:    ${ }^{2}$ Note that the PUM is not restricted to $d$-rectangular patches. The geometry of the patches however has a major impact on the computational work involved with numerical integration. See $[25,26]$ for a partition of unity method based on radial supports.
    ${ }^{3}$ Other meshfree methods like smoothed particle hydrodynamics (SPH) which was first proposed in $[34,59]$ and further elaborated in [35, 62, 63] allow for holes in the covering of the domain $\Omega$. Methods based on the moving least squares approach $[27,28,31]$ on the other hand have to impose more severe geometric conditions on the cover $C_{\Omega}=\left\{\omega_{i}\right\}$.

[^4]:    ${ }^{4}$ We usually employ a normalized B-spline as the generating weight function $\mathcal{W}$.

[^5]:    ${ }^{5}$ Note that we may use scalar basis functions $\psi_{i}^{n}$ of different type (e.g. polynomial or trigonometric) for the different coordinate directions $\boldsymbol{e}_{l}, l=1, \ldots, d$.

[^6]:    ${ }^{6}$ The parameters $\lambda$ and $\mu$ are the so-called Lamé parameters. They are related to the Poisson ratio $\nu$ and the Young modulus $E$ of the material via $\lambda=\frac{E \nu}{(1+\nu)(1-2 \nu)}$ and $\mu=\frac{E}{2(1+\nu)}$.

[^7]:    ${ }^{7}$ The integrals for the right-hand side are oftentimes not directly evaluated but rather approximated via the coefficient vectors $\tilde{f}, \tilde{g}_{N}, \tilde{g}_{D}$ and (generalized) mass matrices (on the boundary).

[^8]:    ${ }^{8}$ There are algebraic multigrid (AMG) methods [80] but their construction is (in general) based on the assumption of an interpolatory linear basis. These methods are very involved and a generalization of AMG to meshfree discretizations is not an easy task. Furthermore, we usually try to mimic the behaviour of geometric multigrid methods with AMG. Hence, a first step in the design of an AMG method for meshfree discretizations must be the development of a geometric multilevel solver which can provide guidelines for a meshfree AMG.

[^9]:    ${ }^{9}$ Samet [75] refers to a point region (PR) quadtree for our two-dimensional construction in Figure 3.1.
    ${ }^{10}$ The additional points are necessary to ensure the shape regularity of the tree cells (and patches). A similar tree-based algorithm for the construction of shaperegular triangulations with an almost-minimal number of vertices was proposed in [12]. Analogously, Algorithm 3.1 may have a similar almost-optimal property: If $m$ is the minimal number of shape-regular $d$-rectangles required to cover the given point set in such way that all $d$-rectangles contain at most one point, then the cover $C_{\Omega}$ constructed by the presented algorithm is of size card $\left(C_{\Omega}\right)=O(m)$.

[^10]:    ${ }^{11}$ The original algorithm presented in [40] employs a further parameter $k \in \mathbb{N}$ in step 3 which controls the local imbalance of the tree, e.g. with a choice of $k=0$ the constructed cell decomposition always corresponds to the cells of a uniform grid. Here, we allow for $k=\infty$, i.e. we impose no restrictions on the local imbalance of the tree. If we limit $k$, e.g. enforce $k=1$, then there is no need for a complete neighbour search. In this situation we can directly compute the set of (possible) neighbours. Such a restricted tree construction is also employed in $[60,86]$.

[^11]:    ${ }^{12}$ Note that this is not feasible when we use radial weight functions in Shepard's method. The integration scheme presented in [26] does not resolve all discontinuities of all derivatives of the respective Shepard functions.

[^12]:    ${ }^{13}$ This simultaneous integration procedure can be viewed as a generalization of the assembly of the stiffness matrix by element matrices in the FEM.

[^13]:    ${ }^{14}$ The decomposition itself, however, is minimal in the sense that it has a minimal number $\operatorname{card}\left(D_{\omega_{i j}}\right)$ of integration cells necessary to resolve the piecewise character of the PU functions. In our construction (2.1) of the PU we have to allow for higher orders $t$ of the B -spline weights to be able to construct global solutions $u^{\mathrm{PU}}$ with higher order regularity; i.e. $u^{\mathrm{PU}} \in \mathcal{C}^{t-1}$. Therefore, the remaining influences on the computational effort involved with the numerical integration of the stiffness matrix entries are the geometric neighbouring relations of our cover patches $\omega_{i}$.

[^14]:    ${ }^{15}$ Hence, the approximation of the computational domain is not affected by this regularization technique.

[^15]:    ${ }^{16}$ A similar problem arises for higher order splines $t>1$ only if $\alpha_{t}>2$; e.g., we need $\alpha_{t}=4$ with $t=2$. Therefore, we can stay with the minimal values of $\alpha_{t}=1.5$ if $t=2$ and $\alpha_{t}=2$ if $t=3$.
    ${ }^{17}$ Here, a cover patch $\omega_{k}$ now needs to store the coordinates of the given point $x_{k}$, the centre $x_{L}$ of the associated tree cell $\mathcal{C}_{L}$ and the radii $h_{L}$.

[^16]:    ${ }^{18}$ Note also that the approximation may become instable if the user prescribed tolerances are too crude.

[^17]:    ${ }^{20}$ Note that we do not assume that the splitting is a direct sum.
    ${ }^{21}$ It is sufficient to require $\mathcal{V}=\sum_{j} P_{j} \mathcal{V}_{j}$, i.e. the condition $\mathcal{V}_{j} \subset \mathcal{V}$ is not necessary.

[^18]:    $\overline{22}$ The maximal key value $k_{\text {max }}$ is a constant depending on the architecture of the parallel computer.

[^19]:    ${ }^{23}$ This transformation needs $O(1)$ operations if we assume that the current refinement level of the tree is known, otherwise it is of the order $O(J)$, where $J$ denotes the number of levels of the tree.

[^20]:    ${ }^{24}$ In general the transformation of a given key $\mathrm{k}_{L}$ to its associated Hilbert domain key $\mathrm{k}_{L}^{D}$ requires $O(J)$ operations, even if the current tree level $J$ is known. But since we are interested in the domain keys $k_{L}^{D}$ keys for all cells (or at least for all leaves) of the tree we can merge the transformation with the tree traversal which reduces the complexity of the transformation of a single key to $O(1)$.

[^21]:    $\overline{25}$ An initial partition can easily be constructed by choosing uniform interval boundaries $\left\{r_{q}\right\}$ and partitioning the initial point set $\tilde{P}$ according to the domain keys on the finest possible tree level.

[^22]:    ${ }^{26}$ Under certain constraints on the overlap parameter $\alpha$ in the cover construction and the regularity of the tree we can compute the neighbourhoods $C_{i, k}$ on coarser levels $k<J$ directly from the neighbourhoods $C_{i, J}$ on the finest level $J$ and there is no need for an overlap computation of coarser levels. But this does not improve the overall complexity since we still need to search for neighbours on the finest level $J$.

[^23]:    $\overline{27}$ Here we employ a consistent coefficient vector in the residual computation and update all copies of the coefficients on all processors, i.e. we employ multiple communication steps per iteration.

[^24]:    ${ }^{28}$ The complexity of the overlap computation may be reduced to $O(J \log \wp)$ if we employ a second tree data structure to store a complete copy of the common global tree.

[^25]:    ${ }^{29}$ We assume that the number of degrees of freedom is reduced at a geometric rate from level to level.

